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 This paper analyses the impact of current trend in applying machine learning in detection 
of vandalism, with the specific aim of analyzing the impact of the class imbalance in 
Wikipedia articles. The class imbalance problem has the effect that almost all the examples 
are labelled as one class (legitimate editing); while far fewer examples are labelled as the 
other class, usually the more important class (vandalism). The obtained results show that 
resampling strategies: Random Under Sampling (RUS) and Synthetic Minority 
Oversampling Technique (SMOTE) have a partial effect on the improvement of the 
classification performance of all tested classifiers, excluding Random Forest, on both tested 
languages (simple English and Albanian) of the Wikipedia. The results from 
experimentation extended on two different languages show that they are comparable to the 
existing work. 
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1. Introduction   

Ever since its inception, in 2001, Wikipedia has continuously 
grown to become one the largest information source on the 
Internet. One of its unique features is that it offers the ability to 
anyone to edit the articles. This popularity, in itself, means that, a 
number of articles can be read, edited, and enhanced by different 
editors and, inevitably, be subject to acts of vandalisms through 
illegitimate editing.                                                                                                                                                                                                                                                                                                                                                                                                                          

This paper is an extension of work originally presented in [1], 
by addressing the issue of class imbalance in the detection of 
vandalism in Wikipedia articles across languages.   

Vandalism means any type of editing which damages the 
reputation of an article or a user in Wikipedia. A list of typical 
vandalisms along with their chances of appearance was created as 
a result of empirical studies done by Priedhorsky et al. [2]. Typical 
examples include massive deletions, spam, partial deletions, 
offences and misinformation. In order to deal with vandalism, 
Wikipedia relies on the following users:  

• Wikipedia users’ ability and willingness to find 
(accidentally or deliberately) damaged articles 

• Wikipedia administrators and  

• Wikipedia users with additional privileges 

 These users use special tools (e.g. Vandal Fighters) to 
monitor recent changes and modifications that enable retrieval of 
bad expressions or which are implemented by blacklisted users.   

 Wikipedia was subject to different statistical analysis 
from various authors. Viégas et al. [3] uses visualization tools to 
analyze the history of Wikipedia articles. When it comes to 
vandalism, authors were able to identify (manually) massive 
deletions as a jump in the history flow of a particular article page. 
Since late 2006, some bots (computer programs designed to detect 
and revert vandalism), have appeared on Wikipedia. These tools 
are built on the primitive included in the Vandal Fighters. These 
use lists of common phrases, and consult databases containing 
blocked users or IP addresses in order to separate legitimate editing 
from vandalism. 

 One drawback of these approaches is emphasized that 
these world use static list of obscenities and grammatical rules 
which are difficult to maintain and easily “fooled”. These detect 
only 30% of vandalisms committed. Consequently, there is a need 
to improve the detection of this kind. One of the possible 
improvements is the application of machine learning.  

 The prior success implemented in interference detection, 
spam filtering for email, etc., is a good indicator for the opportunity 
that the machine learning shows in improvements in detecting 
vandalism in Wikipedia [4]. 
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2. Wikipedia Vandalism Detection 

To define the vandalism detection task, we have to define some 
key concepts of MediaWiki (the wiki engine used by Wikipedia).  

An article is composed of a sequence of revisions, commonly 
referred to as the article history. A revision is the state of an article 
at a given time in its history and is composed of the textual content 
and metadata describing the transition from the previous revision 
[5]. Revision metadata contains, among others, the user who 
performed the edit, a comment explaining the changes, a 
timestamp, etc. An edit is a tuple of two consecutive revisions and 
should be interpreted as the transition from a given revision to the 
next one. 

Evaluating a vandalism detection system requires a corpus of 
pre-classified edits. Our focus is on four different corpora: 

• PAN-WVC-10 - The PAN Wikipedia Vandalism Corpus 
2010 (PAN-WVC-10), compiled in 2010 via Amazon's 
Mechanical Turk comprises 32439 edits from 28468 
English Wikipedia articles of which 2394 have been 
annotated as vandalism. The dataset was created by 753 
human annotators by casting 193022 votes, so that each 
edit has been annotated at least three times, whereas edits 
that were difficult to be annotated received more than three 
votes [6]. The PAN-WVC-10 was first used in the 1st 
International Competition on Wikipedia Vandalism 
Detection [7]. 

• PAN-WVC-11 - The PAN Wikipedia Vandalism Corpus 
2011 (PAN-WVC-11) from 2011 is an extension of the 
PAN-WVC-10. It was used in the 2nd International 
Competition on Wikipedia Vandalism Detection [8]) and 
is the first multilingual vandalism detection corpus. The 
corpus comprises 29949 Wikipedia edits in total (9985 
English edits with 1144 vandalisms, 9990 German edits 
with 589 vandalisms, and 9974 Spanish edits with 1081 
vandalism annotations).  

• Wikipedia History Dump - Wikipedia records all revisions 
of all articles and all other Wikipedia pages and releases 
them as XML or SQL dump files. For this research dumps 
29.10.2015 have been used for: 

o simplewiki and  

o sqwiki. 

2.1. Approaches based on Machine Learning 

Since 2008 Wikipedia vandalism detection based on machine 
learning approaches has become a field of increasing research 
interest. In table 1 existing vandalism detection approaches from 
the literature are shown, depicting Precision, Recall and PR-AUC 
(Precision Recall – Area Under Curve) values.  

Potthast et al. [9] contributed the first machine learning 
vandalism detection approach using textual features as well as 
basic metadata features with a logistic regression classifier. Smets 
et al. [10] used a Naive Bayes classifier on a bag of words edit 
representation and were the first to use compression models to 
detect Wikipedia vandalism. Itakura and Clarke [11] used 
Dynamic Markov Compression to detect vandalism edits on 
Wikipedia.  

 Mola Velasco [12] extended the approach of Potthast et 
al. [9] by adding some additional textual features and multiple 
wordlist-based features. He was the winner of the 1st International 
Competition on Wikipedia Vandalism Detection [7]. West et al. 
[13] were among the first to present a vandalism detection 
approach solely based on spatial and temporal metadata, without 
the need to inspect article or revision texts.   

Similarly, a vandalism detection system on top of their 
WikiTrust reputation system was built by Adler et al. [14 and 15]. 
Adler et al. [16] combined natural language, spatial, temporal and 
reputation features used in their aforementioned works [12, 13 and 
14].  

Besides Adler et al. [16], West and Lee [17] were the first to 
introduce ex post facto data as features, for whose calculation also 
future revisions have to be considered.   

Supporting the current trend of creating cross language 
vandalism classifiers, Tran and Christen [18] evaluated multiple 
classifiers based on a set of language independent features that 
were compiled from the hourly article view counts and Wikipedia's 
complete edit history.                                           

3. Objectives 

The objectives of this research work were to experimentally 
compare four classifiers on unbalanced data with and without 
resampling on four different corpora: PAN-WVC-10, PANWVC-
11, Simple English Wikipedia (simplewiki) and Albanian 
Wikipedia (sqwiki) history dumps, respectively. 

We compare four different classifiers Logistic Regression, 
RealAdaBoost, BayesNet, and Random Forest regarding their 
performances using RUS and SMOTE. 

Based on this experiment we try to build a model that would be 
able to represent the impact of class imbalance on the detection of 
vandalism across languages, for small scaled datasets. 

3.1. The Class Imbalance Problem  

The problem of used vandalism corpora (Webis-WVC-07, 
PAN-WVC-10 and PAN-WVC-11) is that they offer data that are 
highly skewed. What this means is that the ratio between the 
number of vandalism and regular edits is highly imbalanced (5-7% 
of all samples are annotated as vandalism edits).     

Learning traditional classifiers with such datasets can cause 
lower detection performance. Based on surveys of classifying 
imbalanced data by He and Garcia [20] and Ganganwar [21] we 
can list three reasons for performance decline: 

• If classifier learning is based on minimizing the overall 
error, then the minority class instances contribute little to 
the error. This results in an increase of bias of the classifier 
towards the majority class. 

• Many classifiers assume a balanced class distribution of the 
minority and the majority class, which is not often the case 
when working with realistic scenarios. 

• Often classifiers implicitly assume equal costs for 
misclassification for both classes, which is often not 
sensible: for example, the cost for classifying cancer as 
non-cancer is way higher than the other way round. 
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Table 1: Vandalism detection classification obtained from various authors 

 

In general, there are two approaches to overcome the class 
imbalance problem: 

• The data level that involves several training data 
resampling techniques.  

• The algorithmic level that involves adjusting the 
misclassification costs or probabilistic estimates, e.g., at the 
tree leaves of decision tree classifiers, as well as learning 
classifier models solely based on minority class samples 
(so-called one-class classification). 

During the examination of the impact of training dataset 
resampling on vandalism detection performance we find that, in 
most cases, resampling reduces the performance of the tested 
classifiers. Logistic Regression, Real Ada Boost and Bayesian 
Network classifiers benefit from certain resampling strategies, 
whereas a Random Forest classifier turns out to be relatively 
unaffected by resampling approaches. 

3.2. Evaluating Resampling Techniques 

One approach to overcome performance issues of classifiers is 
resampling the training dataset in order to balance the classes. 
There are several common approaches to do so, namely random 
under sampling, random oversampling, directed over and under 
sampling and hybrid methods which combine the aforementioned 
[20]. 

3.2.1. Resampling Strategies 

Random under sampling (RUS) removes a certain amount of 
randomly picked majority class instances from the training dataset. 
RUS leads to class balancing or, in an extreme case, even to 
majority class removal. However, a disadvantage of RUS is the 
loss of possibly decisive instances. Since important information for 
the class separation is likely to be removed, this technique might 
induce a lower classification performance. 

Random over sampling (ROS) reproduces a certain amount of 
randomly chosen minority class samples. Thus, the class 

distribution can be adjusted towards a uniform distribution. Since 
classifiers, after oversampling, are trained by using some minority 
class values multiple times, the learned model is likely to over fit. 

The Synthetic Minority Oversampling TEchnique (SMOTE) 
by Chawla et al. [22] over samples the minority class by computing 
artificial instances. The feature values of these samples are 
calculated by random interpolation of the K-nearest neighbors’ 
feature values (typically K = 5). The method aims at avoiding over 
fitting while oversampling minority class instances. Han et al. [23] 
extend SMOTE to use only the minority class samples at the class 
borderline (borderlineSMOTE) in order to generate artificial data 
which is more important for classification. 

3.2.2. The Classifiers 

Our focus is on Logistic Regression and Random Forest, since 
they are used by Potthast et al. [9], Mola Velasco [12], and Adler 
et al. [16]. Additionally, we consider RealAdaBoost as a state-of-
the-art Boosting algorithm and a Bayesian Network classifier as a 
Bayes approach that is reported to outperform the Naive Bayes 
classifier used by Smets et al. [10].  

Logistic Regression analysis estimates the relationship 
between a dependent variable and one or more independent 
variables. 

RealAdaBoost (Friedman et al. [24]) is a boosting algorithm 
based on Adaptive Boosting (AdaBoost) by Freund and Schapire 
[25]. Boosting is a method to enhance classification performance 
by combining many weak base classifiers (weak hypotheses) in 
order to create a more powerful classifier. 

A Bayesian Network (Pearl and Russell [26]) is a directed 
acyclic graph. The nodes in the graph represent random variables; 
the arcs signify direct correlations between these variables. Tree 
Augmented Naive Bayes (TAN) described by Friedman et al. [27] 
has been used in the experiments. In our experiment, each attribute 
in the graph has only the class value and at most one other attribute 
as parents.  

Authors Data Classifier Precision Recall PR-AUC                         Corpora 

Smets et al. [10] Unbalanced 
Probabilistic 
Sequence 
Modeling 

0.3209 0.9171 - Simplewiki 

Smets et al. [10] Unbalanced Naive Bayes 0.4181 0.5667 - Simplewiki 

Tran and Christen [18] Balanced 
Gradient 
Tree 
Boosting 

0.870 0.870 - Historical Dump 

Potthast et al. [9] Unbalanced Logistic 
Regression 0.830 0.870 - Webis-WVC-07 

Velasco [5] Unbalanced Random 
Forest 0.860 0.570 0.660 PAN-WVC-10 

Adler et al. [14] Unbalanced ADTree  0.370 0.770 0.490 PAN-WVC-10 

Adler et al. [16] Unbalanced Random 
Forest - - 0.820 PAN-WVC-10 

West and Lee [17] Unbalanced ADTree 0.370 0.770 0.490 PAN-WVC-10 
Harpalani et al. [19] Unbalanced LogitBoost 0.606 0.608 0.671 PAN-WVC-10 
West and Lee [17] Unbalanced ADTRee - - 0.820 PAN-WVC-11 
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Random Forest Random Forest (Breiman [28]) is an ensemble 
learning technique, constructing a defined number of decision tree 
predictors and combining them to a predictor set (forest). The 
individual trees are learned from randomly chosen feature subsets 
and represent independent and identically distributed random 
vectors. Each tree is grown to full depth.  

To classify a new data sample, the final class is determined by 
the mode of classes that are predicted by the individual trees. 

3.2.3. Datasets 

We use two datasets: the complete edit history of Wikipedia in 
Simple English and Albanian1, and the hourly article view count2. 

The edit history data dump is that of 1 December 2015 for both, 
the Simple English Wikipedia and for Albanian Wikipedia [1].  In 
figure 1 the number of articles and edits revisions (per month and 
per year) are shown. 

3.2.3.1. Labeling Vandalized Revisions 

From the raw revision data, every revision is reduced to a 
vector of features described in table 2. The reasons for selecting 
these features are independence from language and simplicity.  

Every revision's comment is scrutinized for keywords of 
“vandal” and “rvv” (revert due to vandalism), which would signal 
a vandalism in the previous revision. Afterwards, these revisions 
are marked as vandalism. 

In order to correctly arrange the timestamp of revisions with 
the corresponding article view dataset, we round up the revision 
time to the next hour. This ensures that the hourly article views 
reference the correct revision when combining the two datasets.  

 
Figure 1: Statistical data of editing history for simplewiki and sqwiki 

The arrangement is implemented on all revisions and should 
not affect classification. 

1.1.1.1. Article Views 

The raw article view dataset is structured by views of article 
aggregated by hour. We use the process of applying the 
transformation and filtering of articles viewed in the revision 
dataset above (table 3), as used in [1]. 

Extraction of the redirect articles from the revision dataset is 
applied and then all access to redirect articles is changed to the 
canonical article. These extra view counts are aggregated 
accordingly. These article views are important to seeing the impact 
of vandalism on Wikipedia [2]. Having in mind that the average 

 
1 http://dumps.wikimedia.org/backup-index.html 

time vandalism is active is 2.1 days [5], a lot hours are for 
unsuspecting readers to face vandalized content. 

Table 2: Description of editing history dataset 

Attribute Description 

Title of Article Unique identifier of a Wikipedia article.  

Hour Timestamp The timestamp of the revision.  

Anonymous Edit 

The editor of this revision is considered 
to be anonymous if an IP address is 
given. 0 for an edit by a registered user, 
and 1 for an edit by an anonymous 
user. 

Vandalism  

This revision is marked as vandalism 
by analyzing the comment of the 
following revision. 0 for regular edit, 
and 1 for vandalism.  

 

However, the behavior of vandals may also be seen in a change 
in access patterns, which may be from vandals checking on their 
work, or that article drawing attention from readers and their peers 
[29].  

Table 3: Description of article view dataset 

Attribute Description 

Name of Project 
MediaWiki project, (Simple English -
“simplewiki” and Albanian -“sqwiki”). 

Hour Timestamp In the format of DDMMYYYY-HH0000.  

Title of Article The title of the Wikipedia article.  

Number of 
Requests The number of requests during that hour. 

The edit history dataset is scanned in order to be sure that these 
article views occurred when articles are in a vandalized state. Then 
we apply labelling of all article views of observed vandalized or 
non-vandalized revisions. 

The unknown views from revisions made before 2015, or 
articles without revisions in this 4-month period under study, are 
discarded. Thus, we have an article view dataset labelled with 
whether the views are of vandalized revisions. 

The resulting size of the data is identical to the resulting dataset 
in the following subsection. This labeled article view dataset 
allows us to determine whether view patterns can be used to predict 
vandalism. 

From this resulting dataset, we split the “Hour Timestamp” 
attribute into an “hour” attribute. This allows the machine learning 
algorithm to learn daily access patterns.  

1.1.1.2. Resulting Dataset 
The resulting dataset is created by merging two-time series 

datasets for each language. The dataset is constructed by adding 

2 http://dumps.wikimedia.org/other/pagecounts-raw/ 
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features from the labeled revision dataset to the labeled article view 
dataset by repeating features of the revisions. Thus, for every 
article view, we have information on what the properties are and 
whether this revision was viewed. 

We use the “hour” attribute split from the timestamp in the 
article views dataset. Thus, we have the following 6 features in our 
resulting dataset: hour, size of the comment, size of article, 
anonymous edit, number of requests, and vandalism. 

These features are language independent and capture the 
metadata of revisions commonly used, and access patterns. Article 
name is not included in the resulting dataset because access 
patterns of vandalized articles may be similar to other vandalized 
articles, regardless of the name of the article.  

To apply the classification algorithms, we split the resulting 
dataset by date into a training set (September to November) and a 
testing set (December), as shown in figure 2. 

2. Experiments and Results 

For SMOTE oversampling we use an amount of 50% and 
100% of the original vandalism class instances (SMOTE50 and 
SMOTE100).  

 

Figure 2: Revisions Dataset – Classifications results 

Additionally, we chose an oversampling amount of 1300% 
which leads to an almost balanced dataset without loss of any 
majority class instances - 13613 (48.81%) vandalism, 14281 
(51.19%) regular. 

On PAN-WVC-11 we use a SMOTE oversampling of 1100% 
instead of 1300%, due to the different class distribution in that 
corpus (1100% oversampling leads to 28728 (48.88%) vandalism 
and 30045 (51.12%) regular samples). Table 5 provides the 
corresponding PR-AUC values.   

Using RUS on the training data, all classifiers but 
RealAdaBoost on PAN-WVC-11 show a performance drop on all 
four corpora. 

For Logistic Regression (on both corpora) and Random Forest 
(on PAN-WVC-10) RUS leads to the lowest overall performance. 

If a classifier already handles class imbalance internally, RUS 
only removes majority class data that is needed to train the model 
without benefiting from a balanced data set. For Real Ada-Boost 
the loss of regular samples seems not to be as influential as the 
training on a balanced dataset. 

SMOTE Logistic Regression benefits from SMOTE50 (on 
PAN-WVC-10) and from SMOTE100 (on PAN-WVC-11).  Both 
oversampling strategies result in the best overall performances on 
the respective corpora. Similar results have also been obtained on 
simplewiki and sqwiki.  

SMOTE oversampling leads to a high performance drop for the 
RealAdaBoost classifier. Over-sampling the target class with 
SMOTE causes a slight decrease of performance if the Random 
Forest classifier is used on both corpora. The performance for 
BayesNet increases for lower oversampling proportions (50% and 
100%) on PAN-WVC-11, SMOTE50 even leads to the highest 
overall performance. On PAN-WVC-10 all SMOTE proportions 
result in a performance drop for the BayesNet classifier. 

On PAN-WVC-10 for Logistic Regression and Random 
Forest, a higher oversampling proportion leads to lower 
performance. This is also the case for all classifiers but Logistic 
Regression on PAN-WVC-11. For all classifiers on both corpora 
SMOTE1100/1300 lead to the lowest classification performance using 
SMOTE approaches. An exception is the RealAdaBoost classifier 
(on PAN-WVC-11), for which SMOTE1100 outperforms the other 
proportions. 

A reason for the observed lower performance using SMOTE 
might be the absence of significant data in the training and test 
corpora. If the vandalism samples given in the test dataset 
represent other vandalism types than those given in the training set, 
some kinds of vandalism will never be found.  

Wikipedia vandalism has been found to be a heterogeneous 
problem [30]. Hence, an underrepresentation of vandalism edits 
from certain categories in the training corpora would not be 
surprising, since the samples have been chosen randomly ([6], and 
[8]). In the case of missing decisive vandalism samples, 
oversampling would not produce a more accurately defined 
vandalism class region, but would only insert further weak 
samples. 

3. Conclusions and Future Work 

Summarizing our experiments, we can conclude that 
RealAdaBoost is most affected by the imbalance of the training 
data. Random Forest shows only little sensitivity to resampling 
approaches. However, it turns out to be the best performing 
classifier of all evaluated approaches, without applying resampling 
strategies, as shown in table 4. 

 We compared different resampling strategies applied on 
four classifiers, Logistic Regression, RealAdaBoost, BayesNet 
and Random Forest. We observed that examined resampling 
strategies (RUS and SMOTE) had a partial increase of the 
classification performance for all tested classifiers, except for 
Random Forest. However, regarding the total classification 
performance, Random Forest, trained with the original data set, 
outperforms all other approaches.  

The reasons for the poor improvement by resampling 
techniques can be found in the class overlapping or due to class 
imbalance of the four corpora training datasets, given our chosen 
feature set. 

With these experiments we have shown that the class 
imbalance has a similar impact on various datasets across 
languages in terms of the detection of vandalism rates. 
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Table 4: Values of PR-AUC for the resampling strategies 

Classifier Resampling strategies 
None RUS SMOTE50 SMOTE100 SMOTE1300/1100 

PAN-WVC-10 
Logistic Regression .584 .478 .586 .578 .545 
RealAdaBoost .612 .561 .476 .485 .443 
BayesNet .627 .596 .615 .616 .537 
RandomForest .675 .621 .667 .664 .634 

PAN-WVC-11 
Logistic Regression .633 .615 .636 .646 .616 
RealAdaBoost .534 .536 .495 .453 .499 
BayesNet .651 .643 .663 .656 .562 
RandomForest .744 .726 .738 .732 .706 

Simple English 
Logistic Regression .636 .615 .632 .623 .608 
RealAdaBoost .498 .536 .497 .443 .487 
BayesNet .623 .643 .652 .642 .560 
RandomForest .736 .734 .726 .722 .716 

Albanian 
Logistic Regression .621 .615 .636 .626 .610 
RealAdaBoost .487 .536 .495 .439 .479 
BayesNet .611 .632 .628 .640 .552 
RandomForest .726 .728 .718 .717 .709 

 

For future work, more investigation is needed to point out the 
within-class imbalance properties in the PAN-WVC corpora and 
in the Wikipedia history dumps regarding certain feature sets.  
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