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In a biometric system technology, a person is authenticated based on processing the unique
features of the human biometric signs. One of the well known biometric systems is iris recog-
nition, this technique being considered as one of the most secure authentication solutions
in the biometric field. However, several attacks do exist that are able to spoof iris. In this
paper, we propose a novel approach for securing the iris recognition system by eye liveness
detection technique. The proposed system detects the eye liveness, and recognises the iris.
This process includes multiple steps. As per the first step, the person opens his eye and the
system reads remotely the changes in pupil size as a result of the response to the ambient
illumination. Then, the system starts matching the iris with a database. The second step:
the person closes his eye and the system remotely detects the heartbeats signals under the
skin of the eyelid. As per the third step, the person opens his eyes again and the system reads
the pupil size again and compares the results of the pupil size, and then the system matches
again the iris with the above database. For the iris recognition to be validated, all the above
checks have to be passed. We have conducted several experiments with our proposed system,
based on a brand new dataset comprised of 40 subjects. In addition, we also used public
datasets: CASIA-Interval, CASIA-Twin and Ubiris.V1. The achieved results show the
quality and viability of our proposal.

1 Introduction

Among all human physical biometrics, iris recognition sys-
tems are considered the most secure biometric systems that
can be operated at a low false acceptance rate (FAR). The ap-
plications of iris recognition comprise personal identification
cards, border controls, and other government applications [1].
Moreover, the distinct feature of the iris recognition system
that makes it so popular in security is its uniqueness; even
the iris patterns of twins are different.

However, iris is still subject to attacks. The most well
known attacks are called spoofing—whose detection is still
an open challenge. Iris recognition technology is considered
as a robust authentication technology because of the difficulty
of counterfeiting the human iris. But adversaries have found
numerous manners by tricking the iris recognition systems
through forging the iris [2]. So, researchers began to analyze
the structure of the human eye to find effective countermea-
sures versus the adversary.

An attack technique is to utilize an artificial human iris to
be placed in front of the camera sensor to grant authentication
to the adversary as the legitimate person [3]. While a popular
attack is by using a printed photo. The adversary captures
a photo of the targeted user to impersonate him as an autho-
rized user [4]. A countermeasure is liveness recognition, that

is employed to identify whether the person is alive or not.
One of the common approaches to recognize life signs is the
signal of the heartbeats. When the heartbeats occurs, then
we cannot ignore the assumption that alive human is facing
the sensor. The existing work in recognizing the heartbeats is
remote photoplethysmography (rPPG) [5]. The rPPG detects
the signals of blood flooding underneath the human skin.
Furthermore, various ways to detect rPPG— the widespread
technique is probably by sensing remotely the signals of the
heartbeats through the face.

The Author in [6] demonstrated the possibility to remotely
acquire a heart pulse through one particular camera. The ex-
periment of capturing rPPG is achieved by detecting a certain
area of the face skin and calculating a liveness score in the
region of interest (ROI) within a short period [6].

In [7], the remote capturing of heartbeats is based on the
detection of the color variations in the face skin of the person
and recognizes the irregular bio signs. If the indication of the
heartbeats under the skin does not occur, it would indicate
that the analyzed face is a fake.

Contribution We present in our work a new contribution
to detect the eye-liveness, integrated with iris recognition.
The proposed methodology is articulated over a series of
steps: eye liveness, iris recognition, and again eye liveness
and iris recognition. The eye-liveness detection depend on
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the reaction of pupil diameter size during the existence of the
ambient light, integrated with the remote reading of the heart-
beat of the eyelid; while iris recognition is based on matching
the iris—with the one previously stored in a database—two
times, in real-time.

Figure 1: Proposed system

The system starts capturing the face of the supplicant, and
runs a time counter. Next, the system recognizes the eye as
opened during opening the eye and then reading the actual
measurement of the size of pupil diameter. After that, the
system initiates matching the person’s iris with the database
as the first match. Then, the user closes his eyes and the
system identifies the eyes as closed and then starts detecting
the signals of blood flowing under the eyelid skin as heart
pulses. The user subsequently opens the eyes, and the system
reads the diameter size of the pupil again to recognize the
dilation. The system matches again the iris with the database
as a second match. Consequently, if the iris first match is
equivalent to the second match, the dilation of the pupil ex-
ists, the heartbeat is recognized, and the time counter of the
face did not interrupt, then eye-liveness is validated and iris
is authenticated.

Roadmap We have structured our proposal as follows:
Section 2 reviews the prior art in the field. Section 3 intro-
duces the adversary models and illustrates the methods of
spoofing that the can be performed by the adversary. Section
4 presents our system and how to grant a secure authentica-
tion discriminating between an authentic and a spoofed eye.
Section 5 is the iris recognition and explains the process of
identifying the iris from the database. Section 6 illustrates
the results of experiment. Section 7 is a discussion of the pro-

posed system. Section 8 reports the limitations of our work,
while conclusions are reported in Section 9.

Figure 2: Flowchart for the proposed sytem

2 Related work
The concept of the iris recognition system started initially
in 1987 by Flom and Safir [8]. This was demonstrated as a
basic matching approach for the imaging system by using
mathematical theories.

One of the famous methods for matching iris is the Daug-
man method. Daugman proposed an automatic segmentation
approach, processes for normalization and 2D Gabor filter
feature extraction, and match the data to get iris matching [9].
Where [10] made a comparison by comparing the iris recog-
nition algorithm between Principal Component Analysis
(PCA), Independent Component (ICA) and Gabor Wavelet
for getting iris code.

As countermeasures for spoofing attacks, the previous
proposals concentrated on liveness detection. The principle
of the liveness is to guarantee that the iris of the eye has a
life sign by examining the biometric characteristics of the
eye [1]. Basically, illumination technique is one of the popu-
lar techniques in forged iris detection, where the eye obtains
illumination by focusing light to the eye. So, the pupil reacts
with the light by expanding or contraction. The change in the
size of pupil confirms the eye is real.

The contributions that depend on checking the pupil ra-
dius after centering the illumination have certain restrictions.
For instance, if the room is lightened by strong light, then
the pupil response could be not satisfactory. Park [2] demon-
strated a mechanism utilizing a texture feature to determine
the countrified the human iris, by the pupillary light response.

Besides, the illumination method has the ability to iden-
tify the corneal whether as alive or fake. The corneal usually
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reflects when directly illuminated, and creates a red circle in
the center of the pupil. By examining the color that occurs
in the corneal [6], an alive eye is recognized. Therefore, the
attention concentrated on the reaction of the eye to the light,
to discriminate between the alive eye and spoofed eye [11].
The author in [4] proposed Pupil Centre Corneal Reflection
(PCCR) method relied on gaze estimation to discriminate be-
tween the signals of live and spoof eye. In addition, the vein
of the sclera used to identify the liveness of the eye. The
sclera is the white region inside the eye and the pattern can be
extracted and compare it with the pre-stored database, such
as in [8].

Regarding the rPPG, the earlier works were focused on
analyzing the face skin of the human [6]. The used method is
called a color-based method, it measures the heartbeat from
the reflection of the colors that occur on the skin— those col-
ors are the blood streaming under the skin [7]. This method
is one of the cornerstone for detecting spoofing attacks.

The work in [12] presented a contactless heart pulse sys-
tem to detect the fabricated mask of the victim. This approach
has been achieved by measuring the heart pulse of the face.
Therefore, when the heart pulse of the face is detected, then
the face is considered alive.

Finally, the authors in [13] proposed to preventing 3D
mask PAD (presentation attack detection) by using rPPG
pulse detection.

3 Adversary models
The adversary relies on spoofing to obtain the identity of the
legitimate user. In this section, we introduce the techniques
of spoofing that have been used to tamper iris recognition
systems.

In general, the iris system captures the iris of the person
and then matches it with stored images. The major purpose
of the adversary is to fool iris recognition systems by using
forged iris models of the targeted user in iris recognition de-
vices to grant an authentication. The iris spoofing attacks can
be classified as follows:

• Photo Attack;

• Video Attack;

• Contact Lens Attack; and,

• Artificial Attack.

Photo Attack: This type of attack is one of the popular
attacks in iris recognition systems due to its simplicity. The
attacker uses printed photo one a piece of paper to imperson-
ate a victim. Also, the attacker can use a stored photo in the
smartphone to implement the same attack [14].

Video Attack: It is a recorded short video of the victim’s
eye that encompasses all the parts of the eye such as: iris and
pupil. The attacker strives to make the video very clear to
view the iris in the screen looks real by the adjusting graphics
and the resolution.

Contact lens attack: This attack is considered a develop-
ment of a photo attack. The adversary prints the iris drawing
of the victim on the contact lens in a special manner. After
that, he wears a fake lens to authenticate himself and bypass
the system. Normally, contact lens attack is not easy to be

detected, unless the attacker shows unusual behavior in front
of the iris camera.

Artificial Eye: The adversary uses plastic or glass to fabri-
cate a spoofed eye. After that, the attacker place this artificial
eye in iris systems to get authentication.

4 Proposed Method

This section details the framework of our system. The system
authenticates the eye of the user and identifies spoofing at-
tacks by recognizing a real eye from a fake eye. The proposed
system in Figure 1 depicts the liveness of eye recognition.
As shown in Figure 1, our system is structured over several
stages, described in the following.

1. The system detects the face and starts a timer (the face
must be presented facing the camera sensor and the
timer will be stopped in case any interruption in the
detection of the face.

2. The person opens his eyes and the system identifies the
opened eye. Next, begin capturing the pupil diameter
and it must be small (because of surrounding illumina-
tion) and then matches the iris with the database.

3. The person closes his eyes and the system identifies a
closed eye. After that, the system extracts the vein of
the eyelid skin.

4. Detecting the heart signals of the eyelid skin.

5. The person opens his eyes again and pupil size will
be dilated. Then, the system immediately identifies
the dilated pupil and matches the iris again with the
database.

Furthermore, the process should be implemented while
maintaining its continuity. If any step of the process is
stopped or interrupted, then the system detects this abnormal
behavior as a spoofing attack. Therefore, when the pupil size
is changed before and after closing the eye and the signals
are recognized as a heartbeat of the eyelid, and at the same
time the iris is matched twice, the system recognizes the eye
as real and then iris matching process will initiate.

4.1 Pupil Diameter Detection with Heartbeat Signals
Recognition from the Eyelid

As an initial step, the system captures the user’s face and a
temporal window will set with length T [15]. The window
can be configured to execute time-dependent analysis.

Subsequently, pupil diameter detection and rPPG of the
eyelid will be performed into various phases, as follows: face
and eye detection, pupil diameter size readings, and Region
of Interest (ROI)detection with rPPG readings recognition.

4.1.1 Face Detection

Capturing the face precisely is necessary to capture the eye in
clear view and to determine good quality candidate regions
of the eye. Consequently, the false positive rate will be re-
duced and also the computation time. The Haar-like feature
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is typically the used approach for detecting the face due to its
fast processing and accuracy [16].

4.1.2 Eye Detection

The eye-detection implemented by using Haar-like features
and a cascade classifiers algorithm. As explained in the pre-
vious section, if face detection is performed accurately, the
efficiency of detecting the eye will be raised as well [16].

4.1.3 Pupil Detection

Pupil detection is implemented by using the Hough trans-
form algorithm [17]. There is a pre-processing step that must
be achieved before implementing the Hough transform [17].
First, we have transformed the image into a grayscale. Next,
we got the major data of the eye contour. To implement this
stage, we used the ‘Prewitt filter’ to obtain the contour im-
age [18]. It gives two types of edges Gx and Gy on the image,
where Gx detects edges in horizontal direction and Gy detects
edges in vertical direction as demonstrated below:

Gx =

[
1 0 −1
1 0 −1
1 0 −1

]
Gy =

[
1 0 −1
1 0 −1
1 0 −1

]
And the contour image as shown in Figure 3:

Figure 3: Prewitt filter to get the contour of the eye image

When the circle is detected on the image, the pattern of
the pupil is extracted and stored. To get the circle of the pupil
after this stage, we apply Hough Transform.

Figure 4: Hough circle

4.1.4 Region of Interest (ROI) Selection

The ROI is a significant element in the captured image of
the eye. It locates the skin portion of the eye [19, 20]. Fur-
thermore,the ROI determines the external layer of the eyelid
which includes the vein (inside the vein is the blood flowing,
used for the detection of the heart pulses).

4.1.5 rPPG Extraction

Once the ROI of the eyelid is determined in the image, we
begin measuring the rPPG based on the average of the pixels
which are located inside the eyelid skin [6, 7]. The measure-
ments are accomplished independently, over three separate
colored channels: Red, Green, and Blue (RGB). Accordingly,
rPPG measurements appear on RGB image at every frame
and the output appears on the temporal window [7].

4.2 Feature Extraction
4.2.1 rPPG signal pre-processing

The signals generated from the rPPG contain the light vari-
ations from the heart-beats and the light surrounding the
environment [12]. So, signals of the rPPG are affected by the
light of the environment, and compounded with the noise
from other sources. Hence, a pre-processing step is important
to be performed before getting the rPPG signals. The step
consists of three stages as follows [6, 7, 12, 13]:
• Detrending filter: it operates as a temporal filter that is uti-
lized to reduce the static part of the signals that produced
from the rPPG. For instance: reducing the signals that are not
part of the expected heartbeats and removing the interference
of light environment.
• Moving-average filter: this type of filter used to remove
the random noise of rPPG signals. This random noise could
occur due to incorrect parameters which are gained during
the image capturing.
• Band-pass filter: commonly, the human heart rate ranges
between 40-240 bpm (beats per minute), which is equivalent
to a frequency between 0.6 and 4 Hz. Therefore, the frequency
outside this range will be be removed (because they are not
heart pulses).

4.2.2 Transformation of the eyelid skin to frequency

This phase has a special input signal, which is, filtered rPPG
signals. The filtered rPPG is the extracted signals from the
estimation of the changes in eyelid skin tone caused by the
blood streaming under the eyelid skin. Now, the extracted
signals will be converted to the frequency domain by using
fast Fourier transform (FFT) [6, 13].

4.2.3 Extracting the heart pulse

The extracted domain after the pre-processing step shows
a range of frequencies; the highest frequency peaks are the
heart pulses. In our state, we need to detect the heart-beat to
identify the real eye or fake eye.

The method applied to the features is called transforma-
tion. The signals are converted from the domain to the fre-
quency by applying fast Fourier transforms (FFT), and later
its power spectral density (PSD) distribution is computed [12].
The patterns of PSD present the discrimination of the eye—
whether it is a real or a spoofed one. An alive eye has an
obvious peak in the PSD, while a spoofed eye has random
noise peaks in PSD [21].

Subsequently, we extracted for every color channel two
features for detecting the real eyelid.
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In the feature extraction stage, PSD is visible and its max-
imum power response is specified as first feature P. The
frequency range (expected between 0.6 - 4Hz), is the second
feature R which is the ratio of P to the total power. The pair
of features (P, R) are the outcome of three channels of RGB
video [21].

5 Iris Recognition

This section explains the stages of processing the iris image
and then matching the database.

5.1 Segmentation

The segmentation method is used to get the contours of iris
precisely, which is an inner boundary comprising the pupil
with the iris and an external boundary comprises the iris with
the sclera.

These boundaries are used to discriminate the pixels
whether there is the iris. So, this outcome produces a bi-
nary mask that consists of on-pixels (belong to the iris) and
off-pixels (do not belong to the iris) [22]. Subsequently, the
Hough Transform Circle is used to determine the circular
iris area. The segmentation step generates two contours (iris
and pupil) that will be used in the next step which is the
normalization, as depicted in Figure 5.

Figure 5: The left image is the original eye for a subject and the right image
is the eye after segmentation

5.2 Normalization
The normalization converts the area of iris into a straight strip
by using the Daugman’s rubber-sheet technique, as depicted
in Figure 7.

Daugman’s rubber-sheet manner is a popular technique
for iris normalization which transform the circle of iris area
to a rectangular block with a fixed size [22].

I[x(r, θ), y(r, θ)]→ I (1)

Based on equation (1), the equation converts the pixels in
the circle of the iris into an equivalent location on the polar
axes (r, θ), where r is the radial distance and θ is the rotated
angle at the corresponding radius.

5.3 Encoding

With encoding, the iris texture will be extracted through filter-
ing the normalized image by using a Gabor filter method, as
shown in Figure 8. The Gabor filter has the ability to generate
an optimum conjoint representation of a signal in space and

spatial frequency. [23] Moreover, a Gabor filter is structured
by modulating a sine/cosine wave with a Gaussian.

So, using the Daugman method we can later use the 2D
Gabor filter to encode the iris data. The equation of the 2D
Gabor filter over the image domain as (2):

G(x, y) = e−π[(x−x0)2/a2+(y−y0)2/β2]e−2π[µ(x−x0)/ν0(y−y0)2]

(2)
where, (x0, y0) determines the position on the image,

(α, β) determines the actual width and length, and (u0, v0)
determines the modulation, which has spatial frequency t
(u02 + v02).

Figure 6: Daugman’s model used for iris normalization.

Figure 7: The subject’s iris converted to strip by using normalization method.

5.4 Matching

The matching section is the final stage. It compares two iris
codes using the Hamming distance (HD) between the binary
codes corresponding to the selected points within the iris tem-
plates.

Figure 8: Encoding stage by converting the normalized iris to iris code
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Indeed, if two patterns are derived from the same iris,
the HD between them will be close to 0. In this stage, we
match the iris two times to make sure the same user is phys-
ically present in front of the sensor. The first check, when
the user opens his eye, and the second check when the user
finishes from measuring the heartbeats through the eyelid
while closing the eye and then open again his eye.

(a) Real eye

(b) Photo attack

(c) Video attack

Figure 9: (a) Real eye. (b) Photo attack. (c) Video attack.

The principle of matching the iris two times with running
a timer is to make sure that it is the same user present in front
of the sensor, otherwise the attacker could first pass the live-
ness process, and then fool the system by using counterfeit
iris.

6 Experiment and Results

6.1 Experiment Setup

The experiments were conducted with the resources reported
in the following.
The hardware: 1. PC with OS Win10 ; and, 2. two cam-
eras sensors: one infrared camera type DingDangSmart 2MP
1080P OV2710 Mini IR Webcam and one cameras type Logitec
C930e. We fix the two cameras on one stand. The first camera

(infrered camera) was used for detecting the pupil diameter
size and iris of the eye and the second camera (logitec C930e)
for detecting the eyelid.

The application software: we designed GUI (Graphical
User Interface) by using QT program, C++ for pupil diameter
detection and iris matching and python for heart pulse detec-
tion through the eyelid. The first GUI is configured to camera
1 and captures the pupil from a 1-meter distance and shows
on the screen the actual diameter size of the pupil depicts as
in Figure 10 and matches the iris with stored database as in
Figure 11. Furthermore, it determines the difference between
the closed and opened eye through displaying a message.

Figure 10: Pupil size recognition

Figure 11: The first image is the scanned eye from the proposed system and
the second image is recognized eye with the database.

Also, camera 1 is configured for scanning the iris and
matching it with the Database. To detect the heart pulses
of the eyelid, we designed another software and configured
to camera 2 and measures remotely the user heart pulses of
the eyelid as shown in Figure 12. The SW also displays in
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Table 1: The pupil size values for 40 subjects

(a) The values of the initial state, dilation, and final state of the pupil sizes for first 20 subjects

Subjects 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Initial State of Pupil Size 2.88 2.34 2.06 2.04 2.55 2.88 2.47 2.53 2.62 2.11 2.06 2.67 2.33 2.26 2.72 2.06 2.42 2.57 2.57 2.31

Pupil Dilation 3.29 2.67 2.88 2.56 3.29 3.31 3.09 3.29 2.77 2.96 2.88 3.19 2.68 2,57 2.88 3.09 2.67 3.29 3.11 2.56
Final State of Pupil Size 2.88 2.34 2.06 2.04 2.55 2.88 2.47 2.53 2.62 2.11 2.06 2.67 2.33 2.26 2.72 2.06 2.42 2.57 2.57 2.31

(b) The values of the initial state, dilation, and final state of the pupil sizes for second 20 subjects

Subjects 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
Initial State of Pupil Size 2.87 2.13 2.26 2.72 2.06 2.42 2.57 2.06 2.04 2.55 2.88 2.47 2.53 2.62 2.11 2.06 2.77 2.38 2.46 2.31

Pupil Dilation 3.47 2.67 2.67 3.09 3.91 2.67 3.11 2.67 2.47 3.11 3.21 3.09 3.09 2.88 2.22 2.67 3.67 2.79 3.07 2.56
Final State of Pupil Size 2.87 2.13 2.26 2.72 2.06 2.42 2.57 2.06 2.04 2.55 2.88 2.47 2.53 2.62 2.11 2.06 2.77 2.38 2.46 2.31

real-time the heart pulse on the screen as in Figure 13. In addi-
tion, we used certified medical oximeter device type TATRIX
Medical fingertip pulse oximeter device for comparing the
heartbeats signals with our system.

Figure 12: Eyelid detection

Figure 13: Heart pulse detection by eyelid

6.2 Data
Since, to the best of our knowledge, there is no available
dataset for heartbeats signals of eyelid and pupil diameter
size changes before and after closing the eye, we have created
three data-sets composed of 40 subjects. The first data set is
the diameter size of the eye pupil.

(a) Pupil diameter size changes for user 1

(b) Pupil diameter size changes for user 2

Figure 14: Pupil diameter size changes

The second one stores the heartbeats parameters of the eye-
lid. The third dataset is the iris dataset. In addition, we used
external datasets from Chinese Academy of Sciences Institute
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of Automation (CASIA): CASIA-IrisV3-Interval contains 2655
samples with 320*280 image size , CASIA-IrisV3-Twins con-
tains 3183 samples with 640*480 image size and UBIRIS.V1
contains 1214 samples 200*150 image size to evaluate the per-
formance for the iris recognition [24].

Algorithm 1: The proposed system for eye liveness
detection
Input :Capture the face
While the same face on the screen do

Run the continuation timer
Begin Stage 1

The system asks to open the eye for 3 seconds
Detect the face
Detect the eye

End of Stage 1
Begin Stage 2
if The eye is opened then

Detect the pupil and measure its diameter size;
Match the iris with the database

else
Termination in case the eye is closed;

end
End of stage 2

Begin Stage 3
The system asks to close the eye for 3 seconds...

if The eye is closed then
Detect the eyelid;
Extract the vein of the eyelid

else
Termination in case the eye is opened;

end
End of Stage 3

Begin Stage 4
if The vein is detected and the blood streaming detected then

Read the heart pulse signals that come through the
eyelid

else
Termination in case not detected

end
End of Stage 4
Stage 5 (Last Stage)

The systems asks to open the eye again
if The eye is still closed then

Termination

else
Detect the pupil and measure the changes in diameter

size
Pupil size must be dilated and starts to shrink gradually

until it becomes smaller like the first time in step 2
if The pupil size is different then

Match the iris with the database
Output : The eye is real and the iris authentication is

triggered
end

end

6.3 Methods

We have divided the proposed method into 3 stages: stage 1
for opening the eye, stage 2 for closing the eye and stage 3 for
opening the eye again. We created dataset for pupil diameter
sizes and iris of every subject. The system captures the pupil
diameter with the iris during opening the eye in stage 1 and 3.
In the meanwhile the system compares the changes in pupil

diameter size and matches the iris two times .
The concept behind the two matches of the iris during the

stages is to confirm the physical presence of the subject. In
case the iris matched just one time, it means an error occurred
in the system or the attacker tried to bypass the camera sensor
by forging the iris. As per stage 2, we created a dataset for
the heartbeats of the eyelid and measured it for the same 40
subjects. We let the subjects to look at camera sensor (which
is dedicated for measuring the heartbeats signals) for 20 sec-
onds. Next, the system detects and stored the heartbeats
of the eyelid in database1. Furthermore, we used certified
oximeter device to gather the parameters of heartbeats of the
40 subjects and stored them in database2.

Figure 15: Proposed system

6.4 Results
In this section, we report the evaluation of the results for our
proposal.

Pupil diameter detection
We calculated the pupil diameter size while the subject’s eye
was opened and the diameter size was smaller than while the
eye was closed for a short time and then opened again. As
shown in Figures 14a and 14b, we observe the curve of the
pupil in a static state while the eye is opened. After that, the
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curve moves toward ”0” during closing the eye and then the
curve increased higher than the static state. Then, the curve
returns to the static state again because of the response to the
surrounding light.

Moreover, we measured the average of the initial state of
the pupil diameter size (when the user looks to the camera),
dilation state of the pupil diameter size, and the final state of
pupil diameter size (when the user closes and opens his eye
again) for all the 40 subjects, as depicted in tables 1a and 1b.

Iris recognition In this stage we have examined 40 sub-
jects by matching their irises two times: one before and one
after closing the eye. The result of matching the same iris two
times—using our algorithm—resulted in a 100% accuracy
rate.

Moreover, we used outsource datasets CASIA and UBIRS
to evaluate the recognition performance. In table 2 we report
the parameters for evaluating the proposed system which
checks the same person two times, namely: Correct Recog-
nition Rate (CRR), false accept rate (FAR)—it calculates the
probability of the user being incorrectly recognized as another
user—, false reject rate (FRR)—it calculates the probability of
registered users not being recognized, and Equal Error Rate
(EER)—it is the value where FAR and FRR cross. Decision
Threshold: when the hamming distance (HD) of two irises
is lower than the threshold, then we consider the two iris
the same (authorized user). However, if HD of two irises
is bigger than the threshold, we consider them as different
(unauthorized user). The ROC (receiver-operating character-
istic) shows the relationship between the FRR and FAR.

Eyelid signals
We conducted a comparison between the eyelid dataset
(database1) and the medical oximeter dataset (database2).
Each subject was scanned for 20 seconds by our proposed sys-
tem along with a medical oximeter device which was attached

physically on subject’s finger.
The results that we found from database1 were very near

to database2 as demonstrated in Figures 16 and 17.
According to the Figures 16 and 17, the curves depict that

the parameters are close to each other. We observe that the
curve of of the eyelid’s heartbeat is very close to the one re-
lated to the oximeter, till some variance appears between 13
to 16 seconds because of some delay in the proposed system
during the capture of the heartbeats of the eyelid. This delay
considers regular because the size of the vein is small which
is exists inside in the eyelid and difficult to capture this vein.
Besides, the vein of the eyelid differs from subject to subject.
However, the delay occurs for few seconds only (not more
than 3 seconds). Overall, the parameters of the proposed
system are almost the same as the certified oximeter device.

Table 2: Evaluation of our dataset, CASIA-interval, CASIA-twin and
UBIRIS.v1

Database FAR % FRR % CRR ERR

Our dataset (40 irises)
1 0.06

99.25% 0.740.1 3.14
0.01 5.67

CASIA-Interval
1 1.27

98.85% 1.150.1 4.27
0.01 12.34

CASIA-twin
1 1.76

98.25 1.750.1 4.32
0.01 8.76

UBIRIS.V1
1 3.67

97.57% 2.430.1 9.67
0.01 19.4

Moreover, with reference to the heart pulse parameters,
we measured the mean, the median, and the standard devia-
tion for all the subjects, as shown in tables 3a and 3b.

Figure 16: Comparison between heart pulse by eyelid and oximeter for user 1

Figure 17: Comparison between heartbeats signals of eyelid and oximeter for user 2
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Figure 18: All subjects are grouped, and their pupil diameter sizes is reported to highlight the differentiation between the initial state and dilation state of the
pupil diameter size changes.

Table 3: The heart beats parameters for 40 subjects

(a) Mean, median, and standard deviation heart pulse values for all subjects

Subjects 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Mean 55 65 55 70 71 78 55 60 78 55 53 60 59 62 57 61 59 58 72 78

Median 55 65 55 69 71 78 56 60 78 56 53 58 59 63 57 60 60 58 71 78
Standard Deviation 1 1 2 2 2 1 1 1 1 1 1 2 1 2 1 2 5 1 2 1

(b) Mean, median, and standard deviation heart pulse values for all subjects

Subjects 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
Mean 55 60 78 70 55 53 60 59 53 60 59 62 59 57 61 59 58 72 65 55

Median 56 60 78 56 53 58 59 53 58 59 63 57 60 60 58 71 65 55 69 71
Standard Deviation 1 1 1 1 1 1 1 1 2 1 2 1 2 5 1 2 1 2 2 2
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6.5 Alarms
According to our experiments, we got the average of the pupil
diameter change as follows:
- The size of pupil diameter in the initial state (before closing
the eye) is 2.4mm.
- The size of pupil diameter in dilation is 2.9mm.
- The size of pupil diameter in the final state is 2.4mm.
Therefore, if the sizes detected at run time are not the same as
the above sizes, then an exception is raised an the test would
fail—that is, we detected either a spoofing attack or a system
error.

The curves in Figures 19a and 19b demonstrate how the
fake eyes shape differs from the expected curve. For the first
fake eye in Figure 19a, we notice that the curve is in a straight
line without any changes in pupil diameter.

As per the second fake eye in Figure 19b, there is no
dilatation in the curve after closing the eye. While for the
Figures 19c and 19d, we notice that the curve is lower than
the initial state, which can be considered as an error, due to
incorrect positioning of the user during the scan of the eye.

7 Discussion
In the following, we will discuss the significance of our pro-
posal. Our proposed system is designed to recognize the iris
and at the same time the liveness of different parts of the eye:
the pupil and the eyelid.

7.1 Pupil analysis detection

As demonstrated in the previous section, we are concentrat-
ing on the response of the pupil to the surrounding light
without using LED flashlight to decrease the pupil diameter
size. The physiological characteristics of the eye make the
pupil dilates and shrinks, according to on the surrounding
illumination. Therefore, with just ambient illumination, we
are able to capture the diameter size of the pupil during all
process of our proposal.

According to the Figures 14a and 14b of the experiment,
we notice that the curve for the pupil of the subjects was sta-
ble when the eye was opened and changed to ‘zero’ during
closing the eye. Next, with opening the eye again the curve
raised and then it stabilizes at around the same level of when
the eye was initially opened. This experiment proves the
pupil’s response to surrounding light.

7.2 Iris recognition

We have conducted numbers of experiments to optimize the
performance quality of the iris recognition system. These
experiments were focused on finding the best parameters
for the Gabor filter in order to raise the performance of the
proposed system. As depicted in Figures 20a, 20b, 20c, and
20d, we evaluated FAR and FRR of 4 datasets: our dataset (40
irises), CASIA interval, CASIA-Twin and UBiris.V1. In our
dataset, as mentioned, we matched the iris of every subject
two times: before and after closing the eye. The two irises
that are matched two times must be similar to each other.
consequently, we enhanced the recognition accuracy in every
time and obtained better results as per the FAR and the FRR,

as shown in 20a.
The external datasets (CASIA-Interval, CASIA-Twin,
Ubiris.V1) show different results due to their huge datasets
compared with our dataset and their image quality and noise
as shown in Figures 20b, 20c, and 20d.

(a) Spoofed eye 1

(b) Spoofed eye 2

(c) Spoofed eye 3

(d) Spoofed eye 4

Figure 19: (a) Straight line. (b) The curve in the initial state is equal to dilation
state . (c) The curve remains static line without any changes after the initial
state. (d) The curve does not raise after closing.

7.3 Eyelid analysis detection

As per eyelid analysis, we provide a novel contribution by
measuring the heartbeats of the eyelid. This technique im-
plements liveness recognition of the human eye. Indeed, our
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system detects the vein which is located inside the eyelid skin
and then our system begins reading the signals of heart pulse.

In the experiment for the eyelid heartbeat, we have
matched the results gathered by the proposed system with
the results gathered from a certified oximeter machine. Sub-
sequently, the results obtained shown to be very close to each
other, while scanning for 20 seconds every subject by both
systems, as depicted in Figures 16 and 17.

7.4 Assessment of the proposed work

In this section we show our proposed solution thwarts the
previously identified attacker capabilities.

• Pupil detection: With the proposed method in pupil de-
tection, the attackers will likely fail in bypassing the
checks. For example: if the attacker makes a 3D model
of the victim’s eye, the pupil size will not change by ex-
panding or contracting as a live eye and, subsequently,
the proposed system will detect this 3D model as a fake
eye. Note that the attackers could attempt to fake the
pupil motion by presenting filmed video. However,
these efforts will not succeed. The proposed system
captures the diameter size of the pupil and its actual
size changes in relation to the period of opening and
closing the user’s eye.

• Eyelid detection: By detecting the heart pulse of the eye-
lid, the attackers will be faced with another challenge
to discover a method to create a fake heart pulse.

Thus, merging eyelid heart-beat and pupil identification
into our solution will enhance the security of iris recognition.
As an outcome, we have compared in table 4 our work with
prior works in terms of spoofing detection capabilities.

8 Limitations of the proposed system

One possibility for an attacker to overcome our solution
would be to adopt a new approach in spoofing attacks: eye
robot. The attack could be deployed as illustrated in the
following.

• Pupil detection:
If the adversary designs an eye robot—including a syn-
thetic pupil—, the robot eye can be configured to have
the pupil of normal size, similar to a real pupil, and
after a period the pupil size of the robot eye may dilate
and contract as a normal pupil. So, there is a probability
for the adversary to bypass the proposed system.

• Eyelid detection:
The eye robot could also have synthetic eyelid and the
adversary can add a particular fluid inside the synthetic
skin that could mimic the bloodstream—with support of
a pump system. Therefore, the proposed system could
be triggered into identifying the spoofed pumped-fluid
as a real bloodstream.

(a) Our dataset

(b) CASIA-interval

(c) UBIRIS

(d) CASIA-twin

Figure 20: The evaluation results of FAR and FRR.
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Table 4: Comparison of the proposed work with previous works in terms of detecting spoofing attacks

Author Features and Methodology Photo attack Video attack Artificial Eye Contact Lens Fake Eyelid
Czajka [25] Pupil dynamics Detected Detected Detected Detected N.A.

Raghavendra [26] Pupil dynamics Detected Detected Detected Detected N.A.
Zhang [27] Fake iris detection by using LBP and statistical features Detected Detected Detected Detected N.A.

The Proposed system Pupil size detection with heart pulse recognition by eyelid Detected Detected Detected Detected Detected

Moreover, the ambient illumination can impact the heart
pulse signals of the eyelid. For example, the adversary con-
centrates LED light on the synthetic eye robot to make noise
in the heart beats signals that are captured by the camera
sensor for the eyelid. The noise will give wrong readings of
the heart pulses to the Webcam. Hence, even if unlikely, the
adversary has a potential chance to bypass the check.

9 Conclusion
In this paper, we have provided a solution to eye biometric
spoofing. Our solution relies on multiple factors. First, we
examine the pupil movements during opening and closing
the eye with support of just ambient illumination. Later, we
recognize whether the eye is closed, and then we start mea-
suring remotely a heartbeat signals from the eyelid to validate
the liveness feature. During these checks, we match the iris
against a pre-loaded database two times: the first time before
closing the eye, and the second time after closing the eye.
A third contribution is a database composed of 40 subjects.
The same 40 subjects have contributed to test the proposed
methodology: by using a camera sensor with a software pro-
gram that includes all the algorithms for liveness and iris
recognition. The results have shown the quality and viability
of our proposal. We believe that the proposed methodology,
together with the experimental results reported in this paper,
other than being interesting on their own, will also encourage
researchers to conduct future research in this field.
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