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 This paper proposes a closed association rule generation technique to investigate the 
association patterns of diseases that are frequent co-occurrence. Diseases records of 5,000 
patients are studied to find the association patterns of disease co-occurrence. The CHARM 
algorithm is adapted to find frequent diseases that can cover all-important patterns with a 
small number. Then the association patterns of disease co-occurrence are created in a form 
of association rules from the frequent diseases. The rules represent diseases associated with 
other diseases. Accuracy and prediction ratio are defined to evaluate the generated 
association patterns. From the experimental results, the generated association patterns 
give 79.76% of accuracy and 84.03% of prediction ratio although the number of generated 
association patterns is small. Moreover, the top-10 association patterns of disease co-
occurrence are investigated. Besides, the 5 most frequent diseases are found to deeply study 
the other related diseases of them. From the investigation, we found that diabetes mellitus, 
metabolic disorders, and renal failure are highly related to hypertensive diseases with 
88.81% of confidence. In addition, we found that influenza and pneumonia, plastic and 
other anemias are highly related to metabolic disorders. 
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1. Introduction  

The death of people is mostly caused by diseases. Diseases are 
social and economic problems in the world. A lot of money is paid 
for treating diseases. If a disease is early detected, people can 
prevent themselves from the disease. Detecting a disease can be 
found from other related diseases. Finding association patterns 
among these diseases is very challenging work in the domains of 
biology and medicine. The study of the association of diseases not 
only helps people to understand the relation of diseases but also 
leads to improvement in clinical manifestation, etiology, 
pharmacology, and epidemiology. Many techniques were 
proposed to study the association of diseases, such as network 
techniques, graph theory, network science, statistical methods, and 
mathematical modeling. They are studied based on microbes, 
disease-related genes, microRNAs (miRNA), disease-related 
metabolic reactions, and electronic medical records. [1].  

Association rule mining is a technique that has been widely 
used in the clinical domain. It is applied to find association patterns 
of diseases, such as finding the relation of metabolic syndrome and 
other diseases [2], finding the relation of the disease and medicines 
[3], and finding the relation of factors and disease [4].  

Unlike the previous works, we propose to investigate 
association patterns of disease co-occurrence based on closed 
association rule mining that will generate a small number of 
patterns with coverage of all-important patterns. The association 
patterns of disease co-occurrence are investigated from electronic 
medical records in Thailand. First, frequent diseases are generated 
based on closed itemset mining. Then they are used to generate 
closed association rules for representing association patterns of 
disease co-occurrence. Moreover, the sorting method is presented 
to select the top-k association patterns of disease co-occurrence for 
investigating diseases that are highly related to each other. Also, 
the most frequent diseases are found and explored other diseases 
that are related to them. 

The rest of this paper is organized as follows: Section 2 
mentions to related works. Section 3 gives the concept of closed 
association rule mining. Section 4 explains the overall proposed 
methodology. Section 5 gives the details of the experimental setup 
and experimental results. Finally, the conclusion is provided in 
Section 6. 

2. Related Work 

Finding the association of diseases has been widely studied in 
the domains of biology and medicine. It is investigated with 
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different datasets and different techniques, such as network 
techniques, graph theory, network science, statistical methods, and 
mathematical modeling. For example, in [5] proposed a microbe-
based human disease network based on the text mining process. 
The network is constructed from the microbe-disease association 
dataset. It is investigated to find relationships between microbes 
and disease genes, symptoms, chemical fragments, and drugs. 
Cosine similarity is employed to identify the similarity between 
two diseases. In [6] proposed a disease-related gene mining 
method based on a weekly supervised learning model. The method 
consists of two parts, First, the differentially expressed gene set is 
screen based on the weakly supervised learning model. Second, a 
support vector machine is adopted to predict the disease-related 
genes in the differentially expressed gene set. The method verified 
the validity and accuracy of the method. In [7] proposed similarity 
computations to predict the associations between miRNAs and 
diseases. The similarity among miRNAs is computed based on the 
sequence and function information of miRNAs. The similarity 
among diseases is computed based on the semantic and function 
information of disease. Then the data sources are integrated by 
using the kernelized Bayesian matrix factorization method to infer 
potential miRNA-disease associations. The unknown miRNA-
disease associations were effectively predicted from the method.  

Association rule mining is a popular technique that was 
exploited in the medical domain. For example, in [2] adopted 
association rule mining to study metabolic syndrome that is related 
to other diseases and to understand the strength of association 
between diabetes mellitus, hypertension, and hyperlipidemia on 
patient’s records in Taiwan. From the study, it was found that 
diabetes mellitus is related to oral diseases and blear eyes. Patients 
with metabolic syndrome have a higher connection with liver 
diseases than patients with diabetes mellitus. In [3] analyzed 
patient prescriptions to identify the relationship between the 
disease and medicines that are used to treat the patient's illness. 
The patient prescription datasets in 2015 and 2016 from two 
hospitals are collected to find the relationship. First, the top 10 
diseases are clustered by the K-means algorithm. Next, the Apriori 
algorithm is applied to find the relationship between diseases and 
medicines. In [4] applied association rule mining to detect factors 
that contribute to heart disease for males and females on the UCI 
Cleveland dataset. Three algorithms, Apriori, Predictive Apriori, 
and Tertius, are investigated to identify the factors. From the 
investigation, females are at higher risk than males to be heart 
disease. 

From previous works, association patterns of diseases are 
studied based on numerous factors such as genetics, metabolites, 
microbes, and miRNAs. In the real world, those factors are hard to 
understand and to access for people who are not in the domains of 
biology and medicine. Finding association patterns of diseases 
from a disease dataset is an easy way. The disease dataset can find 
out from the electronic medical records of patients. Besides, 
studying association patterns from medical records of patients in 
each area may get different knowledge. In this paper, association 
patterns of disease co-occurrence are investigated on a disease 
dataset that is retrieved from electronic medical records in 
Thailand. A closed association rule generation technique is 
proposed to investigate the association patterns of disease co-
occurrence. 

3. Closed Association Rule Mining 

 Association rule mining is a popular technique in data mining 
and has been widely used in many applications with several 
domains. It discovers the relationship between items in a large 
dataset. The basic definition of association rule mining can be 
explained as follows. 

Let I = {i1, i2, …, im} be a finite set of items in a database and 
D = {d1, d2, …, dm} be a set of transactions in the database, where 
each transaction represents a set of items. X and Y are itemsets, 
where X, Y ⊆ I. The support of X is the number of transactions 
containing X, denoted as supp(X). The length of X is the number 
of items in X. An association rule r: X→Y is a relationship between 
itemset X and Y, where X∩Y=∅. X is called the antecedent of rule 
and Y is called the consequent of rule. The support of association 
rule r is defined as supp(X∪Y). The confidence of association rule 
r is defined as conf(r) = supp(X∪Y)/supp(X). The problem of 
association rule mining is to find all association rules passing 
minimum support threshold (min_supp) and minimum confidence 
threshold (min_conf).  

The process for mining association rules consists of two main 
steps. The first step is to mine frequent itemsets having support 
no less than the minimum support threshold. The second step is 
the generation of association rules. Association rules are 
generated from frequent itemsets having length≥2. Frequent 
itemset X having length l will be possibly generated 2l-2 rules that 
is the number of subsets of X. For example, X =  (ACF). The length 
of X is 3 and the set of subsets of X is {A, C, F, AC, AF, CF}. 
Therefore, the number of association rules is 23 – 2 = 6. They are  
A→CF, C→AF,  F→AC, AC→F,  AF→C, and CF→A. The 
confidence value of each rule will be calculated and a rule having 
confidence no less than the minimum confidence threshold will 
be selected as an interesting rule.  

The important step of association rule mining is frequent 
itemset mining. Many algorithms were proposed for finding 
frequent itemsets, such as Apriori [8], FP-Growth [9], Ecat [10], 
DFIN [11], NegFIN [12]. However, a large number of frequent 
itemsets may be generated if a low minimum support threshold is 
given or a large dataset is mined. Then a large number of 
association rules are also generated. Closed itemset mining was 
proposed to reduce the number of frequent itemsets. It mines 
frequent itemset having no superset with the same support. Closed 
frequent itemsets are sufficient to mine association rules. All non-
redundant association rules will be found from closed itemsets 
and cover the rules generated from frequent itemsets [13]. Thus, 
many redundant rules can be eliminated. The concept of closed 
itemset is based on the two following functions f and g as defined 
in Eq. (1) and Eq. (2). 

( ) { | , }f T i I t T i t= ∈ ∀ ∈ ∈  (1) 

( ) { | , }g X t D i I i t= ∈ ∀ ∈ ∈  (2) 

Function f returns the set of itemsets included in all the 
transactions in T, where T D⊆
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itemset if ( ) ( ( )) .c X f g X X= = The set of closed itemsets is 
defined as Eq. (3), where FI is a set of frequent itemsets. 

{ | , ( ) ( )}CI X X FI Y FI X Y supp X supp Y= ∈ ∧∃ ∈ ⊂ ∧ =  
 
(3) 

For example, if a set of frequent itemset is FI = {(D):2, (FD):2, 
(B):2, (F):3, (AF):2, (CF):2, (ACF):2, (C):3, (AC):3, (A):3}. The 
set of closed itemset is CI = {(FD):2, (B):2, (F):3, (ACF):2, 
(AC):3} because (D):2 is subset of (FD):2 with the same support, 
so it is not a closed itemset. (AF):2 and (CF):2 are subsets of 
(ACF):2 with the same support, so they are not closed itemsets. 
(C):3 and (A):3 are subsets of (AC):3 with the same support, so 
they are not closed itemsets. In conclusion, closed itemsets are 
non-redundant patterns and cover all important patterns. Many 
algorithms were proposed to find closed itemsets, such as 
CHARM [14], DCI_CLOSED [15], and LCM [16].  

4. Proposed Methodology 
4.1. Data Collection and Preparation 

The dataset is collected from a hospital database, Thailand. It 
is retrieved from disease records of patients who are over 30 years 
olds. The dataset consists of ICD-10 codes of 5,000 patients. Each 
transaction is ICD-10 codes of a patient. To reduce various ICD-
10 codes, ICD-10 codes are grouped [17] and represented by 
numbers according to Table 1. For example, A00-A09 are 
grouped in the same category and represented as 1. The dataset is 
represented as number format because it is easily cleaned and 
computed for finding association patterns.  The dataset is cleaned 
by removing duplicated numbers of each transaction. After the 
cleaning process, each transaction contains unique numbers that 
represent the disease occurrence of a patient. Finally, the 
characteristic of the dataset is shown in Table 2. An example 
dataset is shown in Figure 1. 

Table 1: ICD-10 Category 

ID ICD-10 Meaning 
1 A00-A09 Intestinal infectious diseases 
2 A15-A19 Tuberculosis 
3 A20-A28 Certain zoonotic bacterial 

diseases 
4 A30-A49 Other bacterial diseases 
5 A50-A64 Infections with a predominantly 

sexual mode of transmission 
6 A65-A69 Other spirochetal diseases 
… … … 

222 Y90-Y98 
Supplementary factors related 
to causes of morbidity 
classified elsewhere 

Table 2: The Characteristic of the Dataset 

Characteristic Count 
The total number of diseases 202 
The total number of patients 5,000 
The maximal number of diseases that occurs 
in a patient  56 

The minimal number of diseases that occurs in 
a patient 6 

The average number of diseases that occurs in 
a patient 11 

 

Figure 1: An Example Dataset 

4.2. Finding Frequent Diseases   

Closed itemset mining is adopted to find frequent diseases 
because it can generate non-redundant diseases with long disease 
co-occurrence and coverage of all-important patterns. The diseases 
with a certain frequency will be selected. The minimum support 
threshold is used as a filter to select interesting patterns of disease 
co-occurrence. A disease is considered as an item. All frequent 
diseases are found based on the CHARM algorithm [14] because 
CHARM can generate non-redundant frequent diseases with 
effective of computation time. It uses both itemsets and transaction 
ids to reduce the search space. Moreover, diffsets and a hash-based 
approaches are quickly exploited to remove redundant frequent 
diseases.  

The CHARM algorithm firstly constructs an IT-tree that each 
node is represented by a pair of an itemset and a set of transaction 
ids. Then it performs a bottom-up depth-first search on the tree to 
find frequent itemsets. As soon as a frequent itemset X is 
generated, a set of transaction ids of X is compared with those of 
other itemsets having the same parent. If the set of transaction ids 
of X includes the set of transaction ids of the other itemsets, X and 
the other itemsets are merged to be closed itemsets because they 
are the same equivalence class. The idea for generating closed 
itemsets and eliminating non-closed itemsets is based on the 
following properties.   

• If ( ) ( ) ( ) ( ) ( ).g X g Y  then c X c Y c X Y= = = ∪ This property 
implies that X can be replaced by X Y∪ and Y is removed 
from further consideration. 

• If ( ) ( ) ( ) ( ) ( ).g X g Y  then c X c Y  but  c(X) = c X Y⊆ ≠ ∪ This 
property implies that very occurrence of X can be replaced by
X Y∪ but Y cannot be removed because it will generate a 

different closed itemset.  

• If ( ) ( ) ( ) ( ) ( ).g X g Y  then c X c Y  but  c(Y) = c X Y⊃ ≠ ∪ This 
property implies that very occurrence of Y can be replaced by
X Y∪ but X cannot be removed because it will generate a 

different closed itemset. 

• If ( ) ( ),g X g Y≠  X and Y are not the same equivalence class 
so that they will be considered to generate closed itemsets. 

4.3. Finding Association Patterns of Disease co-occurrence 

After finding all frequent diseases, frequent diseases having 
length no less than two will be used to find the association patters 
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of disease co-occurrence. An association pattern of disease co-
occurrence is in form rule X→Y, where X and Y are frequent 
diseases. The minimum confidence threshold is used to filter 
interesting association patterns. The association patterns of 
disease co-occurrence are discovered based on the Faster 
algorithm [8]. The idea of the Faster algorithm is trying to avoid 
the generation of rules that do not meet the minimum confidence 
threshold. If a rule (I - X)  →  X  passes the minimum confidence 
threshold then all rules  (I - Y)  →  Y  will also pass the minimum 
confidence threshold, where Y ⊂ X. If a rule  (I - Y)  →  Y  does not 
pass the minimum confidence threshold, the rule (I – X)  →  X  will 
not pass the minimum confidence threshold. This is because 
supp(I -  X) ≥ supp(I – Y) and then the confidence of (I - X)  →  X  
is not more than the confidence of (I - Y)  →  Y. For example,  
AC→F  does not pass the minimum confidence threshold. A→CF 
and  C→AF  will not pass the minimum support threshold because 
of F⊂CF  and  F⊂AF. Therefore, A→CF and  C→AF  do not need 
to generate and compute their confidence. 

4.4. Finding Top-k Association Patterns of Disease co-
occurrence 

After finding all association patterns that pass the minimum 
confidence threshold, the association patterns will be sorted and 
selected the top-k association patterns of disease co-occurrence. 
Given two association patterns, ri and rj, ri has higher precedence 
than rj if the following conditions hold: 

• ( ) ( );i jconf r conf r> or  

• if ( ) ( ),i jconf r conf r= but ) ( )i jsupp(r supp r> ; or 

• if ) ( ),i jsupp(r supp r= but s ( ) ( )i jize r size r> , i.e., length of 
antecedent of ri is larger than rj. 

The confidence value is considered as the first priority because 
it shows how much diseases are related to other diseases. High 
confidence shows that disease(s) Y is strongly related to disease(s) 
X. The support value is considered as the second priority because 
it shows how many patients occur an association pattern of disease 
co-occurrence. High support shows diseases that occur together in 
many patients. Next, the length of association pattern is 
considered as the third priority. The long pattern gives more 
information than the short one. 

4.5. Evaluation Matrix 

This paper aims to find association patterns of disease co-
occurrence. To evaluate association patterns generated from the 
proposed method, the dataset is divided into a training set and a 
testing set by using the 10-fold cross-validation. For each fold, the 
training set is used to create a predictor that consists of association 
patterns, represented as rules. The consequent of the rule is 
considered as predicted diseases. The testing set is used to 
evaluate the predictor. Two matrixes, prediction ratio and 
accuracy, are defined to evaluate the effectiveness of the 
generated association patterns.  

A prediction ratio is defined as Predict = |P|/|A|, where |P| is 
the number of predicted diseases correctly and |A| is the total 
number of the antecedent of rules appears in the testing set. 

Accuracy is defined as Accuracy = |C|/|T|, where |C| the number of 
matching rules in the testing set and |T| is the number of 
transactions in the testing set.  

5. Performance Evaluation 

5.1. Experiment Setup 

To investigate the association patterns of disease co-
occurrences on electronic medical records, four experiments are 
conducted. All experiments are implemented by JAVA and use 
the library in SPMF[18]. The details of the experiments are 
explained as follows.  

The first experiment is conducted to compare the performance 
of CHARM with a well-known algorithm, call FP-Growth, when 
generating frequent diseases on the whole dataset with different 
minimum support thresholds. The minimum support thresholds 
are set from 1% to 10%. Both algorithms are evaluated by using 
the number of frequent diseases and computation time. 

  The second experiment is conducted to investigate the 
number of association patterns, accuracy, and prediction ratio 
when using different minimum support thresholds and different 
minimum confidence thresholds. To reliable results in the medical 
domain, the minimum support thresholds are set to 10%, 20%, 
30%, and the minimum confidence thresholds are set to 60%, 70%, 
80%, 90%. The dataset is divided into a training set and a testing 
set by using the 10-fold cross-validation. The number of 
association patterns, accuracy, and prediction ratio are reported on 
average. 

The third experiment is conducted to discover the top-10 
association patterns of disease co-occurrences from the whole 
dataset. The minimum support threshold is set to 10%. Then the 
top-10 association patterns of disease co-occurrences are selected 
by using the sorting method as explained in section 4.4. The fourth 
experiment is conducted to find the 5 most frequent diseases in 
the whole dataset. Then top-3 association patterns are selected to 
investigate other related diseases of the 5 most frequent diseases. 

5.2. Experimental Results 

Table 3 reports the number of frequent diseases that are 
generated on the dataset by using CHARM and FP-Growth. It 
shows that CHARM gives a smaller number of frequent diseases 
than FP-Growth when minimum support is set to 1%. Both 
algorithms generate the same frequent diseases when the 
minimum support threshold is more than 1%. However, the 
computation time of CHARM outperforms FP-Growth and almost 
steady although the minimum support threshold is small as shown 
in Figure 2. Therefore, the CHARM algorithm is selected for 
finding frequent diseases in our work. 

Table 3: Comparing the Number of Frequent Diseases 

min_supp(%) The number of frequent diseases 
CHARM FP-Growth 

1 7,015 7,025 
2 1,885 1,885 
3 861 861 
4 502 502 
5 327 327 

http://www.astesj.com/


P. Songram et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 645-651 (2020) 

www.astesj.com     649 

6 216 216 
7 158 158 
8 128 128 
9 105 105 
10 81 81 
 

 

Figure 2: Computation Time of CHARM and FP-Growth 

In Table 4, it reports the number of association patterns when 
different minimum support thresholds and different minimum 
confidence thresholds are given. The number of association 
patterns is reduced when the minimum support thresholds and the 
minimum confidence thresholds are increased. No association 
pattern is found when minimum confidence threshold is set to 
90% so the accuracy and prediction ratio are not evaluated with 
90% of minimum support threshold. Table 5 reports the 
accuracies. It shows that the highest accuracy is 79.76% when 

minimum support threshold and minimum confidence threshold 
are set to 10% and 60%, respectively. When minimum support 
threshold and minimum confidence threshold are increased, the 
accuracies will be reduced because the number of association 
patterns is also reduced and then the number of matching patterns 
in the testing set is small. In Table 6, the most prediction ratios 
are high although the number of association patterns is very small 
because the association patterns are created from the most 
frequent diseases that are strongly related together.  

Table 4: The Number of Association Patterns of Disease Co-occurrence 

              min_conf(%) 
min_supp(%) 60 70 80 90 

10 59 

 

38 19 0 
20 12 9 3 0 
30 4 3 1 0 

Table 5: Accuracy (%) 

                      min_conf(%) 
min_supp(%) 60 70 80 

10 79.76 74.32 56.82 
20 71.42 71.20 41.26 
30 59.23 58.08 34.03 

Table 6: Prediction Ratio (%) 

                         min_conf(%) 
min_supp(%) 60 70 80 

10 81.04 80.03 82.56 
20 77.53 82.77 79.30 
30 69.70 84.03 80.58 

Table 7: Top-10 Association Patterns of Disease Co-occurrence 

Rank Association pattern  No. of 
patients 

Confidence 
(%) 

1 Diabetes mellitus, Metabolic disorders, Renal failure ==> Hypertensive diseases  683 88.81 

2 Diabetes mellitus, Renal failure ==> Hypertensive diseases  800 87.62 

3 Hypertensive diseases, Influenza and pneumonia ==> Metabolic disorders  526 86.22 

4 Diabetes mellitus, Hypertensive diseases, Renal failure ==> Metabolic disorders  683 85.37 

5 Aplastic and other anemias, Diabetes mellitus ==> Metabolic disorders  584 
 

85.25 

6 Aplastic and other anemias, Hypertensive diseases, Renal failure ==> Metabolic disorders 504 85.13 

7 Aplastic and other anemias, Renal failure ==> Metabolic disorders  640 84.76 

8 Diabetes mellitus, Renal failure ==> Metabolic disorders  769 84.22 

9 Diabetes mellitus, General symptoms and signs ==> Metabolic disorders  555 84.09 

10 Aplastic and other anemias, Diabetes mellitus ==> Hypertensive diseases  574 83.79 
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Table 8: The 5 Most Frequent Diseases and Related Diseases 

Disease No. of 
patients Association pattern 

Metabolic disorders   3,288 

1. Hypertensive diseases, Influenza and pneumonia ==> Metabolic disorders  
    (support = 526, confidence = 86.22%) 
2. Diabetes mellitus, Hypertensive diseases, Renal failure ==> Metabolic disorders  
    (support = 683, confidence = 85.37%)  
3. Aplastic and other anemias, Diabetes mellitus ==> Metabolic disorders  
    (support = 584, confidence = 85.25%) 

Hypertensive diseases  2,599 

1. Diabetes mellitus, Metabolic disorders, Renal failure ==> Hypertensive diseases  
    (support = 683, confidence = 88.81%)  
2. Diabetes mellitus, Renal failure ==> Hypertensive diseases  
   (support = 800, confidence = 87.62%) 
3. Aplastic and other anemias, Diabetes mellitus ==> Hypertensive diseases  
   (support = 574, confidence = 83.79%) 

Diabetes mellitus  1,953 

1. Metabolic disorders, Hypertensive diseases, Renal failure ==> Diabetes mellitus  
    (support = 683, confidence = 74.72%) 
2. Hypertensive diseases, Renal failure ==> Diabetes mellitus  
    (support = 800, confidence = 71.49%) 
3. Metabolic disorders, Renal failure ==> Diabetes mellitus  
    (support = 769, confidence = 63.92%) 

General symptoms 
and signs 1,734 

1. Other diseases of the respiratory system ==> General symptoms and signs  
    (support = 321, confidence =55.15%) 
2. Metabolic disorders, Other diseases of the respiratory system ==> General symptoms and signs  
    (support = 274, confidence =57.44%) 
3. Influenza and pneumonia, Renal failure ==> General symptoms and signs  
    (support = 252, confidence = 52.39%) 

Renal failure  1,500 

1. Aplastic and other anemias, Metabolic disorders, Hypertensive diseases ==> Renal failure  
    (support = 504, confidence = 71.59%)  
2. Aplastic and other anemias, Hypertensive diseases ==> Renal failure  
    (support = 592, confidence = 68.91% 
3. Metabolic disorders ==> Renal failure  
   (support = 640, confidence = 60.09%) 

 
Table 7 shows the top-10 association patterns of disease co-

occurrence. From the top-10 association patterns of disease co-
occurrence, most of top-10 association patterns are similar. For 
example, the first rank shows that if a patient has diabetes mellitus, 
metabolic disorders, and renal failure, then the patient has a 
chance to be hypertensive diseases with 88.81% of confidence. 
The second rank shows that if a patient has diabetes mellitus and 
renal failure, then the patient has a chance to be hypertensive 
diseases with 87.62% of confidence. We can conclude that 
diabetes mellitus, metabolic disorders, renal failure and 
hypertensive diseases are highly related together. In addition, we 
found that influenza and pneumonia, plastic and other anemias are 
highly related to metabolic disorders. 

Table 8 shows the 5 most frequent diseases and other related 
diseases that are represented in association patterns. The 5 most 
frequent diseases are metabolic disorders, hypertensive diseases, 
diabetes mellitus, general symptoms and signs, and renal failure. 
The most frequent disease is metabolic disorders. 3,288 patients 
or 65.76% of the dataset have metabolic disorders. Hypertensive 
diseases, influenza and pneumonia, diabetes mellitus, renal failure, 
and aplastic and other anemias are highly related to metabolic 
disorders with more than 85% of confidence.  

6. Conclusion 

In this paper, we proposed a technique to find the association 
patterns of disease co-occurrence based on closed association rule 
mining. Closed itemset mining is applied to find frequent 

diseases. Then the frequent diseases are used to create association 
patterns of disease co-occurrence. The association patterns are 
sorted to select top-10 association patterns of co-occurrence. 
Moreover, the 5 most frequent diseases and other related diseases 
are discovered. From experiment results, they show that the 
association patterns of disease co-occurrence give high accuracy 
if the number of association patterns is large. The prediction ratio 
is high although the number of association patterns is very small 
because the association patterns are created from the most 
frequent diseases that are metabolic disorders, hypertensive 
diseases, diabetes mellitus, and renal failure. From the 
investigation of association patterns, we found that diabetes 
mellitus, metabolic disorders, and renal failure and hypertensive 
diseases are highly related together. Moreover, influenza and 
pneumonia, plastic and other anemias are highly related to 
metabolic disorders. 
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