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In this article, the Grebennikov cubic spline, the Ryabenky cubic spline, and we offer the
local interpolation cubic spline models are selected. The construction details of the models
were given and the processes of approximating the functions were performed using selected
local cubic splines. We can also say that the local interpolation cubic spline models
considered in this study provide high accuracy in digital processing of signals, which helps
experts to make the right decision as a result of digital processing of signals. For instance,
the initial values of the gastroentrological signal were calculated after that they digitally
processed, and the error results were taken. Approximation of the considered models and
digital processing of the gastroenterological signal by getting error results were specific
analyzed comparatively based on numerical and graphical comparisons.

1. Introduction

Digital signal processing is one of the most pressing areas of
science and technology today, which is developing from a practical
point of view. The correct choice of mathematical apparatus in the
digital processing of signals leads to a high degree of accuracy in
making the right decisions by experts in the field. As an example,
we can say that in medicine and geophysics accuracy is very
important [1]. In medicine, accuracy plays an important role in
such processes as determining the current condition of a patient
brought to the hospital in a critical condition, determining the type
of disease, clarify the degree of the disease. We know that in the
field of geophysics, too, a large amount of money is spent on the
extraction of mineral resources, so accuracy is important in
confirm the location of minerals [2].

That is, according to the anomalous changes in the
geophysical signal, it is possible to make predictions for the
analysis the subsequent developmental activity of the object under
study. Usually, as a result of forecasting, it is possible to predict
such information as the location of the most accumulated minerals,
the amount of their reserves in advance. As information can be
used anomalous changes in the electromagnetic, gravitational
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fields of the earth, anomalous changes in the ionosphere, seismic
noise, various acoustic vibrations.

Today, scientists are exploring new ways to process these
signals using a variety of mathematical models and algorithms [3].
One of these methods is to recover the signals received in tabular
form using local interpolation spline functions [4]. This is because
the accuracy level of spline functions is higher than that of classical
interpolation polynomials. And the algorithms derived from them
require less computation [5]. Existing classical interpolation
models, their application in signal recovery and digital processing
algorithms are performed depending on the node points [6], [7].
The construction of classical interpolation polynomials is based on
the idea of replacing functions with that are closer to it, in a sense,
and simpler in structure [8], [9]. In this case, a large number of
node points are required to obtain a high degree of convergence of
these models [10], [11]. In the case of node points, the order of the
system equations formed in the construction of the model under
consideration increases, and the process of solving this system of
equations becomes more complicated, which does not ensure a
high level of accuracy of the model.

In order to solve this problem, in the article, the process of
digital processing of signals was carried out using high-precision
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spline models. The increase in the degree of convergence of the
models under consideration does not depend on the increase in the
order of the system of equations [12], [13].

That is, in the construction of the spline function considered
in this work, the following node points are constructed on the basis
of X;_y,X;, X;,1,X;,, inthe [x[,xm] (i:O,n) interval §; local
interpolated cubic spline.

That is, the spline function divides the [, b] interval into n
parts and builds a spline function in a single interval (Figure 1).

To construct a spline function, the interval [a, b] is divided
into n parts, and the spline function is constructed in a single
interval [14].

Sn S1 Si-1 Si Siu Sn-1
| | | | | | | | |
| | | | | I | | |

a=xo X1 X2 X1 Xi Xiel  Xie2 b=xn

Figure 1: A view of the spaces where the cubic spline is built.

8i(x)=5; 4105) M
Oy 8
>

If conditions (1), (2) and (3) are met, the spline function defect
is called a spline function that fully meets the actual level of
demand, which is equal to 1.

The following is a study of cubic spline functions with high
accuracy in digital processing of signals [15]-17].

2. Build cubic spline functions

In digital signal processing, cubic spline functions are a high-
precision mathematical apparatus.
We know that the { x}ll\; o corresponding to the f(x)

function, the S(x) function passing through the node points, is

called the interpolation cubic spline and meets the following
conditions [1],[9],[10]:

1) S(x) function third-degree polynomial in each
[xi,xm] (i = O,_n) interval;
2) The first and second-order derivatives of the S(x)

function must be continuous in the interval [a, b];
3) S(x)= £ (x;)i=0.n.

The last condition is called the interpolation condition, and the
function that satisfies the three conditions is called the
interpolation cubic spline.

2.1. Build a cubic spline function based on basic functions

WWwWw.astesj.com

Let us be given the following function.

3
G(x,f)=(x—t)3={(X—t) ,X>t @)
0, x<t

Assume that the {X, } node points on the QX axis are defined
in steps h as follows [12].

X =X h, i=12,..M > G(x,0) Ve enter the fourth-

order divisor of the function separately for the

Xi_osX; XX 15X 40 node points on the variable i:

e P L L N L e

The fourth-order difference of the ¢(x) function is
determined by the following formula:

SO % N i) T
A R S E S by F LA B S B U s PR
Yoo i
Intumn, ;15X o X a0 X ou X XX

are also calculated sequentially as above.

After some simplification, the calculation formula for the
fourth-order subtraction difference of the G(x,?) function will

look like this:

Qi) =GO oo Xy 12X X 2%y 0) =

1
L e L R )

3 3 3
+6(x—xi)+ —4(x—xl._1)+ +(x—xl._2)+]

Based on the features discussed above, the following forms
the basis in the space of tertiary splines

¢, (x)
S;(x) = , i=345..,M-2 (6)

¢, (x;)

Let's look at the features.

This function forms the basis in the space of cubic splines and
has the following features:
1) Smoothness

S, (x)e Cz[xl,x ] (6"

M

2) Locality
1500
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Sl.(x)>0, xe(xl._z,xl.+2)

Si(x)an xé(xl‘_zﬂxl'_i_z)’ (62)
i=345., M-=-2
The values of the f(x) function at the
fi=1(x;),i=3,M=2 node points are given
= = b
AVERRC VR

Consider the following function.

M2
S = D fiSi(x), ¥ € (x4xpr3)

i=3

From this function

Sl_(x) >0, xe(x;_9,X;42)

Si(X)EO’ -xg(xi_29xi+2)

the local condition is required.

. S.(x .
In that case, the values at the node point of the ! *) function
based on the localization condition are as follows.

i+1

Sy D fS(x), i=4M =3
j=i-1
For simplicity
1
S(x,-): Z fi+pSi+p(xi)
p=-1
That is
SO = 1S G IS DS S 5D
i=4,M -3
The S, (x) function at values p= 0.1 is as follows
S, (x)=8 _ (x)=8(x, )=8(x. )=a
i+p i i-p i i i+p ii-

has properties

L if p=0
a =
p 0,25 if p=1

Thatis,atp=0

WWwWw.astesj.com

S.(x;)=8,(x;)=5,(x;)=5,(x;)=1

really
¢, (x)
Si(x)-—
;(x,) ’
in this
;(x;)
Sl(xl)_ =1,
;(x;)
The case p = 1 is similar.
As aresult
S(xl_)=0,25fi_1 +1fi +O’25fi+1 :f+0’25(fi—1 +fi+1)’

i=4,M -3
We now express the fi—l’ fz +1 through the fi’ for which we

spread them to the Taylor series

W2

Jioy =i+t +—J;
2

] h2 ]

Jiv1=/1i- fi+7fi

By adding these expressions we get the following
h 2 " "
Jicitli =20+ U +13)

Jict i+l:2fi+0(h2)

025(f;_y +/;,)=05f; +O0(h?)

In that case
1 1 2
SG) =S+ =y 1y )= Sy +— ;40 .
4 2
From this

3 2
SGx,)="f; +0(h?)
2
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3
We will have S(x,) =~ f; +O(h?).
2

The smoother the f(x) function, the closer it is to fi in

(fi 1t fi +1 )/ 2 calculations.

And the S, (x) spline function is close to the k% f(x) at the

node points then we find the next approximate function

8" () =2 8(5) =32 £, + 00

* 2
S (x;)=f; +O(h™)
in which case it can be obtained

% 2 M-2
S (x):5 Z £8;(x)
i=3

S (%) =§Sl. W +§Sl.(x)fl. +

2
+E‘Swi+1(x)fi+1 3 z+2(x)fz+2

X—x,
We enter the following notation, where ¢ =

VIO=35, (0 vy0=3 5,000

2
l//3(t)=—Sl.+1(x); l//4(t)=§Si+2(x)

In that case
ST =y (O f; | +wo (O f;+
3OS 1+ v4O 40

It is not difficult to calculate v, ().

We will see one of them count
2 21 3 1 3

H===S xX)==——(1-8" =—(1-¢

0=38; @)= 37007 ===

the rest are calculated similarly.

1.3 2
H=—0Ct" -6t~ +4
vy (0= )

WWwWw.astesj.com

L x=x.+th,
i

2

y/3(t):%(l+3t+3t +363)

13
f)y=—t
l//4() 6

As a result, we write the general view of a tertiary spline
function that is independent of node points as follows

¥ ()= z V0,

j=
Here
LN
t//l(f) 6 )
l( = 6¢2+4j
6
l(1+3t+3t +3t3)
6
1
‘//4(t)_g

2.2. Local interpolation cubic spline function based on Ryabenky
operator

If the function is smooth enough, then it is advisable to
approximate this function with spline functions. The use of third
degree Given the extreme nature of the spline function with a high
approximation accuracy, a third-order Ryabenky spline can be
used to approximate the function, which approximates better than
classical interpolation polynomials [10].

The f(x) function belongs to the class of continuous

functions up to the f(x)eC 1 (—,), q order derivative.

Where > 0 is the fixed number. Let the values of the f(x)
function be given at nodes of equal spacing

f(x)=f@Gh), (=0,£1,£2,..)

In Ryabenky’s article, a 2p+1 level S ph (x) spline function
with defect p+1 was constructed based on the f(ih) values of the
(=S ()

dimensional case (up to the derivative of order r < q), the
following is appropriate.

f(x) function. For the error in the one-

O]

<h?™" k(p) supx‘f(q) )

‘f(” (-7,

Where k(p) is not variable, it only depends on p.
1502
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For the optional p, the Sp 5 (%) spline can be written to see

the exact appearance of the f(x) function via f(ih) values. It is

therefore very convenient to apply in various fields. This spline
function can also be approximated in C/a,b] to the advantage of
the Hermit spline.

In the works of S.L. Sobolev the following Ryabenky operator
is given for the Sph (x) function in the [x;,x; ] interval [14].

P P=J(p+k)
spw= vy
j=0k=0 KJ'P!

j+k p+1

[a_ .(x)

D (-1

P P=J(p+k)
s p= 3 3 20
j=0k=0 KJ'P!

[apj(x)r”"(l—r)p“ ®)

X—X.
l

here t =—— apO(xi):f(xi)’

The spline function given in (8) is a 2p+1 level spline with a
defect defect p+1, which in general gives a local third-order
interpolation spline of the special case Ryabenky given p = 1.

When p= 1, a local cubic spline is formed
S () =aya ()= 2A+20) +ay o (x. 2 (3 -21)
1h 10 1041

vay (-0% —ay (-1
alO(xi):f(xi)’ Af(xl'):f(xi+1)_f(xl‘)

LAy
a; (x)=1" 3 - S = f(x;, )= S(x;), SALD =1
k=1 1

A (G ) =S OG40) = g4 p)

S1p(x) - S3 (x)= f(xl.)(l - t)2(1 +2¢) +

f G G =20+ (f(x, )~ fE -1
2 2
()~ G D=0 = (=) (14 20)
—i(1 - t)z)f(xl.) LG22y 10-0)7 +
2 2
P (=) f () == D f (3, ) =

WWwWw.astesj.com

= () () + by (0 (i, )+ 65 (0 (5 )

S3(x) =@ (O f(x;) + o () f(xj11) + @30 f(x;52)-9)
here

P10 = (=02 (1+0), oy (1) =1(1+20-24%),
p3(0)==1*(1-1)
This function in the |_xl. ,xl.+1J interval (9) can be called the

“Ryabenky” cubic spline function.

2.3. Building of a local interpolation cubic spline function

Divide the [a, b] interval into n equal parts
a=xy <X} <..<X; <X <..<Xx, =b

We construct the local interpolation cubic spline model under
consideration using a linear combination of two Y, (x) and

V) (x) parabolas in the X €& [xl.,xM] (i =0,n —1) interval

[91,[13].
We have the points

ACx;_pyi ) B(xy; )r C(Xi1 0,915 )i D(X; vy )s to build a
S, (x) spline in the x e [x,,x,,, ] (i =0,n _1) range.

It should be noted that in this method, four points are of course
used to construct the interpolation cubic spline model (Figure 2).

following four

y
Alx._. Vil
(t-1,1-1) _C(-’Ca+1a}”a‘+1)
.D(xa+2:.‘f'a+2)
EB(:"iJ}"i) \ .
0 ( ' \ X
5,00)

Figure 2: A view of the S5 (x) local cubic spline construction range.

Using the interpolation condition to construct the following
Y (x)z a;x* +bx +c, parabola passing through the points
A, B, C ,we construct the following system of equations [13], [18]:
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2
ax;’ | +bxl~_1 +e=y;
2
axj +bx; +c=y; (10)

2
axiiy+bx; =y
(10) we find a, b, ¢ from the system. And the following
yl(x):alx2 +bx+c (11)

parabola will be formed.

We construct the following system of equations to construct
the second y, (x) =a,x? +b,yx + ¢, parabola passing through the
B,C, D points as above:

axl-2 +bx;+c=y;
2
axippthygpte=yiy (12)

2
axiip +oxpp +e =i
(12) we find a, b, ¢ from the system. And the following
y,(x)=a,x* + bx +c, (13)
parabola will be formed.

We perform the replacement to make it easier to estimate the
error here h; = X; — X1

Vi) = y,(0) = =0,511=1) fiy + (1=12) f; + 05(1+0) f;,1 (14)

Vi (¥) =y @ =0,5t(1-0)2-1) f; +

(15)
U2 =0)fir1 = 0,502 =) [y

Through the combination of the above parabolas, we get the
following view

Si(x)=8;(t) = (a; +a,y0)y; (x) + (a3 + a41)y; (%)
From the interpolation condition

Si(xi):fiﬂ Si(xiJrl):fiH

To determine the ,,a,,a; and o, we construct
equations (16):

ata, =1, o ta,+tozt+a,=1, (16)

where a3 and ay are found a3 =1-¢,, a4, =-0,

The system of equations (17) and (18) is formed after some
simplification of the interpolation conditions of the first

WWwWw.astesj.com

S:(x), S, (x) and the second S (x), S;,,(x) at the x;,1 node
point of the spline

al(Aszl _Azfi—1)+0‘2A3fi—1 :A3f (17)

(A fi ) -y (Nfi + A=A ) =Nf  (18)

here A is the difference of operators.
If we say that the system of equations (16) - (18) is solved by

* * * *
a,0,,03,0y ,
Then

S3(x) = S5(0) = (] +a30)y; (0)+ (a3 + a3ty ().

Spline will have 1 defect. But fi—l’f"fi+l’fi+2’fi+3

coefficients are complex rational functions. Therefore, such
splines are inconvenient for digital processing of signals.

If we say &) =1, ay =1, then a3 =0, a4 =1 These
values satisfy equations (16) - (17) but do not satisfy equation (18)

The defect of the interpolation spline in the [X;,X; ;]

interval will be 2 [1],[13].
S;(f3x)=8;)=A-0)y; O)+1y;,, (1). (19

We will add these following formulas

@, (1) =-05t(1-1)%,  @,(1)=0,5(1-1)(2+2t—3t%)

03 (1) = 0,511+ 4t =3t%), @, (t) =—0,5(1-1)t*

Substituting the expressions (14) and (15) for the y;(¢) and

Vi1 () given in (19), we obtain the view (20) for the [X;, X;,; ]
interval.

3
S,(f: x)=2<pj+l Of Ty 20)
Jj=0

Based on the theory of splines, this function in the [ XX,

interval (20) can be called a local interpolation cubic spline
function.

3. Approximation of functions using local cubic splines

The graph of the local interpolation cubic spline function
generated in Section 2 was compared with the graph of the
Ryabenky local cubic spline function and the graph of the
Grebennikov local cubic spline function.

Let us compare the approximation of these three local cubic
splines with the given function f£(x) -

1504
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The local interpolation cubic spline function we propose has
the appearance in 'y [x,, X, ] cross section as studied in Section
2.3:

3
S3(f30)= 2, PO f (i),
J=0

here

o, (t)=-0,5t(1-1)*,
@,(t)=0,51-1)(2+ 2t -3¢%),
@,()=0,5t(1+ 4t - 3¢*),

@,(0)=-0,51-1)¢.

heretz(x—x,.)/h,hzb_“ N=1.2
N 2 b AR
We then define this spline function with S (x) for convenience.

The second is the Ryabenky local cubic spline function and
has the following appearance in y [xi,xm] cross section:

3
S5(f5%)= 2 W (O f (xiy 1)
=

here
pi()=(1-1(1+1),

W, () =1(1+2t = 21%),

ws(t)=—1*(1-1),

here t=(x—x,)/h, h:b_a,N:1,2,...
N

We define the Ryabenky local cubic spline function by RS3 (x )

The third spline is the Grebennikov local cubic spline
function, which has the following appearance in the [ X, X,,, ]cross

section:

3
S3(f30)= 2 @i (O f (x50
j=0

WWwWw.astesj.com

here

@m=%a—ﬁ,@m=ém—m?mﬁx

¢3(t)=é(l+3t+3t2—3t3), ¢4(t):%t3.

b-a

heret =(x—x,)/ h, j= ,N=12,...
N

We define the Grebennikov local cubic spline function as
GS3 (x) In the examples, without losing generality, we only look
at the situation when there is[a, b] =[0,1] N=1

In this case, we consider the approximation of several
functions in f = x and graphs with three cubic splines (Figures
3,4,5 and 6):

1. In the case of f(x)= x’(examples given in Fig. 3)

As can be seen from the graph of the first example, the .S, (x)
spline graph overlaps with the f(x)= x? function graph, while
the GS,(x) and RS, (x) spline graphs do not overlap.

0.8

RS3(x)0-0]

£(x)
- 045

0.21

1505
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S3(X)0'6“

f(x)
- 0.4

Figure 3: Results of approximation of the fx)=x’ function with three Figure 4: Results of approximation of the f (x) = x° function with three

cubic splines. . .
P cubic splines.

2. Inthe case of f(x)=x" (examples given in Fig. 4) 3. Inthecase of f(x)=2"

T

RS3(x) )

f(x)

GS3(x)

£(x)

www.astesj.com 1506
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1.8

S3(X)l .6

£(x)
-4

1.2]

Figure 5: Results of approximation of the f(x)=2" function with three

4. Inthe case of f(x)=2""

0.97

RS3(x)0-8]

f(x)

0.67

0.71

0.5

0.9]

GS3(x)0-8

£(x)
- 0.7

0.6]

WWwWw.astesj.com

S3(X)0'8-

(%)
= =07

0 02

three cubic splines

0.4

0.6

0.8

Figure 6: Results of approximation of the f(x)=2""% function with

Examples 1,2,3 and 4 show that the §,(x) spline function

graph approximates the f (x) function graph better than the
RS, (x)and GS,(x)spline function graphs.

4. Digital processing of gastroenterological signals based on
developed algorithms

Using the cubic spline models considered, the restoration of

the gastroenterological signal given in Table 1 was considered.
Based on the above sequence, a tertiary spline construction
program was developed in the MATLAB software environment
and used in signal processing (Figure 7). The algorithm of this
program is shown in Figure 8.

Table 1: Values of the gastroenterological signal

Ne | Time,s | Amplitude | Ne | Time,s | Amplitude
1. 1 0.051 26. 26 0.085
2. 2 0.056 27. 27 0.058
3. 3 0.049 28. 28 0.021
4. 4 0.069 29. 29 0.004
5. 5 0.097 30. 30 0.037
6. 6 0.132 31. 31 0.036
7. 7 0.066 32. 32 0.099
8. 8 0.118 33. 33 0.094
9. 9 0.080 34. 34 0.075
10. 10 0.090 35. 35 0.064
11. 11 0.072 36. 36 0.034
12. 12 0.043 37. 37 0.067
13. 13 0.112 38. 38 0.045
14. 14 0.128 39. 39 0.063
15. 15 0.109 40. 40 0.069
16. 16 0.056 41. 41 0.069
17. 17 0.121 42. 42 0.097
18. 18 0.091 43. 43 0.077
19. 19 0.138 44. 44 0.066
20. 20 0.142 45. 45 0.093
21. 21 0.119 46. 46 0.061
22. 22 0.053 47. 47 0.048
23. 23 0.074 48. 48 0.085
24. 24 0.107 49. 49 0.113
25. 25 0.107 50. 50 0.078
1507
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D.EE T T T T T T T T
G53(x) spline
RS3(x) spline
S53(x) spline
Ll —+— Signal |
015 } -
wn
i)
=
E \
= 1
= ' !
01F
0.05F
U 1 1 1 ] ] 1 ] ]
0 5 10 15 20 25 30 35 40 45 50
X, values
7. Results of gastroenterological signal recovery
Table 2: Error results in the process of digital processing of the gastroenterological signal
X, | f() | GS3(x) | RS;(%) | S;(x) | [GS,(0)—f()| | [RS,(0)-f()| | [S,(x)-f(x)|
2 0,056 | 0,0562 0,056 0,056 0,0002 0 0
2.1 0,0553 | 0,0589 0,0551 0,0557 0,0036 0,0002 0,0004
2.2 | 0,0546 | 0,0632 0,0537 0,0549 0,0086 0,0009 0,0003
2.3 | 0,0539 | 0,0694 0,0522 0,0539 0,0155 0,0017 0
24 | 0,0532 | 0,0778 0,0506 0,0528 0,0246 0,0026 0,0004
2.5 | 0,0525 | 0,0887 0,0491 0,0516 0,0362 0,0034 0,0009
2.6 | 0,0518 | 0,0535 0,0479 0,0504 0,0017 0,0039 0,0014
2.7 | 0,0511 | 0,0544 0,0471 0,0495 0,0033 0,004 0,0016
2.8 | 0,0504 | 0,0559 0,0469 0,0489 0,0055 0,0035 0,0015
2.9 | 0,0497 | 0,0584 0,0475 0,0487 0,0087 0,0022 0,001
3 0,049 | 0,0625 0,049 0,049 0,0135 0 0
3.1 0,051 | 0,0684 0,0509 0,0499 0,0174 0,0001 0,0011
3.2 0,053 | 0,0765 0,0527 0,0511 0,0235 0,0003 0,0019
33 0,055 | 0,0872 0,0545 0,0528 0,0322 0,0005 0,0022
34 0,057 | 0,101 0,0562 0,0547 0,044 0,0008 0,0023
3.5 0,059 |0,1183 0,058 0,0568 0,0593 0,001 0,0022
3.6 0,061 | 0,0703 0,0598 0,0591 0,0093 0,0012 0,0019
3.7 0,063 | 0,0729 0,0618 0,0616 0,0099 0,0012 0,0014
3.8 0,065 | 0,0761 0,064 0,0641 0,0111 0,001 0,0009
3.9 0,067 | 0,0805 0,0664 0,0666 0,0135 0,0006 0,0004
4 0,069 | 0,0868 0,069 0,069 0,0178 0 0
max |S3 (x)—f (xi)| 0,0593 0,0040 0,0023
a<x<b
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Beginning

a b n

\

h=(b-a)/n, xo=a, x,=b, yo=f{x0), yn=f(xn)

Xi+1=Xi + b, Yis1=f (xi+1)

i=0, 3

v

Computation S3(x)

Figure 8: Algorithm of cubic spline construction program.

here, a and b are the limits of a given interval, » is the number of intervals of the interval.

5. Conclusion

In this article, spline functions with a high degree of accuracy
in digital processing of signals which are Grebennikov cubic
spline, the Ryabenky cubic spline, and the local interpolation cubic
spline functions that we proposed.

The construction details selected cubic spline-functions in the
equally distributed nets were given, and initially the processes of
approximation functions were carried out.

WWwWw.astesj.com

Using selected cubic spline models, the gastroentrological
signal was digitally processed and errors were evaluated.

According to results of approximation function using local
cubic splines presented in Section 2, as well as the error results in
Table 2 obtained from digital processing of the gastroenterological
signal, it was found that the local interpolation cubic spline
accuracy was high which .we proposed
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It can be seen that the application of the mathematical model

of the local interpolation cubic spline function we have considered
in medicine, in geophysics, and in many areas where the level of
accuracy is important in digital processing and recovery of signals
leads to effective results.
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