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 Forest mapping by remote sensing is a hot topics in forestry. At present, many researchers 

focus on the research of forest type classification or tree species identification using 

different machine learning methods and try to improve the accuracy of classification of 

satellite image. However, forest type classification using deep belief network (DBN) is still 

limited in previous literatures. Our research focuses on forest mapping in the western part 

of Dehua county in southern China. Most important objective was to assess the feasibility 

of forest mapping from hyperspectral data using deep learning. The HJ-1A hyperspectral 

data was adopted in this paper. We applied deep belief network and got a thematic map of 

four forest types, such as coniferous forest, broad-leaved forest, mixed forest and non-

forest. Our finding shows that optimal network depth of DBN model is 3 and best node in 

each layer is 256 in our experiment. Overall accuracy is 85.8% and kappa coefficient is 

0.785 with best-fit parameters in DBN model, while for SVM is 73% and 0.6447 

respectively. DBN obtain better performance compared with support vector machine. 

Furthermore, network depth and number of nodes in each hidden layer in DBN model has 

a significant effect on overall accuracy and Kappa coefficient. In general, DBN is promised 

to be dominant method of forest mapping by hyperspectral data. 
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1. Introduction 

It is very important to obtain the forest information timely 

and correctly for forest management and land cover mapping in 

forest ecosystems. For example, forest mapping plays an 

important role in the issues of forest restoration and forest 

degradation assessment [1]-[4]. Nowadays, it is an effective way 

to obtain forest structure from satellite image [5], [6]. 

Hyperspectral image is a typical data of satellite image and widely 

used in forest mapping because there are lots of spectral bands of 

this image and beneficial for forest type recognition. What’s more, 

A series of achievements have been made based on hyperspectral 

remote sensing technology [7], [8]. However, it leads to the 

Hughes phenomenon because of redundant spectrum of 

hyperspectral image [9]. Normally, it needed to be reduced by 

different methods before image classification [10]. After 

dimension reduction, traditional classifiers were adopted, such as 

random forests [6] and support vector machines [7], SVM is the 

most popular and nonparametric supervised learning method. It is 

widely used in classifying forest ecosystems [11]. Fortunately, 

deep learning can extract feature automatically, past studies have 

showed that deep learning can achieve higher accuracy of image 

processing of remote sensing avoiding human intervention [12].  

Deep belief network is typical model of deep learning.  There is 

an input layer, one output layer and several restricted in 

Boltzmann machines [13]. Pre-training and fine-tuning are two 

important steps in DBN model.  Pre-training is an unsupervised 

learning from bottom to up and output result with a classifier. 

Backpropagation was coined by Rumbelhart [14] and used to 

update the parameter of model for better result. 

There are lots of references about image classification using 

DBN. It seems that DBN was first adopted by Lü et al. in 2014 

year [15]. The experiments showed that the optimal network depth 

was three hidden layers and best nodes of each hidden layer were 
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64. In year 2015, Chen et al. created DBN model combing with 

principal component analysis and logistic regression. They 

confirmed better effect of DBN than that of SVM [12] adopting 

two Hypersperctral datasets, such as Indian Pines and University 

of Pavia. On the whole, there are a lot of application situation of 

deep learning [16], but few literatures is reported about forest 

mapping using deep learning from Hyperspectral image.  

Therefore, one of our research objectives is to confirm the 

performance of forest mapping by DBN using hyperspectral data. 

Another objective of this study is to compare the classification 

performance of DBN model and SVM algorithm. Third objective 

is to investigate how optimal parameters of DBN affect overall 

accuracy and Kappa coefficient of forest type identification. The 

major contribution is to determine the optimal parameters of DBN 

for forest mapping from Hyperspectral data. 

2. Methods 

2.1. Restricted Boltzmann Machines (RBM) 

RBM is a directionless, full connective model [17]. A RBM 

consists of two layers. One of them is an input layer, or visible 

units v. Output layer, or hidden units h  is another layer of RBM. 

There are no connections within each layer. From Figure 1, we 

know that the units between visible and hidden are full connected 

by weight W. The energy of a joint configuration with v visible 

units and h hidden units is 

 

Figure 1: The model of an RBM 
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Where  
ijji ba  ,,=  represents parameters of RBM. 

ij is the 

weight between input layers i and hidden layers j. 
ia  is the bias of 

iv , 
jb  is the bias of 

jh . I and J are total numbers of input and 

output layers respectively. The probability of the joint 

configuration over both layers is 
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    In the binary case where  1,0jh , given input layer, a 

conditional probability of an output layer being 1 is given as: 

( ) 







+== 

=

I

i

ijijj vbvhP
1

,1                   (3) 

    In the same way, the conditional probability of input layer 

given the output layer: 
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where ( )x  is a function, such as a sigmoid function, 
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favorable parameters  , RBM. 
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where the kd  stands for the true outputs, ko  corresponds real 

outputs. In general, there are K outputs. Gradient descent is a good 

method to minimize total error, it is ecessary to compute the 

partial derivative of E with respect to each weight in the network. 

The parameters, such as weights and biases will be iterated by 

stochastic gradient ascent which can be formulated as [18]: 

( )
reconjidatajiij hvhv −=          (6) 

( )reconidataii vva −=                    (7) 

( )
reconjdatajj hhb −=                  (8) 

where   is a key parameter, that is learning rate. data•
 is 

expectation for data distribution and recon•
 is the expected 

value of the model distribution. 

2.2. Deep Belief Network 

Several RBMs stacked into a classical model of deep belief 

network. There are two important steps in the DBN [19]. One is 

pre-training and the other is fine-tuning, shown in the Figure 2. 

Initial parameters are produced in the pre-treatment by an 

unsupervised method, such as gradient descent method to avoid 

local optimum. Back-propagation is normally used to update 

model parameters according to error, such as squared error or cross 

entropy error. 

 

Figure 2: A generative model of deep belief network 
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2.2.1. Pre-training 

Pre-training of DBN model is an unsupervised procedure. At 

the beginning, the input layer is initialized to a training vector. 

Then the subsequent hidden layer of RBM is trained through the 

output of the previous layer. Moreover, this whole process can be 

repeated until the final hidden layer. By doing so can the DBN 

extract more and deep feature from the original input data. 

2.2.2. Fine-Tuning using Backpropagation algorithm 

Backpropagation was coined by Rumbelhart [20]. 

Backpropagation update model parameters using cross entropy 

error because there is four kinds of outputs in this paper. 
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2.3.   Indicators of Evaluation of Classification 

• Overall accuracy 

The overall accuracy is total assessment of classified quality, 

which equals the total pixels sum divided by correctly classified 

pixels by total pixels. The formula for calculating the overall 

accuracy based on the confusion matrix can be listed as following: 

(13) 

 

here, C represents the number of categories, and represents the 

elements on the diagonal of the confusion matrix, and N 

represents the total number of test samples. 

• Kappa coefficient 

Kappa coefficient adopts a multivariate discrete analysis 

technique to reflect the consistency between classification results 

and reference data. It considers all factors of the confusion matrix, 

and it is a more objective evaluation index, which is defined as: 

                                                   (14) 

Among them, and represent the sum of the line i of the 

confusion matrix and the sum of the column i respectively. The 

higher the Kappa coefficient, the higher the classification 

precision.  

 

3. Data and Process 

3.1.  Study site and hyperspectral data 

Hyper Spectral Imager (HSI) is the first Chinese space-borne 

hyperspectral sensor aboard the HJ-1A satellite. In September 6, 

2008, China launched the environmental and disaster monitoring 

and forecasting small satellite constellation A (HJ-1A), and the 

HJ-1A satellite was equipped with CCD camera and hyperspectral 

imager (HSI). With HSI interference imaging spectroscopy, the 

cutting width is 50km, the ground pixel resolution is 100 meters, 

110-128 spectral bands, the spectral resolution of up to 2.08 nm, 

in the continuous spectral image of earth observation and 

available features to achieve the direct identification from the 

space object surface. HSI often produces certain stripe noise on 

the image. Satellite data was HJ-1A star HSI data 2 level products, 

imaging time is August 24, 2011, a total of 115 bands with 

working spectrum range 459 ~ 956 nm.  

The research area has 8 downtowns in the west of Dehua 

county, Quanzhou City, Fujian Province. The administrative area 

of study site and its pseudo color synthetic imaging (105th, 7th, 

40th band for pseudo colour synthesis) are shown in Figure 3. The 

image data of the product is geometrically corrected by previously 

corrected image with polynomial transform, and then 

orthorectified and outputted onto a fixed uniform spatial grid 

using nearest neighbour resampling. The correction error is not 

less than one pixel. The corrected image is unified into the 

specified map projection coordinate system (Xi’an 1980 

coordinate system). There is obvious stripe noise in the part of the 

HSI image data, mainly in bands 1-29. Therefore, these 29 bands 

are eliminated from the HSI image. The remaining 86 bands are 

used for research within the wavelength range (529.6350-951.54 

nm). 

 

Figure 3: Study area and pseudo colour synthetic image 

3.2. Experimental processing flow 

According to the field data, the labelled samples were 

selected in the experiment. Then 86 bands of data were used as 

input of DBN. Before the training, these data were normalized by 

min-max normalization, which was mapped into the value 

between 0 and 1. Then, these data were shuffled and split into 

training and testing data randomly. After pre-training and fine 

tuning, categorical data was represented by one-hot coding, as 

shown in Table 1, 1 was Coniferous forest, 2 was Broad-leaved 

forest, 3 was Mixed forest, 4 was Non-forest. 

The experiment is based on Windows 10 with 64-bit operating 

system. The processor is Intel (R) Core (TM) i5-8250U CPU 

@1.60GHz. The experiment is carried out in PyCharm 2018.3x64 
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editor to code and tune parameters. TensorFlow 1.11.0 framework 

was first set up as development environment. Also, The Python 

Extension Library is loaded, including Numpy, Pandas, 

Matplotlib, etc. 

Then the selected samples were converted into a CSV file 

that is easy to be processed by Python program. All these samples 

were shuffled into training and testing data. Moreover, training 

samples were thrown into the DBN model. The trained parameters 

of model were stored into Tensorboar. Finally, the classified map 

of was outputted. 

3.3. Distribution of samples 

There are total 97258 pixels in the pseudo color synthetic 

image, shown in Table 1. The samples of four types in study site 

are selected manually. Different allocation of training samples 

and test samples are selected by experiments again and again. At 

last, 28000 pixels of known categories were selected as total 

samples. Among them, 51989 pixels pertain to the coniferous 

forest, 6142 pixels are broad-leaved forest, 16283 pixels are 

mixed forest, and the remaining 28986 pixels are non-forest. In 

the training process, there are 10,000 training samples for 

coniferous forest and 6,000 training samples for other forest type. 

Table 1: Class code of dataset 

4. Experimental Results 

4.1.  Selection of super parameters 

In the experiment, the dimension of the input data is 86. At 

the moment, network structure of DBN model is only designed by 

experience without theoretical basis. For simplicity, we assume 

that each hidden layer has the same number of nodes. The number 

of layers of the DBN is selected from {2, 3, 4, 5, 6, 7}, and the 

number of hidden layer nodes is selected from {16, 32, 64, 128, 

256, 512}. According to the pre-experiments and references, 

several parameters are set as following: pre-training and fine-

tuning of the learning rate is 0.001, the size of mini-batch is 100. 

Note that 10000 iteration times are run due to stability. Next, we 

discuss the influence of different network depth and the number 

of hidden layer nodes on the classification effect by fixing all 

these super parameters. 

4.2. Network depth 

Overall accuracy (OA) and Kappa coefficient were normally 

selected as the evaluation of image classification of remote 

sensing.  The higher OA and Kappa coefficient, the better effect 

of classification precision. As we all know, network depth is key 

parameter of DBN. It is the number of hidden layers. Reference 

21 summarized the range of optimal network depth is from 2 to 3 

based on previous researches.  

In experiment, we keep super parameters fixed and set the 

number of nodes in each hidden layer 256.  Six different numbers 

(2, 3, 4, 5, 6, 7) of network depth were tested. Figure 4 shows that 

DBN with 3 hidden layers performs best, which both overall 

accuracy and Kappa coefficient are the largest. There is no 

obvious feature that how network depth affects the OA and Kappa 

coefficient. Reference [21] pointed out that there is no perfect 

theoretical basis for network structure selection. The optimal 

parameters should be given by experiments in different 

applications. 

 

Figure 4: Effect of network depth on OA and Kappa coefficient 

4.3. Number of nodes in each hidden layer 

Number of nodes in the hidden layer is also import parameter 

in DBN model. When nodes are too large, it may cause the over-

fitting problem. Oppositely, when nodes are too small, perhaps it 

will fail to extract deep information and gain high classification 

accuracy. Summarized by reference 21, the range of number of 

nodes in the hidden layer is from 50 to 500 according to previous 

research. 

In experiment, we set super parameters unchanged and keep 

the network depth 3.  Six various nodes (16, 32, 64, 128, 256, 512) 

were selected one by one and tested. Effect of number of nodes in 

each hidden layer on OA and Kappa coefficient is showed in 

Figure 5. It demonstrates that DBN with 256 nodes performs best, 

because it got the biggest overall accuracy and Kappa coefficient.  

There is no obvious feature that how network depth affects 

the OA and Kappa coefficient. Reference [21-24] pointed out that 

there is no perfect theoretical basis for network structure selection. 

The optimal parameters should be given by experiments in 

different applications. Meanwhile, OA and Kappa coefficient 

keep relatively stable with changing nodes. 

 
Figure 5: Effect of number of nodes in each hidden layer on OA and Kappa 

coefficient 

Code of 

label 
Forest type 

Number of 

training 

samples 

Number 

of testing 

samples 

Number of 

all samples 

1 
Coniferous 

forest 
10000 4000 45848 

2 
Broad-leaved 

forest 
6000 4000 6142 

3 Mixed forest 6000 4000 16283 

4 Non-forest 6000 4000 28985 

 total 28000 16000 97258 

http://www.astesj.com/


X. Luo et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1554-1559 (2020) 

www.astesj.com     1558 

4.4. Comparative analysis 

SVM is a supervised and non-parametric machine learning 

algorithm. There is different type of kernels. A radial basis 

function (RBF) was adopted and has been used in some former 

works concerning forest type classification. The penalty factor C 

is selected from [1, 0.1, 0.001]. In order to keep the equit, the same 

samples are adopted between SVM and DBN method. 

Furthermore, to optimize of SVM method, five-fold cross 

validation and network search are adopted. When the C value is 1, 

the maximum overall accuracy is 73%, and the Kappa coefficient 

is 0.6447. For deep belief network, the optimal number of network 

depth is 3 and number of each node is 256.The classification 

process resulted in a thematic map of four kinds of forest types in 

Dehua county, as shown in Figure 6. As can be shown, the 

coniferous forest is green, broad-leaved forest is yellow, mixed 

forest is pink, and non-forest is blue. 

Table 2 reports the kappa values and the accuracy of forest 

types for both DBN and SVM classification algorithms. The 

accuracies of four kinds of forest types for SVM oscillated 

between 0.64 and 0.74 while DBN method varied from 0.82 to 

0.89. Hyperspectral image classification using DBN algorithm 

yields the higher accuracy than that of SVM classifier for each 

forest type. Broad-leaved forest was generally better recognized 

than coniferous forest. Broad-leaved forest is classified with 

highest accuracy for both methods, 0.92 for DBN, while for SVM 

it is 0.84. The second top-classified forest type tends to be non-

forest for DBN, while for SVM it is coniferous forest. Slightly 

lower result is obtained for mixed forest by DBN, while for non-

forest by SVM. Furthermore, the worst effect performed by DBN 

algorithm is coniferous forest, compared to mixed forest for SVM. 

As the result, DBN model tends to attain better capability than 

SVM method from accuracy. There are two reasons due to it. One 

is that all feasible spectral features are thrown into input of DBN 

model, yet three bands or several components are selected as input 

for SVM method. The other is that there is large amount of data 

when all hyperspectal bands are considered. This is good for 

training of DBN model.  

5. Conclusion and Discussion 

This paper examined the capability DBN model in forest 

type classification with HJ/1A hyperspectral image. Many 

experiments are tested to obtain optimal parameter in DBN model. 

Conclusions can be drawing out as followed. At the beginning, 

the results showed that DBN model outperform SVM algorithm. 

Then, optimal network depth is 3 and best node in each layer is 

256 in our experiment. Overall accuracy is 85.8% and kappa 

coefficient is 0.785 with best-fit parameters in DBN model.  

Table 2: Comparison with SVM 

Forest type SVM DBN 

coniferous forest 0.74 0.82 

broad-leaved forest 0.84 0.92 

mixed forest 0.64 0.87 

non-forest 0.70 0.89 

OA 0.73 0.875 

Kappa 0.6447 0.835 

 

(a) SVM                                                                (b) DBN 

Figure 6: Comparison of classification results based on different machine 

learning techniques 

What makes our study unique is to make use of deep belief 

network to classify the forest type. Regardless of the spatial 

resolution of 100 m of HJ/1A hyperspectral image, our results 

provide satisfied recognition of four kinds of forest types. There 

are several open questions and future research directions remain 

worthy of investigation in the future. Firstly, in this paper, it is 

novative to adopt deep belief network to identify forest types. The 

classification accuracy of this method are better than that of 

support vector machine. However, it is still unclear that the 

mechanism of how this method can solve the traditional problem 

of "same object with different spectra" and "same spectra with 

different object ". Secondly, our results confirm the capability to 

map forest by deep belief network. Our experience in the study 

reveals that network depth and width affect accuracy of 

classification. The optimal structure needed to be adjusted 

according to different remote sensing data and further 

identification, such as tree species mapping. Finally, combining 

with field survey data, nearly one third of the samples are selected 

as training and testing samples to improve the classification effect. 

It is uncertain that how can we obtain the best result with so high 

number of total samples. It is a good idea to expand the sample by 

Generative Adversarial Network. Last but not least, optimal 

network structure is only for forest type recognition. The optimal 

network structure of specific forest type recognition needs further 

study. At the same time, it is urgent to establish the criteria and 

norms of forest classification using deep learning and remote 

sensing image. 
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