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 Sizing optimization should be used to design an efficient, sustainable, and feasible hybrid 
system. In this paper, a hybrid power plant consisting of an off-grid photovoltaic and wind 
energy system was planned to supply the demand of residential houses in Libya. To minimize 
installation and operational costs by sizing each part of the hybrid system, the crow search 
technique was applied. We optimized the number of photovoltaic modules, wind turbine 
power, and battery capacity and then we compared the performance of the crow algorithm 
with the particle swarm optimization algorithm for hybrid system design. The results of the 
crow algorithm suggest better efficiency for sizing lower-cost hybrid power plants consisting 
of photovoltaic and wind systems. 
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1. Introduction  

Renewable energy systems are basically designed to achieve 
two objectives: cost-effectiveness and environmental protection. 
It is possible to achieve these objectives by reducing both 
dangerous emissions and fuel costs. This type of power system 
has clear financial benefits [1] other than reducing emissions of 
carbon dioxide (CO2), nitrogen oxide (NOx), and sulfur oxide 
(SOx), which can be detrimental for life on this planet [2]. 
Whenever these objectives are pursued at the same time, the 
combined economic emission dispatch (CEED) problem emerges, 
which can be addressed through traditional mathematical methods 
like lambda iteration, gradient search, and optimization through 
modern heuristics [1]. However, in this case, it is not possible to 
solve the CEED problem because the procedure does not give a 
single result. Additionally, for achieving two contradictory aims, 
such as reduction of both pollution and fuel costs, 
mathematical/gradient information is not required. On the 
contrary, this optimization problem needs some kind of 
transactional solution like the Pareto optimal (PO) solution [3], 
requiring further processing for finding the best optimized and 
most favorable solution. The literature shows that some multi-
objective algorithms help reduce greenhouse gases while 
decreasing fuel costs at the same time. These algorithms include 
scatter search [4], the bacterial foraging algorithm [5], particle 
swarm optimization [6], teaching-learning-based optimization [7], 
the harmony search algorithm [8], and differential evolution [9]. 

We have tested different methods to solve the non-convex and 
non-linear CEED problem. 

In this case, the “h” parameter is used to handle dimensional 
problems that can be solved through the sketched evolutionary 
algorithm [8]-[10]. We can also solve the CEED problem without 
using the mentioned parameter by regularizing fuel costs and 
pollutants. This is possible using evolutionary algorithms (EAs) 
by solving a single objective function, but such methods have a 
shortcoming: researchers need to make repeated efforts to find the 
objective solution. 

Results show that hybrid algorithms are useful and efficient 
in performing parallel processing. For achieving the best solution, 
a balance is required between exploration and exploitation. While 
exploration is pivotal for any kind of algorithm, exploitation helps 
in finding excellent solutions. The present research involves 
bat [11] and crow [12]algorithms for solving the CEED issue. We 
have selected a hybrid structure that combines the properties of 
crow search and bat algorithms and resolves the problems of the 
mentioned population-based methods. Hybridization was also 
chosen because it gives more diverse and acceptable solutions. 

2. Types of Algorithms 

2.1. Particle Swarm Optimization (PSO) 

Potential solutions, which are also referred to as “particles,” 
lie within the problem space. Here, “swarms” means the multi-
dimensional modeling spaces in which the particles exist, and they 
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have certain velocities and particular positions. Every particle 
provides a “candidate solution,” moving in the search space 
before they exceed the computational limitations. During flight, 
the particles continually adjust their positions, making sure that 
they gain the best positions while keeping in view neighboring 
particles and their positions. This means that particles have a 
tendency of adjusting their velocities and positions depending on 
their neighbors. Moreover, social, inertial, and cognitive factors 
keep adjusting the particle velocity until an optimal solution is 
found [13]. 

2.2.  Crow Search Algorithm (CSA) 

It is a common observation that crows are intelligent, which is 
evident from their brain/body ratios. They have the ability to sense 
danger, issue warning signs, and recognize faces. The CSA was 
accordingly developed after observing habits of crows such as 
living in groups, going together to steal food, snatching food, and 
remembering their hiding places [14]. 

Besides other mental capabilities, crows have amazing 
“awareness probability” (AP). Suppose that, if there are n crows 
living in a specific space, for the tth iteration, xt

i shows the 
location of crow i.  

Here, an individual’s update mode can be mathematically 
represented as given below: 

   𝑋𝑋′𝑡𝑡+1 = �𝑋𝑋𝑖𝑖
𝑡𝑡 + 𝑟𝑟1 ∗ 𝑓𝑓𝑓𝑓𝑖𝑖𝑡𝑡 ∗ �𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗

𝑡𝑡 − 𝑥𝑥𝑖𝑖𝑡𝑡�, 𝑟𝑟 ≥ 𝐴𝐴𝐴𝐴𝑗𝑗𝑡𝑡       
𝑎𝑎    𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,     𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒

�            (1) 

 

 
Figure 1: An individual crow’s movements 

 

3. Hybrid PV/ Wind Power System 

3.1. Mathematical Model for PV System 

Libya has massive solar power generation potential. For 
example, in the Libyan city of Ghiryan, there is an average of 7.5 
kWh/m2 daily solar radiation (Figure 3), and every year, there is 
complete sunshine for 3700 hours. Photovoltaic (PV) systems are 
the best systems for use in rural Libya because they provide 
convenience and economy. Research has shown that solar energy 
is sufficient to generate 141,000 tWh annually, which is more than 
the potential of wind (16,000 tWh) and biomass (21,000 tWh) [15], 
[16]. 
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Figure 2: Hybrid system 

 
Figure 3: Annual average solar radiation in Ghiryan 

The mathematic model suggested for the PV system is as 
follows: 

 

𝑃𝑃PV = 𝑁𝑁pv ∗ �𝑃𝑃 ∗  𝐺𝐺
𝐺𝐺ref

� + �1 −𝑚𝑚 ∗ (𝑡𝑡𝑡𝑡 − 𝑡𝑡𝑡𝑡ref)�                   (2) 

Here, Ppv represents the PV arrays’ power output under 
reference conditions, and P represents rated power while Npv is 
the summation of all PV arrays. Gref is equal to 1000 W/m2, where 
G represents solar radiation (W/m2), and m is equal to −3.7 × 10−3 
(1/°C). In the above formula, tc is the PV cell temperature, which 
has a reference value of 25 °C. We used the following formula to 
calculate the PV cell temperature [17]: 

𝑡𝑡c  =  𝑡𝑡a ��
𝑁𝑁𝑁𝑁𝐶𝐶𝑇𝑇 − 20

800
�� ∗ 𝐺𝐺                                                     (3) 

In this formula, NOCT represents the nominal operating cell 
temperature while ta is ambient temperature. 

3.2. Mathematical Model for Wind Turbine 

We used the NASA website to obtain 10-year wind data 
(2005-2015). We found that in the city of Ghiryan, the average 
wind speed was 6-7.5 m/s. That is sufficient for operating a wind 
power unit, which should be installed at a height of 50 m. We 
studied the effects of different seasons on wind speed and found 
that wind speed is higher from December to May. It remains lower 
in summer, specifically in July and August. The wind speed in 
Ghiryan is shown in Figure 4 [18]. 

http://www.astesj.com/
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Figure 4: Average wind speed in Ghiryan 

Climatic variations in Ghiryan include extremely humid and 
hot summers and mild winters with average wind speeds suitable 
for power generation. To measure the wind speed, the following 
formula is used [19]: 
 

V2
V1

= �H2
H1
�
a
                                           (4) 

 
Here, v1 is the velocity at the reference height, h1; v2 is the 

velocity at the height of the hub, h2; and a is the friction coefficient. 
Certain parameters are specified by a, i.e. terrain roughness, wind 
speed, temperature, height above ground, time of day, and time of 
year[20]. Different types of terrain [21]are generally specified in 
the technical literature; however, the guidelines of the IEC 
standards [22] suggest a coefficient of friction value of 0.11 for 
extreme wind conditions and 0.20 for normal wind conditions.  

A wind turbine’s predicted power output is expressed as 
follows: 

 

�

          
0
𝑉𝑉3

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  
      � 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
3 −𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐−𝑖𝑖𝑖𝑖

3 �
     

−

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �
𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐−𝑖𝑖𝑖𝑖
3

𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
3 −𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐−𝑖𝑖𝑖𝑖

3 �      
V < Vcut−in, V > Vcut−out

Vcut−in ≤  V ≤  Vrated
Vrated ≤ V ≤  Vcut−out

     �           (5) 

 
Here, V is the wind speed of the current time step, the nominal 
wind speed is Vrated, the cut-out wind speed is Vcut-out, the cut-in 
wind speed is Vcut-in, and the rated power is Prated. 

3.3. Mathematical Model for Batteries 

Generally, most hybrid systems have lead-acid batteries, and 
their charging and usage depend on the power generated through 
the PV system and the wind turbine. Eqs. 6 and 7 show the charge-
discharge phenomenon [23]. 

When the power generated through the wind turbines and PV 
arrays exceeds the load, it charges the battery bank. The state of 
charge (SOC) is determined with the following equation [24]: 

 
SOC (t) = SOC(t − 1) − �Ppv(t) + Pwt (t) − Pdmd� ∗

ηch                                                                                              (6)
                       

In this case, SOC (t − 1) and SOC(t) respectively represent the 
battery bank charges in the time intervals t − 1 and t while Pdmd 
is the load demand. Here, ηch represents the efficiency of the 
battery bank.  

When there is load demand, the battery bank is discharged, 
which can be mathematically represented with the following 
equation: 

SOC (t) = SOC(t − 1) − �Ppv(t) + Pwt (t) − Pdmd� ∗
ηdisch                                                                                        (7) 

The adjustment of the battery depends on the demand (Eq. 8). 
In this case, DOD represents the discharge depth while ad shows 
the days of autonomy. Here, ηinv and ηb respectively represent the 
inverter and battery efficiencies. 

 
Cn = Edmd∗ad

DOD∗ηinv∗ηbat
                                   (8)  

3.4. Electrical Loads 

Electrical loads can be classified based on the activity/type of 
work performed and they depend on the consumer’s consumption 
pattern, including housing, commercial, agricultural, and general 
loads. For assessing the load of each sector, electric loads should 
be considered. Generally, the housing sector is internationally 
considered as the sector consuming the largest quantities of 
electrical power. Part of its energy transforms into thermal energy 
when heating/cooling appliances such as air conditioners, water 
coolers, or refrigerators are used, and some of its energy 
transforms into optical energy when lighting devices like electric 
bulbs are turned on. Some energy transforms into dynamic energy 
when electric motors, mixers, and fans are used [18]. 

For our experiment, we selected an average power-
consuming house. Fig. 5 and Fig. 6 present the appliances and 
loads. 

 
Air-conditioning and 

cooling loads (1.8 kW). Electric loads of the house Bulb lighting loads
(0.4 kW).

Water boiling loads
(1.9 kW).

 Electric loads for 
kitchenware: -
- Electric oven (1.2 kW)
- Electric mixer (0.2 kW)
- Steam drier (0.2 kW)
- refrigerator (0.4 kW)

Electric loads for Ironing 
and washing devices:
- Washing machine (1.6 
W).
- Hair drier (1.2 kW).
- Iron(1.2kW).

Other electric loads at 
home:
-Hoover 
-TV (0.1kW).
-Radio (0.1 kW).
-Water pump (1.2 kW ).
-computer (0.3 kW).

 
Figure 5: Load estimation for household electrical equipment 

 
Figure 6: Load profiles for two seasons 
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4. Optimization Problem 

The minimization of the annual expense of the device (ACS) 
is a major goal of our analysis. The components include costs of 
upkeep (Cm), resources (Ca), and substitution (Cr) and the 
mathematical expression of ACS can therefore be given as 
follows: 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐶𝐶𝑎𝑎  +  𝐶𝐶𝑚𝑚  +   𝐶𝐶𝑟𝑟                                                    (9) 

𝐶𝐶𝑎𝑎 = 𝐶𝐶𝐶𝐶𝐶𝐶 ∗  �𝐶𝐶𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡 + 𝑁𝑁𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡𝑡𝑡 + 𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡�                         (10) 

𝐶𝐶𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑁𝑁𝑝𝑝𝑝𝑝 ∗   𝐶𝐶𝑝𝑝𝑝𝑝                                                          (11) 

𝐶𝐶𝑤𝑤𝑤𝑤𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑁𝑁𝑤𝑤𝑤𝑤 ∗   𝐶𝐶𝑤𝑤𝑤𝑤                                                          (12) 

𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑡𝑡𝑡𝑡 = � 𝑛𝑛
𝐿𝐿𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏

�  𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏 ∗ 𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏                                            (13) 

In the terms given, the costs of wind turbines, PV modules, and 
battery banks are represented by Cwt, Cpv, and Cbat, respectively, 
and the life span of the renewable energy system is shown by n. 
The battery life is LSbat, and the capital recovery factor is CRF; 
CRF can therefore be mathematically expressed as follows 
[25][26]: 

𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑖𝑖 (1  +  𝑖𝑖)𝑛𝑛

(1  +  𝑖𝑖)𝑛𝑛−1
                                     (14) 

5. Optimization of Outcomes 

We selected a house located in the mountainous area of 
Ghiryan. Table 1 shows the investment, technical, and 
maintenance costs needed to operate the PV panels, wind turbines, 
and batteries. 

Table 1: Design parameter values 
 Cost ($) Parameters Maintenance 

costs ($) 
Wind 

turbine 1870.83 500 W 18.70 

PV panel 287.82 250 W 2.878 
Battery 332.10 600 Ah 31.76 

 
To determine the effectiveness of the crow algorithm for 

a specific hybrid renewable system size, we applied the 
optimization techniques both with and without applying the 
reliability model. We then compared the obtained results with the 
calculated values, applying PSO to test the performance, 
robustness, and convergence. The results obtained after applying 
the crow algorithm and PSO are displayed in Table 2. 

 
Table 2: Crow and PSO algorithm performances 

 PSO Crow 
Npv 23 23 
Nw 0 0 
Nbat 12 10 

ACS ($) 16534 16065 

Obviously, the crow algorithm showed better performance as 
compared to other optimization methodologies. It can therefore be 

deemed superior on the grounds that it reduces computations. 
According to Table 3, the crow algorithm is again better as 
compared to PSO. It was found that the power generation cost 
with a PV array is lower compared to the cost of power generation 
from the wind. This can be expressed as follows: 

0 ≤ 𝑁𝑁𝑝𝑝𝑝𝑝 ≤ 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 

                            1 ≤ 𝑁𝑁𝑤𝑤𝑤𝑤 ≤ 𝑁𝑁𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤                             (15) 

0 ≤ 𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏 ≤ 𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 

 
Table 3: Crow and PSO algorithm performances based on Eq. (15) 

 PSO Crow 
Nw 1 1 
Npv 23 23 
Nbat 11 9 

ACS ($) 27943.24 27.260 

It is obvious that the crow algorithm helps in reducing the cost. 
Table 3 shows that the achieved results minimized the annual cost 
of power generation. In Table 4, wind, PV, and hybrid system 
reliabilities are presented. It was found that reduced wind 
availability increases the costs, but it reduces the requirement for 
batteries. Moreover, the results showed an increase in reliability 
indices such as energy supplied (ES), reliability of power supply 
(RSP), and loss of power supply probability. 

Table 4: Size, reliability, and cost indices 

 PSO Crow 
% 100 95 90 100 95 90 

Npv 23 23 23 23 23 23 
Nw 0 0 0 0 0 0 
Nbat 11 10 10 10 9 9 
ACS 
($) 16533 15624 14856 16065 15480 14562 

6. Conclusion 

This paper shows a latest approach pertaining to the sizes of 
offshore stand-alone wind-powered hybrid PV systems. It was 
found that the crow algorithm is viable in terms of economic and 
technical value addition and cost reduction. We found that 
installation of the suggested system is possible in Ghiryan, a city 
located in Libya. After collecting the long-term wind speed and 
solar radiation data, we applied the crow and PSO algorithms. 
This helped in determining the required numbers of wind turbines, 
batteries, and PV modules. We then compared the results. 

According to the outcomes, the crow algorithm allowed for 
higher accuracy and simpler calculations in addition to reducing 
costs. The outcomes indicate that using a reliability model affects 
the cost, optimum size, and load. We found that if the efficiency 
of the inverter is increased, it could decrease the cost of the device 
and boost the reliability of the load supplied. We conclude that the 
crow algorithm can help avoid local minimums and is a reliable 
method for optimization. 
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