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 For systems using rotating machinery, diagnosing the faults of the rotating machinery is 

critical for system maintenance. Recently, a machine learning algorithm has been employed 

as one of the methods for diagnosing the faults of rotating machinery. This algorithm has 

an advantage of automatically classifying faults without an expert knowledge. However, 

despite a good training performance of the deep learning model, there remains a challenge 

of performance degradation arising from noise when the model is applied in a real 

environment. In this study, to solve this problem, we identified the faults of a rotating 

machinery after applying the continuous wavelet transform (CWT) and then we extracted 

the images for detecting the faults of rotating machinery and apply them to the convolution 

neural network (CNN). Subsequently, we compared it with a commonly used artificial 

neural network technique according to load and noise. When we added the white noise from 

1dB to 20dB to vibration signal, the proposed method converged to 100% accuracy from 

8dB at no load, at 10dB at presence of load. we verified that the proposed method improved 

the performance in diagnosing the faults of rotating machinery. 
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1. Introduction  

With the development of industry and technology, various 

industrial rotating machines have become capable of handling high 

speeds and heavy loads, which cause massive mechanical and 

thermal loads, resulting in their breakdown [1]. When a rotating 

machine fails, fault diagnosis is very important as time and 

economic loss can occur. Therefore, a countermeasure is required 

to check the condition of rotating machines and to diagnose faults. 

According to statistical data, 45%–55% of failures in rotating 

machines are due to faults in the bearings [2]. Monitoring the 

condition of the rotating machine to detect its faults helps reduce 

losses [3]-[5].  

Machine learning algorithm is a common method of diagnosing 

faults of rotating machines. 

In general, the fault diagnosis method of rotating machines 

using a machine learning algorithm is divided into four steps: (1) 

data acquisition, (2) feature extraction, (3) machine learning 

algorithm training (neural network training), and (4) classification 

[6]-[9]. 

The data acquisition step is the process of obtaining a signal that 

indicates the state of a rotating machine using a sensor. A noise-

measuring device, the electric current signals of the motor, and 

vibration signals are used to obtain signs that indicate the state of 

the rotating machine [10]-[12]. Among them, the commonly used 

method detects the fault of the rotating machine by obtaining 

vibration signal data that are the easiest to measure and can clearly 

indicate the state of the rotating machine [13]. 

In the feature extraction step, signs that indicate the state of the 

rotating machine are extracted from the vibration signals. In 

general, a signal measured from the rotating machine consists of a 

mixture of noise and a sign indicating the state of the rotating 

machine. If vibration signals containing noise are used as input 

values in the machine learning algorithm, it is difficult to 

accurately diagnose the state of the rotating machine due to the 

noise. Hence, noise should be removed from the vibration signals 

through feature extraction to use them as input values for the 

machine learning model. 

The most common feature extraction methods use filters and 

signal decomposition [14]-[16]. The widely used methods of 

diagnosing faults in vibration signals include empirical mode 

decomposition (EMD) technique, which uses intrinsic mode 

function (IMF) to decompose the signals, and wavelet transform 

method, which uses the wavelet function to decompose the signals. 

The EMD technique yields outstanding performance when 

detecting faults of rotating machines [17]. However, it requires to 
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combine sub-band signals because the sub-bands decomposed by 

IMF are generally not orthogonal to each other [18].  

The wavelet transform method has the advantage of adjusting 

the cycle and amplitude to show the features more clearly in the 

vibration signals of rotating machine and to remove the noise 

included in the vibration signals [19], [20].  

In the machine learning algorithm training step, the algorithm is 

trained by using the features extracted from the vibration signals 

as input values for the machine learning algorithm. Among the 

various machine learning algorithms, the algorithms using deep 

learning show better performance, and among the deep learning 

algorithms, convolution neural network (CNN) shows superior 

performance. 

In the classification step, the test data, which are not used in the 

training step, are used to classify the state of the rotating machine, 

and the indicator showing the performance of the model can be 

derived.  

Eren used CNN to diagnose faults of rotating machines but 

diagnosed their faults based solely on the performance of the CNN 

model without considering the method of removing the noises [21]. 

Meanwhile, Yuan used discrete wavelet transform and CNN to 

improve the performance of the existing rotating machine fault 

diagnosis model. However, there was a limitation in showing the 

suitable performance in a poor environment where noise can be 

measured substantially because the experiment was conducted 

without reflecting noise [22].  

In this study, we used continuous wavelet transform method, to 

decompose vibration signals into noise, and signals indicating the 

state of the rotating machine to detect its faults, and extracted 

signals that can be used to detect the faults of the rotating machine, 

from the decomposed signals. The extracted features were used as 

input values of CNN, a deep-learning technique, to classify the 

faulty state of the rotating machine. Furthermore, we added white 

Gaussian noise to investigate the effectiveness of the 

corresponding algorithm through performance comparison 

between the model and conventional machine learning methods in 

a poor environment where a large amount of noise can be observed. 

2. Theory 

2.1. Continuous wavelet transform 

The advantage of the wavelet transform method is that the 

wavelet function with dynamic resolution can be used to efficiently 

analyze the vibration signals, unlike Fourier transform, which 

cannot accurately display the characteristics of non-cyclic signals 

due to the fixed resolution [23][24]. The time series analysis using 

the wavelet transform is defined as follows.  

 𝜓𝑠,𝜏(𝑡) =  
1

√𝑠
𝜓(

𝑡−𝜏

𝑠
)                               () 

In Eq. (1), the signal is decomposed by shifting the wavelet 

function to the time axis by 𝜏  and scaling by a. If the mother 

wavelet is given, then continuous wavelet transform (CWT) of the 

signal f(t) is defined by Eq. (2).  

𝑊(𝑠, 𝜏) =  ∫ 𝑓(𝑡)
1

√𝑠
𝜓∗(

𝑡−𝜏

𝑠
)𝑑𝑡

+∞

−∞
                   () 

The wavelet coefficient obtained in Eq. (2) indicates the 

similarity between f(t) and 𝜓(𝑡). The wavelet transform produces 

the decomposition of the time scale of f(t), but the time-frequency 

region can be obtained by the pseudo-frequencies. 

The relationship between the scale and the pseudo-frequencies 

changes depending on the center of the wavelet function, 

performance of the scale, and sampling cycle and maximizes the 

spectrum of the wavelet function with the given scale. The 

relationship of these parameters is expressed by Eq. (3). 

𝑓𝑠 =  
𝑓𝑐

𝑠∙∆
                                       () 

In Eq. (3), 𝑓𝑐 denotes the center frequency, ∆ is the sampling 

cycle, and 𝑓𝑠 shows the result of the pseudo-frequency. The entire 

signal is synthesized by applying the inverse continuous wavelet 

transform (ICWT) defined in Eq. (4) as follows: 

𝑓(𝑡) =  
1

𝐶𝜓
∫ ∫ 𝑊(𝑠, 𝜏)𝜓𝑠,𝜏(𝑡)

𝑑𝑠𝑑𝜏

𝑠2

+∞

−∞

+∞

−∞
              () 

here, 𝐶𝜓  is the acceptance constant obtained when the mother 

wavelet satisfies all requirements. 

2.2. Convolutional Neural Network 

CNN was inspired by the principle of recognizing objects in 

the visual cortex of the brain and was derived from the field of deep 

learning. It consists of convolutional layer, pooling layer, and fully 

connected layer [25].  

The main function of a convolutional layer is to obtain a feature 

map through the convolutional operation of filter for the input. The 

convolutional layer typically consists of learnable kernel and bias. 

The size of the kernel corresponds to the size of the filter, and the 

depth of the kernel corresponds to the number of channels in the 

feature map. The input of the convolutional layer can be calculated 

by the weight and the inner product of cognitive region, as 

expressed by Eq. (5). 

𝑦𝑙,𝑗
𝑐𝑜𝑛𝑣 =  ∑ 𝑤𝑖,𝑗

𝑙 ∗ 𝑦𝑙−1
𝑝𝑜𝑜𝑙

+ 𝑏𝑗
𝑙𝑘

𝑖=1                   ()  

 In Eq. (5), 𝑦𝑙,𝑗
𝑐𝑜𝑛𝑣  refers to the convolutional value of ith 

channel in the convolutional layer l, 𝑦𝑙−1
𝑝𝑜𝑜𝑙

 refers to the ith output 

of the pooling layer l-1, 𝑤𝑖,𝑗
𝑙  refers to the kernel of the 

convolutional layer l, 𝑏𝑗
𝑙 refers to the bias of the jth channel in the 

convolutional layer l, and * refers to the convolutional operation.  

 After the convolutional operation is completed, the value of 

convolutional layer is calculated according to the activation 

function. The role of the activation function is to perform the 

nonlinear projection for the input of the neuron. Rectified linear 

unit (ReLU), one of activation functions, is used for pattern 

recognition. The ReLU function shows excellent performance in 

accelerating convergence and solving vanishing gradient 

problems. Therefore, the ReLU is used as the activation function 

of a convolutional layer, and the output of convolutional layer 1 

can be expressed by Eq. (6).  

𝑦𝑙,𝑗
𝑅𝑒𝐿𝑈 = 𝑓(𝑦𝑙,𝑗

𝑐𝑜𝑛𝑣) =  max [0, 𝑦𝑙,𝑗
𝑐𝑜𝑛𝑣]            ()  
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Here, 𝑦𝑙,𝑗
𝑅𝑒𝐿𝑈  represents the output of the jth channel in the 

convolutional layer l, and 𝑓(∙) refers to the activation function. 

 After the convolutional layer operation, the pooling layer is 

used to extract additional features. It plays a role of reducing the 

dimensions of the output of the previous layer. Therefore, the key 

purpose of this layer is to reduce the volume of data to reduce the 

computation time on the computer. Types of pooling layer include 

max pooling, average pooling, logarithmic pooling, and weight 

pooling.  

 Max pooling is used to classify operation because it can speed 

up the convergence and improve the generalization. Max pooling 

function can be expressed by Eq. (7). 

𝑦𝑙,𝑗
𝑝𝑜𝑜𝑙

= max (𝑤(𝑠1, 𝑠2) ∩ 𝑦𝑙−1,𝑗
𝑅𝑒𝐿𝑈)                ()  

 𝑤(𝑠1, 𝑠2) represents the window of the pooling layer that can 

shift to a certain step, and 𝑠1 and 𝑠2 correspond to the dimensions 

of the pooling layer. Further, 𝑦𝑙−1,𝑗
𝑅𝑒𝐿𝑈  refers to the output of jth 

channel in the convolutional layer, and ∩  refers to the overlap 

between the pooling layer and the channel’s output. 

 In general, the CNN model contains multiple convolutional 

and pooling layers and extracts feature maps sequentially. The 

extracted feature map is transformed into a vector, which is used 

as an input of a fully connected layer. The main function of the 

fully connected layer is to extract additional features and connect 

the output step to the softmax classifier. A fully connected layer 

usually consists of 2 or 3 hidden layers, and all neurons of a 

hidden layer can be shown by Eq. (8). 

𝑦 = 𝜎((𝑤𝑓)
𝑇

𝑠𝑚 + 𝑏𝑓)                             ()  

 𝑤𝑓  refers to the weight matrix of the fully connected layer, 𝑏𝑓 

represents the bias, and 𝜎(∙) represents the activation function of 

the fully connected function. 

2.3. Batch normalization 

In general, as the depth of the neural network structure 

increases, the distribution of features changes, and the overall 

distribution gradually approaches both ends of the nonlinear 

function value interval. This phenomenon is called gradient 

diffusion, which causes a problem with the convergence of the 

model. To resolve this problem, the Google DeepMind team 

proposed batch normalization technique in 2014 [26]. 

The key purpose of the batch normalization technique is to 

revert the distribution of all neurons to the standard normal 

distribution through a specific normalization method. Batch 

normalization can re-parameterize almost all neural networks and, 

thus, can be used for any hidden layer. Batch normalization, which 

optimizes neural networks, can improve the performance of neural 

networks, such as faster convergence, faster learning time, ability 

to allow higher learning rate, and easier initialization of weights. 

First, normalization can make each scalar feature with the 

mean 0 and the unit variance, as expressed in Eq. (9). 

𝑥̂ = (𝑥𝑖 − 𝐸[𝑥𝑖])/√𝑉𝑎𝑟[𝑥𝑖]                     ()  

However, if Eq. (9) is used to directly normalize the features of 

a certain layer, the learned features can be affected, thereby 

reducing the performance of the neural network. To overcome this 

problem, each normalized 𝑥𝑖 is modified based on two adjustment 

parameters, 𝛾𝑖  and 𝛽𝑖 , aiming at scaling and shifting the 

normalized values. This process can be expressed by Eq. (10). 

𝑓𝑖 = 𝛾𝑖𝑥̂ + 𝛽𝑖                              ()  

here, 𝛾𝑖 and 𝛽𝑖 are parameters that can be used to learn the method 

of recovering the characteristic distribution of the existing neural 

network. By setting 𝛾𝑖 =  √𝑉𝑎𝑟[𝑥𝑖] and 𝛽𝑖 = 𝐸[𝑥𝑖], the existing 

activation can be restored. In this case, the activation values are 

stably distributed during learning.  

Second, because the mini-batch technique is used in training 

process, the specific activation 𝑥𝑖 that possesses the B value in the 

mini-batch is 𝜑 = {𝑥1…𝐵}, and the corresponding transformation 

is 𝑦1…𝐵 . Therefore, the batch normalization transform 

𝐵𝑁𝛾,𝛽: 𝑋1…𝐵  → 𝑦1…𝐵 can be represented by Eqs. (11), (12), (13), 

and (14).  

𝐸[𝑋𝜑] =  
1

𝐵
∑ 𝑥𝑝

𝐵
𝑝=1                               ()  

𝑉𝑎𝑟[𝑥𝜑] =  
1

𝐵
∑ (𝑥𝑝 − 𝐸[𝑥𝜑])2𝐵

𝑝=1                   ()  

𝑥𝑝̂ = (𝑥𝑝 − 𝐸[𝑥𝜑])/√𝑉𝑎𝑟[𝑥𝜑] + 𝜀                 () 

𝑦𝑝̂ =  𝛾𝑥𝑝̂ + 𝛽                                  () 

here, 𝜀 is a constant and is used to avoid undefined gradient values.  

3. Experiment setup 

This study required constructing a variety of dataset to enhance 

the accuracy of the fault detection of the rotating machine. Thus, 

we utilized the Case Western Reserve University Bearing Fault 

Database, which is widely used for fault detection of conventional 

rotating machines [27]. Because various researchers have 

conducted experiments using this database, there are several 

advantages: the data are reliable, and the performance comparison 

can be conducted with other learning algorithms. As shown in 

Figure 2, the test bench consists of a motor on the left, a torque 

transducer/encoder on the center, and a dynamometer on the right.  

The vibration signals were measured in a total of four types: 

normal, ball fault, inner race fault, and outer race fault. The levels 

of crack consisted of 0.007, 0.014, and 0.021 inch, and the levels 

of load consisted of 0 HP, 1 HP, 2 HP, and 3 HP. 

Figure 1 shows the fault detection process of rotating machine 

using vibration signals. Data having cracks of 0.007 inch were 

used, and the dataset was classified into Case 1 (0 HP), Case 2 (1 

HP), Case 3 (2 HP), and Case 4 (3 HP), depending on the level of 

load. Each case consisted of 4,368 data: 1,092 for normal data, 

1,092 for ball faults, 1,092 for inner race faults, and 1,092 for outer 

race faults. In addition, white Gaussian noise was increased in the 

vibration signals having cracks of 0.007 inch to verify the 

robustness to noise by CWT. As shown in Figure 3, the sample 
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data were constructed to train the CNN model by performing the 

segmentation with 4,392 signals where white Gaussian noise was 

added in the actual vibration signals. For each sample data, 

continuous wavelet functions, such as morse, morlet, and bump 

wavelet, were applied, and CWT was used. The conversion to 

images with the size of 224 × 224 was performed to use them as 

inputs of CNN after signal preprocessing, as shown in Figure 2. 

 

Figure 1: Experiment setup 

The CNN was constructed with 8 3 × 3 filters for the first layer 

of the CNN model, 16 3 × 3 filters for the second layer, and 32 3 

× 3 filters for the third layer. Additional features were extracted 

through the fully connected layer, and the faults of rotating 

machine were classified using the softmax classifier. After the 

convolutional operation was completed in each layer, batch 

normalization and max pooling, a type of pooling layer, were 

applied.   

To conduct the training of the constructed CNN model, 70% of 

4,368 data in the entire dataset were used for the training process 

of the CNN model, and the rest were used to validate the trained 

CNN model. To validate the performance of the trained model, 

comparative analysis was performed with the DNN technique, a 

conventional vibration signal analysis method using artificial 

neural network (ANN). 

 

Figure 2: Representation of proposed fault diagnosis structure 

4. Simulation 

As shown in Fig 3, CWT was performed through the 

continuous wavelet functions—namely, morse, morlet, and bump 

wavelet—using the white Gaussian noise-added vibration signals, 

and the results were used as input values of the CNN model. 

To compare the performance of the generated CNN model, 

comparative analysis was performed using the ANN model by 

extracting statistical parameters, such as peak, entropy, skewness,  

kurtosis, variance, and rms, and using them as the input values of 

the ANN, as shown in Figure 4.  

 

 

Figure 3: The process of fault diagnosis in vibration signal using CWT & CNN. 
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To compare the performance of the CNN model and the CWT 

for noise removal, we compared the accuracy and loss for each 

signal-to-noise ratio (SNR) level with those of the existing method, 

in which the parameters are extracted from the vibration signals 

and then used as inputs of the ANN, as shown in Figure 4.    

When the SNR was 1 dB in the Case 1 (0 HP) dataset, the 

accuracy of the CNN model using morlet wavelet was 95.31% with 

a loss of 0.05869, that of the CNN model using bump wavelet was 

90.25% with a loss of 0.11, and that of CNN model using morse 

wavelet was 90.13% with a loss of 0.124. Therefore, the 

performance was excellent compared to that of the ANN model. 

(a) 

(c) 

(d) 

Figure 4: Result of fault diagnosis (accuracy & loss) – (a) Case1(=0HP), (b) Case2(=1HP), (c) Case3(=2HP), (d) Case4(=3HP) 

(b) 
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Furthermore, when the SNR level was reduced step by step, the 

CNN model using CWT showed that the accuracy converged to 

100% at the SNR level of 8 dB, whereas the ANN model showed 

that the accuracy converged to 100% when the SNR level was 15 

because of performance degradation in the denoising function.   

In terms of loss, the CNN model using CWT showed the 

convergence close to 0 when the SNR level was 11 dB. However, 

the model using the ANN showed the convergence to 0 when the 

SNR level was 18 dB, indicating that the performance was lower 

than that of the CNN model.  

When SNR was 1 dB in the Case2 (1 HP) dataset, the accuracy 

of the CNN model using morlet wavelet was 72.82% with a loss 

of 0.6254, that of the CNN model using bump wavelet was 86.12% 

with a loss of 0.3602, and that of the CNN model using morse 

wavelet was 86.09% with a loss of 0.3597. The differences were 

not large compared to those of the ANN model (accuracy: 71.7% 

and loss: 0.1388). When the SNR level was reduced, the accuracy 

converged to 100% at the SNR level of 10 dB in the CNN model 

using CWT. Conversely, the accuracy converged to 100% when 

the SNR level became 14 dB in the ANN model. Furthermore, in 

terms of loss, the CNN model using CWT showed the convergence 

to 0 when the SNR level was 10 dB, whereas the ANN model 

showed the convergence to 0 when the SNR level was 14 dB. 

When the SNR level was 1 dB in the Case 3 (2 HP) dataset, the 

accuracy of the CNN model using morlet wavelet was 87.04% with 

a loss of 0.31, that of the CNN model using bump wavelet was 

86.72% with a loss of 0.409, and that of the CNN model using 

morse wavelet 86.61% with a loss of 0.1232. Therefore, the 

performance was excellent compared to that of the ANN model 

(accuracy: 71.9% and loss: 0.1432). 

When the SNR level was 1 dB in the Case 4 (3 HP) dataset, the 

accuracy of the CNN model using morlet wavelet was 85.13% with 

a loss of 0.2947, that of the CNN model using bump wavelet was 

83.37% with a loss of 0.34924, and that of the CNN model using 

morse wavelet was 85.03% with a loss of 0.4238. Meanwhile, the 

accuracy and loss of the ANN model were 69.3% and 0.1431, 

respectively. As the noise signal decreased, the CNN model using 

CWT showed that the accuracy and the loss converged to 100% 

and 0, respectively, when the SNR level was 10 dB. However, the 

ANN model showed that the accuracy converged to 100% when 

the SNR level was 14 dB, and the loss converged to 0 when the 

SNR level was 16 dB. Based on these results of the vibration signal 

analysis, we have confirmed that the CNN model using CWT is 

more robust to noise than the existing method. Furthermore, we 

used the pooling layer and batch normalization to reduce the 

training time of the CNN model and improve the performance, 

thereby confirming the effectiveness and stability of the method, 

in comparison with the conventional signal analysis method. 

5. Conclusion 

In this study, vibration signal analysis was conducted to 

diagnose faults of rotating machines. Furthermore, to investigate 

the performance in actual work site environment, we conducted 

vibration signal analysis. Hence, we added white Gaussian noise 

in the vibration signals step by step and applied CWT. 

Subsequently, we extracted the images to use them as input values 

of the CNN. When we added the white noise from 1dB to 20dB 

to vibration signal, the proposed method converged to 100% 

accuracy from 8dB at no load, at 10dB at presence of load. The 

analysis results confirmed that CWT-applied CNN model showed 

superior performance compared to the existing signal analysis 

method. 
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