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 Augmented reality (AR) technology has been increasingly used in developing teaching 

materials with the aim of sparking more interest in technology (T) and engineering (E) 

among students in STEM education. In the proposed system, AR is integrated with an 

educational robot controlled by a KidBright microcontroller board, developed by the 

Educational Technology research team (EDT) at the National Electronics and Computer 

Technology Center in Thailand. Moreover, the KidBright program has been implemented 

over 2,200 Thai schools. To maximize the benefits of the KidBright program, the Assistive 

System for Collaborative Assembly Task using Augmented Reality (ASCAT-AR) was 

created with the objective of enabling students to learn and collaborate in assembling 

robots. Students will work in pairs to assemble robots using the system and learn about 

mechanics, sensors, and 3D-printed parts. The students were divided into two groups: 

Group A read the manual and assembled the robot independently, while Group B used the 

ASCAT-AR system. In addition, AR applications offer smooth graphic rendering at 44-60 

frames per second. Evaluation result showed that Group B students had a higher average 

success rate than average success rate of Group A students. The results showed that users 

of the ASCAT-AR system were more motivated in learning and obtained more knowledge 

about robot technology and programming. 
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1. Introduction 

STEM education is a method of teaching that focuses on 
science, technology, engineering, and mathematics. Students 
receive training and preparation for the necessary 21st-century 
skills needed for success in the modern world [1]. Based on 
Bloom’s Taxonomy [2], the related skills are classified into three 
categories: cognitive skills as shown in Table 1, such as critical 
thinking and problem-solving; social and emotional skills, such as 
communication and collaboration; and technological skills, such 
as the ability to use digital tools and platforms [3]. 

Previous works have revealed gaps in the effectiveness of 
STEM education in preparing students. One significant gap is the 
shortage of teachers specializing in STEM fields. A case study 
published in the Journal of Science Education and Technology 
highlights the challenges faced by many schools, particularly those 
in low-income neighborhoods, in providing STEM instruction due 
to difficulties in recruiting qualified teachers [4], [5]. Another 
challenge lies in the insufficient professional development 
opportunities for STEM teachers, as some educators lack the 
essential skills and knowledge needed to seamlessly incorporate 

STEM teaching and learning [6]. One such gap is the absence of 
standards and frameworks for developing and implementing MR 
teaching tools in STEM education. Although there is a growing 
interest in using MR for educational purposes, [7] a study 
published in the Journal of Science Education and Technology 
indicated a lack of sufficient guidelines and frameworks to assist 
educators in creating and utilizing MR resources effectively [8]. 
Table 2 show a comparison of the technologies. 

Research published in the Journal of Science Education and 
Technology highlights the scarcity of mixed reality (MR) 
integration in STEM curricula. Rather than fully integrating mixed 
reality (MR) into the curriculum, some STEM instructors use it 
sporadically, which may reduce its effectiveness in teaching [9], 
[10]. Thailand has placed significant emphasis on STEM education 
and is committed to developing a more skilled and innovative 
workforce [11] The STEM education curriculum has been 
previously introduced and studied in Thailand[12], with initiatives 
focusing on curriculum development, digital media production, 
implementation in classrooms, and teacher training [13] The 
challenge is that students demonstrate low engagement in STEM 
disciplines. This lack of interest can hinder the effectiveness of 
STEM education and the development of a skilled future 
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workforce [14]. Recently, robotics competitions have been 
organized in Thailand to motivate students' interest and creativity 
in robotics. In line with these efforts, schools have developed 
STEM education curricula that allow students to engage with 
technology. Although there is research on the design and 
implementation of MR learning games for robot assembly, there 
are still gaps in the teaching of technology and engineering 
subjects in STEM education. To enhance skills in robotics 
technology, this research project has developed an Assistive 
System for Collaborative Assembly Task using Augmented 
Reality (ASCAT-AR). This proposed system enables students to 
learn about the components and begin assembling a robot. The 
project implements augmented reality (AR) technology to 
captivate students' interests and relate their learning to future 
career opportunities. 

Table 1: The Revised Taxonomy (2001) [4] 

1.Remember This level is about recalling information, such 
as facts, definitions, and concepts. 

2.Understand This level is about understanding the meaning 
of information, such as being able to explain it 
in your own words or apply it to new situations. 

3.Apply This level is about using information to solve 
problems or complete tasks. 

4.Analyze This level is about breaking down information 
into its component parts and understanding 
how they relate to each other. 

5.Evaluate This level is about making judgments about the 
value or worth of information. 

6.Create This level is about putting information together 
in new and original ways. 

Table 2: XR Technology Comparison [9] 

Features AR VR MR 

Definition Limited 
interaction 
with virtual 
objects 

Natural 
interaction 
with virtual 
objects 

Natural 
interaction 
with both real 
and virtual 
objects 

Hardware Headset or 
smartphone 

Headset 
required 

Headset 
required 

Application
s 

Navigation, 
wayfinding, 
product 
visualization
, gaming 

Gaming, 
entertainment
, education, 
training 

Gaming, 
entertainment, 
design, 
manufacturing
, education, 
training 

This research aims to develop an innovative educational tool to 
assist students in learning technology and engineering concepts 
within STEM education. AR technology is utilized within this 
system, and the educational robot is designed to be interfaced with 
Microsoft HoloLens 2 devices. 

2. Proposed System 

This research aims to create an innovative educational tool that  
can motivate students to understand STEM contents through robot 
assembly and control. Augmented reality (AR) technology is 
incorporated into this system to enhance the learning experience. 
The system overview, demonstrated in Figure 1, shows how users 
can use hand gestures to interact with a 3D model, manipulate its 
motion, and access information. Once the robot assembly is 
completed, the Microsoft HoloLens 2 provides a user interface for 
controlling the robot. 

2.1. System Overview  

The system overview depicted in Figure 1 illustrates that users 
can assemble an educational robot and utilize hand gesture 
recognition to rotate, move, zoom in, and zoom out a 3D prototype. 
The display is viewed through the Microsoft HoloLens 2. Once the 
educational robot is fully assembled, the system will show model 
a user interface and a window for simple programming, which is 
used to control the educational robot. 

Figure 1: System Overview 

2.2. System Configuration  

The system operates through two primary processes: 
constructing the robot and controlling it. Figure 2 provides an 
overview of the involved steps. Initially, students are required to 
assemble the components of the educational robot. They can then 
write basic code to manage the robot using Microsoft HoloLens 2. 
Communication with the robot is conducted via a MQTT protocol. 
All instructions for building and controlling the robot are displayed 
directly on the Microsoft HoloLens 2. 

 

Figure 2: System Configuration 
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2.3. Mechanical Design and Implementations  

The Otto platform was effectively used in a robotics 
engineering class at MIT, demonstrating its suitability for 
educational purposes [15]. The education robot is based on the 
Otto DIY Ninja robot, which is an open-source robot designed to 
teach programming, mechanics, electronics, design, the internet of 
things, and artificial intelligence [16]. It was selected as the 
foundation for the project because of its well-designed, affordable 
nature that is suitable for Thai schools. Several modifications were 
made to the Otto DIY Ninja design to align it more closely with 
Thai curriculum and teaching style. The robot is a low-cost, user-
friendly, and educationally rich tool that can be used to teach 
various STEM concepts to students in Thailand. 

The education robot in this research was designed using the 
SolidWorks program for 3D modeling robot parts. The robot has 
circular feet for walking and wheels for fast movement. The wheel 
was designed to allow the robot to walk on its feet or move on 
wheels. The robot's head is designed to accommodate the 
KidBright microcontroller board, OpenCM9.04 for operating the 
DYNAMIXEL XL-320 and a battery pack. The robot's legs can be 
folded and are designed to support two DYNAMIXEL XL-320s 
on each side. The component parts of the robot that will be used 
for 3D printing are shown in Figure 3. The foot part of the robot is 
shown in Figure 4, and the robot's head with the control board is 
shown in Figure 5. 

 

Figure 3: Robot design 

 

Figure 4: Wheel part 

 

Figure 5: Head part 

The assembled robot is set to the walk mode by default as 
shown in Figure 6. In this mode, the robot can move forward, 
backward, turning left, and turning right. Additionally, the robot 
can be switched to the wheel mode as shown in Figure 7, where it 
can move using its wheels. Even in wheel mode, the robot retains 
the ability to move forward, backward, turn left, and turn right. 

 

Figure 6: Walk mode configuration 

 

Figure 7: Wheel mode configuration  

2.4. Electronic Design and Implementations  

The KidBright microcontroller board was developed by the 
educational technology research team (EDT) at the National 
Electronics and Computer Technology Center (NECTEC), 
Thailand. It has been implemented over 2,200 schools across the 
country, promoting STEM learning on a wide scale. The board, 
based on the ESP32 microcontroller, enables device-to-device 
connectivity with internet of things feature and supports the 
integration of various external sensor modules via the I2C 
communication port. Figure 8 shows the connections of the 
KidBright board, the OpenCM9.04 controller, and the four 
DYNAMIXEL XL-320 servo motors. The KidBright 
microcontroller board offers a user-friendly interface, 
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affordability, and IoT capabilities, making it an asset for 
educational robots, suitable for both in-class learning and remote-
control applications.  

 

Figure 8: Microcontroller connection diagram 

Figure 9 shows the OpenCM9.04 microcontroller and battery 
pack while Figure 10 displays the circuit battery charging design. 
The OpenCM9.04 is a microcontroller board used for controlling 
the DYNAMIXEL XL-320 motors. The battery pack supplies 
power to both the OpenCM9.04 and the DYNAMIXEL XL-320 
motors. These components are essential for the education robot as 
they provide the necessary power for control the robot's 
movement. 

 

Figure 9: Battery charger and OpenCM 9.04 board 

 

Figure 10: Battery charging and OpenCM 9.04 circuit design 

2.5. Software Design and Implementations  

2.5.1. Education Robot 

The robot control program is divided into two parts. The 
KidBright program part: This part is used to as display graphics on 
screen and sends and receives data through the MQTT protocol. 
The KidBright board receives the robot's commands from the user. 
The OpenCM9.04 program part: This part is connected to the 
KidBright board using the I2C communication protocol. It is used 
to control the position of the DYNAMIXEL XL-320 motors to 
move to the received position by using the C++ programming 
language. The MQTT protocol is a lightweight messaging protocol 
that is well-suited for IoT applications. It is used to send and 

receive messages between devices over a network. The MQTT 
protocol is used in the education robot to send and receive 
commands between the KidBright board and the Microsoft 
HoloLens 2. The robot can be controlled by the user with two 
modes, which are wheel mode and walk mode as shown in Figure 
11 and Figure 12, respectively. 

 

Figure 11: Wheel mode with display 

 

Figure 12: Walk mode with display 

2.5.2. Robot Assembly Procedures  

The assembly instructions for this research were modeled after 
LEGO's format, catering to a young audience. They were crafted 
to be intuitive, and accommodating users who may have no prior 
experience in robot assembly. These instructions utilize a 2D 
graphical format with distinct images and directional arrows to 
guide users through the assembly steps. Figure 13, the first page of 
the instructions, introduces the robot's parts along with a count of 
the pieces and components required for assembly. Subsequently, 
Figure 14 shows the detail of the initial step for the assembly, 
focusing on constructing the left knee, It is divided into two sub-
steps. The guide follows a systematic structure, with each step 
clearly labeled and numbered. These instructions are a crucial 
component of the educational robot kit, facilitating the assembly 
process and enriching the user's understanding of the robot's 
various parts and components. 

The 2D manual is implemented as a user interface (UI) on the 
display of Microsoft HoloLens 2. The UI on Microsoft HoloLens 
2 is in a 3D format. 3D models can be scaled, rotated, or moved. 
These models can be animated to form an animation loop of the 
assembly process. Figure 15 shows Next and Back UI buttons for 
the next step or to go back to the previous step when the wrong 
assembly occurs. Assembly figure and description can be shown 
in Figure 16. The UI was developed using the Unity game engine. 

http://www.astesj.com/
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The UI was designed to be easy to use and understand, even for 
users with no prior experience with 3D applications. 

 

Figure 13: Introduction page of robot parts 

 

Figure 14: Assembly manual  

 

Figure 15: 3D introduction of robot parts via Microsoft HoloLens 2 

 

Figure 16: 3D guide for robot assembly via Microsoft HoloLens 2 

3. System Implementations 

3.1. Assembly System 

Figure 17 shows the state diagram of ASCAT-AR system. 
First, the user launches the ASCAT-AR application. The 
application presents a window showing details of the modeled 
robot's components, as well as the models of necessary tools and 
equipment. Next, the user follows the on-screen guide to assemble 
the robot. This interactive guide will lead the user through the 
assembly process, from step one to step eight. AR highlights the 
exact location of each tool required for the current step, and 
enhances the ease of the assembly process. After completing the 
assembly, the application offers a choice of reassembling the robot 
or proceeding to program its controller. At this step, the user can 
verify each step of the assembly to ensure the completion. Once 
the assembly is confirmed to be completely correct, the application 
moves to a display window for robot control programming. 

 

Figure 17: State diagram of proposed system  

Figure 18 shows the sequences of assembly process. Each step 

must be completed before the next step can be proceeded. 

However, some robot modules can be assembled independently 

from the others. 

3.2. Blockly System and Robot Control 

Figure 19 shows the code using block or Blockly, an open-
source visual programming language. Blockly allows users to 
write code using a visual block-based interface. Blockly is based 
on the prototype concept from Google’s Blockly [14] and is 
designed to be easy to use and intuitive. This makes Blockly an 
excellent tool for teaching programming concepts to children and 
other beginners. Blockly lets beginners build programs fast and 
easily with visual blocks. Blockly is also flexible and can be used 
to create many kinds of programs [17]. Overall, Blockly is a 
powerful and user-friendly visual programming language that has 
become a popular choice for both teaching and development.   

http://www.astesj.com/
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Figure 18: Robot assembly steps 

 

Figure 19: Google’s Blockly demo [17] 

The command set designed for ASCAT-AR system includes 
the following command buttons, which are MQTT connection 
button, robot transformation button, movement command buttons 
(front, back, left, and right), run the command button, as shown in 
Figure 20. These movement command buttons are used to control 
the movement of the robot. When the user presses a movement 
command button, it will create a command block in scene. When 
the command block appears, the user can pick it up and sort it into 
any available position. The programming window allows only 5 
command blocks at one time as shown in Figure 21. Once the 
command is in the correct position, the user presses the run button 
to send the command to the robot. The instruction set is designed 
to be simple to use. This makes the instruction set a valuable tool 
for controlling the movement of the robot. 

 

Figure 20: Robot control interface 

 
Figure 21: Samples of command blocks 

The state diagram of robot control in Figure 22 describes the 
process of sending the robot command to the education robot. 
First, the user connects to the MQTT server by clicking the MQTT 
button on the screen. The user can select the working mode of the 
robot after the proposed application is connected with the MQTT 
server. There are two operational modes which are wheel mode 
and walk mode. In wheel mode, the robot moves like a car. In walk 
mode, the robot moves like a human walk. The user can select the 
Front, Back, Left, Right, and Turn commands to move the robot in 
the desired direction. Once the user completes the block coding, 
the Run button can be clicked to send the robot commands. As 
shown in Figure 23, the robot moves accordingly to the selected 
commands given by the user. 

 

Figure 22: State diagram of Blockly-based robot control  

 

Figure 23: Users send robot commands to the real robot via HoloLens 2 
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4. Experimental Results 

The experimental results of this research cover system 
performance, usability, and values for specific tasks. System 
performance shows rendering frame rate of the ASCAT-AR 
system program on Microsoft HoloLens 2. Usability tests cover the  
evaluation of user’s satisfaction, ability to learn, and ease of 
learning. Values for specific tasks are evaluated from data records 
of the assembly times, success rates, and error rates. 

4.1. Population and Requirement 

The number of users in the system are 24 persons who are high 
school students in Thailand. The students were divided into two 
groups to compare between the uses of the ASCAT-AR system and 
the assembly manual. 

4.2. Evaluation Tools 

4.2.1. Robot assembly record form 

This form aims to collect the amount of time that the students 
spent on robot assembly. It can record the time spent, the point of 
assembly failure, and the time it takes to fix the wrong position, 
and the number of errors. 

4.2.2. Pre-questionnaire and post-questionnaire 

The pre-questionnaire and post-questionnaire forms include 
general questions about user background, experience, and 
suggestions for improving the system, as well as questions about 
values for specific tasks and evaluation of satisfaction on proposed 
system.  

4.2.3. Satisfaction questionnaire 

The satisfaction form aims to collect feedback on user’s 
satisfaction about the provided content and system performance of 
the ASCAT-AR system. 

4.2.4. Comparative assessment form 

This assessment form was applied for both experimental sets 
to compare motivation and system differences. 

4.3. Procedure of Experiment 

The experimental sets were established for Thai high school 
students aged 13-18 years who have some or no experience in 
engineering. The experimental sets provide the users about 
practical experience in robot assembly and the use of Microsoft 
HoloLens 2 headset.  

Volunteers were divided into two groups to avoid the 
memorization of operation flow and provided AR contents. The 
ASCAT-AR system was tested with 12 students while the other 12 
students used the assembly manual. There were pre- and post- 
questionnaires to collect the students’   knowledge and interest 
about the robot and the opinions on the experiment. 

In Figure 24, students, who have no experience about robot 
assembly, are divided into two groups. The experiment consists of 
the following steps:  

Step 1: Students need to complete a preliminary questionnaire.  

Step 2: Both groups were asked to assemble the robot with 
different tools. The aim of this exercise is to provide experience 

about engineering tools and AR  technology for students. The 
expected learning outcome is that both groups of students can 
complete the robot assembly and  control the robot's movement.  

Step 3: After completion of robot assembly and robot control, 
each group of students was asked to answer a post questionnaire 
testing.  

Step 4: Students, who worked with ASCAT-AR system, need 
to complete the satisfaction questionnaire. 

During experiments were conducted, researchers also observed 
the students' behaviors and reactions and interviewed the students 
regarding their experiences on using the ASCAT-AR system and 
the instruction manual. 

 

Figure 24: Experiment process flow 

4.4. Experimental Results 

The study was designed to evaluate the effectiveness of the 
ASCAT-AR system in enhancing student learning in STEM 
education, particularly in robot assembly task. The participants 
were 24 high school students aged 13-18 from Thailand, who had 
no prior experience with robotics. The study investigated two 
learning tools, which are the ASCAT-AR system utilizing 
augmented reality guidance via the Microsoft HoloLens 2 and the 
traditional 2D printed manual. 

Data were collected using a combination of observation forms, 
questionnaires, and system logs. During the assembly phase, 
completion times, error rates, and task success rates were recorded 
for each participant. Pre- and post-experiment questionnaires were 
conducted to assess all participants' knowledge about educational 
robot assembly and movement control, and their satisfaction on the 
learning process. 

The collected data were analyzed using statistical methods to 
compare the performance of the two groups. Assembly times were 
averaged, and error rates were calculated as percentages of 
incorrect assembly steps. 
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4.4.1. System Performance  

AR contents are rendered on the Microsoft HoloLens 2 devices 
with a reasonable frame rate. The system delivers a smooth and 
responsive graphics to enhance the user’s experience. Figure 25 
shows that the application can render at frame rates of 44-60 FPS 
with a resolution of 1440x936 pixels per eye. 

 

Figure 25: Frame rates of ASCAT-AR system  

4.4.2. Usability 

The comparative evaluations from learners, who used the 
ASCAT-AR system and used instruction manual to assemble and 
control robot, were conducted to assess system benefits, ease of 
use, ease of learning, and user satisfaction. Each aspect was rated 
on a 5-point Likert’s scale (1=lowest, 5=highest) by 24 
participants. 

Table 3: Results of satisfaction survey comparing between the uses of ASCAT-
AR system and instruction manual 

Learnability  ASCAT-AR Manual 

I can learn about more parts of 

the robot. 

3.67 4.08 

I can perform cooperative task 

in assembling robots. 
4.42 4.75 

I want to complete the final 

robot assembly.  
4.83 4.75 

I think it took a long time after 

using this learning tool. 

3.58 3.5 

Easiness of control   

I find it difficult, and I want to 

quit. 
2.25 2.67 

Satisfaction   

I am interested and would like 

to learn more. 
4.17 4.58 

How much motivation does the 

system provide for me to build 

a robot? 

4.17 3.92 

Table 3 shows the results of the satisfaction survey comparing 
the uses of ASCAT-AR system and instruction manual. Scores of 
learnability  shows that the use of ASCAT-AR system can 
motivate and help the users to assemble robots more successfully 
than the use of instruction manual. Scores of easiness of control 
identifies that the use of ASCAT-AR system slightly more difficult 
than the use of instruction manual since users were just using 
Microsoft HoloLens 2 for the first time. Finally, users think that 
the ASCAT-AR system can motivate and help them to assemble 
and control robot. 

4.4.3. Values for Specific Task 

To collect the feedback from the experiments, the users were 
scheduled to perform the task within 2 hours for both of the uses 
of ASCAT-AR system and instruction manual. Table 4 shows the 

minimum, maximum, and average  of user’s robot assembly time 
for both cases. 

Table 4: Time spent on task completion 

Groups Min time Max time Average time 

ASCAT-AR 0:49:47 1:53:56 1:12:24 

Manual 0:59:39 1:40:35 1:18:12 

In Figure 26, task completion rate (TSR) is a performance chart 
used to measure usability and show the percentage of task 
completion in each step and the system effectiveness of helping 
users to achieve their goals. The success of the task can be 
influenced by factors such as user interaction with the interface, 
overall user experiences, and user motivation. Students using the 
ASCAT-AR system had a constant percentage success rate from 
assembly step 1 to final assembly step 8, ranging from 75% to 
100%. The results show that students, who used ASCAT-AR 
system, had a better success rate during step 1 and step 2 than  the 
ones who used the instruction manual with success rate of 33% in 
task 1.  

 

Figure 26: Robot assembly success rate chart 

Comparing error rates, students using the ASCAT-AR system 
assisted robot assembly system had fewer errors than those 
assembling robots manually. The robot assembly assisted system 
had a prototype model that could be rotated 360 degrees for a 
detailed and accurate view of the assembly position, unlike the 2D 
figures in the manual. 

5. Conclusions and Discussions 

This research focuses on the development of an ASCAT-AR 
system using AR technology. Augmented Reality has been 
developed and applied in various industries, such as education, 
medicine, tourism, industry, entertainment, and etc [18]. AR 
technology has the potential to improve the learning experience. It 
can help the learner to better understand and remember educational 
content because it allows users to be engaged in learning, which 
may lead to generate creative teaching methods and better 
educational outcomes [19]. Currently, efforts and focus on 
promoting STEM curricula in Thailand have been found, and it has 
also been found that some teachers have limited knowledge of 
STEM education and lack of capability of how to integrate STEM 
into their teaching practices [20]. The proposed system provides 
AR content that is utilized to comply with the STEM curriculum 
integrating multiple various subjects. The goal is to equip students 
with knowledge and understanding of technology and engineering, 
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enhance their collaborative skills, and foster their interests in 
applying this competency for future careers. The system 
specifically helps the development of collaborative skills by 
engaging students in a collaborative robot assembly task. The 
system's core hardware consists of the Microsoft HoloLens 2 
device and an educational robot. The ASCAT-AR system displays 
3D model data and animations to help students explore structures 
and components in augmented reality. The system is designed with 
a user-friendly interface that makes it accessible to non-
engineering students. The application and the robot can interact in 
real time, enhancing learning and creating a robot control 
experience. The study found that students who used ASCAT-AR 
system were more motivated to complete the robot assembly than 
the ones who used the manual. Times spent on task completion of 
two student groups are slightly different. These results may depend 
on the learning ability of each student. In addition, visualization of 
3D models from the ASCAT-AR system assists the user to know 
the positions of robot parts and sequence of robot assembly more 
clearly. This increases the success rate of robot assembly. 

The evaluation covered all three aspects: system performance, 
usability, and values for specific tasks. The evaluation results 
demonstrated that the ASCAT-AR system can increase the user’s 
interests in learning to gain more knowledge and skill about robot 
technology and programming. Additionally, the robot was found 
to be easy to control using the ASCAT-AR system. The proposed 
system not only aids in teaching the users how to program and 
control the robot but also enhances their understanding of 
technological concepts and  fostering their creativity and 
collaboration skills. 

Furthermore, the improved 3D object detection can improve 
the current system performance in order to help the user to 
assemble the robot more easily. The system can be applied to other 
learning subjects to give users a visualization of the concept. 
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