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 The basics of unconventional design of current circuits of two-valued and multi-valued 
memory elements (ME) for storing current digital signals and flip-flops of the main types 
on their basis are considered. A nontraditional method of ME synthesis is proposed, which 
is based on the mathematical tool of linear algebra. Linear equations, structural and 
functional schemes of the main types of logic elements for the construction of ME are given. 
CMOS-circuitry of various versions of realization of linear logic elements of multi-valued 
MEs is considered. The comparative analysis is carried out and advantages and 
disadvantages of linear realization of current two-valued memory elements and flip-flops 
on their basis in comparison with potential (Boolean) realization are defined. The forecast 
of merits and demerits of linear implementation of multi-valued memory elements is given. 
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1. Introduction  
Nowadays a potential logic and its mathematical tool, that is 

Boolean algebra, dominate in the world of logic synthesis of 
products of microelectronics. We sweepingly accept this fact and 
appreciate its contribution to digital electronics development. 

However, as long as Boolean algebra exists, there have been 
attempts to replace it by another mathematical tool. It results in 
efforts to apply spectral transformations of Krestenson, Walsh, 
Haar [1-5], polynomial representations [6-9] for logic synthesis. 

The authors of this article suggest applying mathematical tool 
of linear algebra for the aims of logic synthesis [10]. As a result of 
investigations, we have defined primary application domain of this 
tool that is current circuits of random valuedness. The Boolean 
algebra is not convenient to synthesize multi-valued digital 
circuits, so linear algebra is not an opponent to the Boolean algebra 
despite the specific nature of the logic synthesis process and multi-
valued digital circuits circuitry [11-19]; it is rather an addition to 
Boolean algebra . 

The authors have developed:  

• Mathematical tool and methods of linear logical synthesis 
of two-valued and multi-valued digital structures;  

• circuit solutions of the basic logic elements for constructing 
digital structures;  

• circuitry solutions of some digital combinational two-
valued and multi-valued structures (adders, decoders, 
multiplexers, digital components of the ADC, etc.); 

In the process of research, the computer simulation of two-
valued and multi-valued logical elements proved their operational 
integrity [20 - 27]. The effectiveness of linear algebra as a 
mathematical tool of logical synthesis is confirmed by patents 
RU2506695, RU2509412, RU2514789, RU2547225, 
RU2553070, RU2549144 and publications [20 - 27].  

The results of research show the advantages of the proposed 
design methodology over the Boolean: it enables to suggest logic 
elements with improved characteristics compared to Boolean 
elements, as well as workable multi-valued elements. The purpose 
of this article is to demonstrate the possibilities of using current 
logic (linear algebra) as a mathematical tool for logical synthesis 
and circuit design of sequential two-valued and multi-valued 
digital structures using current flip-flops as an example. 

2. Methodology 

At the beginning, the well-known structural schemes of 
potential flip-flops of the main, widely used types are given. Then, 
structural schemes of their two-valued current analogues are 
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synthesized. Further, the features of the structural completeness of 
multi-valued flip-flops and their circuitry implementation are 
considered. 

Two-valued potential flip-flops. Two-valued flip-flops have a 
quit wide classification [11, 12]. RS-, D-, T- and JK-flip-flops are 
the most commonly used two-valued flip-flops. A brief description 
of the structural implementation of these flip-flops is given below. 

Asynchronous RS-flip-flop is a tandem amplifier with positive 
feedback. Its structural circuit, implemented on AND-NOT (OR-
NOT) elements is in Fig. 1 а, and its logic symbol is in Fig. 1 b. 

         
a                                                                    b 

Figure 1: Structural circuit (а) and logic symbol (b) of RS-flip-flop on OR-NOT 
(AND-NOT) elements. 

Its structural circuit, implemented on inhibit circuit 
(“implication gate”) is shown in Fig. 2 а, its logic symbol is shown 
in Fig. 2 b. 

     
a                                                         b 

Figure 2: Structural circuit (а) and logic symbol (b) of RS-flip-flop on 
implication gates (inhibit circuits). 

Single-ended synchronous RS-flip-flop is characterized by 
additional synchronization input. The flip-flop is switched to 
opposite state, if there is enabling level of signal at 
synchronization input. Its logic symbol is shown in Fig. 3. 

 
a                                                                b 

Figure 3: Logic symbol of single-ended synchronous RS-flip-flops: a – on OR 
elements, b – on AND elements 

To eliminate disadvantages of single-ended RS-flip-flop’s 
switch [12] the push-pull circuits are used. Their structures, 
implemented on AND-NOT (OR-NOT) elements are in Fig. 4 а, 
b. 

 
а 

 
b 

Figure 4: Structural circuits of push-pull RS-flip-flops. 

The logic symbol of push-pull RS-flip-flops is in Fig. 5. 
 

 
Figure 5: Logic symbol of push-pull RS-flip-flop. 

Now let us show the structures of flip-flops of other popular 
types. The D-flip-flop structural circuit is shown in Fig. 6 а, its 
logic symbol is shown in Fig. 6 b. 

      
a                                                         b 

Figure 6: D-flip-flop: а – structural circuit, b – logic symbol. 

The structural circuit of Т-flip-flop is shown in Fig. 7 а and its 
logic symbol is shown in Fig. 7 b. 

 

      
a                                                      b 

Figure 7: Т-flip-flop:  а – structural circuit, b – logic symbol. 

And finally, the structural circuit of JK-flip-flop is in Fig. 8. 
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a                                                      b 

Figure 8: JK-flip-flop: а – structural circuit, b – logic symbol. 

Two-valued current flip-flops. The potential flip-flops are 
similar to current flip-flops at system technology level, so it is 
possible to show the current asynchronous structural circuit of RS-
flip-flop in the form, shown in Fig. 9, and its logic symbol - in the 
form, specified in Fig. 10 [21]. 

 
 

 
a 

 
b 

Figure 9: Structural circuit of two-valued asynchronous RS-flip-flop on AND-
NOT (OR-NOT) current elements: а – output implementation, b – input 

implementation. 

In the structural and functional diagrams given hereinafter, 
arrows indicate the directions of the current input and output 
signals: incoming arrows indicate input currents, outcoming 
arrows indicate output currents. The type of implementation of the 
element (incoming or outcoming) is determined by the direction 
of the output signal of the element. 

 

                  
a                                                      b 

Figure 10: Logic symbol of two-valued asynchronous RS-flip-flop on AND-
NOT (OR-NOT) current elements: а –output implementation, b – input 

implementation. 

Possible differences in the options for implementing flip-flop 
circuits appear at the levels of functional and circuit design. 

The structural circuit of synchronous RS-flip-flop is in Fig. 11 
and its logic symbol is in Fig. 12. 

 
a 

 
b 

Figure 11: Structural circuit of two-valued synchronous RS-flip-flop on AND-
NOT (OR-NOT) current elements: а –output implementation, b – input 

implementation. 

         
a                                                      b 

Figure 12: Logic symbol of two-valued asynchronous RS-flip-flop on AND-
NOT (OR-NOT) current elements: а – output implementation, b – input 

implementation. 

Similarly, structural implementation of push-pull current 
synchronous RS-flip-flop is similar to corresponding potential 
circuit. The structures of synchronous push-pull RS-flip-flops are 
in Fig. 13 and their logic symbols - in Fig. 14. The “+” element 
performs the function of an inverter. 

 

 
a 

 
b 

Figure 13: Structural circuits of push-pull synchronous current RS-flip-flops:      
а – output implementation, b – input implementation. 

 
Figure 14: Logic symbol of push-pull synchronous current RS-flip-flops 
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The structural implementations for flip-flops of other types are 
also similar to implementations of corresponding potential 
circuits. 

 
3. Three-valued flip-flops   

Multi-valued flop-flops. Usually the multi-valued digital 
circuits are considered as generalization of corresponding two-
valued circuits [1]. But bivalent logic degeneracy causes problems 
for such generalization. The primary difficulties of multi-valued 
flip-flop synthesis are the following: 

– selection of logic valuedness, which is suitable to construct 
multi-valued memory elements; 

– selection of multi-valued equivalents of logic operations, 
applied for logic synthesis of memory elements in two-valued 
logic; 

- multi-valued interpretation of inversion. 

Let us consider the above problems in details. 

As to select logic valuedness to construct multi-valued flip-
flops we should note the following. One uses concept of structural 
completeness (transition and outputs system completeness) for 
flip-flops, applied as automata memory elements for functional 
completeness of logic functions (basis) for combinational circuit 
in automata theory [9]. By default, the flip-flop is characterized by 
transition and output system completeness, if it is possible to 
assign some set of control signals to each output state, the said 
signals transit it from any previous state to the said state within 
finite number of steps. In two-valued case any known memory 
elements has this property.  

The transition graph of two-valued flop-flop can be represented 
in the form shown in Fig. 15. 

0 1

1 1t tQ Q+ = ⊕1 1t tQ Q+ = −  
Figure 15: Transition graph of two-valued flop-flop. 

In the multi-valued case, the situation is somewhat more 
complicated. 

When k = 3 (Fig. 16), the multi-valued flip-flop can have 
transition graphs of direct (per neighboring vertex: 0→1→2→0 
and through vertex: 0→2→1→0) and reverse (per neighboring 
vertex: 0→2→1→0 and through vertex: 0→1→2→0) type, which 
are opposite to each other. They are also complete graphs, covering 
all vertices, i.e. three-valued flip-flop has transition and output 
system completeness. 

 
Figure 16: Direct and reverse transition graph for three-valued flip-flop.  

When k = 4 (Figure 17), the multi-valued flip-flop can also 
have direct and reserve graphs. 

 
Figure 17: Four-valued memory element transition graphs. 

However, from Fig. 17 it follows that the four-valued flip-flop 
does not have the completeness of the system of transitions and 
outputs: when passing through two vertices, the transition graph is 
looped. The transition graphs for k = 5 and k = 7 are in Fig. 18 and 
Fig. 19. 
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Figure 18: Transition graph of five-valued flip-flop. 
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Figure 19: Seven-valued flip-flop transit graph. 
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The Fig. 15 – 19 show a confirmation of the known fact [9], 

that the transition and output system completeness of the flip-flop 
of random valuedness is provided, only when logic valuedness 
magnitude is a prime number. 

Let us note the following, concerning selection of multi-valued 
equivalents of two-valued operations, used for memory elements 
synthesis. The most popular flip-flops for two-valued version are 
flip-flops, implemented on the elements realizing operations 
&�(x1, x2) (AND-NOT) and ∨� (x1, x2) (OR-NOT).  

The following operations are functionally close to these 
operations: &�(x1, x�2)  (“Inhibit per x2 “) and ∨� (x1, x�2) 
(“Implication from x1 to x2”). Generalization of these operations 
for multi-valued version results in the following representations: 

&�(x1, x2)  → � min(x1, x2)⨁i
min(x1, x2) ⊖ i; 

∨� (x1, x2)  → � max(x1, x2)⨁i
max(x1, x2) ⊖ i; 

&�(x1, x�2) → � min(x1, x2⨁i)
min(x1, x2 ⊖ i); 

∨� (x1, x�2) → � max(x1, x2⨁i)
max(x1, x2 ⊖ i). 

In current circuits the authors use elements, implementing 
comparison operations > (x1, x2) ), sum module ⨁(x1, x2)  and 
difference ⊖ x1x2 and truncated difference operations. 

x1 ∸ x2 = �x1 − x2 when x1 ≥ x2
0 when x1 < x2           . 

If to combine it with linear space operation, it is possible to 
have a variety of different presentations for multi-valued 
equivalents for main two-valued functionally complete system 
AND, OR, NOT. There are some possible versions of these 
operations in Tables 1-4.  

Table 1: Primary operations, presented through truncated difference 
Boolean 

representation 
Linear difference representation 

min(x1, x2) x1 ∸ (x1 ∸ x2) 

max(x1, x2) x1 + (x2 ∸ x1) 

x1 ⊕ x2 x1 + x2 − k�1∸ �k ∸ (x1 + x2)�� 

x1 ⊖ x2 x2 − x1 + k{1 ∸ [k ∸ (x2 ∸ x1)]} 

x⨁i x + i − k�1∸ �k ∸ (x + i)�� 

x ⊖ i i − x + k�1 ∸ �k ∸ (i ∸ x)�� 
 

It is possible to synthesize more than 80 different flip-flops, 
using only set of operations, specified in the above tables, which 
are required to form logic elements, from which flip-flop memory 
elements are constructed. 

It is necessary to note, that being fully equivalent to AND, OR, 
NOT operations in two-valued version, in multi-valued case some 

of these expressions results in functions, different from multi-
valued equivalents of AND, OR, NOT operations. This confirms 
the two-valued logic degeneracy, because multi-valued functional 
systems, different from traditional nature, are converged to it. 

Table 2: Primary operations, presented through sum and difference module 

Boolean two-
valued 

representation 
Linear-module representation 

min3м2(x1, x2) x1 + x2 − |x1 − x2|
2  

max3м2(x1 , x2) x1 + x2 + |x1 − x2|
2  

⊕3
м2 (x1, x2) |x1 + x2| 

⊖3
м2 (x1, x2) |x1 − [(k − 1) − x2]| 

⨁3
м2(x, i) |x + i| 

⊖3
м2 (x, i) |x − [(k − 1) − i]| 

 
Table 3: Primary operations, presented through comparison operation 

Boolean 
representation 

Linear-compared representation 

min3c2(x1 , x2) x1 − (x1 > x2) 

max3c2(x1, x2) x2 + (x1 > x2) 

⨁3
c2(x1 , x2) x2 − x1 + k(x1 > x2) 

⊖3
c2 (x1 , x2) x1 − x2 + k(x2 > x1) 

⨁3
c2(x, i) i − x + k(x > 𝑖𝑖) 

⊖3
c2 (x, i) x − i + k(i > 𝑥𝑥) 

 
Table 4: Primary operations, presented by threshold form  

Boolean 
representation 

Linear-threshold representation 

min3c2(x1, x2) 
[(x1 > 0 + x2 > 0) > 1] + 

+[(x1 > 1 + x2 > 1) > 1] 

max3c2(x1 , x2) 
x1 + x2 − [(x1 > 0 + x2 > 0) > 1] − 

−[(x1 > 1 + x2 > 1) > 1] 

⨁3
c2(x1, x2) 

x1 + x2 + 3[(x1 > 1 + x2 > 1) > 1] − 

−3[(x1 > 0 + x2 > 1) > 1]− 

−3[(x1 > 1 + x2 > 0) > 1] 

⊖3
c2 (x1, x2) 

x1 + x2 − 2[(x1 > 0 + x2 > 0) > 1] − 

−3[(x1 > 1 + x2 > 1) > 1] + 

+[(x1 > 1 + x2 > 0) > 1] 

⨁3
c2(x, i) 

x1 + i + 3[(x1 > 1 + 𝑖𝑖 > 1) > 1]− 

−3[(x1 > 0 + 𝑖𝑖 > 1) > 1]− 

−3[(x1 > 1 + 𝑖𝑖 > 0) > 1] 

⊖3
c2 (x, i) 

x1 + i − 2[(x1 > 0 + 𝑖𝑖 > 0) > 1]− 

−3[(x1 > 1 + 𝑖𝑖 > 1) > 1] + 

+[(x1 > 1 + 𝑖𝑖 > 0) > 1] 
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Finally, on the multi-valued interpretation of inversion. In the 
two-valued case, the flip-flop consists of two identical logic 
elements, therefore, you can submit information to the input and 
“remove” it from the flip-flop output in a direct or inverse code. 
By controlling the process of recording information in a flip-flop, 
it is possible to process information by setting a direct or inverse 
value at the desired output.  

 
A multi-valued flip-flop has k inputs and the same number of 

outputs. Here, the information processing function is much 
“richer” than in the two-digit case: controlling the process of 
recording information in such a flip-flop, it can be cyclically 
shifted left or right (“rotate”). In the process of information 
rotating, you must remember that 

x⨁i = x ⊖ (k − i). 

This ratio enables, if necessary, to replace one of the operations 
of the recorded ratio with another. 

The synthesis of multivalued flip-flops should also be preceded 
by an agreement on the principles of generalizing two-valued flip-
flops to a multivalued case. The agreement proposed by the authors 
of this article consists of the following main provisions:  

- the number of flip-flop information inputs must be equal to 
the logic valuedness;  

- at the outputs of the flip-flops there must be a full set of logic 
values (the number of outputs of the flip-flop must be equal to the 
valuedness of the logic);  

- the valuedness of the output signals of the functional elements 
of the flip-flop should not exceed the valuedness of the logic used.  

The listed provisions, as is easy to see, in the two-valued case 
are fully implemented. 

RS flip-flop. A verbal description of the functioning algorithm 
of a multi-valued RS-flip-flop corresponding to the agreement on 
the principles of generalizing two-valued flip-flops to a multi-
valued case is given below: 

- the storage mode corresponds to the values of the input 
signals S = SR = R = k - 1 (or S = SR = R = 0); 

- the signal S increases the flip-flop state index relative to the 
current state towards the state k-1, the SR signal decreases or 
increases the current one depending on the ratio of the current state 
index and the signal value at this input, and the signal R decreases 
towards the state 0; change of state in a cycle is impossible (let’s 
leave it for universal flip-flops!); 

- the magnitude of the change in the state index is equivalent to 
the value of the input signal: a signal equivalent to 1 can increase 
(or decrease) the index of the current state by 1, a signal equivalent 
to 2 by 2, etc .; 

- to change the flip-flop state index relative to the current state 
i, signal S can take values from 1 to k-1-i (larger values will be 
equivalent to k-1-i in action), similarly, signal R can take values 
from 1 to i- 1 (larger values will be equivalent to i -1); 

- Allowed combinations of input signal values are all 
combinations in which one of the input signals is k - 1 (0) and the 
others take any of the possible values. 

The meaning of the last paragraph of the algorithm is that to 
change the state of the flip-flop, the two inputs must have signals 
0 or k-1, which passes the setting signal of any of the allowed 
values, and the third - the signal that sets the state. 
Table 5: Logic symbols for “traditional” multi-valued equivalents of two-valued 

operations 

Operation Logic symbol 
Two-valued Multi-valued 

min(x1, x2)⨁i 

 
 

min(x1, x2⨁i) 
 

 

max(x1, x2)⨁i 
 

 

max(x1, x2⨁i) 

 
 

4. Results and Discussion 

Structural design. The above research results allow us to move 
to the structural design of current two-valued and multi-valued 
flip-flops.  

In the following exposition, we will mainly confine ourselves 
to the synthesis of flip-flops with the valuedness k = 2, 3, since 
reasoning about flip-flops of greater valuedness practically repeats 
similar arguments about ternary flip-flops. In necessary cases, the 
features of flip-flops of greater valuedness will be specially 
discussed.  

To construct the structural, functional and basic circuit 
diagrams of current flip-flops, the above current operations and 
their combinations, as well as linear space operations, will be used. 
Moreover, we restrict ourselves to the “traditional” approach, i.e. 
using operations generalized to the multi-valued case in the 
“conventional” way. 

The logic symbols for “traditional” multi-valued equivalents 
of above operations are in Table 5. 

A base of current operations is the following 
[min(max)](x1, x2)  and  [⊕ (⊝)](x, i)operations with different 
representations, using various current operations. The most 
important representations (see Tables 1-4) are specified below: 

– operation min(x1, x2): 
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min(x1, x2) ⇒ �
x1 ∸ (x1 ∸ x2)
x1+x2−|x1∸x2|

2
[(x1 + x2) > 3] + [(2x1 + x2) > 2]

; 

– operation max(x1, x2): 

max(x1, x2) ⇒ 

�
x1 + (x2 ∸ x2)
x1+x2+|x1∸x2|

2
x1 + x2 − [(x1 + x2) > 3] − [(x1 + 2x2) > 2]

; 

– operation  ⊕ (x, i): 

⊕ (x, i) ⇒ �
i − x + 3(x > 𝑖𝑖)

x + i − k�1 ∸ �k ∸ (x + i)��
|x + i|

; 

– operation  ⊝ (x, i): 

⊖ (x, i) ⇒ �
|x − [(k − 1) − i]|

x − i + 3(i > 𝑥𝑥)
|x − i|

. 

The logic elements, from which the analogues of conventional 
flip-flops are constructed, are consecutive connection of elements 
implementing [min(max)](x1,x2) and [⊕ (⊝)](x, i) operations. 

 

 
a 

 
b 

 
c 

 

 
a 

 
b 

 
c 

The structural circuit and logic symbol of three-valued 
asynchonous RS-flip-flop on equivalent elements AND-NOT 
(OR-NOT) are in Fig. 20-21. 

Let us consider functioning of three-valued RS-flip-flop, which 
structural circuit is shown in Fig. 20 а. It is seen that state storage 
phase is provided by signals of level 2 (min – realization) or 0 
(max – realization) at inputs S, SR, and R.  

Let in min implementations of the RS-flip-flop (Fig. 20), at the 
beginning, the setup signal i is 0, which corresponds to a direct 
(i.e., without rotation) recording of the value of the input 
information. When the input signal is set S = 0 - 2 and SR = R = 2, 
the signal Q� = S⨁1is formed at the output of the logic element D2, 
at the next (D3) - signal Q� = Q�⨁1, at the last (D1) - signal Q =
Q�⨁1. For example, at S = 0, the signals Q� = 1, Q� = 2, Q = 0  
(state “0”) are generated at the outputs. 

If the setting signal i is 1, which corresponds to the right cyclic 
shift of the signal by one in each logic element, then the signal 
S⨁2 is generated at the output of the first logic element D2, − Q� =
Q�⨁2 at the output of the second element (D3), the output of the 
third (D1) is the signal Q = Q�⨁2. For example, with S = 0 and SR 
= R = 2, the signals Q� = 2, Q� = 1, Q = 0  (state “0”) are formed 
at the outputs. 

If the setting signal i is 2, which corresponds to the left cyclic 
shift of the signal by two (to the left cyclic shift by one) in each 
logic element, then the signal S⨁3 = S is generated at the output 
of the first logic element (D2), − Q� = Q� ⨁3 = Q� at the output of 
the second element (D3), the signal              Q = Q� ⨁3 = Q  at the 
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output of the third (D1). For example, with S = 0 and SR = R = 2, 
the signals Q� = 0 , Q� = 1 , Q = 2  (state “2”) are formed at the 
outputs. 

Let the flip-flop be in state “1”. In this case, the input signal SR 
can transit it into any of the remaining states, since this signal 
determines the value of the output signal of the element D3 and 
propagates with a shift along the remaining elements of the flip-
flop, the input state of the flip-flop cannot be changed, since the 
second input of the element D3 is 0, and the signal S can transit the 
flip-flop only in the state "0". 

The graph of changes of the state, when i = 1 is in Fig. 22 а and 
the process of signal values change on the outputs of logic 
elements is in Fig. 22 b. 

0 1

2

1

1 1

    
a                                                      b 

Figure 22: Three-valued RS-flip-flop graph, when i = 1: а – state change,            
b – output signal value change. 

When i = 2, a switch process will go reverse. The graphs of 
three-valued RS-flip-flop for such case are in Fig. 23. 

0 1

22

2
2

    
a                                                      b 

Figure 23: Three-valued RS-flip-flop graphs, when i = 2: а – state change,            
b – output signal value change. 

 
Figure 24: Graph of the value changes of the output signals of five-valued RS-

flip-flop i = 1. 

Similarly, it is possible to construct graphs for state change and 
values of flip-flop output signals of higher valuedness. The 
structure of the graph will change greatly at other values of k. The 

graph of value changes of the output signals of five-valued flip-
plop at  i=1 is in Fig. 24 as an example. 

Here visualization is lower than the one for three-valued case. 

As in two-valued case synchronous single-ended RS-flip flops 
are characterized by wider functional possibilities. Their main 
difference from asynchronous flip-flops is an availability of 
additional synchronization input С, a signal on which defines a 
flip-flop state change moment, if there is a signal, which is able to 
result in such change, at informational input (inputs). An input 
signal is able to be from 0 to k-1 at any input, so signal С should 
take on value 0 (“lock” input of flip-flop, its state is not changed at 
any input signal change) or k-1 (any value signal comes to flip-flop 
input and it goes to the state, corresponding to the said value). It is 
in good agreement with two-valued flip-flops, if we understand 
synchronous signal inversion as 1 − С, that is (k − 1) − C. 

It is possible to describe k-valued single-ended synchronous 
RS-flip-flop as RS-flip-flop, where S-, RS- and R-inputs are 
connected to S-, RS- and R-inputs of memory element through min 
or max, where the synchronous signal С is supplied to second 
inputs.  

The RSC-flip-flop structural circuit is in Fig. 25 and its logic 
symbol is in Fig. 26. 

Push-pull circuit of three-valued RSC-flip-flop is constructed 
from two single-ended RSC-flip-flops similar to two-valued case. 
Its structural circuit and logic symbol are in Fig. 27. 

 

 

             

Figure 26: Logic symbol of three-valued synchronous RSC-flip-flops: а –output 
implementation, b – input implementation. 

The tree-valued single-ended synchronous D-flip-flop is 
functionally similar to two-valued D-flip-flop: it is set to state, 
correspodning to input signal value by synchronous signal. In other 
words, it is possible to describe three-valued D-flip-flop as RS-
flip-flop with input signals: 

http://www.astesj.com/


N. Butyrlagin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 6, 430-442 (2019) 

www.astesj.com     438 

 

      

Figure 27: Structural circuit and logic symbol push-pull synchronous RS-flip-
flop: а – output implementation, b – input implementation.  

S = D; 

RS = D⨁i; 

R = D⨁i⨁i. 

The structural circuit of synchronous single-ended k-valued D-
flip-flop (AND-NOT – equivalent) is in Fig. 28. 

 

A structure of OR-NOT – equivalent of three-valued D-flip-
flop is of similar form. 

The three-valued Т-Flip-Flop is also implemented on two 
single-ended RS-flip-flop and is counter module 3, an order of 
counting is defined by value of i. The structural circuit and logic 
symbol of T-flip-flop are in Fig. 29. 

 

     
       b 

Figure 29: Three-valued push-pull synchronous T-flip-flop: а – structural circuit, 
b – logic symbol. 

The structural circuit of synchronous three-valued push-pull 
JK-flip-flop is in Fig. 30. 

 

 
We perform circuit design via example of two-valued current 

flip-flops and their three-valued traditional generalization on the 
base of conjunctive function representation. Let us consider design 
of two-valued and three-valued logic elements and the simplest 
flip-flops. We do not consider circuits of multi-valued flip-flops of 
higher valuedness because it is quite difficult to show the said 
circuits within this article. 

Two-valued flip-flops. All variants of basic operation 
representation, specified in Tables 1-4, are suitable for their 
synthesis. 

The following operation is a current equivalent of OR-NOT 
operation in difference form: 

1 ∸ [(𝑥𝑥1 + 𝑥𝑥2) ∸ 1]. 

It is possible to verify its correctness by substitution. The basic 
diagram of logic element, which implements the said operation, is 
in Fig. 31. 

 

Applying module form of current representation results in the 
following form of OR-NOT operation: 

2 − 𝑥𝑥1 − 𝑥𝑥2 + |𝑥𝑥1 − 𝑥𝑥2|. 

The basic diagram of OR-NOT operation implementation 
current variant in module form is in Fig. 32. 
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A comparison form of OR-NOT current representation results 
in the following form: 

1 − x2 + (x1 > x2). 

Its circuit implementation is in Fig. 33. 

 

When combining two elements in amplifier circuit with 
positive feedback, it results in two-valued RS-flip-flop 
construction. Its basic diagram is in Fig. 34. 

 

OR-NOT operation threshold current representation results 
as following: 

1 − [(x1 + x2) > 1]. 

Its circuit implementation is shown in Fig. 35. 

 

The simple current RS-flip-flop in threshold representation is 
in Fig. 36. 

 

Multi-valued flip-flops are constructed on elements-
generalizations of two-valued elements, which implement OR-
NOT operation. As we have already said above, the traditional 
generalizations are consecutive connection of elements 
[min(max)](x1, x2)  and [⊕ (⊝)](x, i), that is min(x1, x2) ⊕ i, 
min(x1, x2 ⊕ i), and two similar operations, based on ⊝. The 
operations, specified in Table 3, are not suitable for this purpose, 
because multiple generalizations are different from traditional 
ones here. It is better to consider them separately. 

Difference representation of min(x1, x2) ⊕ i is the following: 

[x1 ∸ (x1 ∸ x2)] + i − 3〈1 ∸ �3 ∸ �[x1 ∸ (x1 ∸ x2)] + i��〉 

The implementation circuit for this expression is in Fig. 37. 
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Figure 37: Basic diagram to implement difference representation min(x1, x2) ⊕

i. 

x1, x2 ⊕ i). 

A difference representation of min(x1, x2 ⊕ i)  is the 
following: 

i − [x1 ∸ (x1 ∸ x2)] + 

+3〈1 ∸ �3 ∸ �i ∸ [x1 ∸ (x1 ∸ x2)]��〉 

It is visible that the last circuit is different from the previous 
one only by order of element sequence of min(x1, x2) and x ⊕ i 
operation implementation. 

The circuit implementation of max(x1, x2) ⊕ i  and 
max(x1, x2 ⊕ i) logic elements  is in Fig. 39. 

 
a 

 
b 

а – max(x1, x2) ⊕ i, b – max(x1, x2 ⊕ i). 
A module representation of min(x1, x2) ⊕ i is formed from 

min(x1, x2) representation as following: 

x1 + x2 − |x1 − x2|
2

 

⨁i which has the following form: 

3 − x − i − 3|1 − i| + 3⌈x − |x − i|⌉. 

The basic diagram to implement logic element min(x1, x2) ⊕
i is in Fig. 40. 
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Figure 40: Basic diagram to Implement Difference representation of 

min(x1, x2) ⊕ i operation. 

 
Figure 41. Basic diagram for threshold implementation of min(x1, x2). 

 

x1, x2 ⊕ i)  is an 
interchange of min(x1, x2) and x⨁i implementations. Similarly, it 
is possible to implement max(x1, x2) ⊕ i and max(x1, x2 ⊕ i). 

The threshold representation of min(x1, x2)  consists of sum of 
two threshold functions and can be written as following: 

x1 > 0) + (x2 > 0)� > 1� + ��(x1 > 1) + (x2 > 1)� > 1�, 

Its basic diagram is in Fig. 41. 

We can describe x⨁i operation as following  

x1 + i + 3��(x1 > 1) + (i > 1)� > 1� − 

−3��(x1 > 0) + (i > 1)� > 1� − 

−3��(x1 > 1) + (i > 0)� > 1�. 

The basic diagram of its implementation is in Fig. 42. 

 
Figure 42: Basic diagram to implement x⨁i . 

It is possible to construct logic elements, from which the third-
valued flip-flops are constructed, using the above schematic 
implementations. It is possible to construct flip-flops of different 
types, following the above structural circuits. 

5. Conclusion 

The advantages of using the proposed linear circuitry for the 
construction of flip-flops can be estimated on the basis that: 

– all active circuit elements operate in unsaturated mode, 
therefore, they have higher performance and other frequency 
characteristics than potential elements; 

- circuits contain only active components (transistors), 
therefore, they are more technological than potential elements; if, 
for example, to estimate the technological complexity of the 
elements of LSI contains one conductor, two transistors, three 
resistors, the technological complexity of the standard two-input 
potential inverter (11 links, 5 transistors, 5 resistors) is 36, and the 
linear threshold analog (6 links, 8 transistors) is 22, that is a third 
less! 
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- the basis for the construction of the equations of functioning 
of logic elements is their difference construction, in which the 
output signal of the element is the difference of the incoming and 
outcoming components, therefore, linear logic elements have 
better performance characteristics; 

A possible negative indicator of linear circuits may be their 
energy characteristics: the condition for the operation of the 
circuits is a constant flow of current in their circuits. However, at 
high frequencies, these characteristics are likely to differ little from 
similar characteristics of potential circuits.  

Multivalued current logic elements are a new class of elements, 
which has no analogue in potential logic and there is simply 
nothing to compare the characteristics of current elements with. Its 
advantages and disadvantages are all of the above positive and 
negative qualities of linear circuits, presumably a linear increase in 
hardware costs for the implementation of schemes with increasing 
valuedness, as well as the reality of creating a fully functional 
multi-valued logic elements and digital structures based on them. 
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