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 This paper presents a solution that automates Abaca fiber grading which would help the 
time-consuming baling of Abaca fiber produce. The study introduces an objective 
instrument paired with a system to automate the grade classification of Abaca fiber using 
Convolutional Neural Network (CNN). In this study, 140 sample images of abaca fibers 
were used, which were divided into two sets: 70 images; 10 per grade, each for training 
and testing. The input images were then scaled to 112x112 pixels. Next, using a customized 
version of VGGNet-16 CNN architecture, the training set images were used for training. 
Finally, the performance of the classifier was evaluated by computing the overall accuracy 
of the system and its Cohen kappa value. Based on the result, the classifier achieved 83% 
accuracy in correctly classifying the Abaca fiber grade of a sample image and obtained a 
Cohen kappa value of 0.52 — Weak, Level of Agreement. The implementation of this study 
would greatly help Abaca producers and traders ensure that their Abaca fiber would be 
graded fairly and efficiently to maximize their profit. 
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1. Introduction 

Abaca (Musa textilis) or Manila hemp in international trade is 
indigenous to the Philippines. The Philippines is the world’s 
largest producer of abaca fiber accounting for about 85% of the 
global production. Abaca plants are cultivated in 130 thousand 
hectares across the island by over 90 thousand farmers. It is one of 
the major export products of the country together with the banana, 
coconut oil, and pineapple. Because of this, the Philippines’ 
agricultural sector is very important for the economy as it 
contributes about 16% of Gross Domestic Product (GDP). The 
abaca industry continues to make a stronghold in domestic and 
international markets providing a yearly average baling (in bales 
of 125 kgs) of 424, 212 annually from 2012 – 2017 [1]. 

Philippine Fiber Industry Development Authority (PhilFIDA), 
is a government agency tasked to grade different fiber grades of 
the Abaca fibers, due to the use of different stripping knives 
serrations and spindle/machine-stripper. There are 13 fiber 
classifications in grading in which eight in normal grades (see 
Table 1), four in residual and one in wide strips that are currently 
used in the market based on its texture, color, length and strength 
[2]. Many manufacturing industries require large qualities of 
different classifications of fiber such as pulp, paper products, and 
for automotive applications. 

Owing to the lack of instruments for an objective measurement 
of fiber quality, grading and classification have to be done by 
visual inspection, which is time-consuming and costly hence, the 
purpose of this study. 

2. Related Work 

 Abaca fiber is considered as one of the strongest among 
natural fibers which are three times stronger than sisal [3]. It can 
be planted through disease-free tissue cultured plantlets, corm cut 
into 4 pieces with one eye each (seed piece) and sucker (used for 
replanting missing hills) [4]. It is mostly grown in the upland parts 
and grow on light textured soils under the shed of coconut trees. 
Abaca is harvested by cutting the stem using a sharp machete 
within 18–24 months of planting. After which, fibers are stripped 
by hand or spindle stripping. The fibers are then sun-dried and sold 
on an ‘all in’ basis [5]. Abaca fiber bundles are then delivered by 
local traders to the Grading Baling Establishment (GBE) that will 
undergo grading and classification. 

In a study by [6], the grade of the Abaca fiber image in the 
bundle was predicted by two types of learning algorithms in neural 
networks based only on the color of the eight different normal 
grades. The learning algorithm in neural networks was the Self-
Organizing Map (SOM) and Back Propagation Neural Network 
(BPNN). When implemented, the accuracy of SOM is 46% while  
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Table 1: Normal grades of hand stripped abaca fiber [6] 

Grade Description 

Name Alphanumeric 
code 

Fiber 
strand size 

(in mm) 
Color Stripping Texture 

Mid current EF 0.20 – 0.50 Light ivory to a hue of very light brown 
to very light ochre 

Excellent Soft 

Streaky Two 
 

S2 0.20 – 0.50 Ivory white, slightly tinged with very 
light brown to red or purple streak 

Excellent Soft 

Streaky Three S3 0.20 – 0.50 Predominant color – light to dark read 
or purple or a shade of dull to dark 

brown 

Excellent Soft 

Current I 0.51 – 0.99 Very light brown to light brown Good Medium 
soft 

Soft seconds G 0.51 – 0.99 Dingy white, light green and dull 
brown 

Good   

Soft Brown H 0.51 – 0.99 Dark brown Good  
Seconds JK  0.51 – 0.99 Dull brown to dingy light brown or 

dingy light yellow, frequently streaked 
with light green 

Fair  

Medium brown M1 0.51 – 0.99 Dark brown to almost black Fair  

BPNN is 88%. BPNN is then the efficient alternative for the 
identification of Abaca fiber grades based on color classification 
provided by PhilFIDA. This study did not determine the grade of 
the Abaca fiber based on its texture which is the primary basis in 
grading its quality. 

In [7] the study shows that by combining hand-crafted (color 
and texture) and convolutional neural network (CNN) features, the 
classification of images acquired in different lighting conditions, 
greatly improved. The same study also shows that VGGNet-16 
CNN architecture outperforms other CNN architecture. 

Furthermore, CNN has achieved human-like performance in 
several recognition tasks such as handwritten character 
recognition, face recognition, scene labeling, object detection, and 
image classification among others [8–16].  

3. Material and Method 

Figure 1 illustrates the system architecture applied in this 
study. The Abaca fiber grade classifier was composed of two 
phases. Each phase started with image acquisition and followed by 
a segregation of samples into folders for training and testing 
dataset. Then rescaling the image dimension from 2976x2976 
pixels into 112x112 pixels then followed by converting each image 
to RGB channel. 

3.1. Image Acquisition and Pre-processing 

The abaca fiber samples (see Figure 2) were obtained by 
requesting Ching Bee Trading Corporation in Brgy. Hilapnitan, 
Baybay City, Leyte for Abaca fiber samples of different grades and 
the actual grading was done by a certified PhilFIDA inspector. 
Samples of abaca fiber for seven grades (S2, S3, I, G, H, JK, M1) 
only were segregated for image acquisition. The EF grade fiber 
was not available in the current season because of the ongoing El 
Niño phenomenon and other climate change factors. 

In [7] it is further explained that the different viewpoint and 
illumination of the acquired digital image will greatly affect the 
classification accuracy of the system. So, in this case, Abaca fiber 
sample image must be acquired in a controlled environment using 
an objective instrument ― a customized photo box and a 16.0-
megapixel Samsung S6 camera with a distance of 19 cm above the 
sample and taken in the middle part only as shown in Figure 3. 

3.2. Training Phase 

The CNN architecture implemented in this study is shown in 
Figure 4. It consists of five convolutional layers followed by a 
rectified linear unit as activation function, and three pooling layers. 
After the last pooling layer is flatten into a single column vector, 
the concatenated 1024 data values are inputs to the neural network 
and it needs to be trained using back propagation algorithm. Then, 
the training optimization used was stochastic gradient descent 
optimization technique in finding the set of weights and biases 
between the neurons that determine the global minima of the loss 
function. All weights and bias values are set to random. Drop-outs 
and batch normalization were also applied in the CNN training 
phase. 

3.3. Testing Phase and Performance Evaluation 

The generated model and label files after the training phase will 
be used in the testing phase. Ten sample abaca fibers per grade 
were used as testing data to determine the performance of the 
system. The results will be plotted in a confusion matrix and from 
this, we can acquire the classifier’s accuracy using (1) and Cohen 
kappa value using (2). Thereafter, we can evaluate the classifier’s 
level of agreement based on the Cohen kappa value (see Table 2). 

Accuracy= sum of correctly predicted grade
total number of predictions

         (1) 
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Figure 1: System architecture of the Abaca fiber grade classifier. 

 
Figure 2: Sample images of abaca fiber with their corresponding grade. 

 
Figure 3: (A) Location of the Abaca fiber, (B) CAD design of photo box, and (C) acquisition set-up of abaca fiber image. 

κ= pο-pε 
1- pε

   (2) 

where,  

pο = the relative observed agreement among raters. 
pε = the hypothetical probability of chance agreement 

4. Experimental Results 
After conducting the training phase using the training set abaca 

fiber sample images (see Table 3), the parameters of the 

instantiated model based from Figure 4 were adjusted. The 
adjusted model will be used in the testing phase as the Abaca grade 
classifier. 

In the testing phase, the user needs to load an Abaca fiber 
captured image from the objective instrument, and trigger the 
“Predict Grade” button where a matching percentage per grade 
class will be generated (see Figure 5). After testing the model with 
the testing dataset of 70 images (10 images per grade), the sample 
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results were shown in Table 4. Confusion matrix (see Table 5) 
were then derived from Table 4. 

Based on the results, the classifier achieved an 83% overall 
accuracy in correctly classifying the Abaca fiber grade of a sample 
image and attained a Cohen kappa value of 0.52. 

The overall accuracy rate of the system indicates that the 
objective instrument paired with the application of a customized 
VGGNet-16 convolutional neural network is sufficient enough to 
support an accurate classification of the Abaca fiber grade based 
on an Abaca fiber sample image. 

No grade G Abaca fibers were correctly identified. Instead they 
were mistakenly classified as either grade M1 or I. Only grade G’s 
recall achieved 0% (see Table 6) while other grades achieved 
greater than or equal to 90%. This means that CNN did not draw a 
distinct difference between features extracted from grade G Abaca 
fibers, and M1 or I Abaca fibers. This is a highly likely scenario 
since grades M1 and I Abaca fibers have a 100% accurate 
prediction. 

The Cohen kappa value of the classifier conveys that the 
percentage of data that are only reliable ranges from 15% – 35% 
only. The low Cohen’s Kappa value stems from having no correct 
classification of G grade due to ambiguity or low distinct features 
between grade G Abaca fibers and grade M1 and I Abaca fibers, 
in 2-dimensional texture processing. 

Table 2: Cohen's Kappa Value - Level of Agreement Equivalency 

Value of 
Kappa 

Level of 
Agreement 

Percentage of Data 
that are Reliable 

0-.20 None 0-4% 
0.21–0.39 Minimal 4-15% 
0.40–0.59 Weak 15-35% 
0.60–0.79 Moderate 35-63% 
0.80–0.90 Strong 64-81% 
Above .90 Almost Perfect 82-100% 

 

 

Figure 4: Customized VGGNet-16 CNN Architecture. 

Table 3: Sample Abaca Fiber Training Set Images per Grade 

Grade Sample Images 

S2 

 

S3 

 

I 
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G 

 

H 
 

JK 

 

M1 

 

 

Figure 5: Prediction results of the Abaca fiber image. 

Table 4: Prediction Results of Testing Dataset Abaca fiber images 

Sample 
No. Actual Grade Predicted Grade Remarks 

1 Current(I) Current(I) Correct 
2 Current(I) Current(I) Correct 
3 Current(I) Current(I) Correct 
4 Current(I) Current(I) Correct 
5 Current(I) Current(I) Correct 
6 Current(I) Current(I) Correct 
7 Current(I) Current(I) Correct 
8 Current(I) Current(I) Correct 
9 Current(I) Current(I) Correct 

10 Current(I) Current(I) Correct 
11 Medium Brown(M1) Medium Brown(M1) Correct 
12 Medium Brown(M1) Medium Brown(M1) Correct 
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13 Medium Brown(M1) Medium Brown(M1) Correct 
14 Medium Brown(M1) Medium Brown(M1) Correct 
15 Medium Brown(M1) Medium Brown(M1) Correct 
16 Medium Brown(M1) Medium Brown(M1) Correct 
: : : : 

70 Streaky Two(S2) Streaky Two(S2) Correct 
 

Table 5: Confusion matrix based on Table 4. 

  Actual Abaca Fiber Grades 

  S2 S3 I G H JK M1 

Sy
st

em
 P

re
di

ct
ed

 G
ra

de
s 

S2 10 0 0 0 0 0 0 

S3 0 9 0 0 0 0 0 

I 0 0 10 2 0 0 0 

G 0 0 0 0 0 0 0 

H 0 0 0 0 10 1 0 

JK 0 0 0 0 0 9 0 

M1 0 1 0 8 0 0 10 

Table 6: Recall for each Abaca fiber grade from Table 5. 

Grade Recall 

S2 100% 

S3 90% 

I 100% 

G 0% 

H 100% 

JK 90% 

M1 100% 
 

5. Conclusion and Future Work 

This study addresses the lack of objective instrument in 
acquiring unbiased datasets of Abaca fiber images. The 
implemented system used CNN as the main classifier and its 
performance was evaluated. Though the system correctly 
classified most of their Abaca fiber grades, it fails to classify any 
of the grade G Abaca fibers. Thus, adding other features aside from 
ones extracted from the image or trying other AI systems to be used 
as a classifier would be recommended. 
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