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With the current amount of data nowadays, the need for processing power has vastly
grown. By relying on CPU processing power, current processing power is depending on
the frequency and parallelism of the current CPU device. This means this method will lead
to increased power consumption. Current research has shown that by utilize the power
of GPU processing power to help CPU to do data processing can compete with parallel
CPU processing design but in a more energy-efficient way. The usage of GPU to help CPU
on doing general-purpose processing has stimulated the appearance of GPU databases.
GPU databases have gained its popularity due to its capabilities to process huge amount
of data in seconds. In this paper we have explored the open issues on GPU database and
introduce a machine learning model to enhance the GPU memory usage on the system by
eliminating unnecessary data processing on GPU as on certain queries, CPU processing
still outperforms the GPU processing speed. To achieve this, we develop and implement the
proposed approach machine learning algorithm using python 3 languages and OmniSci 4.7
for the database system. The applications are running on Ubuntu Linux environment as the
GPU environment and Docker as the CPU environment and the results we find that KNN
algorithm performs well for this setup with 0.93 F1-Score value.

1 Introduction

The amount of data has proliferated every day, which strengthened
the need for a high-speed database management system. With the
current amount of data that big, very powerful processing powers
need also increased. On the other hand, real-time data processing
needs have pushed the conventional database into its limits. Digital
Universe & EMC estimates that data collected in 2020 will have
nearly 44 trillion gigabytes [1]. This situation stimulates the born of
another database system such as Hadoop system, Big Query, Apache
Spark, ClickHouse, Amazon Athena, etc. All of these databases are
born with enormous processing power which makes big data pro-
cessing much faster. However, their processing capabilities depend
on the number of nodes and parallelism of the current CPU device,
which mean this leads to increased power consumption [2, 3].

In 2013, there is a new database created which gets the atten-
tion of some researchers, this kind of database is using graphics
processing units (GPUs) to help central processing unit (CPU) on
processing the data which makes it very powerful but in an afford-
able way. The name of this new database is OmniSci. GPU is very
famous for its parallel processing [4]. However, due to different

memory architecture between CPU and GPU, data under the main
memory cannot directly be accessed by GPU. Hence the data need to
be transferred into GPU memory to do data processing on GPU [5].
The data transfer between GPU device and main memory is going
through PCI Express bus slot, Nowadays, the latest PCI Express bus
on the market is version 5.0 which have a maximum transfer speed
of 63.02 GB/s, this behaviour caused the huge processing amount
of data on GPU will have I/O bottleneck. Some researchers found
the side effect of using GPU as a co-processor which can make a
query run slower than CPU only processing. The main challenge of
doing data processing on GPU is the data transmission bottleneck
while doing non-numerical type data processing [6]. Hence, the
query execution time using GPU co-processor not guarantee the
processing will be faster compared to the CPU only. Until today, We
cannot find research that fully identifies the components of query
which still not optimized on the GPU nor use a machine learning
model to switch query execution platform between CPU and GPU
in a hybrid way.

In this research, we introduce a hybrid approach to select the
optimum execution platform processing platform between CPU and
GPU with a machine learning model helps. The main focus of this
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research is to find out which query is faster on CPU and which on
GPU co-process, to do that, we will create an automatic query parser
to parse a single query to determine machine learning parameters,
and based on obtained parameters, the machine learning model will
determine which platform is the best to execute the parsed query. By
do query processing platform management, we can also manage the
usage of GPU memory to ensure a GPU type query can be executed
on GPU.

2 Background & Related Works

2.1 GPU Architecture

GPU is a device that commonly used on a computer or notebook.
GPU’s primary purpose is to do intensive graphical functions such
as watching videos, gaming, or video rendering. As the time be-
ing, GPU was started to be used as general-purpose processing [7].
GPU become very popular on general-purpose processing due to
its Single Instruction Multiple Data (SIMD) characteristics which
will help to boost processing performance on data-intensive compu-
tations [5, 8]. However, apart from its processing power, there is a
challenge that needs to be faced while utilizing the GPU processor
as a CPU co-processor due to its memory architecture.

Figure 1: CPU - GPU Architecture [9]

As shown on Figure 1, GPU usually called as a device system,
while CPU is called as a host system, the device system is connected
to the host system using PCI express bus. Each host and device
has its own memory and processors, typically the host and device
memory do not share the same address space, which means the
device system cannot directly access the host’s memory and vice
versa. Therefore, to do data processing on GPU, the data need to be
transferred into the device memory first. In general, data are stored
on a hard drive or solid-state drive, this resulting the data need to
pass through host memory then device memory and after the device
has finished on processing the data, it will send the data back to host
memory in order to show the data to the users [9]. Due to these I/O
procedures, the GPU will not help much to improve the processing
speed if there is an I/O bottleneck on the system [10].

2.2 OmniSci

When first released, OmniSci is named as Mapd, OmniSci is an
open-source SQL-based, relational and columnar type of database
which developed to leverage the data processing needs nowadays by
utilizing the use of GPU processing power. Its ability to outperform
the current big data platform makes it popular to be an alternative
solution for big data processing.

A vital component of the OmniSci SQL engine performance
advantage is the hybrid or parallelized execution of queries. A par-
allelized code allows a processor to compute multiple data items
simultaneously. This is necessary to achieve optimal performance
on GPU, which contains thousands of execution units.

Figure 2: OmniSci Advanced Memory Management [11]

Figure 2 shows that OmniSci has advanced memory manage-
ment with three-tier caching in their system. The caching contains
two layers of computation, storage layer, and compute layer. On
the storage layer, it is started with the data itself. The data can be
sourced from various sources, i.e. data lake, data warehouse, or sys-
tem of records, then continue to the third tier of caching called cold
data, in this tier the data will be cached on SSD or NVRAM Storage.
Moving to the compute layer, there lay second-tier caching called
warm data, in this tier the caching will happens in host memory, or
usually, we call it RAM, and the first tier called warm data where
the caching is happens on the device memory. All three tiers meant
to eliminate the transfer overhead between CPU and GPU.

During the query execution, OmniSci system adapts query vec-
torization and hybrid execution system. This feature allows the
system to vectorize the code and compute multiple data items simul-
taneously across multiple GPUs and CPUs [11].

2.3 Scikit-learn

For machine learning, this paper will use help from Scikit-learn,
Scikit-learn is a python framework which provides many popular
machine learning algorithm implementations. It is easy to use inter-
face, and well-integrated with python language make this framework
can easily be used by data analysis who not specialized in the soft-
ware and web industries [12]. In this paper, we will test our model
using Random Forest, Nave Bayes, Logistic Regression, KNN, and
Adaptive Boosting classifier algorithm.

2.3.1 Random Forest

Random Forest is an ensemble machine learning algorithm that
can be used to do data classification and regression. Random For-
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est is prevalent due to its excellent performance on many data
sets. In many cases, Random Forest achieved the best in class
performance with higher accuracy than another machine learning
algorithm [13, 14], hence we wanted to try this machine learning
algorithm with our model to see how it performs.

2.3.2 Nave Bayes

Nave Bayes classification is a straightforward probabilistic model.
The model is based on Bayes rule along with a robust assumption
of independence. The main characteristic of the Nave Bayes Clas-
sifier is a powerful assumption (naive) of independence from each
condition or event. The advantage of using Nave Bayes method is
that it only requires a small amount of training data to determine
the estimated parameters needed in the classification process, and
words are conditionally independent of each other. As the drawback,
this assumption will slightly affect the accuracy of text classification.
However, as an advantage, it will make the high-speed classification
algorithm applicable to the problem [15, 16]. Nave Bayes character-
istics are matched with what we are looking for in this paper, which
is a high-speed classification machine learning algorithm with the
highest accuracy.

2.3.3 Logistic Regression

Logistic Regression is a technique that can be used for traditional
statistics as well as machine learning. Logistic Regression will
work by predicts if something is true or false, 0 and 1, or Yes and
No. Logistic Regression is widely used on some classification tasks
due to its simplicity and lightweight, and it does not need many
computational resources to operate. We choose this algorithm to test
with is because it fits our model, whereas there is only two decision
that needs to be made, CPU or GPU [16, 17].

2.3.4 K-Nearest Neighbor

K-Nearest Neighbour is a supervised learning algorithm where the
result of a new instance classified based on the majority of the near-
est K-neighbor category. KNN become popular among classifier
algorithms is because of its simplicity, practical, robust, and con-
ceptual clarity. It also can achieve higher accuracy on unknown or
non-normal distributed data set [18]. We are choosing KNN as one
of 5 machine learning algorithms we test in this paper is because it
can perform well in unknown or non-normal distributed data sets,
which will fit on our model where usually most user’s ad-hoc query
is non-predictable.

2.3.5 Adaptive Boosting

Adaptive boosting or in short AdaBoost is a machine learning algo-
rithm introduced in 1995 by Freud and Schapire. The advantage of
this algorithm is it fast, simple, and easy to program due to there is
only one parameter that needs to be tuned which is the number of
rounds [14, 19].

2.4 TPC-H Dataset & Query set

The TPC Benchmark H (TPC-H) is a benchmark dataset for a de-
cision support system. The queries and information provided by
TPC-H were selected to make the dataset can have excellent rel-
evance with the industry-wide but in ease of implement manner.
TPC-H dataset size can freely be customized based on the user’s
needs. TPC-H also contains query set for system testing; the query
set consist of 22 query type with various complexity. As shown on
Figure 3, TPC-H has eight tables, and every relation for each table
is one to many relationship[20].

Figure 3: TPC-H Schema [11]
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2.5 Related Works

The research on GPU processing sector started in 2004, in this year
[21] do research to create graphics card as a co-processor to do
data processing. In their research, they focus on speeding up ba-
sic database queries such as select and aggregation and got 108x
speedup over CPU. This research got more attention from other
researchers to continue to investigate the possibility to create a fully
operational GPU database. The research on this sector is continued
by [4]; they create and implement the use of GPU processing power
to SQLite. In their research, they demonstrate the main principle
of the GPU database that data processing efficiency on a GPU card
depends on the I/O cost. They explain that GPU cannot help to
increase the data processing performance if the data need to be
processed from physical hard drive due to I/O limitation from hard
drive to GPU. This research got 35x speedup over CPU. This re-
search then also continued by [22] by enhancing the Bakkum model
to be able to do a Relational database join by translate SQL code
into opcode, and as a result, they get 20 to 30 processing times
speedup over the CPU processing time.

In 2011, [10] did research on the data transfer between main
memory to GPU memory; they explain even though GPU can do
a very vast data processing, we also need to pay attention to the
transfer time between main memory to GPU. If the transfer time
overshadowing the processing time, there will be no speedup ob-
tained from GPU. Hence, they suggest on PCI-Express port usage.

Another research done by [23], they recommend the use of
column-major storage is very recommended to maintain the data
transfer between host memory and device memory. In their research,
they also found that the efficiency of data processing on GPU will
depend on the amount of data that will be processed. In the case of
small data, the CPU will be the best platform to process the data.

[1] In 2016 conduct an experiment to test GPU as a query ac-
celerator, they are testing geospatial data computation on GPU
with help from Mi-Galactica as a GPU accelerator. As the results,
they found if the framework execution time is outperforming the
Spark one, and they state that GPU based data processing can be an
alternative to Big Data.

In 2017, [6] trying to find the problem of GPU speedup which
hugely depends on the amount of data processed by creating an al-
gorithm to make a hybrid approach to select the processing platform
between CPU and GPU. They call the algorithm as Hybrid Query
Processing algorithm.

Figure 4: Related Work Framework [6]

As shown in Figure 4, the algorithm works by splitting 1 query
into subquery block, from this block system will identify which
operator being used, what the data type, how big the data and the
aggregation type, then the system will do speed comparison to see
which platform complete the query faster. However, in this algo-
rithm, the data used to compare the speed is only a sample of 10 top
rows which might not represent all rows in the table.

Figure 5: Proposed Framework

3 Proposed framework
In this section, we discuss the detail of the proposed framework.
Figure 5 show the overall of the proposed framework. There are four
main sections: input, Query Processing, Decision, and Output. The
process started by query inputted into the system, then the system
will process any inputted query by split the query and extract the
information from it. The extracted information then will be pass to
the machine learning model, which has a crucial role to determine
which platform will be used to run the query. Finally, the system
will show the query result in the output section.

Figure 6: Sub Query Split Illustration

3.1 Query parser

After queries are submitted, the system will process the query by
parsing it into several parts and extract the information. Query
parser part is the most crucial part of the framework because if the
system cannot identify a query correctly, the result accuracy will
also not be convinced. To do that, we need to identify if there are
any subqueries or not. Figure 6 show a scenario where subqueries
exist on a query. In this scenario, the system will split the query into
two parts, the main query, and the subqueries.

After the query become several parts, the system then will iden-
tify query components from each part of inputted queries starting
from the number of columns, aggregation type, number of joins,
join type, number of filters, number of wild cards, having filter, and
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group by and order by columns. Finally, the system will merge the
analyzing result of each part of the query then pass it into machine
learning.

Figure 7: Identical Feature Generated Sample

In some scenarios illustrated in Figure 7, we found that the query
parser result might generate some same result while the selected
columns are different. The difference between 2 queries on Fig-
ure 7 is only on the column selection. The first query is selecting
L ORDERKEY while the bottom query is selecting S ADDRESS,
but the execution result is showing the bottom query runs faster on
GPU co-processor.

Figure 8: Column to ASCII Conversion Illustration

To overcome this kind of situation, we make the system identify
the uniqueness of the selected column by converting the selected
column into ASCII number, as shown in Figure 8.

The number then will be summed up and converted into a 5-digit
float, i.e., 30873177894140434 will become 30873.177894140434.
By using this method, we can get a unique feature combination
of the generated data. The real calculation result is shown in Fig-
ure 7 on the column variance feature, while the number of column
feature is the same, but the ASCII calculation is showing different
results.

3.2 Machine Learning Model Methodology

The machine learning model is the second most crucial part of
the framework. This part will become the brain of the framework,
which will decide the best query execution platform for each in-
putted query. As illustrated on Figure 9 The machine learning model
will work after the system has successfully extract information from
the inputted query. The extracted queries become dataset. 75% of
the dataset will be sent to the machine learning model to train the
model, while another 25% of the dataset will be sent to the trained

machine learning model to decide which platform will be selected
to run the query.

Figure 9: Machine Learning Methodology

For machine learning algorithms itself, we are testing five ma-
chine learning algorithms, Random Forest, Nave Bayes, logistic
Regression, KNN, and adaptive boost classifier module from scikit-
learn. The reason we choose these five machine learning algorithms
is due to their simplicity, effectiveness, robustness, and performance
reputation on doing the classification. Out of five algorithms, we
will choose a machine learning which has the least testing time and
high accuracy. Hence the machine learning decision timing will not
overshadow the query processing time itself. The machine learning
model will make a decision based on the inputted parameters listed
in Table 1. These parameters were chosen based on the previous
paper [6].

3.3 Generate Training Data

To make machine learning model can effectively select the best
platform to run a query, the machine learning need to be trained first.
To train the machine learning, we need to create a dataset which
will be inputted into the machine learning model and become its
knowledge.

To create a dataset, we use the TPC-H queries test set as a base
and use a binary model to generate alternatives query. The TPC-H
queries test set contains 22 queries, and after using a binary model
to generate alternative for each query type, it contains 3365 queries
as shown in Table 2.

This binary model was created to make the system can cover
all query possibilities which usually user use, the binary model as
described in Figure 10.

Figure 10: Query Generation Example
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Table 2: Total Number of Generated Dataset

Row Labels CPU GPU Total
Type 1 3 5 8
Type 2 254 0 254
Type 3 68 443 511
Type 4 0 14 14
Type 5 164 90 254
Type 6 1 15 16
Type 7 503 8 511
Type 8 511 0 511
Type 9 24 6 30
Type 10 6 219 225
Type 11 30 0 30
Type 12 0 30 30
Type 13 0 12 12
Type 14 1 127 128
Type 15 0 14 14
Type 16 14 0 14
Type 17 2 126 128
Type 18 2 508 510
Type 19 21 107 128
Type 20 0 15 15
Type 21 0 15 15
Type 22 7 0 7
Grand Total 1611 1754 3365

The binary model will work to generate the column selection,
grouping and sorting. While for the table name, relation, and ag-
gregation will be determined based on the TPC-H query set. After
the query set has been generated, the queries will be run on GPU
and CPU sequentially to get the GPU TIME and CPU TIME infor-
mation. The result then will be used to determine the label on each

query. The query labelling will use the following rules:

• CPU TIME > (GPU TIME-GPU TIME REBATE) -> GPU
Execution

• CPU TIME ≤ (GPU TIME-GPU TIME REBATE) -> CPU
Execution

On the GPU there is a variable called GPU TIME REBATE,
this variable is defined to give advantage for CPU, in this paper
we give GPU TIME REBATE value of 0.5 seconds. This value
may be variable depends on each user’s tolerance. We give CPU
advantage due to during our experiment is because we found that
many queries have almost similar execution time for both CPU and
GPU. Meanwhile, GPU memory was considered more expensive
than host memory, therefore if a query runs on GPU but there is
no much time gained over CPU, it will be waste of GPU memory,
the OmniSci was using caching in their system, and if there is no
enough GPU memory for a query to be executed on GPU, those
queries will be passed to host system to be processed using CPU.
In this case, if the GPU memory was full because of a query that
did not have much gain over CPU while there is a query which will
have more time gain over CPU need to be executed on GPU but
failure due to memory is full, it will be very unfortunate.

3.4 Machine learning model Training

To train the machine learning model, the dataset will be split into
a training set and test set with 75 - 25 ratio, 75 % used to train the
model, and 25 % used to validate. As shown in Table 3 for machine
learning able to cover all query scenarios, the data is divided on the
query type level. To validate the results, we also use cross-validation
with amounts of 5 folds.

Table 1: Extracted Feature

Feature Data Type Description
NUMBER OF JOINS Integer Showing total number of joins
NUMBER OF LEFT JOINS Integer Showing number of left joins
NUMBER OF INNER JOINS Integer Showing number of inner joins
NUMBER OF FILTER Integer Showing number of filters
NUMBER OF COUNT Integer Showing number of count
NUMBER OF SUM Integer Showing number of sum
NUMBER OF MIN Integer Showing number of min
NUMBER OF AVG Integer Showing number of avg
NUMBER OF COLUMN Integer Showing number of columns
NUMBER OF GROUPBY Integer Showing number of groupby
NUMBER OF ORDERBY Integer Showing number of orderby
NUMBER OF HAVING Integer Showing number of having
NUMBER OF WILDCARD Integer Showing number of wildcards
NUMBER OF SQUERY Integer Showing Number of Sub Queries
COLUMN VARIANCE Float Result of ASCII value from selected column
GPU TIME Float Showing GPU execution time
CPU TIME Float Showing CPU execution time
DECISION varchar (3) Showing label for machine learning
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Table 3: Training and Test data Split Result

Row Labels Total Training Test
Type 1 8 6 2
Type 2 254 190 64
Type 3 511 383 128
Type 4 14 10 4
Type 5 254 190 64
Type 6 16 12 4
Type 7 511 383 128
Type 8 511 383 128
Type 9 30 22 8
Type 10 225 168 57
Type 11 30 22 8
Type 12 30 22 8
Type 13 12 9 3
Type 14 128 96 32
Type 15 14 10 4
Type 16 14 10 4
Type 17 128 96 32
Type 18 510 382 128
Type 19 128 96 32
Type 20 15 11 4
Type 21 15 11 4
Type 22 7 5 2
Grand Total 3365 2517 848

4 Experimental Evaluation

4.1 Experimental Setup

The proposed approach has been conducted on a PC with Core i7
3770 processor, 16gb of Ram, Nvidia GTX 970 with 4gb GDDR5
memory. The running OS is Ubuntu 18.04 with CUDA 10, on
the software side, we are using scikit-learn version 0.21.3, Om-
niSci 4.7, and the code is written under python 3 languages. For
the database setup, we are using JDBC connection to connect to
OmniSci database. Each OmniSci database has been injected with
TPC-H dataset; the dataset size was generated with amount of 3gb.
We are choosing 3gb to ensure each query can be processed on
GPU without memory limit restriction. While configuring database
connection, we found that OmniSci GPU/CPU setup cannot be
changed dynamically using JDBC, hence to overcome this, we in-
stall another set of OmniSci database on docker and configure it
to always using CPU as the main processing power, on the other
hand OmniSci installed on the Linux is configured to use GPU
as the main processing power, the port also needs to be different
between them otherwise there will be port conflict and the docker
version of OmniSci services won’t start. As there is an environmen-
tal difference between Linux and docker, we conduct a preliminary
study to compare if there is any performance difference between
OmniSci running on native Linux and OmniSci running on docker
under Linux environment. Furthermore, the result is that there is no
performance difference between them.

4.2 Experimental Results

To benchmark the machine learning quality, we are using F1-Score
to measure the quality of each machine learning algorithm, in order
to validate the result, we are using a cross-validation method with
five folds. As the main objective is to find the fastest machine learn-
ing algorithm with high accuracy, we also show the training time
and testing time. As shown in Table 4 we found that the Random
Forest has the best accuracy, while the Nave Bayes algorithm has
the best training time Table 5, and logistic Regression algorithm has
the best testing time. However, it also has the least accuracy. Based
on this result, we choose Random Forest as the most compatible
machine learning algorithm, although its training time is higher than
Nave Bayes and KNN, the testing time and accuracy is considerably
good.

Table 5: Machine Learning Training and Testing Time

Algorithm Train Time Test Time
Random Forest 0.033s 0.004s
Nave Bayes 0.003s 0.094s
Logistic Regression 0.073s 0.002s
KNN 0.004s 0.003s
Adaboost 0.722s 0.024s

To illustrate how we calculate f1-score on Table 4, we use the
first fold of Random Forest number as an example. To calculate
f1-score, we need precision and recall value. We get recall value
using the ratio of true positive / (true positive + false positive) which
resulting :

Precision =
401

401 + 15
= 0.96394

Next, we calculate recall value using ratio of true positive / (true
positive + false negative) which resulting :

Recall =
401

401 + 21
= 0.95024

After we get precision and recall value, we can calculate f1-score
using following formula, F1 = 2 * (precision * recall) / (precision +

recall) which resulting :

F1 − S core =
2 ∗ 0.96394 ∗ 0.95024

0.96394 + 0.95024
= 0.95704

4.3 Experimental Analysis

The usage of GPU to help CPU on doing general-purpose processing
has stimulated the appearance of GPU databases. GPU databases
have gained its popularity due to its capabilities to process a massive
amount of data in seconds. However, in this research, we found that
not all query not always run faster on GPU, as shown on Figure 11,
we found that on query type 5, 7, 8, 11, 16, and 22, GPU execution
time is not giving much time gain over CPU, while query type 6, 10,
15, 19 have much higher time gain on GPU.
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Table 4: Machine Learning Results

Random Forest
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.96 0.95 0.95 0.94 0.95 0.95
Recall 0.95 0.95 0.95 0.94 0.95 0.95
F1-score 0.96 0.95 0.95 0.94 0.95 0.95

Nave Bayes
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.92 0.91 0.92 0.91 0.92 0.92
Recall 0.91 0.89 0.92 0.89 0.91 0.90
F1-score 0.91 0.89 0.91 0.89 0.9 0.90

Logistic Regression
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.22 0.24 0.22 0.24 0.23 0.23
Recall 0.47 0.49 0.47 0.49 0.48 0.48
F1-score 0.3 0.32 0.3 0.32 0.31 0.31

KNN
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.94 0.93 0.92 0.93 0.93 0.93
Recall 0.94 0.93 0.92 0.93 0.93 0.93
F1-score 0.94 0.93 0.92 0.93 0.93 0.93

AdaBoost
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.95 0.93 0.94 0.94 0.94 0.94
Recall 0.95 0.93 0.94 0.94 0.94 0.94
F1-score 0.95 0.93 0.94 0.94 0.94 0.94

Figure 11: CPU vs GPU Average Run Time

To get closer information, we group the query type 1, 5, 7, 8, 11,
16, 22 and query type 6, 10, 15, 19 and breakdown into the attribute
information as shown on Figure 11 There is three information pro-
vided by this figure, The black bars, orange bars, and red line. The
black bars are representing an average of the attribute value for the
query type 1,5,7,8,11,16,22, while the orange bars are representing
an average of the attribute value for query type 6,10,15,19. The red
line is showing the variance between 2 categorys value.

4.3.1 number of groupby

Based on Figure 12, to get the optimal use of GPU processing speed
we need to pay attention of this attribute, this attribute represents the
number of group by used on the queries, the numbers on Figure 12

shown that GPU can help on speed up the query processing speed if
the query has a lesser amount of group by the operator used.

Figure 12: Average Attribute Value by Query Groups

4.3.2 number of column

The number of columns is related to the number of groupby
whereas if a query wants to generate an aggregated result within
some column information, then group by is mandatory. The differ-
ence of this attribute with number of groupby is this attribute also
calculate the aggregation used. Based on Figure 13, the numbers
proved that GPU co-process is not optimized to deal with a query
that has a tremendous amount of column selected.

On Figure 13, the system figured that the more column we try
to display on a query, the more ineffective GPU coprocessor works,
this confirm if there is a transfer overhead between main memory
into GPU memory, as the more columns are trying to be processed
the more data also need to be transferred into GPU memory.
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Figure 13: Query Processing Platform Decision Based on Column Count

4.3.3 number of orderby

This attribute is affecting the GPU device processing performance,
Figure 12 is showing that a higher amount of order by feature used
on the query the more ineffective the GPU becomes. However, these
numbers might be affected by the number of columns as in general,
order by usually applied to a column.

4.3.4 number of joins

This attribute indicates how many joins used on a query. On Fig-
ure 14 we can see, that GPU only optimized if the query join is not
more than three tables. The processing speed on GPU starting to
increase on five or more join are involved, which makes the system
labelled the query to run on CPU only execution.

Figure 14: Query Processing Decision Based on Number of Join Used

4.3.5 number of subquery

From the chart, we can see if the current GPU database still not
optimized for queries with subquery in it. The query type 1, 5, 7,
8, 11, 16, 22 have a higher amount of subqueries in it, and as the
results, the system is determining these types of this query to be run
on CPU only mode. Therefore, with this result, we can conclude

that if a query has no more than one subquery, it can be run on GPU
but, if it has more than 1, the GPU might be not a correct platform
to run those queries.

4.3.6 number of wildcard

From the chart, we can conclude that usage of wildcard operators on
a query is still not optimized to be run on GPU Co-process database.
This result also strengthens by Figure 15. In this figure, we can
see that there is the least decision made for a query to run on GPU
co-processor if there is a wildcard operator used on those queries.

Figure 15: Number of Decision Value Comparison for Query With Wildcard

4.3.7 number of having

The chart showed the query type 1, 5, 7, 8, 11, 16, 22 are having
a higher number of having attributes, this meaning there might be
not the right choice to run a query with having an operator in it.
However, this situation also can be changed if the query has another
component that strongly optimized on GPU such as a lower number
of columns, joins, or a higher number of aggregations.

4.3.8 number of avg, number of count and number of sum

On Figure 11, we can see that query type 1, 5, 7, 8, 11, 16, 22
have a lower number of sum, but higher number of avg and num-
ber of count. However, the number of avg and number of count
have a minimal number on it. Hence we reveal the whole number
of aggregation, and as we can see on Figure 16, almost all aggre-
gation type query is run faster on GPU, this result confirms the
previous research that says the GPU processing is very powerful on
an aggregation query type.
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Figure 16: Average Attribute Value for Aggregation

Figure 17: Number of Left Join Value Comparison Between CPU and GPU Decision

4.3.9 number of filter

Based on Figure 11, we can see if the GPU can overrun the CPU pro-
cessor on query with a high amount of filter used on those queries,
this proves the GPU SIMD capabilities, as the filtering can be done
simultaneously in a parallel way on GPU devices. With this result,
we can conclude that if we wanted to run a query with filters on
it, GPU co-process could do faster than the CPU only processing.
There is a limitation of the above analysis, query Type 1, 5, 7, 8,
11, 16, 22 and query type 6, 10, 15, 19 are do not cover number
of left joins; therefore we will separate the analysis for left join.
As shown on Figure 17, there is no decision made on CPU when
there is left outer join operation query. However, the dataset we
use in this research still does not have many outer join operator,
which mean this result might be different on another environment
where the outer join operator is very commonly used on the real-life
ad-hoc queries.
With this result, an appearance of The GPU database is suitable for
a simple query with a fewer number of joins and columns selected.

However, the processing speed comparison is significantly higher
for query type, which has aggregation in it and a higher amount of
filters.

Table 6 is a summarized table for fundamental understanding
for an impact of the use of each query function. The Performance
impact have High and medium value; this value is determined by
comparing the amount of each feature on both GPU and CPU. If
the variance is greater than 50% then the value is high, and vice
versa, the value will be medium, and if the variance is lower than
20% then the impact grouped as low. As on this research, there is
no variance under 20% there is no Low impact grouped.

Table 6: Query Attribute Impact Summary

Feature Performance
Impact

Suitable
Platform*

Number Of Joins High GPU
Number Of Left Joins High CPU
Number Of Inner Joins High CPU
Number Of Filter Medium CPU
Number Of Count High GPU
Number Of Sum High GPU
Number Of Min High CPU
Number Of Avg High GPU
Number Of Column High CPU
Number Of Groupby High CPU
Number Of Orderby High CPU
Number Of Having High GPU
Number Of Wildchar High CPU
Number Of Squery Medium CPU

* The Suitable Platform is valid when feature value has high amount, when the value
is low, the suitable Platform result is the opposite.

5 Conclusions & Future Works
In this paper, we have explored the open issues on the GPU database
and introduce a machine learning model to enhance the GPU mem-
ory usage on the system by eliminating unnecessary data processing
on GPU. As on specific queries, CPU processing also still outper-
form the GPU processing speed, this model also can prevent the
system from choosing the processing platform based on the query
type wrongly. On the real-world, this approach can be implemented
by embed the proposed framework into the upper system. As the
OmniSci is a database component which has data related task such
as store the data and process the query then pass the processed data
into the upper layer, hence to use this database, the upper layer also
needed where all the codes and logic happen. In this interface, we
can embed the framework and helps the system to choose the right
execution platform.
The proposed approach works by automatically parses the input
queries, the parsed query then identified by the system to find the
parameters that might affect the GPU processing speed, the system
then put the query information into the machine learning, and as a
result, the system will determine if those input query will be exe-
cuted on GPU or CPU. To test both CPU and GPU performance on
the same system, we use docker as a CPU processing platform, al-
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though, to validate the performance result, we conduct a preliminary
study to check if there is any speed difference between docker Om-
niSci vs Linux OmniSci, and as a result, there is no speed difference
between them. The machine learning model was validated using
cross-validation function within five-folds, and the best result is the
Random Forest algorithm with 95% F1-Score value following by
AdaBoost on 94% and KNN with 93%. However, from the Random
Forest, KNN, and AdaBoost, KNN has the fastest training time,
8.25 times faster than the Random Forest, and 180.5 times faster
than Adaboost. Hence with this result, we are choosing KNN as
the best algorithm for this framework. From the query side, we also
found that usage of filter and subqueries is not affecting the perfor-
mance difference between CPU only processing vs GPU co-process
setup. However, the number of columns on a query is a crucial
performance for optimal processing time on a GPU co-processor
setup. The more column needs to be shown on a query result, the
more challenging for a GPU device to process it.
There are some limitations to this research. First, we are using a
middle tier of a graphics card to test the model. Hence if the same
method tested on a higher-end tier of graphics cards such as tesla
cards, the result might differ. Second, due to OmniSci feature limi-
tation, the GPU data transfer time is not measured on this research.
This leads to limited analysis results as we can only see the total
query processing time of GPU. Third, due to OmniSci limitations,
we unable to identify the data type of each selected column on a
query. This may lead to reduced model accuracy as processing
time required to process textual data, and numerical data may differ.
Forth, the data used for this research is not a real user ad-hoc queries,
which mean the query used in this research may not cover all the
query scenario used by real users.s
As for the future works, this method needs to be tested on a higher-
end tier of graphics cards to see if there are still limitations that
happened on higher-end tier graphics cards. Second, to get a better
insight to do a more detailed analysis, the GPU data transfer time
needs to be measured, by measuring the transfer time we can see
if the I/O bottleneck happens or not. Third, the query parser may
need to be adjusted to calculate the number of numerical columns
and non-numerical column selected. This may increase the accu-
racy of the model. Moreover, this algorithm should be applied to
the real-world data and ad-hoc user query where all query types,
functions all used on it. The researcher is also planning to extend
the work by enhancing the current machine learning model into an
unsupervised learning method, where the system will have an ability
to learn by itself based on inputted user’s query, hence the longer
the system work, the smarter it becomes. Unsupervised learning
also can reduce the time for initial training in the model.
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