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#### Abstract

This paper describes the design method of a nonlinear flight controller for a fixed-wing UAV with a thrust vectoring system (TVS) using the backstepping method. The flight dynamics of the UAV exhibits strong nonlinear coupling behavior between its translational and rotational motion. The backstepping algorithm has been successfully applied to controller design for such a nonlinear system. However, the main idea of the method is to use some of the state variables as virtual control inputs that need ungeneratable forces by the UAV. To overcome this problem, we use the TVS that can generate thrust in an arbitrary direction. Numerical simulation is performed to confirm the effectiveness of the proposed control method for a fixed-wing UAV with the TVS.


## 1. Introduction

Unmanned aerial vehicles (UAVs) have been used for national projects, and multirotor are already introduced in various scenes. The fixed-wing UAVs have been used in a specific field [1]. The UAV has some advantages such as high cruising ability or large capacity of payloads. In particular, a small UAV with a wingspan of several meters is superior to a UAV with a wingspan of dozens of meters in maneuverability and maintainability. However, a small UAV has the problem that it is easily affected by the wind disturbance during a flight because of its small moment of inertia. As a result, it is difficult to achieve stable flight of the small UAV when a strong wind blows in a real mission. However, the small UAV cannot avoid an unexpected situation such as a strong wind during a flight because a high-performance device that measures the flight environment cannot be used due to its payload capacity.

One of the ways to solve the problem is to apply a nonlinear control method. The backstepping method [2]-[3], the nonlinear control methods, has also been studied in the fixed-wing UAV flying under the wind disturbance [4]-[7]. The advantage of this method is that it makes separated subsystems stabilized by putting the input successively. Therefore, in this study, we attempt to control translational and rotational motion individually to implement the flight at the constant attitude angle under wind disturbance. However, there is a problem that the conventional fixed-wing UAV has a structural restriction that the altitude and the pitch angle cannot be controlled at the same time.

Therefore, we introduce the thrust vectoring system (TVS) for the UAV to solve the problem. The TVS has been used to operate

[^0]the engine nozzle on aircraft that require maneuverability such as fighter aircraft but also a study on the UAV mounting a propellertype TVS has been done at late years [8]-[13]. However, in those studies, rather than getting maneuverability as a fighter aircraft, the TVS is mainly used to control the attitude of a tail-sitter UAV during transition flight or the fixed-wing UAV with a broken dynamic surface. In this research, we apply the TVS to the generation of translational force to fly stably under wind disturbance. Finally, we confirm the effectiveness of the proposed method by the numerical simulation.

## 2. Nonlinear model of UAV

The nonlinear model of UAV can be described separately in translational motion and rotational motion. Control inputs are the thrust vector and the steering angles of an aileron, a rudder, and an elevator. The body coordinate and the inertial coordinate system of UAV are defined as shown in Fig. 1.


Figure 1: Definition of the coordinate system

### 2.1. Translational motion

The navigation equation of the UAV is given by

$$
\begin{equation*}
\dot{\mathbf{x}}_{1}=\mathbf{g}_{1}\left(\mathbf{x}_{3}\right) \mathbf{x}_{2} \tag{1}
\end{equation*}
$$

where $\mathbf{x}_{1}=\left[\begin{array}{lll}x & y & z\end{array}\right]^{\mathrm{T}}, \mathbf{x}_{2}=\left[\begin{array}{ll}U V W\end{array}\right]^{\mathrm{T}}$, and $\mathbf{x}_{3}=[\phi \theta \psi]^{\mathrm{T}}$ are the position of the UAV in the inertial coordinate system, its velocity in the body coordinate system, and the Euler angle, respectively. $\mathbf{g}_{1}\left(\mathbf{x}_{3}\right)$ is defined as

$$
\begin{aligned}
& \boldsymbol{g}_{1}\left(\boldsymbol{x}_{3}\right) \\
& =\left[\begin{array}{ccc}
c(\psi) c(\theta) & c(\psi) s(\theta) s(\phi)-s(\psi) c(\phi) & c(\psi) s(\theta) c(\phi)+s(\psi) s(\phi) \\
s(\psi) c(\theta) & s(\psi) s(\theta) s(\phi)+c(\psi) c(\phi) & s(\psi) s(\theta) c(\phi)-c(\psi) s(\phi) \\
-s(\theta) & c(\theta) s(\phi) & c(\theta) c(\phi)
\end{array}\right]
\end{aligned}
$$

Here, $\mathrm{c}(\cdot)$ and $\mathrm{s}(\cdot)$ are abbreviations for the function $\cos (\cdot)$ and the function $\sin (\cdot)$, respectively.

Next, the translational motion equation of UAV is expressed by

$$
\begin{equation*}
\dot{\mathbf{x}}_{2}=\mathbf{f}_{2}\left(\mathbf{x}_{4}\right) \mathbf{x}_{2}+\mathbf{g}_{2}\left(\mathbf{x}_{3}\right)+\mathbf{F}_{a}+\mathbf{F}_{u} \tag{2}
\end{equation*}
$$

where $\mathbf{x}_{4}=[P Q R]^{\mathrm{T}}$ is the angular velocity of the body coordinate system, and nonlinear matrices $\mathbf{f}_{2}\left(\boldsymbol{x}_{4}\right)$, nonlinear vector $\mathbf{g}_{2}\left(\boldsymbol{x}_{3}\right)$ are defined as

$$
\mathbf{f}_{2}\left(\mathbf{x}_{4}\right)=\left[\begin{array}{ccc}
0 & R & -Q \\
-R & 0 & P \\
Q & -P & 0
\end{array}\right], \mathbf{g}_{2}\left(\mathbf{x}_{3}\right)=g\left[\begin{array}{c}
-\mathrm{s} \theta \\
\operatorname{s\phi c} \theta \\
\operatorname{c\phi c} \theta
\end{array}\right]
$$

$\mathbf{F}_{a}=\left[X_{a} Y_{a} Z_{a}\right]^{\mathrm{T}} / m$ is the aerodynamic force vector, $\mathbf{F}_{u}=$ $\left[X_{u} Y_{u} Z_{u}\right]^{\mathrm{T}} / m$ is the control input vector, and $m$ is the mass of the UAV. Each element of $\mathbf{F}_{a}$ and $\mathbf{F}_{u}$ is the force along each axis.

### 2.2. Rotational motion

The following equation expressed the kinematics equation of the UAV.

$$
\begin{equation*}
\dot{\mathbf{x}}_{3}=\mathbf{g}_{3}\left(\mathbf{x}_{3}\right) \mathbf{x}_{4} \tag{3}
\end{equation*}
$$

Nonlinear matrix $\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)$ is defined as

$$
\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)=\left[\begin{array}{ccc}
1 & \mathrm{~s} \phi \mathrm{t} \theta & \mathrm{c} \phi \mathrm{t} \theta \\
0 & \mathrm{c} \phi & -\mathrm{s} \phi \\
0 & \mathrm{~s} \phi / \mathrm{c} \theta & \mathrm{c} \phi / \mathrm{c} \theta
\end{array}\right]
$$

where $\mathrm{t}(\cdot)$ denotes the function $\tan (\cdot)$.
The rotational motion equation of the UAV is given as

$$
\begin{equation*}
\dot{\mathbf{x}}_{4}=\mathbf{f}_{4}\left(\mathbf{x}_{4}\right) \mathbf{x}_{4}+\mathbf{u}_{a}+\mathbf{u}_{s t} \tag{4}
\end{equation*}
$$

Nonlinear matrix $\mathbf{f}_{4}\left(\mathbf{x}_{4}\right)$ is defined as

$$
\mathbf{f}_{4}\left(\mathbf{x}_{4}\right)=\mathbf{J}^{-\mathbf{1}}\left[\begin{array}{ccc}
0 & R & -Q \\
-R & 0 & P \\
Q & -P & 0
\end{array}\right] \mathbf{J}
$$

$\mathbf{J}$ is the moment of inertia. $\mathbf{u}_{a}=\mathbf{J}^{-\mathbf{1}}\left[L_{a} M_{a} N_{a}\right]^{\mathrm{T}}$ is the aerodynamic moment vector, and $\mathbf{u}_{s t}=\mathbf{J}^{\mathbf{- 1}}\left[L_{u} M_{u} N_{u}\right]^{\mathrm{T}}$ is the control input vector. Each element of $\mathbf{u}_{a}$ and $\mathbf{u}_{s t}$ is the moment of the force around each axis.

## 3. Controller design

In the backstepping method, the control system is designed considering the stability of each subsystem. In this paper, a control
system is designed by putting (1)-(4) as subsystems S1 to S4 , and its construction is as shown in Fig.2.


Figure 2: The structure of subsystem

In the above figure, control systems are constructed with two extensive subsystems that consist of the translational subsystems (S1, S2) and the rotational subsystems (S3, S4).

### 3.1. Translational control system

First, in order to give a target value $\mathbf{x}_{1 c}$, the position, and velocity for UAV, we define error equation $\mathbf{x}_{1 e}$ as follows:

$$
\begin{equation*}
\mathbf{x}_{1 e}=\mathbf{x}_{1}-\mathbf{x}_{1 c} \tag{5}
\end{equation*}
$$

When giving a target value of the velocity, the target value of the position that is the integrated value of the velocity is given instead, assuming the target value of velocity as steady. Then, to introduce a candidate of control Lyapunov function for the subsystem $\mathrm{S} 1, V_{1}$ is expressed as

$$
\begin{equation*}
V_{1}\left(\mathbf{x}_{1 e}\right)=\frac{1}{2} \mathbf{x}_{1 e}^{\mathrm{T}} \mathbf{x}_{1 e} \tag{6}
\end{equation*}
$$

The derivative of $V_{1}$ is

$$
\begin{align*}
\dot{V}_{1}\left(\mathbf{x}_{1 \mathrm{e}}\right) & =\mathbf{x}_{1 e}^{\mathrm{T}} \dot{\mathbf{x}}_{1 e} \\
& =\mathbf{x}_{1 e}^{\mathrm{T}}\left(\dot{\mathbf{x}}_{1}-\dot{\mathbf{x}}_{1 c}\right)  \tag{7}\\
& =\mathbf{x}_{1 e}^{\mathrm{T}}\left(\mathbf{g}_{1}\left(\mathbf{x}_{3}\right) \mathbf{x}_{2}-\dot{\mathbf{x}}_{1 c}\right)
\end{align*}
$$

Here, considering state variable $\mathbf{x}_{2}$ as virtual input of S 1 , and virtual input is defined as $\boldsymbol{\alpha}_{1}\left(\mathbf{x}_{1}, \mathbf{x}_{3}, t\right)$. When $\dot{V}_{1}<0$, the Lyapunov stability theory is satisfied, and $V_{1}$ becomes a Lyapunov function. i.e., the subsystem S 1 gets stable. The following equation can determine the virtual input $\boldsymbol{\alpha}_{1}\left(\mathbf{x}_{1}, \mathbf{x}_{3}, t\right)$ that satisfies the condition for the system stability because $\mathbf{g}_{1}\left(\mathbf{x}_{3}\right)$ is a regular matrix.

$$
\begin{equation*}
\boldsymbol{\alpha}_{1}\left(\mathbf{x}_{1 e}, \mathbf{x}_{3}, t\right)=\mathbf{g}_{1}\left(\mathbf{x}_{3}\right)^{-1}\left\{\dot{\mathbf{x}}_{1 c}-\mathbf{K}_{1} \mathbf{x}_{1 e}\right\} \tag{8}
\end{equation*}
$$

where $\mathbf{K}_{1}$ is a positive definite and diagonal matrix.
The error equation between state variable $\mathbf{x}_{2}$ and virtual input $\boldsymbol{\alpha}_{1}$ is as (9).

$$
\begin{equation*}
\mathbf{z}_{1}=\mathbf{x}_{2}-\boldsymbol{\alpha}_{1} \tag{9}
\end{equation*}
$$

Then, we define $V_{2}$ to introduce a candidate as a control Lyapunov function for the whole of the translational systems.

$$
\begin{equation*}
V_{2}\left(\mathbf{x}_{1 e}, \mathbf{z}_{1}\right)=V_{1}+\frac{1}{2} \mathbf{z}_{1}{ }^{\mathrm{T}} \mathbf{z}_{1} \tag{10}
\end{equation*}
$$

The derivative of $V_{2}$ is

$$
\left.\begin{array}{rl}
\dot{V}_{2}\left(\mathbf{x}_{1 e}, \mathbf{z}_{1}\right)= & \mathbf{x}_{1 e}^{\mathrm{T}}\{
\end{array} \mathbf{g}_{1}\left(\mathbf{x}_{3}\right)\left(\mathbf{z}_{1}+\boldsymbol{\alpha}_{1}\right)-\dot{\mathbf{x}}_{1 c}\right\}+\mathbf{z}_{1}^{\mathrm{T}} \dot{\mathbf{z}}_{1} \mathrm{l}
$$

The first term on the right side of (11) is negative-definite according to (8). Therefore, putting the input $\mathbf{F}_{u c}$ as written in (12), the second line of the summation of (11) becomes negativedefinite that $\dot{V}_{2}<0$ is satisfied, and $V_{2}$ is determined as Lyapunov function.

$$
\begin{gather*}
\mathbf{F}_{u c}=-\mathbf{K}_{2} \mathbf{z}_{1}-\mathbf{f}_{2}\left(\mathbf{x}_{4}\right) \mathbf{x}_{2}-\mathbf{g}_{2}\left(\mathbf{x}_{3}\right)-\mathbf{F}_{a}+\dot{\boldsymbol{\alpha}}_{1} \\
-\left(\mathbf{g}_{1}\left(\mathbf{x}_{3}\right)\right)^{\mathrm{T}} \mathbf{x}_{1 e} \tag{12}
\end{gather*}
$$

where $\mathbf{K}_{2}$ is a positive definite and diagonal matrix.

### 3.2. Rotational control system

Similar to the previous section, the error equation $\mathbf{x}_{3 e}$ is defined by using the target value $\mathbf{x}_{3 c}$ of the Euler angle.

$$
\begin{equation*}
\mathbf{x}_{3 e}=\mathbf{x}_{3}-\mathbf{x}_{3 c} \tag{13}
\end{equation*}
$$

The candidate of control Lyapunov function, $V_{3}$ for S 3 is defined as

$$
\begin{equation*}
V_{3}\left(\mathbf{x}_{3 e}\right)=\frac{1}{2} \mathbf{x}_{3 e}^{\mathrm{T}} \mathbf{x}_{3 e} \tag{14}
\end{equation*}
$$

The time derivative of $V_{3}$ is

$$
\begin{align*}
\dot{V}_{3}\left(\mathbf{x}_{3 e}\right) & =\mathbf{x}_{1 e}^{\mathrm{T}} \dot{\mathbf{x}}_{1 e}=\mathbf{x}_{3 e}^{\mathrm{T}}\left(\dot{\mathbf{x}}_{3}-\dot{\mathbf{x}}_{3 c}\right) \\
& =\mathbf{x}_{3 \mathrm{e}}^{\mathrm{T}}\left(\mathbf{g}_{3}\left(\mathbf{x}_{3}\right) \mathbf{x}_{4}-\dot{\mathbf{x}}_{3 c}\right) \tag{15}
\end{align*}
$$

In (15), considering the state variable $\mathbf{x}_{4}$ as a virtual input of S3, we replace it by a virtual input $\boldsymbol{\alpha}_{3}\left(\mathbf{x}_{3}, \mathbf{x}_{4}, t\right)$. The following equation gives a virtual input that satisfies the Lyapunov stability theory.

$$
\begin{equation*}
\boldsymbol{\alpha}_{3}\left(\mathbf{x}_{3 e}, \mathbf{x}_{4}, t\right)=\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)^{-1}\left(\dot{\mathbf{x}}_{3 c}-\mathbf{K}_{3} \mathbf{x}_{3 e}\right) \tag{16}
\end{equation*}
$$

where $\mathbf{K}_{3}$ is a positive definite and diagonal matrix.
The error equation between state variable $\mathbf{x}_{4}$ and virtual input $\boldsymbol{\alpha}_{3}$ is defined as

$$
\begin{equation*}
\mathbf{z}_{3}=\mathbf{x}_{4}-\boldsymbol{\alpha}_{3} \tag{17}
\end{equation*}
$$

Then, the candidate of control Lyapunov function for the rotational motion is defined as

$$
\begin{equation*}
V_{4}\left(\mathbf{x}_{3 e}, \mathbf{z}_{3}\right)=V_{3}+\frac{1}{2} \mathbf{z}_{3}{ }^{\mathrm{T}} \mathbf{z}_{3} \tag{18}
\end{equation*}
$$

The time derivative of $V_{4}$ is obtained as follows:

$$
\begin{align*}
\dot{V}_{4}\left(\mathbf{x}_{3 e}, \mathbf{z}_{3}\right)= & \mathbf{x}_{3}^{\mathrm{T}} \\
= & \left\{\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)\left(\mathbf{z}_{3}+\boldsymbol{\alpha}_{3}\right)-\dot{\mathbf{x}}_{3 c}\right\}+\mathbf{z}_{3}{ }^{\mathrm{T}} \dot{\mathbf{z}}_{3} \\
= & \left(\mathbf{x}_{3}\left(\mathbf{x}_{3}\right) \boldsymbol{\alpha}_{3}-\dot{\mathbf{x}}_{3 c}\right) \\
& \quad+\mathbf{z}_{3}{ }^{\mathrm{T}}\left\{\dot{\mathbf{z}}_{3}+\left(\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)\right)^{\mathrm{T}} \mathbf{x}_{3 e}\right\}  \tag{19}\\
= & \mathbf{x}_{3 e}^{\mathrm{T}}\left(\mathbf{g}_{3}\left(\mathbf{x}_{3}\right) \boldsymbol{\alpha}_{3}-\dot{\mathbf{x}}_{3 c}\right) \\
& \quad+\mathbf{z}_{3}{ }^{\mathrm{T}}\left\{\mathbf{f}_{4}\left(\mathbf{x}_{4}\right) \mathbf{x}_{4}+\mathbf{u}_{a}+\mathbf{u}_{s t}-\dot{\boldsymbol{\alpha}}_{3}\right. \\
& \left.\quad+\left(\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)\right)^{\mathrm{T}} \mathbf{x}_{3 e}\right\}
\end{align*}
$$

By calculating the input command value $\mathbf{u}_{s t c}$ to be as the following equation, the second and third lines of the last summation of (19) becomes negative-definite, and it makes the rotational system stable.

$$
\begin{equation*}
\mathbf{u}_{s t c}=-\mathbf{K}_{4} \mathbf{z}_{3}-\mathbf{f}_{4}\left(\mathbf{x}_{4}\right) \mathbf{x}_{4}-\mathbf{u}_{a}+\dot{\boldsymbol{\alpha}}_{3}-\left(\mathbf{g}_{3}\left(\mathbf{x}_{3}\right)\right)^{\mathrm{T}} \mathbf{x}_{3 e} \tag{20}
\end{equation*}
$$

where $\mathbf{K}_{4}$ is a positive definite and diagonal matrix.
Fig. 3 Shows the block diagram that includes the controller obtained in sections 3.1 and 3.2.


Figure 3: Block diagram of the proposed controller

### 3.3. Stability analysis

In this section, we analyze the stability of the entire control system that we designed. The candidate of control Lyapunov function of the entire control system is defined.

$$
\begin{align*}
V & =V_{1}+V_{2}+V_{3}+V_{4} \\
& =2 V_{1}+\frac{1}{2} \mathbf{z}_{\mathbf{1}}{ }^{\mathrm{T}} \mathbf{z}_{\mathbf{1}}+2 V_{3}+\frac{1}{2} \mathbf{z}_{\mathbf{3}}{ }^{\mathrm{T}} \mathbf{z}_{\mathbf{3}} \tag{21}
\end{align*}
$$

The time derivative of $V$ is obtained as

$$
\begin{align*}
\dot{V} & =2 \dot{V}_{1}+\mathbf{z}_{1}{ }^{\mathrm{T}} \dot{\mathbf{z}}_{1}+2 \dot{V}_{3}+\mathbf{z}_{3}{ }^{\mathrm{T}} \dot{\mathbf{z}}_{3} \\
& =-2 \mathbf{K}_{1} \mathbf{x}_{1 e}^{\mathrm{T}} \mathbf{x}_{1 e}-\mathbf{K}_{2} \mathbf{z}_{1}{ }^{\mathrm{T}} \mathbf{z}_{1}-2 \mathbf{K}_{3} \mathbf{x}_{3 e}^{\mathrm{T}} \mathbf{x}_{3 e}-\mathbf{K}_{4} \mathbf{z}_{3}{ }^{\mathrm{T}} \mathbf{z}_{3} \tag{22}
\end{align*}
$$

It is clear that the right side in (22) is negative definite because of the coefficient matrix $\mathbf{K}_{i}$ is positive, i.e., the entire system satisfies the Lyapunov stability theory.

### 3.4. Realization of control input

In section 3.1, we calculated the input command for translational motion. The absolute value of thrust and the target
value of the deflection angle are obtained from those commands. The thrust coordinate system is defined as shown in Fig.4.


Figure 4: Definition of thrust coordinate system
The absolute value of thrust is obtained by (23).

$$
\begin{equation*}
T=\sqrt{X_{u c}^{2}+Y_{u c}^{2}+Z_{u c}^{2}} \tag{23}
\end{equation*}
$$

$X_{u c}, Y_{u c}, Z_{u c}$ are the commands of the input that is obtained to satisfy the ideal input of $\mathbf{F}_{u}$. The following inequalities denote the range of angles $\theta_{1}$ and $\theta_{2}$.

$$
\left\{\begin{aligned}
-\pi & \leq \theta_{1} \leq \pi \\
-\pi / 2 & \leq \theta_{2} \leq \pi / 2
\end{aligned}\right.
$$

where $\theta_{1}$ and $\theta_{2}$ are defined as

$$
\begin{gather*}
\tan \theta_{1}=\frac{Z_{u c}}{X_{u c}} \\
\theta_{1}=\tan ^{-1}\left(\frac{Z_{u c}}{X_{u c}}\right)  \tag{24}\\
\sin \theta_{2}=\frac{Y_{u c}}{\sqrt{X_{u c}^{2}+Z_{u c}^{2}}} \\
\theta_{2}=\tan ^{-1}\left(\frac{Y_{u c}}{\sqrt{X_{u c}^{2}+Z_{u c}^{2}}}\right) \tag{25}
\end{gather*}
$$

## 4. Numerical simulation

Numerical simulations are conducted to confirm the effect of the TVS on control performance in two cases: the level flight (Case 1) and the improvement of maneuverability by the TVS under the follow-up flight to the target altitude (Case 2) by numerical simulations. The conventional UAV without the TVS, its thrust command is obtained by using only $X_{u c}$ from the translational controller. Moreover, regardless of the presence of the TVS, we introduce the first-order lag filter as written in (26) and (27) to the thrust, the TVS, and dynamic surface. $T_{m}$ and $T_{S}$ are the time constants.

$$
\begin{gather*}
\frac{1}{T_{m} s+1}  \tag{26}\\
\frac{1}{T_{s} s+1} \tag{27}
\end{gather*}
$$

Conditions of numerical simulation are shown in Tables 1 to 4.
Table 1: Specification of UAV

| Full length $L, \mathrm{~m}$ | 0.823 |
| :--- | :--- |
| Total height $H, \mathrm{~m}$ | 0.322 |
| Wingspan $b, \mathrm{~m}$ | 1.40 |
| MAC $\bar{c}_{a}, \mathrm{~m}$ | 0.200 |
| Mass $m, \mathrm{~kg}$ | 0.220 |

Table 2: Initial condition and target value
$\left.\left.\begin{array}{ll}\hline \text { Position } \mathbf{x}_{\mathbf{1}}, \mathrm{m} & {\left[\begin{array}{lll}0 & 0 & -10\end{array}\right]^{T}} \\ \text { Velocity } \mathbf{x}_{\mathbf{2}}, \mathrm{m} / \mathrm{s} & {[5} \\ 5 & 0\end{array} 0\right]^{T}\right]^{T}$.

Table 3: Design control parameters

| Translational controller gain $\mathbf{K}_{\mathbf{1}}$ | $\operatorname{diag}\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]$ |
| :--- | :--- | :--- | :--- |
| Translational controller gain $\mathbf{K}_{\mathbf{2}}$ | $\operatorname{diag}\left[\begin{array}{lll}0.5 & 0.5 & 0.5\end{array}\right]$ |
| Rotational controller gain $\mathbf{K}_{\mathbf{3}}$ | $\operatorname{diag}\left[\begin{array}{lll}8 & 8 & 8\end{array}\right]$ |
| Rotational controller gain $\mathbf{K}_{\mathbf{4}}$ | $\operatorname{diag}\left[\begin{array}{lll}10 & 10 & 10\end{array}\right]$ |

Table 4: Constraints on control input

| Aileron angle $\delta_{a}$, deg | $\pm 45$ |
| :--- | :--- |
| Elevator angle $\delta_{e}$, deg | $\pm 45$ |
| Rudder angle $\delta_{r}$, deg | $\pm 30$ |
| Deflection angle $\theta_{1}$, deg | $\pm 135$ |
| Deflection angle $\theta_{2}$, deg | $\pm 90$ |
| Thrust $T, \mathrm{~N}$ | 0 or more |
| Time constant on thruster $T_{m}, \mathrm{~s}$ | 0.2 |
| Time constant on dynamic surface <br> and thrust vectoring system $T_{s}, \mathrm{~s}$ | 0.0076 |

In addition, the Dryden model [14] is used as a wind disturbance on numerical simulations. The wind disturbance profile is shown in Fig. 5.


Fig. 6 to Fig. 9 show the numerical results in Case 1. It is clear that the UAV without the TVS cannot keep the altitude as shown in Figs.6(a), 6(b), and 6(d).

Furthermore, it should be noted that the TVS is also effective to control the UAV along y axis as shown in Fig.6(c). One of the main reasons for these flight is that the TVS can generate thrust in arbitrary direction as shown in Fig.8(a) under mechanical constraint. In fact, the inputs for translational motion in Fig.7(a) is constant because the UAV without the TVS cannot generate the thrust for the negative command as shown in Fig.7(b). Fig.7(c) and Fig.8(c) show the attitude angles of the UAV without and with
the TVS, respectively. It can be seen from these figures that the TVS suppressed the high-frequency vibration of pitch angle of the UAV. Fig.8(d) shows that the thrust change in Fig.8(a) leads to the sudden change of the elevator deflection to keep the altitude.


Fig. 9 shows the phase portrait during the control of the UAV in Case 1. Using the proposed controller, the variables in the phase space follow those references, unlike the controller without the TVS.


Figure7: Results in case of UAV without TVS (Case1)

(a)Input force $\left(-X_{u}-Y_{u}-Z_{u}\right)$

(b)Command force $\left(-X_{u c}-Y_{u c}-Z_{u c}\right)$

(c)Euler angle $(-\phi-\theta-\psi)$

(d)Input steering angle $\left(-\delta_{a}-\delta_{e}-\delta_{r}\right)$

Figure 8: Results in case of UAV with TVS (Case1)

Fig. 10 and Fig. 11 show the numerical results in Case 2. The altitude of the UAV is controlled from the initial value 10 m to the final value 12 m as shown in Fig. 10(a). In this paper, the final value was decided by $20 \%$ higher than the initial value. However, there is no limitation to altitude in the proposed method, but it is necessary to be careful so that the altitude changes slightly. The attitude of the UAV with the TVS in Fig.10(c) is also controlled by control inputs in Fig.10(b) and Fig.10(d) similar to the Case 1.

Moreover, it can be seen in Fig. 11 that the UAV follows the reference in the phase space.


Figure 9: Phase portrait in Case 1
(- reference, - UAV withTVS, - UAV without TVS)

(a)Trajectory of UAV

(b)Input force $\left(-X_{u}-Y_{u}-Z_{u}\right)$


(d)Input steering angle $\left(-\delta_{a}-\delta_{e}-\delta_{r}\right)$

Figure10: Results of the UAV with TVS in Case2


Figure11: Phase portrait in Case2
(- reference, - UAV withTVS.)

## 5. Conclusion

This paper proposed the nonlinear flight control system under disturbance for the UAV with a thrust vectoring system (TVS) using the backstepping method. The results of numerical simulation show that the TVS enables the stable flight even under disturbances for the two cases proposed.

The accurate estimation of the aerodynamic forces would afford the key to succeed the stable flight of the UAV with the TVS. In future work, we will verify the effectiveness of the proposed method experimentally.
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