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Intrusion detection systems are well known for their ability to detect internal and external
intrusions, it usually recognizes intrusions through learning the normal behaviour of users
or the normal traffic of activities in the network. So, if any suspicious activity or behaviour
is detected, it informs the users of the network. Nonetheless, intrusion detection system
is usually prone to a high false positive rate & a low detection rate as a consequence of
the tremendous amount of meaningless information used in the network traffic utilized to
create the intrusion detection system. To overcome that, many techniques like Principal
Component Analysis (PCA), L1-PCA and `2,p-norm based PCA were suggested. However,
these methods are linear and not robust to outliers. This paper introduces the nonlinear
variant of the `2,p-norm principal component analysis. Namely, the nonlinear `2,p-norm
principal component analysis intends to project the data sets into a more feasible form so
that the meaning of the data is damaged as less as possible. The proposed technique is
not uniquely robust to outliers but keeps PCA’s positive properties as well. Experimental
results on the datasets KDDCup99 and NSL-KDD show that the proposed technique is extra
effective, robust and outperform PCA, L1-PCA and `2,p-norm based PCA algorithms.

1 Introduction

Substantial shift in the proliferation of network security tools as
well as the highly sophisticated attacks and intrusions are occurring
in world during this information age. The conventional techniques
in network security landscape such as data encryption, firewalls
& user authentication are not sufficient to protect against existing
threats. In order to detect any damages caused by attackers in
a particular network. Denning [1] has introduced the Intrusion
Detection System (IDS). IDSs are used to analyse network packets
and determine if the intrusion is threat or not. Two types for IDSs
have been developed network-based and host-based IDSs.

Generally, IDS are either, anomaly based or misuse based tech-
niques (equally called knowledge or signature-based) [2]. These
techniques have their advantages and limits. In misuse-based
method, a database of known attacks signatures (also known as
patterns) compares attacks signatures to the data (packets) existing
in the network. When a signature is detected, this method produces
an alarm signalling a known intrusion. However, the weakness of
this method is in its inability to detect new intrusions (or attacks).
In the anomaly-based IDS, behavioural reference of system or net-
work is built based on the use of the data that represent the normal

behaviour. Consequently, the zero day attacks are well managed
and attacks or intrusions in this case are simply any action that
deviates from the pre-defined reference. Nonetheless, due to the
noisy and redundant traffic data that contain many irrelevant fea-
tures, anomaly-based technique may produce a significant amount
of false alarms leading to unsatisfactory detection rate.
To address the issue of high dimensionality, some feature reduction
and feature selection techniques have been used such as the prin-
cipal component analysis (PCA) [3, 4] & the linear discriminant
analysis (LDA) [5]. Additionally in the context of feature extraction,
regularized discriminant analysis RDA [6], the quadratic discrimi-
nant analysis (QDA), with maximum margin criterion(MMC) [7]
have been used.

Other techniques exist which are extended variants of PCA like
for instance: (i) Kernel PCA [8] that maps nonlinearly the original
data into a higher-dimensional space & after that it applies the PCA
algorithm to extract the features (ii) the weighted PCA (WPCA)
[9] it employs a weighted distance to address the impact of outliers
onto the directions, (iii) the popular Fuzzy PCA [10–13] that fuzzify
the original data to get the fuzzy membership for every data &
transform PCA into Fuzzy PCA, (iv) Sparse PCA [14] that extends
the classical PCA by introducing sparsity structures to the input
variables.
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The precedent algorithms are generally based on a global Eu-
clidean structure. Unlike the manifold learning algorithms, which
are well designed to maintain the local geometric structure of data
and captivate the attention of many researchers in machine learning
and the recognition of patterns fields. The most-known manifold
learning techniques are: marginal fisher analysis (MFA) [15], local-
ity preserving projection (LPP) [16] & Neighbourhood Preserving
Embedding (NPE) [17]. MFA is a supervised manifold learning
technique that endures the local manifold information, LPP is mainly
a linear approximation of Laplacian embedding (LE) [18] & NPE
is principally a linear approximation of locally linear embedding
(LLE) [19]. Many interesting methods for dimensionality reduction
have been made based on these techniques (MFA, LPP and NPE).

Lately, and to enhance the effectiveness to outliers for feature
extraction many approaches use several criterion functions like
L1-norm maximization or minimization and nuclear norm [20–25].
Nuclear norm obtains clean data with low-rank structure, however
it remains out of sample issue. L1-norm based subspace learning
method is among them & it turn into a very attractive subject in
dimensionality reduction & machine learning fields. For instance,
[22] developed a technique called L1-PCA, where the projection ma-
trix is obtained through minimizing L1-norm-based reconstruction
error in the objective function of PCA. Solving L1-PCA is com-
putationally costly, to tackle this problem, Kwak [21] proposed a
method called PCA-L1 that solves the principal components through
maximizing the variance, that is computed via L1-norm. To better
demonstrate the efficiency of subspace learning techniques, Kwak et
al. extended L1-norm into Lp-norm and introduced Lp-norm-based
LDA and PCA [26, 27].

However, almost all the L1-norm based PCA techniques can not
optimally minimize the reconstruction error, that is the main point
of PCA. Additionally, these techniques are not invariant to rotation,
which is significant property in learning algorithms [26, 27].
To address these issues, R1-PCA [27] was introduced to minimize
the reconstruction error by way of putting l2-norm on the spatial
dimension and the L1-norm on the data. Optimal mean R1-PCA
[28] was proposed as well, this algorithm uses the optimal mean in
R1-norm instead of the fixed mean utilized in R1-PCA. Inspired by
this, [29] proposed the `2,p-norm based PCA and extends R1-PCA
into a generalized robust distance metric learning formulation for
PCA. The idea behind this algorithm is to utilize `2,p-norm as a
distance metric for the reconstruction error, and uses a non-greedy
algorithm as an optimal solution, that has a closed-form solution in
every iteration. `2,p-norm PCA keeps all PCA’s advantages such as
rotational invariance. The optimal solution involves the covariance
matrix, and it is robust against outliers.

`2,p-norm PCA [29] has its own weaknesses. In fact, it cannot
be efficient against noise and outliers if the data that we are dealing
with have nonlinear structures, which give rise to false results. To
address one of the weaknesses in the area of intrusion detection
system, we suggest a nonlinear version of `2,p-norm based PCA less
prone to outliers. Our nonlinear `2,p-norm based PCA technique is
extra robust than the conventional `2,p-norm based PCA as demon-
strated by the experiments we performed using two well-known
data sets namely KDDcup99 [30–32] and NSL-KDD [33, 34].

The rest of this paper is organized as follows. Section II reviews
`2,p-norm based PCA. Nonlinear `2,p-norm based PCA is suggested

in Section III. In Section IV, we present the simulated datasets. Sec-
tion V reports the experiments and disscussion of the results. The
conclusions are presented in Section VI.

2 `2,p-norm PCA Algorithm
The `2,p-norm based PCA utilized here and from where the nonlin-
ear case is originated was proposed in [29]. The `2,p-norm based
principal component algorithm which Wang & al. suggested in [29]
is mainly based on the principal component algorithm (PCA)[3, 4]
where the large reconstruction errors, dominate the objective func-
tion. In Wang & al. proposed algorithm, the objective function was
extended to reduce the impact of large distance and to include the
rotational invariance. Following, the algorithm is briefly presented.
A more detailed description can be found in [29].
Wang & al. proposed a generalized robust PCA where:

min
W

N∑
i=1

∥∥∥xi −WWT xi

∥∥∥p
2 (1)

subject to WT W = Ik.

where 0 < p ≤ 2.
Notice here that the optimization process of the objective function
(1) is very hard, so they simplified the objective function by using
simple algebra as follows:

N∑
i=1

∥∥∥xi −WWT xi

∥∥∥2
2

∥∥∥xi −WWT xi

∥∥∥p−2
2 (2)

=

N∑
i=1

tr
{
(xi −WWT xi)T ∗ (xi −WWT xi)

}
di (3)

=

N∑
i=1

tr
{
xT

i xi − xiWWT xi − xiWWT xi

+ xiWWT WWT xi

}
di (4)

=

N∑
i=1

tr
{
xT

i xi − xiWWT xi

}
di (5)

where di =
∥∥∥xi −WWT xi

∥∥∥p−2
2 .

Replacing Eq. (5) within the objective function (1), and through
using simple algebra, the function (1) turns into :

min
W

N∑
i=1

tr
{
xT

i xi

}
di −

N∑
i=1

tr
{
WT xixT

i W
}

di (6)

The main goal now, is how to solve the optimal projection matrix
W of the objective function (6). The aim is to obtain a projection
matrix W that will minimize the value of the objective function (6).
The objective function (6) has unknown variables W & di that is
connected with W. Therefore, it is very hard to straightforwardly
solve the objective function (6) since it does not have a closed-form
solution. Therefore, an algorithm will be elaborated now for alter-
nately updating W (while keeping di fixed) and di (while keeping
W fixed). To get extra precise, in the (t + 1)(th) iteration, when d(t)

i
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is known, accordingly we will minimize the objective function (6)
in order to update W. In this particular case, the first term in the
objective function (6) turns into a constant. Consequently, Eq. (6)
becomes:

W∗ = argmax tr(WT XDXT W) (7)

subject to WT W = Ik.
where D is a diagonal matrix & di are its elements on diagonal,

and where the column vectors in W of the objective function (7)
which contains the eigenvectors of XDXT matching to the k largest
eigenvalues. Then, the diagonal element di of the matrix D is up-
dated. Until the algorithm is converged, the prior iterative procedure
will be repeated. The pseudocode of solving the objective function
(1) is summarized in Algorithm 1.

Algorithm 1 `2,p-norm based PCA

Input: X = [x1, x2, x3, ...., xN] ∈ Rm×N , k, p, where X is central-
ized.
Initialize: W1 ∈ Rm×k which satisfies the equation WT W = Ik, t = 1.
While not converge do

1. Calculate diagonal matrix D whose diagonal elements are
di =

∥∥∥xi −WWT xi

∥∥∥p−2
2 .

2. Compute the weight covariance matrix XDXT .

3. Solve W∗ = argmax tr(WT XDXW)
The columns vectors of optimal projection matrix Wt which
contains the first k eigenvectors of XDXT matching to the k
largest eigenvalues.

4. t ← t + 1;

end while
Output: Wt ∈ Rm×k

3 The proposed method

`2,p-norm based PCA [29], like all the linear variants of PCA fails
sometimes in producing the optimal projection vectors since it per-
mits uniquely a linear dimensionality reduction [35]. Therefore, if
we are dealing with complex nonlinear structures of data, that can
be presented differently in a linear space, linear variants of PCA will
skew the results. To address this problem, this section introduces a
new nonlinear version of `2,p-norm based PCA namely nonlinear
`2,p-norm based PCA.

3.1 Nonlinear `2,p-norm PCA Algorithm

We suggest a generalized nonlinear robust PCA where:

min
W

N∑
i=1

∥∥∥xi −WT g(y)
∥∥∥p

2 (8)

subject to WT W = Ik.

Where y = xi ∗ w, 0 < p ≤ 2 and g can be chosen as nonlin-
ear function. In this article, the function g was chosen to be sigmoid
function like:

• Gudermannian function

g(y) =
∫ y

0
1

cosh t dt = 2arctan(tanh( y
2 ))

• Generalised logistic function

g(y) = (1 + e−x)−α, α > 0

• Arctangent function

g(y) = artan y

• Hyperbolic tangent

g(y) = tanh y = ey−e−y

ey+e−y

By utilizing simple algebra, equation (8) will be:

N∑
i=1

∥∥∥xi −WT g(y)
∥∥∥2

2

∥∥∥xi −WT g(y)
∥∥∥p−2

2 (9)

=

N∑
i=1

tr
{
(xi −WT g(y))T ∗ (xi −WT g(y))

}
di (10)

=

N∑
i=1

tr
{
xT

i xi − xiWT g(y) − g(y)Wxi

+ g(y)T WWT g(y)
}

di (11)

=

N∑
i=1

tr
{
xT

i xi − xT
i WT g(y)

}
di (12)

where di =
∥∥∥xi −WT g(y)

∥∥∥p−2
2 .

Replacing Eq. (12) into the objective function (8), The objec-
tive function (8) turns into

min
W

N∑
i=1

tr
{
xT

i xi

}
di −

N∑
i=1

tr
{
WT g(y)xT

i

}
di (13)

Now our ultimate aim is to have a projection matrix W that
can minimize the value of the objective function (13). 2 unknown
variables W and di existing in the objective function (13). Hence,
it will not accept a closed-form solution & it is hard to straightfor-
wardly solve the solution of the objective function (13). Therefore,
an algorithm could be elaborated for alternately updating W (while
keeping di fixed) and di (while keeping W fixed). In more details, in
the (t + 1)(th) iteration, when d(t)

i is known, accordingly W updated
through the minimization the objective function (13). In cases
like these, the first term in the function (13) turns into a constant.
Therefore, Eq. (13) becomes

W∗ = argmax tr(WT g(Y)XT D) (14)

subject to WT W = Ik.
where Y = XW and D is a diagonal matrix & di are its elements

on diagonal. The column vectors in W of the objective function (14)
which contains the eigenvectors of XDXT matching the k largest
eigenvalues. Afterwards, the element di is updated. Until the algo-
rithm is converged, the prior iterative procedure will be repeated.
Finally, we recapitulate the proposed method in Algorithm 2.
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Algorithm 2 Nonlinear `2,p-norm PCA

Input: X = [x1, x2, x3, ....., xN] ∈ Rm×N , k, p, where X is central-
ized.
Initialize: W1 ∈ Rm×k which satisfies the condition WT W = Ik, t =

1.
While not converge do

1. Calculate diagonal matrix D whose diagonal elements are
di =

∥∥∥xi −WT g(y)
∥∥∥p−2

2 .

2. Solve W∗ = argmax tr(WT g(Y)XT D).
The columns vectors of optimal projection matrix Wt that
contain the first k eigenvectors of XDXT matching to the k
largest eigenvalues.

3. t ← t + 1;

end while
Output: Wt ∈ Rm×k

4 The Simulated Datasets
In this section, we present briefly the two datasets utilized during our
experiments as well as the pre-processing step used to standardize
these datasets.

4.1 KDDCup99 dataset

The KDDCup99 [30, 31] dataset was utilized in the KDD (Knowl-
edge Discovery & Data Mining Tools Conference) Cup 99 Compe-
tition [32]. It is created & managed by DARPA Intrusion Detection
Evaluation Program, since it was derived from the original DARPA
dataset. It does contain several TCPdump raws, collected over 9
weeks.

The creation of the dataset was achieved in two phases: the
first phase took over seven weeks and it was dedicated to create the
training data. The full training data has almost 5 million connection
records. The second phase took 2 weeks and it was dedicated to
create the test data which represents two million connection records.

Almost 20% of the 2 datasets are normal connections (not at-
tacks). Concerning attack connections, the 39 types of attacks are
categorized into 4 categories: DOS, R2L, U2R, PROBE.

• Denial of Service (DoS) attacks, the attacker seeks to make
some resources unavailable to handle simple and legitimate
requests, consequently denying legitimate users access to a
resource.

• Probe attacks, the attacker seeks to search out as much as
possible network vulnerabilities and collect information via
scanning a network.

• Remote-to-Local (R2L) attacks, the attacker seeks to gain ac-
cess to the targeted system in an illegal way via transmitting
packets to a machine over a network, then exploits machines
vulnerability through compromising the security by the way
of password guessing/breaking.

• User-to-Root (U2R) attacks, by utilizing Buffer overflow at-
tack, the attacker seeks to gain root access to the system
through just having a normal user account.

We can classify KDDCup99 features into three categories:

• Basic features: This group contains all the attributes that
could be excerpted from a TCP/IP connection. The vast ma-
jority of these features usually engender an indirect delay in
detection.

• Traffic features: The features belonging to this group are
calculated in regard to a window interval.

• Content features: More than half of Probing and DoS attacks
possess countless intrusion frequent sequential patterns, it
is caused because these attacks carry out numerous connec-
tions to the host(s) in a lapse of time. On the other side, The
U2R and R2L attacks are encapsulated in the payload of the
packets, & usually contain uniquely a single connection, con-
sequently, they do not have any intrusion frequent sequential
patterns. To identify these types of attacks, some extra fea-
tures are required to identify doubtful behavior in the packet
payload. We call these features “content features”.

4.2 NSL-KDD dataset

NSL-KDD [33, 34] was proposed to solve some of KDDcup99
dataset drawbacks. The main ameliorations are:

1. An acceptable number of train sets (125973 samples) & test
sets (22544 samples), that is rational and make it easier to
make experiments with the entire data set.

2. The non-existence redundancy sample in the dataset & there-
fore it enables the classifiers to generate an un-skewed result.

3. The training set has different probability distribution com-
pared to the test set.

4. Unknown attack types are existing in the test set, & they do
not exist in the training set that makes it more reasonable.

It should be mentioned that the attack classes existing in the
NSL-KDD database are also classified into 4 categories: DOS, R2L,
U2R, PROBE and for every record there are 41 attributes develop-
ping different features of the flow & a label assigned to each either
as an attack type or as normal.

4.3 The pre-processing step

Some classifiers generate a improved accuracy rate on normalized
data sets, this is why the pre-processing step is more than crucial.
This step was successfully carried out by replacing the discrete
attributes values of the databases toward continuous values through
exploring the same idea utilized in [36], the concept will be ex-
plained briefly as follow: for any discrete attribute i that accept k
dissimilar values. The attribute i can be asserted via k coordinates
include ones & zeros. For example, the attribute called protocol
type, that takes 3 values, i.e. tcp, udp or icmp. According to the con-
cept, the prior values turn into their equivalent coordinates (1,0,0),
(0,1,0) or (0,0,1).
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5 Experiments and Discussion

The current section is dedicated to present the experiments car-
ried out to show the efficiency of our proposed algorithm. To
examine our approach we used the popular datasets KDDcup99 &
NSL-KDD, additionally we compare our method with PCA [3, 4],
L1-PCA [22], `2,p-norm based PCA [29] to prove the effectiveness
of our algorithm. The following measures are calculated: detection
rate (DR), false positive rate (FPR) & F-measure presented under-
neath:

DR =
T P

T P + FN
∗ 100 (15)

FPR =
FP

FP + T N
∗ 100 (16)

FMeasure =
2 ∗ T P

2 ∗ T P + FP + FN
∗ 100 (17)

where True positives (TP) are attacks successfully predicted. False
negatives (FN) correspond intrusions classified as normal instances,
false positive (FP) are normal instances badly classified, & true
negatives (TN) are normal instances successfully predicted. We con-
siderate that the most trustworthy and effective feature extraction
algorithm is the one with the highest DR / F-measure & with the
lowest FPR.

Figure 1: Evaluation of different values of the parameter p on KDDcup99 database.

In all our experiments, we utilized the nearest neighbour classi-
fier since our goal is examining the efficacity of the feature extrac-
tion technique, and in order to obtain results that are more realistic
we calculated the mean of twenty times. Hence, DR, F-measure and
FPR took the average. We carried several experiments to test our
approach, and each experiment has its own simulation settings.

Regarding the simulation settings of our first experiments, we
choose to keep the test dataset intact with the following composition
(100 normal data, 100 DOS data, 50 U2R data, 100 R2L data, and
100 PROBE), and vary the number of training samples. The main
idea behind our first experiment is to evaluate all the techniques
cited before under multiple training dimensionality.

Figure 2: Evaluation of different values of the parameter p on NSL-KDD database.

The first two experiments were made to define the adequate
initial parameter p as well as the nonlinear function that increases
the efficiency of the nonlinear `2,p-norm based PCA.
Figure 1 and Figure 2 plot the values of the detection rate versus
the training data with different values of p for both datasets (KDD-
Cup99 & NSL-KDD). As it is shown in Figure 1 and Figure 2, the
detection rate is at its lowest values when p is 2. However, when p
=1 and p=0.5, it increases the detection rate for both datasets. The
explanation for this is if we increase the value of p the impact of
outliers will increase, thus the value of the reconstruction error will
be huge and dominate the objective function 8. Consequently, we
set p to 0.5 for the next experiments.

The second experiment, as explained before, aims to find the
best nonlinear function that enhances the effectiveness of our pro-
posed technique. The Figure 3 and Figure 4 depict the values of
the detection rate using four different sigmoidal functions for both
datasets (KDDCup99 & NSL-KDD). As it is seen in Figure 3 and
Figure 4 the hyperbolic tangent is the function that produce the
highest detection rate on KDDCupp99 database as well as for the
NSL-KDD database. Therefore, we will be using this function in
the rest of our experiments.

Figure 3: Evaluation of different nonlinear functions on KDDcup99 database.

Figures 5, 6 and 7 show the results we obtained when com-
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paring our technique to the precedent linear PCA algorithms for
KDDcup99 dataset. As stated in the Figure 5 and 7, we notice that
Nonlinear `2,p-norm based PCA surpasses all PCA algorithms once
the training data exceed 2200. The simple reason that explain this
phenomenon is that the more our training data is big the more out-
liers are visible. Since the other models except Nonlinear `2,p-norm
based PCA are linear, hence they will be more sensitive to outliers,
which reduce their effectiveness.

Figure 4: Evaluation of different nonlinear functions on NSL-KDD database.

Figure 5: Training data vs. DR for KDDcup99 database.

Another explanation to that is the distribution nature of data, i.e
if the structure of data is nonlinear or extra-complex, that can be
badly resented in a linear space, the linear models of PCA will be
less efficient.

Regarding FPR, Figure 6 exhibits that maximum value of the
false positive rate of the suggested algorithm is around 3%. This
proves that the approach has the ability to differentiate normal con-
nections from attacks.

Concerning NSL-KDD dataset, Figures 8, 9 and 10 assert that
the nonlinear `2,p-norm based PCA overcomes the linear variants
of PCA, and it enhances the detection rate by at least 6% over PCA
and L1-PCA, 3% over `2,p-norm based PCA. Also, as we observe
from the Figure 9 the proposed approach still produce the lower
values for the false positive rate compared to linear PCA models.

Figure 6: Training data vs. FPR for KDDcup99 database.

Figure 7: Training data vs. F-measure for KDDcup99 database.

Figure 8: Training data vs. DR for NSL-KDD database.

In the second experiment, we examinated the suggested ap-
proach when changing the number of principal component, we
choose just 10 of the 41 principal components and increased their
number during the simulation.
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Figure 9: Training data vs. FPR for NSL-KDD database.

Figure 10: Training data vs. F-measure for NSL-KDD database.

Figure 11: Principal Components vs. DR for KDDcup99 database.

Note that the simulation settings were different from the first
experiment. This time we utilized the following composition: for
the training samples (1000 normal, 100 DOS, 50 U2R, 100 R2L and
100 PROBE) and for the test samples (100 normal data, 100 DOS

data, 50 U2R data, 100 R2L data and 100 PROBE ) choosed in a
random way for the two databases (KDDcup99 & NSL-KDD).

Figure 12: Principal Components vs. FPR for KDDcup99 database.

Figure 13: Principal Components vs. F-measure for KDDcup99 database.

Figure 14: Principal Components vs. detection rate for NSL-KDD.

From Figure 11 and 13, we can see that nonlinear `2,p-norm
based PCA takes the lead over the linear PCA models and preserves
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its superiority in producing high DR and F-measure values, it gives
at least a 60 % for the first principal component and achieves around
67% as a maximum detection rate, and at least 75 % for the first
principal component and gets around 84% as a maximum F-measure
value. Additionally, we observe that the new approach outperform
all the other linear PCA variants. Concerning the FPR, we can see
from Figure 12 that nonlinear `2,p-norm based PCA gives the lowest
FPR unlike the aforementioned linear once.

Figure 15: Principal Components vs. False positive rate for NSL-KDD.

Figure 16: Principal Components vs. F-measure for NSL-KDD.

When we have performed identical experiment on NSL-KDD
dataset, as it is clear from the Figures 14 and 16 that the new
approach ensure improved rates of DR and F-measure over the
linear PCA algorithm. For the false positive rate, as illustrated in
the Figure 15, the proposed method has fewest false positive rate
starting from the third principal component.

In the fourth simulation, we computed the amount of time con-
sumed by each algorithm for both datasets. From figures 17 and
18, we observe that for both dataset the amount of time (CPU time)
required is increasing proportionally as the principal components
PCs number is increasing for all techniques. The only difference is
that the suggested technique is a little more computationally speedy
than the other algorithms which is expected.

Figure 17: Principal Components vs. CPU time (s) for KDDCup99 database.

Figure 18: Principal Components vs. CPU time (s) for NSL-KDD database.

To get further insights about the effectiveness of the proposed ap-
proach, we carried an experiment where we calculated the detection
rates for every single attack category for the aforementioned PCA
variants as well as the proposed approach. We can observe clearly
in Table 1 and Table 2 that the proposed technique outperform
the others variants in identifying attacks for the KDDCup99 and
NSL-KDD datasets.

Table 1: Attacks Detection Rate for PCA, L1-PCA, `2,p-norm PCA and Nonlinear
`2,p-norm PCA for KDDCup99 dataset.

Method DOS U2R R2L Probing

DR(%)

PCA 68,7656 8,7329 4,7734 92,1342
L1-PCA 72,3478 15,4635 4,1315 91,4325
`2,p-norm PCA 74,9319 16,8951 4,1111 92,8325
Nonlinear `2,p-norm PCA 76,5314 17,0132 4,6783 94,1311
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Table 2: Attacks Detection Rate for PCA, L1-PCA, `2,p-norm PCA and Nonlinear
`2,p-norm PCA for NSL-KDD dataset.

Method DOS U2R R2L Probing

DR(%)

PCA 67,6656 7,6319 4,6623 91,1142
L1-PCA 71,3468 14,3525 4,1214 90,3215
`2,p-norm PCA 73,8219 15,9715 4,0123 91,7523
Nonlinear `2,p-norm PCA 74,3441 16,1023 4,7738 93,1125

6 Conclusion
In the current paper, we suggest a nonlinear variant of the `2,p-norm
based PCA, the suggested algorithm showed significant improve-
ments compared to the original one. In addition, integrating non-
linear `2,p-norm based PCA into our intrusion detection system
(IDS) makes the prior more efficient and powerful against outliers.
As we showed earlier, experiments on the popular datasets KDD-
cup99 & NSL-KDD demonstrate that the nonlinear `2,p-norm PCA
outperforms and show its superiority over PCA, L1-PCA and the
original variant `2,p-norm PCA. In the future works, we will attempt
to test our IDS on recent datasets and and develop other variants of
`2,p-norm PCA.
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