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 Hypertensive or high blood pressure is a medical condition that can be driven by several 
factors. These factors or variables are needed to build a classification model of the 
hypertension dataset. In the construction of classification models, class imbalance 
problems are often found due to oversampling. This research aims to obtain the best 
classification model by implementing the Support Vector Machine (SVM) method to get the 
optimal level of accuracy. The dataset consists of 8 features and a label with two classes: 
hypertensive and non-hypertensive. Overall test result performance is then compared to 
assess between SVM combined with SMOTE and not. The results show that SMOTE can 
improve the accuracy of the model for unbalanced data into 98% accuracy compared to 
91% accuracy without SMOTE.  
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1. Introduction 

Hypertension or high blood pressure is a disease that can 
possibly lead to death. Based on the report obtained from the 
Center of Data and Information, Indonesian Ministry of Health, 
hypertensive is currently still being a major health concern with a 
prevalence of 25,8%. On the other hand, the implementation of 
database technology in the health sector continues to grow rapidly. 
The amount of data stored in the database is increasing and 
requires further processing to produce valuable information and 
knowledge [1] .  

The field of science in which data can be processed into 
knowledge is called data mining. Data mining is a technique that 
includes a learning process from a machine or computer to 
automatically analyze and extract knowledge. Classification is one 
of the basic functions in data mining—a technique that can be used 
to predict membership of data groups. The process consists of 
finding a model (or function) that describes and distinguishes 
classes of data or concepts [2].  

Support Vector Machine (SVM) is one method in classification 
that maps nonlinear input data to several higher dimensional 
spaces where data can be separated linearly, thus providing a large 
classification or regression performance [3] . 

 SVM works based on the principle of Structural Risk 
Minimization (SRM). SRM in SVM is used to guarantee the upper 

limit of generalization in the data collection by controlling the 
capacity (flexibility) of learning outcomes hypothesis [4]. SVM 
has been used extensively to classify several medical problems, 
such as diabetes and pre-diabetes classification [5], breast cancer  
[6] and a heart disease [7] . Based on previous study in liver disease 
dataset, SVM is known as the classifier compared to naïve bayes. 

Meanwhile, problems with unbalanced data are often found 
due to oversampling which reduces data quality in model 
construction process. The imbalance of data lies in the unbalanced 
proportion of the number of categories between independent 
variables with large difference, thus the majority and minority data 
class are formed. This condition cause the classification model to 
be unequal in predicting the minority data class, even though this 
class still has importance as the object of modeling analysis [8]. 
Problems are found in the dataset used in this research, where the 
number of non-hypertensive classes is far greater than the number 
of hypertensive classes. 

Unbalanced data handling needs to be done before modeling 
stage to develop a classification model with the highest degree of 
accuracy for all classes. Two techniques to tackle the issue of 
unbalanced data are Synthetic Minority Oversampling Technique 
(SMOTE) [9] and Cost Sensitive Learning (CSL) [10]. SMOTE 
balances the two classes by making systematic data for minority 
class, while CSL will take into account the impact of 
misclassification and provide data weighting [8]. This research 
will cover the performance identification of hypertensive dataset 
modeling that implements classification method with SMOTE and 
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without SMOTE. The main purpose of this study aims to uncover 
the significance of oversampling technique implementation for 
unbalanced data by answering the hypothesis that the combination 
of the SVM classification method with SMOTE can improve the 
accuracy of the model. 

2. Synthetic Minority Oversampling Technique (SMOTE) 

The problem of data imbalance occurs due to a large difference 
between the number of instances belonging to each data class. Data 
classes having comparatively more objects are called major 
classes, while others are called minor classes [11]. The use of 
unbalanced data in modeling affects the performance of the models 
obtained. Processing algorithms that ignore data imbalances will 
tend to be focus too much on major classes and not enough to 
review minor classes [9]. The Synthetic Minority Oversampling 
Technique (SMOTE) method is one of the solutions in handling 
unbalanced data with another different principle from 
oversampling method that has been previously proposed. 
Oversampling method focuses on increase random observations, 
while the SMOTE method increases the amount of minor class 
data and make it equivalent to the major class by generating new 
artificial instances [12] .  

There are many challenges in dealing with issues of data that 
are out of balance with the oversampling technique. These 
problems are related to the addition of random data which can 
cause overfitting [13]. The SMOTE method is one of the 
oversampling technique solutions which has the advantage of 
being successfully applied to various domains as shown in 
algorithm 1 [14].  

Algorithm 1 SMOTE Algorithm 
1. Function SMOTE(T, N, k) 

 Input : T; N; k   ->#minority class examples, Amount of 
oversampling, #nearest neighbors 
Output: (N/100) * T synthetic minority class samples 
 Variables: Sample [] []: array for original minority class 
samples; 
 newindex: keeps a count of number of synthetic samples 
generated, initialized to 0; Synthetic[][]: array for synthetic 
samples 

2. if N < 100 then 
3.       Randomize the T minority class samples 
4.       T = (N/100)*T 
5.       N = 100 
6. end if 
7. N = (int)N/100 .  -> The amount of SMOTE is assumed to be 

in integral multiples of 100. 
8. for i = 1 to T do 
9.       Compute k nearest neighbors for i, and save the indices in 

the nnarray 
10. POPULATE(N, i, nnarray) 
11. end for 
12. end function 

 
Artificial data or synthesis is made based on k-NN algorithm 

(k-nearest neighbor). The number of k-nearest neighbors is 
determined by considering the distance between data points of all 
features. The process of generating artificial data for the numerical 
data is different from the categorical data. Numerical data are 

measured by their proximity to Euclidean distance while 
categorical data are generated based on mode value—the value that 
appears most often [12]. Calculation of the distance between 
classes with categorical scale variables is done by the Value 
Difference Metric (VDM) formula, as follows: 

∆ (𝑋𝑋,𝑌𝑌) =  𝑤𝑤𝑥𝑥𝑤𝑤𝑦𝑦 ∑ 𝛿𝛿𝑁𝑁
𝑖𝑖=1 (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)𝑟𝑟 (1) 

where 

∆ (𝑋𝑋,𝑌𝑌) : the distance between observations X and Y 

𝑤𝑤𝑥𝑥𝑤𝑤𝑦𝑦 : observe weight (negligible) 

N  : number of explanatory variables 

R             : worth 1(Manhattan distance) or 2 (Euclidean 
distance) 

𝛿𝛿(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)𝑟𝑟: distance between categories, with the formula: 

𝛿𝛿(𝑣𝑣1𝑣𝑣2) =  ∑ �𝐶𝐶1𝑖𝑖 𝐶𝐶2𝑖𝑖
𝐶𝐶1 𝐶𝐶2

� 𝑘𝑘𝑛𝑛
𝑖𝑖=1                 (2) 

where  

𝛿𝛿(𝑣𝑣1𝑣𝑣2)  : distance between V1 and V2 

𝐶𝐶1𝑖𝑖          : number of V1 that belongs to class i 

𝐶𝐶2𝑖𝑖          : number of V2 included in class i 

I              : number of classes ; i = 1,2,…..,m 

𝐶𝐶1           : number of values of 1 occurs 

𝐶𝐶2           : number of values of 2 occurs 

N            : number of categories 

K            : constants (usually 1) 

3. Proposed Research Stages 
This research applies a quantitative approach for a case study 

of hypertensive. Overall, the steps involved consisted of three 
parts: (1) data pre-processing, (2) building the model and (3) 
evaluating model performance. The methods used are SVM, ELM, 
over sampling and under sampling. The performance models are 
compared with each other. The following are the stages of 
completing the methodology to be completed. 

4. Hypertension Dataset 
 This research is carried out using a hypertension dataset 
published in the Kaggle repository sourced from National Health 
and Nutrition Examination Survey (NHANES) for the year 2008-
2016 (https://www.kaggle.com/felmco/nhanes-hypertensive-
population-20082016/kernels) with 24435 data rows. A total of 9 
features contained in the dataset, as follows:  

a. SEQN, 
b. Gender (Male - 1 and Female - 2), 
c. Age range (from 20 years to 80 years, divided into 

category 1 to 6), 
d. Race (consists of 1-Mexican American, 2-Other 

Hispanic, 3-Non-Hispanic White, 4-Non-Hispanic Black, 
and 5-Other Race), 

e. BMI Range (average body mass index, starting at less 
than 18,5 kg defined as underweight, normal weight 
(between 18,5 to 24,9 kg) and overweight(more than 30 
kg), 

http://www.astesj.com/


N. Matondang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 4, 432-437 (2020) 

www.astesj.com     434 

f. Kidney health condition, 
g. Smoking cigarette or non-smoking, 
h. Diabetes (diabetes, non-diabetes and borderline), and  
i. HPCLASS which has been labeled as class 1 

(hypertensive) and class 0 (non-hypertensive). 
Samples of all the features in the dataset are shown in Table 1. 
The dataset will be pre-processed before the modeling. 

 
Figure: 1. Research Methodology 

Table 1. Sample rows from Hypertensive dataset 

Seqn 
Gen 
der 

Age 
Range 

Ra 
ce 

Bmi 
Range 

Kid 
ney Smoke 

Dia 
betes 

Hyp 
class 

41475 2 5 5 4 2 2 2 0 

41485 2 1 2 3 2 2 2 0 

41494 1 2 1 3 2 1 2 0 

41516 2 6 3 4 2 1 1 0 

41526 2 5 3 3 2 1 2 0 

41542 2 4 4 4 2 2 1 0 

41550 1 3 1 2 2 1 2 0 

41576 1 5 4 4 2 1 1 0 

41595 2 6 3 1 2 1 2 0 

41612 2 6 3 3 2 2 2 0 

41625 2 1 1 4 2 2 2 0 

41639 1 2 1 4 2 2 2 0 

41674 1 1 4 2 2 2 2 0 

41687 1 2 1 2 2 2 2 0 

41697 2 1 2 4 2 2 2 0 

41711 2 6 3 3 2 2 2 0 

41729 1 4 3 4 2 1 2 0 

5. Feature Selection 

In the pre-processing stage, the selection or extraction of all 
features of the data is carried out to get the most influential features 
improve the performance or accuracy of the classification model. 
Originally, the hypertensive dataset contains of 9 features of the 
hypertension dataset. The selection implemented by removing a 
feature "SEQN" in the first column of the dataset which has no 
effect and only displays the order. The label or class for this dataset 
is presented in "HYPCLASS" variable. 

In the problem of feature selection we wish to minimize 
equation [15] over 𝜎𝜎 and α:. The support vector method attempts 
to find the function from the set f(x, w, b) = w . 𝜙𝜙(x) + b that 
minimizes generalization error. We first enlarge the set of 
functions considered by the algorithm to f(x, w, b, 𝜎𝜎) = w . 𝜙𝜙 (x * 
𝜎𝜎) + b. Note that the mapping 𝜙𝜙 𝜎𝜎(x) = (x * 𝜎𝜎) can be represented 
by choosing the kernel function K in equations. [16]: 

𝐾𝐾𝜎𝜎(𝑥𝑥, 𝑦𝑦) = 𝐾𝐾 �(𝑥𝑥 ∗  𝜎𝜎), (𝑦𝑦 ∗  𝜎𝜎)� = (𝜙𝜙𝜎𝜎(𝑥𝑥).𝜙𝜙𝜎𝜎(y)              (3) 

for any K . Thus for these kernels the bounds in Theorems still 
hold. Hence, to minimize T(σ,α) over α and σ we minimize the 
wrapper functional T_wrap in equation where Talg is given by the 
equations choosing a fixed value of σ implemented by the kernel. 
Using equation one minimizes over σ: 

𝑅𝑅2𝑊𝑊2(𝜎𝜎) = (𝑅𝑅2(𝜎𝜎) 𝑊𝑊2(𝜎𝜎0,𝜎𝜎)                                                                (4) 

where the radius R for kernel Ku can be computed by 
maximizing : 

𝑅𝑅2(𝜎𝜎) =  
𝑚𝑚𝑚𝑚𝑚𝑚
𝛽𝛽  �𝛽𝛽𝑖𝑖𝐾𝐾𝜎𝜎( 𝑋𝑋𝑖𝑖 ,

𝑖𝑖

 𝑋𝑋𝑖𝑖) −  �𝛽𝛽𝑖𝑖𝛽𝛽𝑖𝑖𝐾𝐾𝜎𝜎  �𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑗𝑗�                     (5)
𝑖𝑖,𝑗𝑗

 

subject ∑ 𝛽𝛽𝑖𝑖 = 1,𝛽𝛽𝑖𝑖  ≥ = 0, 𝑖𝑖 = 1, … , ℓ, 𝑎𝑎𝑎𝑎𝑎𝑎 𝑊𝑊2 (𝛼𝛼0,𝜎𝜎)𝑖𝑖  is 
defined by the maximum of functional using kernel. In a similar 
way, one can minimize the span bound over 𝜎𝜎 instead of equation. 

Finding the minimum of  𝑅𝑅2𝑊𝑊2over 𝜎𝜎 requires searching over all 
possible subsets of n features which is a combinatorial problem. 
To avoid this problem classical methods of search include greedily 
adding or removing features (forward or backward selection) and 
hill climbing. All of these methods are expensive to compute if n 
is large. 

As an alternative to these approaches we suggest the following 
method: approximate the binary valued vector 𝜎𝜎  ∈ {0,1}𝑛𝑛 with a 
real valued vector 𝜎𝜎 ∈  ℝ𝓃𝓃. Then, to find the optimum value of 𝜎𝜎 
one can minimize 𝑅𝑅2𝑊𝑊2, or some other differentiable criterion, by 
gradient descent. As explained in the derivative of our criterion is: 

𝜕𝜕𝑅𝑅2𝑊𝑊2(𝜎𝜎)
𝜕𝜕 𝜎𝜎𝑘𝑘

=  𝑅𝑅2(𝜎𝜎)
𝜕𝜕𝑅𝑅2𝑊𝑊2(𝛼𝛼0,𝜎𝜎)

𝜕𝜕 𝜎𝜎𝑘𝑘
+  𝑊𝑊2(𝛼𝛼0,𝜎𝜎) 

𝜕𝜕𝑅𝑅2(𝜎𝜎)
𝜕𝜕 𝜎𝜎𝑘𝑘

 

𝜕𝜕𝑅𝑅2(𝜎𝜎)
𝜕𝜕 𝜎𝜎𝑘𝑘

=  �𝛽𝛽𝑖𝑖0  
𝜕𝜕𝐾𝐾𝜎𝜎(𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑗𝑗)

𝜕𝜕 𝜎𝜎𝑘𝑘
 

𝑖𝑖

�𝛽𝛽𝑖𝑖0𝛽𝛽𝑗𝑗0𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗  
𝜕𝜕𝐾𝐾𝜎𝜎(𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑗𝑗)

𝜕𝜕 𝜎𝜎𝑘𝑘
 

𝑖𝑖,𝑗𝑗

 

𝜕𝜕𝑊𝑊2(𝛼𝛼0,𝜎𝜎)
𝜕𝜕 𝜎𝜎𝑘𝑘

= −�𝛼𝛼𝑖𝑖0𝛼𝛼𝑗𝑗0𝑌𝑌𝑖𝑖𝑌𝑌𝑗𝑗  
𝜕𝜕𝐾𝐾𝜎𝜎�𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑗𝑗�

𝜕𝜕 𝜎𝜎𝑘𝑘
 

𝑖𝑖,𝑗𝑗

                                           (6) 

We estimate the minimum of 𝜏𝜏(𝜎𝜎,𝛼𝛼) by minimizing equation 
in the space 𝜎𝜎 ∈ ℝ𝑛𝑛using the gradients with the following extra 
constraint which approximates integer programming. 
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𝑅𝑅2𝑊𝑊2(𝜎𝜎) +⋋  �(𝜎𝜎𝑖𝑖)𝑝𝑝
𝑖𝑖

                                                                             (7) 

subject to ∑ 𝜎𝜎𝑖𝑖 = 𝑚𝑚,𝑖𝑖 𝜎𝜎𝑖𝑖  ≥ 0, 𝑖𝑖 = 1, … , ℓ..  

For large enough ⋋ , as p -> 0 only m elements of 𝜎𝜎 will be 
nonzero, approximating optimization problem 𝒯𝒯(𝜎𝜎,𝛼𝛼). One can 
further simplify computations by considering a stepwise 
approximation procedure to find m features. To do this one can 
minimize 𝑅𝑅2𝑊𝑊2(𝜎𝜎) with 𝜎𝜎 unconstrained. One then sets the q « n 
smallest values of 0" to zero, and repeats the minimization until 
only m nonzero elements of 𝜎𝜎 remain. This can mean repeatedly 
training a SVM just a few times, which can be fast. 

6. Results 

Hypertensive data are classified into hypertensive (1) and non-
hypertensive (0) classes. 80% of available data is allocated for 
training set andremaining 20% for the test set. Data validation is 
done by the split validation method by dividing three times the test 
data and three times the training data. Detailed description will be 
explained in the following subsection. 

6.1 Data Visualization 

Data visualization is a technique used to communicate data or 
information in the form of visual objects. In this section, 
visualization data done by using Python will be displayed in the 
form of bar graphs. Figure 2 shows the original results of two 
classifications in hypertension dataset—consists of 7399 
hypertensive classes and 17035 non-hypertensive classes. Based 
on the graph, it can be concluded that the hypertensive class is 
having comparatively fewer objects than non-hypertensive class.  

 
Figure.2. Proportion between Hypertensive and Non-Hypertensive 

The following graph in Figure 3 shows that the sample of 
hypertensive patients has greater number in male gender, 
otherwise non-hypertensive data are dominated with female. 

 
Figure 3: Population by gender hypertensive Gender 

 below shows that the samples of hypertensive and 
non-hypertensive patients are mostly dominated by the race 
number 3 (Non-Hispanic White). 

 
Figure 4. Population by Race 

SVM Model and K Fold Cross Validation 

The pre-processed data is then used in building the model with 
the Support Vector Machine (SVM) method. Validation on the 
SVM classifier model uses the model that has been built with 2 
classes of hypertensive and non-hypertensive, in which the value 
of k = 10 for the K-Fold Cross Validation method. The validation 
results correspond to the optimal accuracy based on the K-Fold 
method. Cross Validation rises slightly from initial experiment, 
where the SVM classifier model has the highest accuracy in the 5th 
iteration with the highest accuracy value of 95% (average value = 
90.2%). The assessment method using the SVM classification 
method uses the 10-Fold Cross Validation method as presented in 
Table 1. 

Table 2. K Fold Cross Validation with SVM 

    
K-
Fo
ld 1 2 3 4 5 6 7 8 9 10 

Iterat
ion to 

Accur
acy 

Value
% 

1 1 2 3 4 5 6 7 8 9 10 1 93 
2 1 2 3 4 5 6 7 8 9 10 2 90 
3 1 2 3 4 5 6 7 8 9 10 3 89 
4 1 2 3 4 5 6 7 8 9 10 4 89 
5 1 2 3 4 5 6 7 8 9 10 5 95 
6 1 2 3 4 5 6 7 8 9 10 6 91 
7 1 2 3 4 5 6 7 8 9 10 7 93 
8 1 2 3 4 5 6 7 8 9 10 8 87 
9 1 2 3 4 5 6 7 8 9 10 9 85 

10 1 2 3 4 5 6 7 8 9 10 10 90 
Average 90,2 

Based on the Figure 3 in the previous sub-section, imbalance 
data are found in hypertensive class (minor class) which is having 
comparatively fewer objects than non-hypertensive class (major 
class). In this experiment, oversampling will be carried out on the 
minority with the Synthetic Minority Over-sampling Technic 
(SMOTE) method which is a popular method applied in order to 
deal with cl class ass imbalance. [9] 

This technique synthesizes new samples generated from minor 
class to balance the dataset. New instances of the minor class 
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obtained by forming convex combinations from neighboring 
instances. Through the number of n_sample = 12000, n_features 
= 2, n_split = 7 and n_repeats = 4, the accuracy obtained from 
SVM model is increased to 98%. Figure 5 shows the comparison 
the value of class 0 (non-hypertensive) and class 1 (hypertensive) 
after implementing SMOTE method. 

 

Figure.5. Hypertensive dataset experiment with SMOTE 

The following is how the SMOTE algorithm works 

Step 1: Setting the minority class set A, for each 𝜒𝜒 ∈ 𝐴𝐴, the k-
nearest neighbors of x are obtained by calculating the Euclidean 
distance between x and every other sample in set A. 

Step 2: The sample rate N is set according to the imbalanced 
proportion. For each 𝜒𝜒 ∈ 𝐴𝐴 , N examples (i.e x1, x2, …xn) are 
randomly selected from its k-nearest neighbors, and they construct 
the set 𝐴𝐴1. 

Step 3: For each example 𝜒𝜒𝑘𝑘 ∈  𝐴𝐴1 (k=1,2,3,…N), the following 
formula is used to generate a new example: 

𝜒𝜒" =  𝜒𝜒 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (0,1) ∗ |𝜒𝜒 − 𝑋𝑋𝑘𝑘 

6.4 Performance of SMOTE and Non-SMOTE Classification 
Results 

Confusion Matrix is used to measure the performance of SVM 
with SMOTE and SVM performance without SMOTE to classify 
hypertensive. Then the calculation of accuracy, precision, and 
recall values is done by calculating the average value of accuracy, 
precision and recall in each class as shown in Table 3. 

Table 3.  Results of Comparison of Precision and Recall Values 

Class Non-SMOTE SMOTE 

SVM Classifier SVM Classifier 

Precision Recall Precision Recall 

Hypertensive 0.88 0.88 0.93 0.85 

Non 
Hypertensive 

0.94 0.94 0.88 0.94 

Table 4. Average Accuracy Value 

Class Matrix SVM Classifier 
Non-SMOTE SMOTE 

Hypertensive Accuracy 91% 98% 
Non 
Hypertensive 

Accuracy 91% 98% 

From these results, it can be analyzed the effect of SMOTE on 
the performance of the SVM classification algorithm. The graphic 
representation of classification model performance result for 
hypertensive data using SVM classifier with 10-Fold Cross 
Validation and SMOTE and thus without SMOTE is presented in 
Figure 6. 

 

 The results using the combination of SVM and SMOTE, 
outperformed the SVM classification without SMOTE. The 
average accuracy based on SVM classifier with SMOTE is higher 
(98%) compared to SVM classifier without SMOTE (91%). 

7. Conclusion 

 The SVM classification method with a K-Fold Cross 
Validation resulted on the average of 90.2% of accuracy. SVM is 
known as a classification method with good prediction results. 
Based in the experiment conducted in this research, the resulting 
model is increasing to optimal after running imbalanced dataset 
using SMOTE with the average of 98% accuracy results. 
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