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 The effects of Covid-19 severely affected the Thai higher education model. Therefore, there 
are three significant objectives in this research: (1) to cluster the mindsets and attitudes 
toward self-regulated learning styles of undergraduate students at the University of 
Phayao. (2) to construct a predictive model for recommending an appropriate student 
learning clusters. (3) to evaluate the predictive model that has been constructed. Samples 
collected a compilation of 472 student satisfaction with questionnaires from three schools, 
with seven disciplines at the University of Phayao, Thailand. Research tools consisted of 
statistical and machine learning techniques as follows: frequency, percentage, average, 
standard deviation, k-means clustering, decision tree techniques, cross-validation methods, 
confusion matrix performance, accuracy, precision, and recall measurement. Researcher 
found that the k-means model with the highest accuracy is the decision tree model that was 
classified into three clusters by dividing the model testing into the leave-one-out cross-
validation method with a depth of seven levels of the decision tree model and an accuracy 
of 98.73%. From the results and studies, it can be concluded that the developed model is 
effective and reasonable to be further developed as an application for further 
organizational development. 
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1. Introduction 

Nowadays, the learning behavior of youth and the new 
generation has changed dramatically which have made 
educational system unable to cope with acts that wants to inquire 
more about the issue than just following what is instructed. The 
results have created learning that is more aligned with the new 
generation who demand to know more and expand their interests 
[1]–[5]. The learning styles of the new generation of children are 
highly identified as having a limited attention, known as ADHD: 
Attention Deficit Hyperactivity Disorder [6], [7]. In addition, the 
device addiction and mobile addiction symptoms are more 
intensifying and widespread among youth and the younger 
generation [8].  

These type of behaviors often lead into internet addiction [9]. 
In 2009, a medical study found that the average age of internet 
addicts was 17.6 years (range: 12-27 years), as the use of internet 
was nine hours a day and increasing in proportion [9]. In 2016, 

there was a study of personality and positive orientation in 
Internet and Facebook addiction [10]. It has been found that age 
has a significant effect on factors distinguishing both Internet and 
Facebook addiction. Moreover, young people more often have 
problem with excessive use with the Internet and Facebook than 
adults [10]. Therefore, it can be summarized primarily that young 
people and the new generation are driven by the changes in 
technology, which has completely changed the learning behavior 
of students. 

At the same time, the social patterns of the new generation 
have cause changes in the way of communication, making contact, 
and having a dialogue. Due to the addiction from the mobile 
phones and the internet, their habit has made them choose to be 
more associated with online communities rather than interacting 
with people in a normal society [11]. From the patterns and 
behaviors of the aforementioned young generation, the results of 
formal education, which is a basic education for everyone, are not 
consistent with the proper standards for student behavior of 
learning in a classroom environment [11], [12]. It is possible that 
the traditional teaching has been outdated for a long period of time 
thus presenting itself to be a problem in developing a healthy and 
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sound method for students to make any real progress in learning, 
and acquiring the necessary employable skills and abilities after 
graduation. The best solution is to change the style of knowledge 
management and teaching strategies to suit students.  

The learning theory that is consistent and suitable for solving 
the above problem is the theory of Self-Regulated Learning (SRL), 
which is a widely accepted theory [13]–[16]. Self-regulated 
learning strategies can be applied to learning in the new era. It can 
also be applied to the promotion of Technology Enhanced 
Learning (TEL), which provides opportunities to increase the 
learning skills necessary for students [11], [17]. In addition, an 
important principle of self-regulated strategies is the development 
of learning that aims learning towards achieving the goals set by 
the learners themselves [15].  

However, learning can happen anywhere and anytime, with 
each person learning differently, because each day in life presents 
itself with different situations for exploring something new. 
Moreover, each event may have similarities or differences with an 
experience that results in the behavior of the learners who are 
learning. In addition, when humans learn and achieve academic 
achievement, the result is a change in learning behavior that is the 
result from past events or situations. But changing human 
behavior may not always be learning, due to changes in a certain 
period of time whereas the person may have to find the self-
motivation to get themselves to take part in the learning process.  

From the benefits of self-regulated learning strategies, the 
researchers can use this theory to solve problems and design the 
learning processes that are appropriate for learners in the new 
normal education system. This is of vital interest and persuades 
the researcher to conduct research. The background of the 
researcher's past work is the study of the behavior of learners at 
the tertiary [5], [18], [19] and secondary [20], [21]levels. In 
addition, the researcher is also interested in developing 
educational models in order to create a learning model that is truly 
suitable for the learners [22], [23]. The success and achievement 
that researchers have found is to support learners to achieve 
learning success and to combine academic achievement. These 
are the forces that support and continually motivate researchers to 
pursue our research. 

1.1. Research Objectives  

There are three significant objectives: The first objective is to 
cluster the mindsets and attitudes toward self-regulated learning 
styles of undergraduate students at the University of Phayao. The 
second objective is to construct a predictive model for 
recommending an appropriate student learning clusters. Lastly, the 
third objective is to evaluate the predictive model that has been 
constructed. 

The expectation of this research is to know the impact of the 
Covid-19 pandemic, which has had a severe impact on the 
education model by studying the perception and attitudes towards 
online and online learning styles of learners at the University of 
Phayao. In addition, the expected result is knowing the group of 
learners according to the attitude and self-learning style which will 
be used for developing the quality and potential of students in the 
future. 

1.2. Research Approach  

The research approach has been conducted according to the 
process of the CRISP-DM methodology [24], [25]. It consists of 
six steps as follows: business understanding, data understanding, 
data preparation, modeling, evaluation, and deployment. The 
details of the research process are presented on the topic of 
research methodology. Data collection was carried out in a 
compilation of 472 student satisfaction with questionnaires from 
three schools, with seven disciplines at the University of Phayao 
which is stored on the website: https://bit.ly/2BobB8l.  

The research consisted of statistical tools and machine 
learning tools as follows: percentage, mean, average, standard 
deviation, k-means clustering, decision tree techniques, cross-
validation methods, confusion matrix performance, accuracy, 
precision, and recall measurement.  

1.3. Research Ethic  

This research has requested permission from the School of 
Information and Communication Technology, the University of 
Phayao, and related agencies, by implementing the regulations of 
the university. 

2. Literature Reviews 

2.1. Self-Regulated Learning  

Self-regulated learning refers to the process of setting goals, 
controlling, and managing the sources of knowledge based on the 
motivation of the learners to set learning goals and expect success 
in intellectual learning [15], [17], [26]–[29].  

The composition of the self-regulated learning consists of 
three important phases [13], [27], [29]. The first phase is the 
forethought phase, which consists of two important processes as 
follows: (1) task analysis, and (2) self-motivation beliefs. The 
second phase is the performance phase, which consists of two 
important processes as follows: (1) self-control, and (2) self-
observation. Finally, the third phase is the self-reflection phase, 
which consists of two important processes as follows: (1) self-
judgment, and (2) self-reaction. Details of the components of the 
Self-regulated learning are shown in Figure 1. 

 
Figure 1: Phases and sub-process of self-regulated learning  

From the theory of self-regulated learning, there is a lot of 
interest in research [13], [14], [17], [28]. It can therefore be 
concluded that this self-regulated learning theory is appropriate 
for this research. 
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2.2. Student Academic Performance  
Student academic performance is a method of studying the 

effectiveness arising from graduation or learners receiving 
academic achievement. Many researchers have studied learning 
styles that encourage learners to receive high efficiency [5], [18], 
[30]–[32]. For example, there has been research works done to 
study the relationships of multiple variables that affect academic 
achievement using a method named “Structural Equation 
Modeling (SEM)” [30]. SEM is a type of statistical model that 
searches for and describes the relationships between multiple 
variables. The second example is research which studies the 
compatibility of different characteristics [32]. In the second 
example, they attempted to present the concept of the 
compatibility of the mentor and the receiver by comparing it to a 
jigsaw. The last example is research that studies the impact of 
unsuccessful studies or dropouts, in which these researches are 
discussed in many dimensions and perceptions of the researchers 
[19], [33]. 

There are also researchers who study the tools for applying 
the concepts for measuring and evaluating student performance 
[33]–[35]. Tools used in their studies include the use of statistical 
tools and data mining tools: basic statistical tools, decision tree 
techniques, k-means and k-medoids algorithms, confusion matrix 
performance, and cross-validation methods. 

From the above example, it shows that various researchers 
clearly value the study of student academic performance. 
Therefore, it corresponds to the purpose of this research which 
aims to discover the pattern of relationships affecting graduation 
or non-graduation as specified by the curriculum. 

2.3. Improving Academic Achievement  
Generally, researchers in various fields have studied research 

and development in the science of educational quality 
development [5], [14], [36]–[38], in which the objectives of each 
research group are different in methods and perspectives. Some 
research groups want to study the factors that support and change 
learners’ behavior and instructional methods [3], [13], [31], [33]. 
Some research groups want to study and develop tools that 
support the efficiency of teaching and learning [35], [37], [39]. 
Some research groups want to apply modern technology to be 
used in teaching and learning activities [40], [41]. Finally, all 
research groups have a similar objective, which is to encourage 
learners to have a positive impact with their studies toward 
graduation. 

However, the concept of improving academic achievement is 
aimed on raising the level of student achievement performance 
values [5], [15], [38], [42]. The main goal of this research should 
focus on the three main components: The first target is to cluster 
the characteristics of mindset towards self-regulated learning 
styles of undergraduate students at the University of Phayao. The 
second target is to construct the predictive model for suggesting 
the appropriate student cluster. The third target is to evaluate the 
predictive model that has been developed. 

2.4. Educational Data Mining 

Educational data mining (EDM) is the science of combining 
the use of data science tools and educational technology for 

educational data analysis. It consists of machine learning 
applications, data mining tools and advanced statistics to carry out 
the process of educational system success [43]–[45]. In addition, 
the educational data mining refers to techniques, tools, and 
research designed to automate the definition of large data sources 
that are related to learning activities in the educational system [5], 
[19], [35], [45]. 

Examples of research in this field include research in 
application development to be recommended as suitable 
educational institutions for students [4], [35], [39]. They study and 
research on learners’ factors, educational institutions’ factors, 
educational data mining models that encourage learners to study 
in a suitable educational institution, and develop them into 
applications. In addition, there are other research studies such as 
Ahmad’s research which analyzes the educational model to see 
where the best fit are for a particular program [36]. They study the 
behavior of learners occurring in online activities through a 
learning management system known as MOOC. Firdausiah 
Mansur’s research [37] proposed a personalized learning model 
to find suitable learning methods based on a deep learning 
algorithm. Both of their results are impressive because they have 
applied machine learning applications, data mining tools, and 
advanced statistics which enabled them to discover some facts 
from the data. 

Finally, it can be concluded that in the analysis of data mining 
for education it is necessary to find a new perspective that allows 
teachers to truly understand the learners. 

3. Research Methodology  

The research methodology was conducted according to the 
CRISP-DM method [24], [25]. It has six operations in accordance 
with the principles of CRISD-DM techniques, which include (1) 
business understanding, (2) data understanding, (3) data 
preparation, (4) modeling, (5) evaluation, and (6) deployment, as 
shown in Figure 2 below.  

 

Figure 2: Research Methodology  

3.1. Business Understanding 

The business understanding phase focuses on understanding 
the audit objectives and needs from a case perspective and 
converting this knowledge into a definition of evidence mining 
problems and a preliminary plan designed to achieve the 
objectives [24], [25], [46]. For this reason, the researcher aimed 
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at the three objectives of the research as follows: The first 
objective is to cluster the characteristics of mindset towards self-
regulated learning styles of undergraduate students at the 
University of Phayao. The second objective is to construct the 
predictive model for suggesting the appropriate student cluster. 
Finally, the third objective is to evaluate the predictive model that 
has been developed. 

3.2. Data Understanding 

The purpose of data understanding phase is to identify data 
quality problems, construct questions for finding patterns of data, 
and to examine interesting subset that create assumptions for 
hidden data [24], [25], [46]. The studied data was on the students 
of the University of Phayao, Phayao, Thailand. The data collected 
consisted of students’ data from the School of Information and 
Communication Technology (ICT), the School of Management 
and Information Sciences (MIS), and the School of Law at the 
University of Phayao. In addition, the data collected were from 
seven disciplines of students majoring in the courses of 
accounting, business computer, law and accounting, management, 
marketing, and tourism. The purpose of the various data collection 
is to get information that covers the attitude of data providers. 

3.3. Data Preparation 

The data preparation phase aims to design activities that 
cover all activities to enable data collection for analysis and 
development of models. It details the sub-steps to prepare the data 
that will be fed into the research tool to create a model by initial 
management at raw data. It has five sub-steps to implement: 
selecting data, cleaning data, constructing data, integrating data, 
and formalizing data [24], [25], [46]. 

The data collected were on 472 students from the University 
of Phayao, Thailand. The data collection is divided into two 
categories according to the survey type. It consists of 319 students 
who responded from regular surveys and 153 people who 
answered from online surveys; details are shown in Table 1 to 
Table 6. In addition, the data collected in this research is defined 
in a digital format, which is stored on the website: 
https://bit.ly/2BobB8l. 

Table 1: Data collected is classified by survey types  

Survey Types Absolute Count Fraction (Percentage) 

Regular Survey  319 67.58% 

Online Survey  153 32.42% 

Total: 472 100.00% 

Table 1 shows that the regular survey has the largest number 
of respondents, with 319 students representing 67.58 percent of 
all respondents. 

Table 2: data collected is classified by gender.  

Gender Absolute Count Fraction (Percentage) 

Male 112 23.73% 

Female 360 76.27% 

Total: 472 100.00% 

Table 2 shows that Female have the largest number of 
respondents, with 360 students representing 76.27 percent of all 
respondents. 

Table 3: Data collected is classified by disciplines.  

Disciplines  Absolute Count Fraction (Percentage) 

Accounting 208 44.07% 

Business Computer 73 15.47% 

Law and Accounting 28 5.93% 

Management 3 0.64% 

Marketing 43 9.11% 

Tourism 117 24.79% 

Total: 472 100.00% 

Table 3 shows that Accounting have the largest number of 
respondents, with 208 students representing 44.07 percent of all 
respondents. The second group that answered the most 
questionnaire was Tourism, with 117 students representing 24.79 
percent. 

Table 4: Data collected is classified by affiliation.  

Affiliation  Absolute 
Count 

Fraction 
(Percentage) 

School of Information and 
Communication Technology 
(ICT) 

73 15.47% 

School of Law 28 5.93% 
School of Management and 
Information Sciences (MIS) 371 78.60% 

Total: 472 100.00% 

Table 4 shows that the School of Management and 
Information Sciences (MIS) have the largest number of 
respondents, with 371 students representing 78.60 percent of all 
respondents.  

Table 5: Data collected is classified by learning styles.  

Learning Styles  Absolute Count Fraction (Percentage) 

Online Learning Style  81 17.16% 

Offline Learning Style  391 82.84% 

Total: 472 100.00% 

Table 5 shows that the collected data is categorized according 
to the learning styles that students are interested in. Table 5 shows 
that students are interested in the traditional learning or in front of 
the classroom, with 391 students representing 82.84 percent of all 
respondents.  

Table 6: Data collected is classified by acceptance of SRL style.  

Acceptance of SRL 
style Absolute Count Fraction (Percentage) 

Low Level (0-30%) 18 3.81% 

Medium Level (31-70%) 418 88.56% 

High Level (71-100%) 36 7.63% 

Total: 472 100.00% 

http://www.astesj.com/
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Table 6 shows that the level of acceptance to self-regulated 
learning style is at a medium level (31-70%), with 418 students 
representing 88.56 percent of all respondents. 

3.4. Modeling  

Various modeling techniques are selected and implemented, 
with their parameters being compared to the best values. In 
general, there are many techniques for the same type of data 
mining problem. Some techniques require a specific data format 
data [24], [25], [46]. In addition, modeling is the process of 
creating a suitable prototype. It consists of four important parts: 
selecting the modeling techniques, generating test design, 
building the model, and assessing the model [31], [35].  

As mentioned above, the machine learning tools selected are 
k-means clustering and decision tree techniques. The benefit of 
the k-means is that it can be recommended for clustering with 
similar data patterns [31], while the benefit of the decision tree is 
that it is a structural decision consisting of nodes (features) and 
leaves (decisions) [35]. 

In this research, the analysis for clustering and charting of 
decision tree was based on data from questionnaires filled out by 
students who were assigned to take part in the research activities. 
The final result of the modeling is a set of variables 
(characteristics) that are important for predicting a reasonable 
cluster for the learners, which will be used to suggest activities for 
the learners in the next academic year. 

3.5. Evaluation  

The goal of the evaluation is to evaluate the performance of 
the results, which aims to construct the significant relationship 
models [19], [33]. The tools are used in the research, including the 
cross-validation techniques as shown in Figure 3, and the 
calculation of confusion matrix as mentioned in Figure 4. 

 
Figure 3: Cross-Validation Techniques 

Figure 3 displays the separation of data for evaluating the 
model. The cross-validation method divides the data into two 
parts. The first part is used for modeling and the remainder is for 
testing the model. In addition, model evaluation requires a tool 
called a confusion matrix to test the model’s performance, with 
the principles shown in Figure 4. 

 
Figure 4: Confusion Matrix Calculation  

Figure 4 presents the composition of the confusion matrix 
performance, which is composed of the actual class and the 
predicted class. An important benefit of the performance of the 
confusion matrix is the ability to determine the model's ability to 
predict results, such as the predictive ability or accuracy, model 
precision, model sensitivity, and model specificity (recall 
measurement). These values are used to determine the actual 
performance model. Moreover, Figure 4 also demonstrates the 
formulas and methods for calculating the various performance 
parameters in detail. 

3.6. Deployment  

The deployment is intended to bring results and discoveries in 
order to establish relationships and analyze the relationships that 
are discovered. 

3.6.1. Testing Model Results 

As mentioned early, the tools used to evaluate the model 
consist of two parts: cross-validation method and confusion matrix 
performance. This section presents the use of evaluation tools in 
research. The testing process divides the data into two parts 
according to the cross-validation method principles.  

There are three methods of cross-validation in this research. 
The first method is 10-Fold cross-validation, which used 9-Fold 
for modeling and 1-Fold for testing. The second method is 50-Fold 
cross-validation, which used 49-Fold for modeling and 1-Fold for 
testing. The last method is leave-one-out cross-validation, which 
used 99 percent of data for modeling and 1 percent of data for 
testing. However, each time the cross-validation test is reported, 
the model results are also tested by using the confusion matrix 
performance. 

3.6.2. Applying Model Results 

The purpose of applying model results is to manage the 
developed models. It has four sections as follows: (1) decision tree 
model, (2) decision tree model applying results, (3) cluster model, 
and (4) number of members in each cluster.  

4. Research Results  

In the research results, the researchers classified the research 
report into four parts which are satisfaction level towards 
questionnaire, modeling results, model testing results, and model 
applying results.  

4.1. Satisfaction level towards questionnaire  

This section summarizes the satisfaction levels of the 472 
students, which contain data from three schools and seven 
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disciplines at the University of Phayao. The details of the summary 
results are shown in Table 8. 

In interpreting the data according to the characterization 
criteria, the interpretation is based on a five-level interpretation 
method by comparing it with the criteria that divides the level 
estimation into five equal levels, as followed in Equation (1). The 
result of the calculation is shown in Equation (2). 

 W𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑜𝑜𝑜𝑜 𝑖𝑖ℎ𝑒𝑒 𝑙𝑙𝑒𝑒𝑙𝑙𝑒𝑒𝑙𝑙 =   𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀−𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑁𝑁𝑀𝑀𝑀𝑀𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑙𝑙𝑁𝑁𝑙𝑙𝑁𝑁𝑙𝑙𝑙𝑙

 (1) 

 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖ℎ 𝑜𝑜𝑜𝑜 𝑖𝑖ℎ𝑒𝑒 𝑙𝑙𝑒𝑒𝑙𝑙𝑒𝑒𝑙𝑙   =   5 – 1
5

       =  0.8 (2) 

From the calculation results in Equation (2), the interpretation 
results can be specified as shown in Table 7. 

Table 7: Interpretation and Meaning 

Width of the level Interpretation Meaning 

1.00 – 1.80 Highly Unacceptable The lowest level of 
satisfaction 

1.81 – 2.60 Unacceptable Low level of satisfaction 

2.61 – 3.40 Acceptable Satisfaction 

3.41 – 4.20 Highly Acceptable High level of 
satisfaction 

4.21 – 5.00 Maximum Acceptable The highest level of 
satisfaction 

Table 8: Satisfaction level towards questionnaire  

Question  Average  S.D.  Interpretation 
Question 1: 

What level of self-regulated 
learning can you apply to your 
studies? 

3.38 0.64 Highly 
Acceptable 

Question 2: 
What level do you agree that self-
regulated learning is important for 
online learning? 

3.58 0.78 Highly 
Acceptable 

Question 3: 
What level do you agree that 
finding your own knowledge can 
be more useful than studying in 
the classroom? 

3.45 0.81 Highly 
Acceptable 

Question 4: 
What level do you agree that 
inspiration and motivation have 
more influence on learning than 
the advice of teachers? 

3.73 0.56 Highly 
Acceptable 

Total Average: 3.54 0.79 Highly 
Acceptable 

Table 8 shows the level of satisfaction with the four 
questionnaires. It can be seen that the overall level of satisfaction 
is high (3.54). It can therefore be concluded that the students of 
the University of Phayao are satisfied with the high level of self-
regulated learning styles. 

4.2. Modeling Results 

Modeling results are the various models on different criteria, 
such as defining the unequal depth of the decision tree, and 
determining the different types of cross-validation method tests, 
which have the results shown in Table 9 and Table 10. 

Table 9: Modeling results from k-Means clustering  

Cluster 
Number Depth of 

Decision 
Tree 

Cross-validation method 

10-Fold 50-Fold Leave-one-
out 

3 
C

lu
ste

rs
 

Level 2 69.06% 69.09% 69.07% 
Level 3 89.38% 89.47% 89.41% 
Level 4 90.65% 91.60% 91.53% 
Level 5 92.56% 92.40% 92.37% 
Level 6 95.34% 95.73% 95.55% 
Level 7* 98.30% 98.69% 98.73%* 
Level 8 98.30% 98.69% 98.73% 
Level 9 98.30% 98.69% 98.73% 

4 
C

lu
ste

rs
 

Level 2 59.12% 59.22% 59.11% 
Level 3 78.40% 78.98% 78.81% 
Level 4 87.08% 84.22% 82.63% 
Level 5 91.52% 92.73% 91.10% 
Level 6 93.01% 92.07% 89.41% 
Level 7* 95.55%* 95.00% 92.58% 
Level 8 95.55% 95.00% 92.58% 
Level 9 95.55% 95.00% 92.58% 

5 
C

lu
ste

rs
 

Level 2 57.42% 57.51% 57.42% 
Level 3 80.93% 81.00% 80.93% 
Level 4 95.35% 95.62% 95.55% 
Level 5* 96.83% 97.07%* 97.03% 
Level 6 96.83% 97.07% 97.03% 
Level 7 96.83% 97.07% 97.03% 
Level 8 96.83% 97.07% 97.03% 
Level 9 96.83% 97.07% 97.03% 

6 
C

lu
ste

rs
 

Level 2 53.61% 53.62% 53.60% 
Level 3 56.34% 58.16% 58.05% 
Level 4 77.12% 77.84% 77.97% 
Level 5 86.24% 85.51% 84.75% 
Level 6 93.21% 93.71% 93.64% 
Level 7* 97.24% 97.71% 97.67%* 
Level 8 97.24% 97.71% 97.67% 
Level 9 97.24% 97.71% 97.67% 

7 
C

lu
ste

rs
* 

Level 2 45.77% 46.24% 46.19% 
Level 3 56.16% 56.18% 56.14% 
Level 4 71.42% 73.53% 77.12% 
Level 5 82.23% 85.69% 86.65% 
Level 6 88.58% 90.36% 89.83% 
Level 7 94.29% 94.13% 94.28% 
Level 8 96.20% 95.24% 95.13% 
Level 9* 97.90%* 97.00% 97.03% 

 

From Table 9, it shows that the k-means model with the highest 
accuracy is the decision tree model that is classified into 3 clusters 
by dividing the model testing into the leave-one-out cross-
validation method with a depth of 7 levels of the decision tree 
model and has an accuracy of 98.73%. In Addition, the testing 
results classified by other clusters yield a lower accuracy. For 
example, the 4 clusters with the highest results are 95.55%, the 5 
clusters with the highest results are 97.07%, the 6 clusters with the 
highest results are 97.67%, and the 7 clusters with the highest 
results are 97.90%. 

4.3. Model Testing Results  

From the results of the prototype model development, it can be 
concluded that the model with the highest accuracy is the 
development of the model from k-means clustering, with the 
appropriate number of 3 clusters and the leave-one-out cross-
validation result with an accuracy of 98.73%. Details of the 
developed model are shown in Table 10. 
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Table 10: Model testing results  
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Table 10 shows that the model performance testing is at 
the highest level, which can confirm the suitability of the 
model as well. 

4.4. Model Applying Results  

From the model that has been selected and 
demonstrated the performance, this section presents the 
decision tree model as shown in Table 11, the decision tree 
rules model for self-testing as shown in the test results in 
Table 12, the cluster model as shown in Table 13, and 
number of members in each cluster as shown in Table 14. 

Table 11: Decision tree model 

Decision Tree Model 
Question 2 > 3.500 
|   Question 4 > 2.500 
|   |   Question 3 > 3.500 
|   |   |   Question 4 > 3.500 
|   |   |   |   Question 1 > 4.500 
|   |   |   |   |   Question 4 > 4.500: cluster_1 {cluster_1=11} 
|   |   |   |   |   Question 4 ≤ 4.500: cluster_5 {cluster_1=1, cluster_5=2} 
|   |   |   |   Question 1 ≤ 4.500 
|   |   |   |   |   Question 2 > 4.500 
|   |   |   |   |   |   Question 1 > 3.500: cluster_1 {cluster_1=20} 
|   |   |   |   |   |   Question 1 ≤ 3.500 
|   |   |   |   |   |   |   Question 3 > 4.500: cluster_1 {cluster_1=3} 
|   |   |   |   |   |   |   Question 3 ≤ 4.500: cluster_0 {cluster_0=7} 
|   |   |   |   |   Question 2 ≤ 4.500 
|   |   |   |   |   |   Question 3 > 4.500 
|   |   |   |   |   |   |   Question 1 > 3.500: cluster_1 {cluster_1=6} 
|   |   |   |   |   |   |   Question 1 ≤ 3.500: cluster_0 {cluster_0=6} 
|   |   |   |   |   |   Question 3 ≤ 4.500: cluster_0 {cluster_0=71} 
|   |   |   Question 4 ≤ 3.500 
|   |   |   |   Question 3 > 4.500: cluster_4 {cluster_1=1, cluster_4=3} 
|   |   |   |   Question 3 ≤ 4.500 
|   |   |   |   |   Question 1 > 3.500: cluster_2 {cluster_2=10} 
|   |   |   |   |   Question 1 ≤ 3.500: cluster_4 {cluster_2=1, cluster_4=3} 
|   |   Question 3 ≤ 3.500 
|   |   |   Question 4 > 4.500: cluster_0 {cluster_0=17, cluster_6=1, 
cluster_5=1} 
|   |   |   Question 4 ≤ 4.500: cluster_2 {cluster_2=75} 
|   Question 4 ≤ 2.500 
|   |   Question 3 > 3.500: cluster_2 {cluster_2=1, cluster_4=1} 
|   |   Question 3 ≤ 3.500: cluster_3 {cluster_3=4} 
Question 2 ≤ 3.500 
|   Question 3 > 3.500 
|   |   Question 1 > 3.500 
|   |   |   Question 4 > 3.500: cluster_5 {cluster_5=20} 
|   |   |   Question 4 ≤ 3.500: cluster_4 {cluster_4=7} 
|   |   Question 1 ≤ 3.500 
|   |   |   Question 4 > 4.500: cluster_0 {cluster_0=10, cluster_4=1} 
|   |   |   Question 4 ≤ 4.500: cluster_4 {cluster_4=35} 
|   Question 3 ≤ 3.500 
|   |   Question 4 > 3.500: cluster_6 {cluster_6=36, cluster_5=1} 
|   |   Question 4 ≤ 3.500: cluster_3 {cluster_3=117} 

Table 11 shows the decision tree model. It can be 
developed into a decision tree rules model, as shown in 
Table 12. Decision tree rules model, it is used to test models 
using the data collected in the developed model tests. 

Table 12: Decision tree rules model applying results 

Rule Condition (If) Prediction (Then) 
1 If Question 2 > 3.5 and Question 

4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 
1 > 4.5 and Question 4 > 4.5 

Then, suitable for cluster_1 = 
100% 

2 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 
1 > 4.5 and Question 4 ≤ 4.5 

then cluster_5  (0 / 1 / 0 / 0 / 0 
/ 2 / 0) 

3 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 
≤ 4.5 and Question 2 > 4.5 and 
Question 1 > 3.5 

Then, suitable for cluster_1 = 
100% 

4 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 

Then, suitable for cluster_1 = 
100% 
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Rule Condition (If) Prediction (Then) 
≤ 4.5 and Question 2 > 4.5 and 
Question 1 ≤ 3.5 and Question 
3 > 4.5 

5 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 
≤ 4.5 and Question 2 > 4.5 and 
Question 1 ≤ 3.5 and Question 3 
≤ 4.5 

Then, suitable for cluster_0 = 
100% 

6 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 
≤ 4.5 and Question 2 ≤ 4.5 and 
Question 3 > 4.5 and Question 
1 > 3.5 

Then, suitable for cluster_1 = 
100% 

7 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 
≤ 4.5 and Question 2 ≤ 4.5 and 
Question 3 > 4.5 and Question 1 
≤ 3.5 

Then, suitable for cluster_0 = 
100% 

8 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 > 3.5 and Question 1 
≤ 4.5 and Question 2 ≤ 4.5 and 
Question 3 ≤ 4.5 

Then, suitable for cluster_0 = 
100% 

9 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 ≤ 3.5 and Question 
3 > 4.5 

Then, suitable for cluster_1 = 
25%, and suitable for 
cluster_4 = 75%  

10 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 ≤ 3.5 and Question 3 
≤ 4.5 and Question 1 > 3.5 

Then, suitable for cluster_2 = 
100% 

11 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 > 3.5 and 
Question 4 ≤ 3.5 and Question 3 
≤ 4.5 and Question 1 ≤ 3.5 

Then, suitable for cluster_2 = 
25%, and suitable for 
cluster_4 = 75%  

12 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 ≤ 3.5 and 
Question 4 > 4.5 

Then, suitable for cluster_0 = 
89.47%, suitable for cluster_5 
= 5.26%, and suitable for 
cluster_6 = 5.26% 

13 If Question 2 > 3.5 and Question 
4 > 2.5 and Question 3 ≤ 3.5 and 
Question 4 ≤ 4.5 

Then, suitable for cluster_2 = 
100% 

14 If Question 2 > 3.5 and Question 
4 ≤ 2.5 and Question 3 > 3.5 

Then, suitable for cluster_2 = 
50%, and suitable for 
cluster_4 = 50% 

15 If Question 2 > 3.5 and Question 
4 ≤ 2.5 and Question 3 ≤ 3.5  

Then, suitable for cluster_3 = 
100% 

16 if Question 2 ≤ 3.5 and Question 
3 > 3.5 and Question 1 > 3.5 and 
Question 4 > 3.5 

Then, suitable for cluster_5 = 
100% 

17 if Question 2 ≤ 3.5 and Question 
3 > 3.5 and Question 1 > 3.5 and 
Question 4 ≤ 3.5 

Then, suitable for cluster_4 = 
100% 

18 if Question 2 ≤ 3.5 and Question 
3 > 3.5 and Question 1 ≤ 3.5 and 
Question 4 > 4.5 

Then, suitable for cluster_0 = 
90.90%, and suitable for 
cluster_4 = 9.10% 

19 if Question 2 ≤ 3.5 and Question 
3 > 3.5 and Question 1 ≤ 3.5 and 
Question 4 ≤ 4.5 

Then, suitable for cluster_4 = 
100% 

20 if Question 2 ≤ 3.5 and Question 
3 ≤ 3.5 and Question 4 > 3.5 

Then, suitable for cluster_6 = 
97.30% 
Then, suitable for cluster_5 = 
3.70% 

21 if Question 2 ≤ 3.5 and Question 
3 ≤ 3.5 and Question 4 ≤ 3.5 then 

Then, suitable for cluster_3 = 
100% 

Correct: 464 out of 472 training examples (98.31%) 

Table 12 shows the decision tree rules model. It consists 
of 21 rules. The test results show that the rules can be 
predicted at a high level, which can accurately predict 464 
data sets from a total of 472 data (98.31%). It can therefore 
be concluded that the developed models are appropriate by 
showing details of each cluster in Table 13. 

Table 13: Cluster model  

Cluster / 
Attribute Question 1 Question 2 Question 3 Question 4 

Cluster_0 3.42 4.00 3.91 4.47 

Cluster_1 4.24 4.76 4.67 4.71 

Cluster_2 3.39 4.18 3.02 3.46 

Cluster_3 3.00 2.90 2.72 2.81 

Cluster_4 3.14 3.10 4.12 3.36 

Cluster_5 4.25 3.08 4.04 4.33 

Cluster_6 3.22 2.78 2.84 4.19 
 

Table 13 shows details of each cluster. In addition, 
Table 14 shows the number of members in each cluster. 

Table 14: Number of members in each cluster   

Cluster  Absolute Count 
(Member) 

Fraction  
(Percentage) 

Cluster_0 111 23.52% 

Cluster_1 42 8.90% 

Cluster_2 87 18.43% 

Cluster_3 121 25.64% 

Cluster_4 50 10.59% 

Cluster_5 24 5.08% 

Total: 472 100.00% 
 

From Table 9 to Table 10, it details of testing and 
selection of suitable models. Moreover, Tables 11 to Table 
14 are showing the members and the centroid of each cluster. 
Finally, based on the data and the results of this research it 
can be concluded that the developed model is very suitable 
for this study. 

5. Research Discussion  

In this research, the researcher has divided the discussion 
process into two sections as follows: the first section is the 
discussion report of data collection, and the second section is the 
discussion of the model, testing results and model effectiveness.  

5.1. Data Collection Discussion 

Based on the summary of the research data collection report 
from the University of Phayao there were 472 students divided 
into two groups as follows: the first group is to collect data 
directly (regular surveys collection) with 319 students. The 
second group is 153 students from online data collection. 

From the data gathered, it can be concluded that this data is 
small. The researchers should expand the results of the study and 
gather more data for further analysis in order to comply with data 
mining principles that require large amounts of data. 
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5.2. Identify the Headings 

Table 9 to Table 14 show the model development process by 
presenting the analysis results for selecting the model in Table 9, 
which was done by showing the model performance test in Table 
10 and testing the model by data collection in Table 12. It can be 
concluded that the model is effective and accepted by this research. 
In addition, Table 13 and Table 14 show the clustering and 
membership model for each cluster. It can be concluded that each 
cluster has members distributed appropriately. 

6. Conclusion  

This research achieved three objectives as follows: The first 
objective is to cluster the mindsets and attitudes toward self-
regulated learning styles of undergraduate students at the 
University of Phayao. The second objective is to construct a 
predictive model for recommending an appropriate student 
learning clusters. Lastly, the third objective is to evaluate the 
predictive model that has been constructed. Data collection is a 
compilation of 472 student satisfaction with questionnaires from 
three schools, and majoring in seven disciplines at the University 
of Phayao, Thailand. The data consisted of students from the 
School of Information and Communication Technology (ICT), 
the School of Management and Information Sciences (MIS), and 
the School of Law.  

The research consisted of statistical tools and machine 
learning tools as follows: percentage, mean, average, standard 
deviation, k-means clustering, decision tree techniques, cross-
validation methods, confusion matrix performance, accuracy 
measurement, precision measurement, and recall measurement. 
The results of the research found that the k-means model with the 
highest accuracy is the decision tree model that is classified into 
three clusters by dividing the model testing into the leave-one-out 
cross-validation method with a depth of seven levels of the 
decision tree model and has an accuracy of 98.73%. From the 
results and studies, it can be concluded that the developed model 
is effective and reasonable to be further developed as an 
application for further organizational development. 

For future studies, the researchers found that the results of 
this research could be clearly further enhanced. For example, the 
researcher could use results to cluster learners' instruction based 
on their perceptions and attitudes towards managing online 
instruction based on Self-Regulated Learning theory. In addition, 
the researcher can use the results of the research into a computer 
program to facilitate the learners and teachers to use the results of 
the research in a useful way. 
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