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In this paper a novel approach to extract 2D skeleton information
(skeletonization) from natural image is proposed. The work presented 
here is the extension of our previous paper presented at the 
International Sympsosium on Multimedia 2016. In the past work, a 
threshold based method is utilized. Here the algorithm is further 
improved by using a better edge points detection and skeleton 
extraction. Furthermore the proposed method is compared with the 
Skeleton Strength Map (SSM) and shows better result visually and 
numerically (F-measure comparison).
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1 Introduction

This paper is an extension of the work [1] originally
presented at International Symposium on Multimedia
2016 (ISM’16). In this paper we provide a more detail
and some improvement from the previous paper pre-
sented at ISM 2016.

Skeletonization is a process to extract the simplest,
the most compact form of an object (skeleton) from
2D or 3D objects. Although mostly used in anima-
tion[2], skeleton information has also been used in
symmetry detection [3], shape analysis [4], etc. Based
on the input to the skeletonization, we can classify
it into two types; 2D skeletonization and 3D skele-
tonization. In this paper, we are dealing with the first
type, i.e. the 2D skeletonization or skeletonization
from an image.

Corneat et al.[5] classify skeletonization into 4
classes, i.e. thinning and boundary propagation, dis-
tance field-based, geometric and general-field func-
tions. While most of these approach works well,
it only applies to the binary image. In order
to get the binary image, of course one can use
a foreground-background separation, but unfortu-
nately foreground-background separation is still an
open problem in image processing field. Another way
to see the problem is that conventional approaches
need a closed boundary information to extract the
skeleton information. It holds when the object and the
background information has a high contrast, but does
not hold for object with a low contrast value with the

background (such as similar color and texture).

When the input image is not a binary image, the
skeletonization is often referred as grey-scale skele-
tonization. Grey-scale skeletonization can be re-
garded as a relaxation of the conventional skeletoniza-
tion. Instead of a binary image, the input to grey-
scale skeletonization is usually the brightness image
(grey-scale image) or the color images. Skeleton is re-
lated closely to the symmetry information, therefore
several authors are utilizing the symmetricity. You
and Tang[6] proposed a method to detect the skele-
ton of characters using the wavelet. Widynski et al.[3]
proposed a method based on particle filter approach.
Levinshtein et al.[7] proposed a method based on su-
perpixel segmentation and learned affinity function.
In the last two methods, a supervised learning step is
incorporated.

Du et al.[8] proposed a method based on a struc-
ture adaptive anisotropic filtering. The method is ex-
tracting the skeleton by updating the scale orientation
and kernel of every pixel. The process is done itera-
tively including the update step therefore requiring a
high computational cost. Another method is proposed
by Li et al.[9] using a distance transform method [10].
By first extracting the edge information using Canny
edge extraction algorithm and then calculating the in-
verted of the distance transform, this method can ex-
tract the skeleton of the object and its surrounding.
To further increase the performance, a learned con-
text model is utilized. Since this method relies on the
distance transform, connected edge pixel is needed to
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some extend. It is important to note again here that
while the connected edge pixel can be retrieved or ex-
tracted in an image where the object has high contrast,
the opposite is not true. This condition results in a
sparse or unconnected edge pixels in the image.

Most of the papers mentioned above has high com-
putational cost or need a learning step in one of their
method. In this paper we tried to solve the grey-scale
skeletonization without a learning step. Furthermore
the proposal can be used to relax the unconnected
(sparse) boundary pixel condition. The rest of the pa-
per is as follows: in section 2 the more detail explana-
tion of the proposed method is presented. In section
3 some examples of the result and discussion will be
presented. Finally section 4 will conclude this paper.

2 Proposed Method

The general framework for the proposed method can
be seen in Figure 1. There are three major steps in the
method: boundary points extraction, skeleton extrac-
tion and pruning step.

Figure 1: Proposed Method Framework. Upper-left: input;
Upper-right: edge points extraction; Lower-left: skeleton
extraction; Lower-right: pruning

2.1 Boundary Points Extraction

The method starts by making a grid of the input im-
age and finding the edge points inside each grid. This
edge points are selected by choosing the highest inten-
sity among the pixels inside the grid. The question is
then how are we suppose to find these edge points. It
is very common to get the edge information from the
gradient of the image. The higher the intensity of the
gradient image is, the higher the probability it is con-
sidered to be the boundary object. Instead of using
Canny edge detection which relies on the brightness
image only, we calculate the edge (or gradient) infor-
mation from both the brightness image and the color
images.

First, the input image is converted into CIE color
space and then split to each corresponding channels
(i.e. brightness or luminance (L*) and two color chan-
nels (u* and v*)). Let ec(i, j) denotes the value of the
gradient image at channel c (c ∈ L*, u*, v*) at (i,j) po-
sition. The value of ec(i, j) is calculated from the stan-
dard deviation of a pixel at (i,j) with its surrounding

(n×n patch) at its respective channels (1). The benefit
of calculating the standard deviation is that textured
object will have a higher deviation which results in
an easier way to locate the boundary pixel between
two different objects. Finally we can combine them by
averaging the values of these edge images (2) at each
pixel.

ec(i, j) = σi,j,n =

√√√
Σ
n−1

2

a,b=− n−1
2

(xc(i + a, j + b)− x̄)2

n2 (1)

e(i, j) =
eL∗(i, j) + eu∗(i, j) + ev∗(i, j)

3
(2)

Since we are only interested on the boundary of
the object, we can further reduce the texture effect by
redoing the previous step onto the combined image
(generated from 2). This will reduce the texture inside
the object, but will also make the boundary of the ob-
ject to lies inside a ”valley”. This can be avoided by
applying the resulting image with the Laplacian oper-
ator. Let IL be the image after applying the Laplacian
operator. IL will then be convoluted with the standard
deviation image of the combined image, to construct
the final edge image. Figure 2 shows the example of
this approach.

Figure 2: Edge Image Generation. Upper-left: combined
image, Upper-right: Standard deviation image; Lower-left:
Laplacian image; Lower-right: Final Edge image.

The edge points are then extracted from this edge
image. Since we are selecting the edge points from the
grid, there will be points which lie in the non-edge
position. Filtering these points (candidate points) is
done by using a method similar to a method proposed
in [11,12]. The idea is very intuitive: at each pixel
in the image, generate a patch and divide it into two
halves along an orientation. At each section calcu-
late its histogram (intensity, colors, etc.) and compare
both of the sections. The higher the distance between
the histograms (χ2 distance) the more likely the ex-
amined pixel to be an edge pixels.

Notice that we need to have an orientation at each
candidate point. To approximate the orientation at
each candidate point, the phase calculated from the
difference of horizontal and vertical neighboring pix-
els of the edge image is used (Sobel operator). Let
dx(i, j) and dy(i, j) denote the gradient in x and y direc-
tion respectively and θ(i, j) defined in (3), denotes the
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phase at position (i,j). Let pθ(i, j) be the approxima-
tion of orientation in a candidate point with coordi-
nate (i,j) and is defined by (4). Equation 4 means that
the angle approximation is determined by the average
of the phase surrounding the point. Finally the fil-
tering is done by using the k-means (k = 2) algorithm
with the histograms’ difference as features along with
the intensity value at the corresponding pixel in the
edge image.

θ(i, j) =
dy(i, j)

dx(i, j)
(3)

pθ(i, j) =
1
n2

n−1
2∑

a,b=− n−1
2

θ(i + a, j + b) (4)

Some of the points will lie very near with each other
and it will affect the triangulation in the next step.
Therefore a merging step is also applied to the filtered
points, i.e. merging the points which lie near each
other. The merged new position is calculated based
on the average position of the merge points.

2.2 Skeleton Extraction

Skeleton extraction is done by first applying the De-
launay Triangulation to the edge points acquired in
previous step. In order to do the skeleton extraction,
a triangle grouping should be done. In [13,14] the au-
thors classify triangles into 3 types: terminal triangle,
junction triangle and sleeve triangle. The terminal tri-
angle is defined as a triangle which has two outer con-
tour as its edges. Junction triangle is defined as a tri-
angle which does not have outer contour as its edges.
Sleeve triangle is defined as a triangle which has only
one outer contour as one of its edges. Note that in
their application, which can be classified as the binary
image skeletonization, the information regarding the
outer edge is readily available. In our approach, we
do not have that kind of information.

Note that in the previous step during clustering
using k-means, we do have the idea to determine a
point whether it belongs to the boundary points or
non-boundary points based on its histogram distance
feature. Therefore, we used this information to clus-
ter the edge as follows. Let point mi be the middle
point of the i-th edge. By applying the same approach
as in section 2, i.e. orientation approximation and
histogram calculation, we can determine point mi to
be an edge point based on its (feature-) vector dis-
tance to the center points of each cluster. Another
way to see this is, we are not recalculating the clus-
ter centers since the cluster centers (which will deter-
mine whether a point is a boundary or non-boundary
point) has already been calculated in the previous
step, the evaluation of these edge points (m) can be
done just by calculating the distance to the cluster
centers. If dist(mi ,Ck) is defined as the L2 distance
between point mi and the k-th center, then point mi
belongs to the the k-th cluster if it has the minimum
distance compared to another cluster’s center.

In this case we can similarly define the triangles as
in [13,14]. In sleeve triangle, two of its non-boundary
m points will be connected together and no connec-
tion will be established in terminal triangle. Two
types of junction triangles are defined: obtuse trian-
gle and acute triangle. In case of acute triangle, an
additional point (the center of triangle) will be added
and every m points will be connected to this addi-
tional point. In obtuse triangle type, instead of gen-
erating an additional point, we connect the points on
two of the edges of the largest angle to the point lying
in front of the angle. See Figure 3 for visualization.
Note that the yellow point (e.g. m1 in Figure 3.a) rep-
resents m belonging to the boundary cluster.

Figure 3: Three types of triangles: a. Sleeve; b. Acute Junc-
tion; c. Obtuse Junction .

Given an initial skeleton (point to point connec-
tion) from the previous step, the problem now is to de-
termine which of the connection belongs to the same
object. Let T denotes the set of pixels traversed by the
skeleton’s edge (Figure 4). By calculating the mean
pixel value of T we can get a set of feature vector
(f ) to represent the skeleton for the clustering algo-
rithm (5). The subscript l denotes the type of image
the pixel belongs to, i.e. color images, brightness im-
age, etc. Figure 5 shows the result of the clustering
algorithm. Note that since the contrast of the color
images might be low for some images and resulting in
a non-discriminative cluster, a contrast limited adap-
tive histogram equalization (CLAHE) is applied to the
color images.

fl =
1
n

n∑
i=1

Ti , Ti ∈ Tl (5)

Figure 4: Pixels’ value traversed by the skeleton (black tile)
will be included in the mean value calculation (5)
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Figure 5: Example result of skeleton grouping

There is a possibility that the generated skeleton
has a loop. In order to prevent such condition, loop re-
moval step is applied. This is done by merging all the
points of the loop into a point c, where c is the mean
position of the points belonging to that loop (Figure
6). If a loop consists of a smaller loop, only the largest
loop is considered (Figure 7).

Figure 6: Loop removal step example. A new connection
between the generated middle point c and remaining points
are constructed.

Figure 7: When there is a smaller loop inside a greater loop,
only the outer loop will be considered (red lines)

2.3 Skeleton Pruning

Some might notice some redundant skeleton branches
from Figure 5. Skeleton pruning is the step required
to remove these branches. Borrowing the triangle
types term, depending on the number of connection it
has, skeleton points can be classified into three types:
terminal, sleeve, and junction point. Terminal point
means that the point only has one connection with
another skeleton point. Sleeve point means that it
has two connections with two other skeleton points.
Junction point defines a point with more than two
connections with other points. In this paper, skele-
ton branches are defined as the terminal points which

connect to junction point. If there are such connec-
tion, then the connection will be deleted (Figure 8).

Finally, a bezier smoothing is applied to the skele-
ton. A curve skeleton is defined as the set of points
starting from the terminal point until a junction point,
therefore taking Figure 8 as an example, there are two
curve skeletons in Figure 8. The sleeve points will be
used as the control points for the bezier curve genera-
tion.

Figure 8: Colored points represent types of skeleton point.
Red: terminal; Blue: sleeve: Green: junction

3 Experimental Result and Dis-
cussion

All experiments were done using a C++ language and
OpenCV 2.4.9 library. There are several parameters
which are fixed in this paper, i.e. the number of his-
togram bins is set to 16 and the size of the grid is set to
5 (refer to section 2.1). CIE Luv is used in this paper.
Five images taken from the Berkeley dataset [15] were
used for the experiment.

The results of the proposed method are then com-
pared with a method based on [9]. Figure 9 shows the
comparison, including the ground truth image gen-
erated by human observer. The first column is the
ground truth skeleton image, the second column is
the proposed method and the third column is skele-
ton generated based on [9]. Notice that although the
proposed method did not generate the skeleton per-
fectly, it still represents the object in the image better
than the method based on [9].

In order to further assess the result, F-measure of
the ground truth and the methods were calculated
(6). The precision and recall is calculated following
(7) and (8). The number of true positive (tp) is calcu-
lated by counting the number of pixel where both the
ground truth (GT) image (with a σ = 1 allowance) and
the generated skeleton image have the same value. σ
here means that if the generated skeleton differs only
slightly, i.e. still inside the allowance σ then it is still
considered to be true positive and hence counted. No-
tice again that when comparing both the image to cal-
culate the F-measure, skeleton image generated has
binary color where the pixels will have a 1 (white col-
ored) value if the pixel is not traversed by the skele-
ton edge and 0 (black colored) if it is traversed by the
skeleton edge. For the false negative (fn), it is calcu-
lated as the number of pixel where it has a value of 1
in the ground truth image, but 0 in the skeleton im-
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age. Vice versa, for false positive (fp), we are count-
ing the number of pixel where it has value of 0 in
the ground truth but 1 in the skeleton image. Table
1 shows the result of the F-measure calculation.

Figure 9: The skeleton is overlaid on top of the input image.
For visualization purpose, the skeleton is colored red.

F = 2× P recision×Recall
P recision+Recall

(6)

P recision =
tp

tp+ f p
(7)

Recall =
tp

tp+ f n
(8)

Table 1: F-measure Results

Image Proposed SSM[9]

Deer 0.250 0.180
Cheetah 0.345 0.104

Swimmer1 0.299 0.154
Swimmer2 0.175 0.092

Horse 0.359 0.215

Although every image has its own best parameters,
for general purpose, we try to find the parameter val-
ues which gave the best average F-measure from the
test images. Four window sizes, which is used for his-
togram calculation, were tested (n = 7, 9, 11, and 15)
along with the CLAHE limit parameter (l = 2 and 4).
The result is shown in Figure 10. The x-axis is the
combination parameters, i.e. (n,l). As shown in Fig-
ure 10 the combination of n = 9 and l = 4 has higher
average F-measure among the other combinations.

Figure 10: Average F-measure of parameters combination

4 Conclusion

In this paper a novel method to extract 2D skele-
ton information from a natural image is proposed.
Based on the results shown in section 3, the proposed
method shows a higher performance compared to the
SSM method. Not only compared visually, in order
to have a better comparison, the proposed method
and SSM method is also compared by calculating their
F-measures, which is shown to outperform the SSM
method. There are several limitations for the pro-
posed method, e.g. some images still have redundant
skeleton branches and user interference (manually se-
lect) when choosing the final skeleton cluster (subsec-
tion 2.2). Therefore for our future work, we are going
to solve these problems.
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