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ARTICLE INFO ABSTRACT
Article history: Despite the significant progress made in data mining technologies in recent years, breast
Received: 29 November, 2020 cancer risk prediction and diagnosis at an early stage using DNA microarray technology still a
Accepted: 31 January, 2021 real challenging task. This challenge comes especially from the high-dimensionality in gene
Online: 12 February, 2021 expression data, i.e., an enormous number of genes versus a few tens of subjects (samples). To
overcome this problem of data imbalance, a gene selection phase becomes a crucial step for
Keywords: gene expression data analysis. This study proposes a new Decision Tree model-based attributes
Breast Cancer (genes) selection strategy, which incorporates two stages: fisher-score-based filter technique
Gene Selection and the gene selection ability of the C5.0 algorithm. Our proposed strategy is assessed using an
C5.0 Decision Tree ensemble of machine learning algorithms to classify each subject (patients). Comparing our
Gene Expression approach with recent previous works, the experiment results demonstrate that our new gene
Classification selection strategy achieved the highest prediction performance of breast cancer by involving

only five genes as predictors among 24481 genes.

1 Introduction expression data. The gene selection process aims at getting rid of
any irrelevant and redundant genes in gene expression data, which
can simplify the learning model by using a strict minimum num-
ber of predictors, and thus improving breast cancer risk prediction
performance [4]. In terms of contribution to this research field, this
study proposes a new Decision Tree model-based gene selection
approach, which incorporates two stages: fisher-score-based ranked
technique and the gene selection capability of the C5.0 algorithm.
The ranked method consists in reducing the computational cost by
removing non-informative genes from the original gene expression
data, while the C5.0 algorithm consists in identifying the optimal
subset of genes, which are quite informative to classify patients.
Finally, the genes contained in the obtained gene subset are used
as predictors to construct an ensemble of predictive models using 6
learning algorithms: Random Forests (RF), Support Vector Machine
(SVM), Logistic Regression (LR), K-Nearest Neighbors (KNN), Ar-
tificial Neural Network (ANN) , and C5.0 Decision Tree algorithm.
In the next section, we briefly outline existing approaches. Method-
ology and Materials are described in section 3. Section 4 is devoted
to discussing all experiment results. The final section concludes the
proposed work.

Ranked second among 36 kinds of cancers, breast cancer has the
greatest number of incidences and moralities among females world-
wide. As per a recent publication of the WHO (World Health
Organization), in 2018, 627,000 females were estimated to lose
their lives from this disease, representing approximately 15% of all
cancer deaths among females worldwide. According to the same
source, early detection is becoming a critical tool to reduce breast
cancer morbidity and mortality [1]. At present, breast mammogram
and ultrasound images are the most traditionally used breast cancer
detection techniques. However, besides their high computational
cost, these techniques may lead to an overdiagnosis (false positives),
which can cause serious clinical consequences, including death from
the side effects of a potential Overtreatment [2]. An alternative to
this technique is to take the advantages of both data mining and
gene expression technology to predict breast cancer. However, this
alternative is not without challenges since the significant number of
non-informative features in gene expression data may increase the
search space size, which makes gene analysis an impossible task
[3]. In the context of this new alternative, a gene selection phase is
mandatory to deal with the problem of high-dimensionality in gene

*Corresponding Author: Mohammed Hamim, ENSAM-CASABLANCA, & mohamed.hamim @ gmail.com

www.astesj.com 871
https://dx.doi.org/10.25046/aj060196


http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj060196

M. Hamim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 1, 871-878 (2021)

2 Existing literature

From different approaches, a variety of studies have been proposed
on breast cancer risk prediction.

Through the implementation of Random Forest(RF) and Ex-
treme Gradient Boosting (XGBoost) , S. Kabiraj et al. pre-
dicted breast cancer with an accuracy of 74.73% and 73.63%,
respectively[5].

Using the breast cancer Coimbra dataset provided by the Uni-
versity of California Irvine (UCI), Naveen et al., proposed 6 ma-
chine learning-based prediction models. The learning process was
initialized by a Z-Normalization and cross-validation technique.
Experimental results show that the Decision tree and KNN algo-
rithms achieved the highest prediction performance [6]. Agarap
proposed a deep learning-based approach on normalized features
implementing rectified linear units (ReLU) as the activation func-
tion, while the Softmax function as the classifier function. The
average cross-validation performance using 10-fold does not exceed
87.96% in terms of accuracy on WBCD (Wisconsin Breast Cancer
Data) dataset[7]. S. S. Prakash and K. Visakha also proposed a deep
neural network-based approach to predict breast cancer. The au-
thors optimized the neural network model using the early stopping
mechanism and dropout layers to avoid overfitting problems. The
selected predictors were obtained from the WBCD provided by UCI
[8].

Using gene expression signature, Turgut et al., in their work,
first proposed 8 machine learning-based predictive models with-
out using any gene selection algorithms. Then they combined the
proposed machine learning algorithms with two feature selection
methods: RLR (Randomized Logistic Regression) and RFE (Re-
cursive Feature Elimination). The most striking results concern the
SVM algorithm since it achieved the best accuracy of 88.8% after us-
ing the selection process [9]. In the same context of gene expression
data, Al-Quraishi et al. presented a breast cancer prediction model
based on an ensemble classifier using FCBF (Correlation-based
filter ) algorithm. Compared to the existing works, their frame-
work achieved an accuracy of 96.11% by involving 112 genes [10].
Aldryan et al. developed a prediction framework using MBP (Modi-
fied Backpropagation) with Conjugate Gradient Polak-Ribiere and
the standard ACO (Ant Colony Optimization). The MBP was used
as a classifier, while the ACO as a gene selection technique. For
breast cancer classification using MBP without gene selection, they
get the average F-Measure score of 0.2328. After combined with
the feature selection using the ACO algorithm, it obtains an average
of 0.6412 in terms of performance by involving 2448 genes [11].
Jain et al. presented a two phases-based hybrid feature selection
strategy. Their approach combines the Correlation-based Feature
Selection (CFS) with the improved-Binary Particle Swarm Opti-
mization (iBPSO) algorithm. The proposed strategy was assessed
using Naive—Bayes (NB) algorithm, and the experiments results
showed an accuracy of 92.75% for breast cancer classification using
an average of 32 genes [12]. To overcome class imbalance issue
and time consumption of their old gene selection approach, Li et al.
introduced a more efficient implementation of linear support vector
machines based recursive feature elimination system (SVM-RFE).
Their proposed approach was assessed on 6 public gene expression
datasets, and results demonstrated a slight enhancement in terms of
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time consumption and prediction performance [13].

3 Research methodology

3.1 Description

Using gene expression data, the present paper proposes a new
framework that improves breast cancer prediction performance.
Figurel summarizes the main steps of the proposed framework,
where fisher score combined with C5.0 are used to select a small
number of informative features, and ANN, SVM, KNN, LR, RF
, and C5.0 algorithms are applied to the new gene subset to as-
sess the effectiveness of the proposed gene selection approach.
The overall pseudo-code of the whole prediction system is il-
lustrated in Algorithm 1 . -discussed in the following sections.

Algorithm 1: Our proposed prediction system

Function Classification(Training _set, Test_set):
List_Classifiers = [SVM,LR,C5.0,ANN, KNN, RF]
/¥ iterate over all proposed machine learning
algorithms */
for each Classifiers in List_Classifiers do
Model «Train classifier on the Training set
Test the Model on the Test set
Calculate average performance (Accuracy ,
F1-score, and the AUC).
Return All obtained Models with their average
performances

/* Main program */
Input :-A p-diemsional DNA microarray dataset
D = [y, x1, X2, ..., Xplux1 , With n is the number of
samples, x is the gene vector , y is the target vector
and p is the number of genes
Output : List of generated prediction models with their
average performance and running time for each
one.
1 Split data D using the stratified K-fold cross-validation
technique.;
2 for each fold in D do
3 Dyess < fold ;
4 Dyyuin < remaining (K — 1) folds ;

/* Standardization of D4, and Dy, using (12) */
S SDtrains SDte.Yf «S tandardization(Dtraim Dtest);
/* Filtering data using Fisher ratio using (1) */

6 Ftrains Ftest — Filter(SDtrain’ SDrest);

/* Selection of the optimal gene subset using C5.0  */
7 Subrraim Subrest — CS'O(Flraina Ftest);

/* Classification using the optimal gene subset */
8 Models « Classification(S ubsqin, S ubiest);

9 Return all generated prediction models ”Models”

3.2 Genes selection strategy

Feature selection is an important stage in intelligent systems mod-
eling, especially in prediction systems [14, 15]. The feature se-
lection or gene selection in the context of microarray data analysis

872


http://www.astesj.com

M. Hamim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 1, 871-878 (2021)

Data Preprocessing

©)

Standardization

Gene Selection

®

Fisher-score C5.0 Decision

Z-score
@ Training set > Training set Selection
mxp
Hight-DimentionnaI >>]lac0o0coaca00a00000a0m00am000
Input Data set Preprocessing
S ‘L
(nxp) Testing set
(n-m) x p > Testing set Selection

Classes Prediction
. Validation Model
For New Observation

Prediction

: 32| |8

: o A oD e
] Cancer Classification gi £ xi
1 3 = © &
3 = o E
e s |3
] : = =

] Y :

: | Classes | | Extract Model |(—| Model Construction I(—(L

Figure 1: The proposed Framework

is a useful technique that can reduce dimensionality by removing
any redundant, irrelevant, or noisy genes, which can lead to im-
prove the classification performance and reduce the cost of compu-
tation [4], [16]-[18]. As shown in Figure 2, gene selection process
can be reformulated as follows: given an original set of p genes,
X = (X1, Xa, .., X)), find a subset of genes X, = (X1, Xi, .., Xik<<p)
such that the most informative genes are selected.

Feature Selection

X4 > > Xit |—>
Xz > > Xi2
LA . ) ................................................................ ) R A )
X= ....... B[ 3¢
R y 8 15505000000030999008G03AE0AAO0AORARAEAGINAOACAAAOA0IAA0AA >-» .
_Xp_ > >_Xik_—>

Figure 2: Feature Selection process

Here we present a novel gene selection strategy composed of two
steps -Fisher score combined with the C5.0 algorithm- presented
into the sequel.

3.2.1 Filter method using Fisher score

Because it acts independently of any classification process, Fisher
score-based filter technique is considered as a fast supervised fea-
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ture selection technique, the reason why it is frequently used when
it comes to working with a large number of features (genes) [19].
It can be reformulated as follows: given an input data matrix G of
genes, then the Fisher score of each gene (denoted by F) j can be
represented by (1) :

S e (4] - )

F(G/) = ,
( ) =1 Tk (Ui)z

(D

With ,u',i, 0",1 are the mean and standard deviation of k-th class, corre-
sponding to the j-th feature. ¢/ denotes the mean of the whole j-th
gene in the G matrix.

As the F of each gene is calculated independently from origi-
nal genes, only 10% of the highest-ranked genes were selected to
achieve the second round of our proposed gene selection strategy.

3.2.2 C5.0 Decision Tree

C5.0 is a new decision tree algorithm developed from C4.5, which
has proved its high detection accuracy in many research fields. Com-
pared to C4.5, C5.0 can handle different types of data, deal with
missing values, and support boosting to improve classification accu-
racy [20]. Besides its ability in classification tasks, C5.0 was was
used as an efficient feature selection technique in many research
Fields [21]-[24]. In the present work, we take both advantages of
C5.0, its ability as a powerful feature selection method combined
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with the Fisher score-based filter technique, and as a classifier to
achieve the classification task in our whole prediction framework.
In the context of gene selection using C5.0 Decision Tree, all
genes were initially compared by using the following process: first
of all, we set the pruning degree (Pruning is an inherent technique
that consists in reducing the size of decision trees by getting rid of
branches of the tree that provide little information which can reduce
the complexity of the classifier, thus improving classification perfor-
mance) to 75% as a default value to prevent overfitting. Then, the
information gain ratio of each gene is calculated using the formula
2).
@ Info(S)— Info(S/G)

GainRatio(G) = S G
pli

2

Where :
-Info(S) is the Information Entropy which calculated as in (3) :

Info(S) = - ) pilogx(pi) 3)

m
i=1

With m the number of classes in the training set (in our case m=2),
S a given set of n samples (|S| = n) , and p; = % the probability
that an object in S belongs to the class C; (with n; the number of
samples that belong to the class C; )

-Info(S /G) denotes the Conditional Information Entropy which
is defined as in (4):

1Sl < myj nij
Info(S/G) = — — —log,(—) @)
/ jZJ ST 44181 %s
Assuming that G divide the set S into v subsets (51,95, ...,S,), then

n;; denotes the number of classes C; samples in the subset S ; with

|Sj|= Ir";l nj; and |S|=}’l
-S plit(G) is defined as in (5) :
: = 1Sl IS
S plit(G) = — ——log,(—) (5)
P 2 7518:CTs]

J=1

The most informative gene (best predictor) with the maximum
information gain is selected to be the root node of the whole tree.
Then, the root node in each level of the tree is selected from re-
mained genes using the same principle. The gene selection process
continues until a maximum depth is meet. As the tree was pruned,
the optimal gene subset is determined [20, 25].

4 Classification Algorithms

4.1 Artificial Neural Network

The ANN is a form of distributed computation inspired by networks
of human biological neurons. Typically, an ANN consists of a set of
interconnected artificial neurons that are organized in several layers
called, input, output, and one or several hidden layers. In a typical
3-layer network as shown in Figure fig :ANN, each neuron in a layer
is connected to the all next layer neurons with no interconnectivity
among the neurons of the same layer and no connection back. All
the connections are defined by weight values denoted by w. In the
input layer, all nodes get information from the outside and pass it to
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the nodes of the next layer. Each node computes the weighting sum
of all the N neurons of the previous layer and passes it through an
activation function (usually logistic) [26]

Hidden Layer

Figure 3: Artificial Neural Network diagram

4.2 Random Forest

As a powerful supervised pattern classification algorithm, RF is
used in many intelligent systems. Random Forest is viewed as a
combination of several independent decision tree classifiers. Each
decision tree is constructed using a randomly selected subset of
features. In RF, a majority voting process is used to affect samples
to one of the classes by taking the most popular class among all
predicted classes by all the tree predictors in the RF [27]. Many
processes are used to construct a decision tree classifier; the most
commonly used are the Information Gain (IG) and the Gini Index
(GI) [28]. In the present paper, we used the GI for the random
feature selection measure.

4.3 K-Nearest Neighbors

K-Nearest Neighbors is an easy and simple machine learning algo-
rithm that is widely used in many domains of pattern classification.
As the KNN is a non-parametric classifier, new samples are affected
to the class represented by a majority of its K-nearest neighbors
using a feature similarity rule; since there is no mathematical model
to predict labels for new samples. The similarity process is de-
fined using different distance metrics such as Hamming Distance,
Euclidean Distance, and Minkowski distance [29] . In the present
work, the similarity is measured between K-nearest neighbors using
the Euclidean distance metric as in(6), and the number of neighbors

K is set to k=4.
P
d(S1,82) = Z(Su — 52i)?
i=1

Where S and S, are two given samples and p is the number of
features .

(6)
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4.4 Logistic Regression

As an extension of the linear regression algorithm for classification
problems, Logistic Regression aims to find the best fitting model,
which squeezes the output of a linear equation between 0 and 1
using the logistic function. In linear regression, the relationship
between output and features is modeled by using a linear equation.
However, in a classification problem, it is strongly recommended to
have probabilities between 0 and 1, which can force the outcome to
be only between 0 and 1 using (7).

1

1+ e—(ao+a1x| +ar xp+...4+apxy,)

L(x) = (M

4.5 Support Vector Machine

The SVM is a binary classifier algorithm that has been successfully
applied in many pattern recognition areas. In linear classification,
SVM constructs a classification hyper-plane that separates the data
into two sets by maximizing the margins and minimizing the classi-
fication error. The hyper-plane is constructed in the middle of the
maximum margin. Thus, samples above the hyper-plane are classi-
fied positives. Otherwise, they are classified as negatives (Figure 4).
SVM is a linear classifier algorithm, meaning that it uses a linear
separation to classifier samples. However, in real intelligent systems,
datasets are often linearly non-separable. To overcome this problem
of non-linearity, a nonlinear transformation of the input vectors into
a new feature space is performed, and then a linear separation is
performed using the new feature space. In this work, the Gaussian
kernel using (8 ), was used to overcome the non-linearity issue.

Il x; — x; II?

K(xi,x)) = exp(—=——>—

) ®)

Where: || x; — x; I denotes the Euclidean distance and o~ a positive

parameter which denotes the smoothness of the kernel.
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4.6 Evaluation Metrics

The data mining process has several ways to check the performance
of any classification model. The quality of any classification model
is built from the confusion matrix (see Figure fig :CM), which sum-
marizes the comparison between predicted and observed classes for
all samples. Different types of evaluation measure are calculated
from the confusion matrix, and the most commonly used in practice
are the classification accuracy as in (9), and Fl-score as in (10).

TP+TN
Accuracy = x 100 )
TP+TN+FP+FN
2TP
Fl-score= ——— (10)
2TP+ FP+FN
Predicted classes
Positives Negatives
Observed Positives TP (True Positive) TN (True Negative)
classes Negatives FP (False Positive) FN (False Negative)

Figure 5: Confusion Matrix for binary classification

Another common evaluation metric used in Machine Learning is
the receiver operating characteristic (ROC) curve, which is created
by plotting the True Positive Rate (TPR=TP/(TP+FN)) against the
False Positive Rate (FPR=FP/(FP+TN)). The Area Under the ROC
Curve (AUC) provides a good idea about model performance. The
model that gives 100% of corrects predictions has an AUC of 1,
while the model that gives 100% of wrong predictions has an AUC
of 0.

In the present paper, the average of each evaluation metric (de-
scribed above) in training and test sets is calculated to evaluate the
quality of each prediction model using (11).

MetriCy qgin + MeLriCros

2

metric =

Y

S Experimental results and discussion

Before presenting our experimental results in the next section, we
describe the gene expression data set used in this paper, K-Fold
cross-validation, data preprocessing, and the system configuration.

5.1 Breast cancer dataset details

The proposed prediction framework was conducted on the public
available microarray breast cancer dataset [30], which includes
24,481 features with 97 samples, 51 (52.58%) of which are healthy
and 46 (47.42%) are diagnosed with breast cancer. Details of our
used microarray dataset are given in Table 1.

Table 1: Microarray datasets details

Figure 4: SVM diagram
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Dataset Genes Samples Classes Ref
Breast cancer 24481 97 Relapse/Non-relapse  [30]
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5.2 Stratified 10-fold Cross-validation

In order to avoid overestimating prediction, a stratified 10-fold
cross-validation technique was employed. By using this technique,
samples are split into five equal folds (subset) of samples. One of
the 10- fold is used for the testing step, and the remaining four folds
are put together to form the training data. This process is repeated
ten times. The stratification process was used to ensure that all folds
are made by preserving the same percentage of samples for each
class.

5.3 Preprocessing

Before supplying the datasets to our analysis system (Figure 1), it
was necessary to perform a data preprocessing as it is an important
step to overcome data imbalance issue. In the present paper, Gene
expression levels for each gene were standardized using (12). The
result is that expression levels for each feature have a mean 0 and

variance 1. .
X-X
X=——

o

12)

Where: X the overall mean of the feature X and o its standard
deviation.

5.4  System configuration

By using parallel processing, our proposed framework was imple-
mented in Python 3.7 language under Ubuntu 18.04.3 with v5.0
based Linux kernel 64bits operating system. All of the experiments
were carried out using an Intel Xeon E5-2637 v2 3.5 GHz PC with
64 GB of RAM.

100
95
90

85 — _ \'/

80

Accuracy (%)

75

70

65 —@— With Gene Selection

Without Gene Selection

60

SVM LR ANN KNN C5.0 RF

Classifiers

Figure 6: Classification performance with and without our proposed gene selection
approach

5.5 Results and discussion

In order to see how good our new approach behaves in situations
where there is a large number of genes versus few observations, this
section aims at analyzing the results of our proposed framework in
terms of classification accuracy, degree of dimensionality reduction,
and the running time.

To prove the power of our gene selection approach in terms of
prediction performance, we first applied our six proposed machine
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learning algorithms on the whole breast cancer gene expression data
set (without using any feature selection process). Table 2 presents
the experimental results and shows the classification performance in
terms of accuracy, F1-score, and AUC of each constructed classifier.
As we can notice, the most striking performance was achieved by
the ANN classifier, which does not exceed 86.99%, while the KNN
algorithm shows the lowest performance rate of 64.62%. Almost
the classification performances of all constructed classifiers do not
exceed the eighties in terms of all evaluation metrics.

Table 2: Performance measurement without gene selection

Classification Time Accuracy

Model (s) (%) Fl-score AUC
ANN 42 86.99 0.84 0.85
KNN 1 64.62 0.65 0.65

LR 13 83.91 0.83 0.84

RF 1 83.71 0.86 0.84

SVM 1 80.05 0.79 0.8

C5.0 25 79.01 0.79 0.8

1.0

0.8
Qo

[0]

X 06

(0]

2

3

[e]

o

g 0.4 FC5.0-ANN (AUC = 0.86)
= FC5.0-SVM (AUC = 0.85)

/ FC5.0-LR (AUC = 0.81)

0.2 FC5.0-kNN (AUC = 0.80)

—— FC5.0-C5.0 (AUC = 0.93)

—— FC5.0-RF (AUC = 0.95)
Perfect performance

0.0

0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Figure 7: ROC curve of our shrinkage models using the proposed gene selection
approach

Table 3 shows the experimental results of our gene selection
method when used along with our proposed machine learning al-
gorithms. The results are presented in terms of classification per-
formance matched with the number of selected genes. As we can
notice, using our approach, the dimensionality of our research space
(the number of genes) was reduced in two phases. First, the number
of genes passed from p=24481 (the original number of the gene
as shown in Table 1) to k=2448 using the Fisher ratio-based filter
method, the new k represents 10% of the original number of genes
that have the highest score. In the second phase, the number of
previously selected genes k was reduced for a second time using the
inner feature selection ability of C5.0 Decision Tree algorithm; thus,
the k passed from 2448 genes to five genes (k’=5). Thereafter, the
new subspace of k’=5 predictors (genes) was used to construct the
ensemble of classifiers (SVM, KNN, LR, ANN, C5.0, and RF). As
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Table 3: Performance measurement using our framework

Predicted classes (0:Relapse 1:Non-Relapse)

Figure 8: Confusion Matrix of our shrinkage models

Input Data Original Genes Number E(‘;izﬁzrsse:zizon approach Selected Genes | Classification Model | Time (s) | Accuracy (%) | Fl-score | AUC
Cs5.0
¥
FC5.0-RF 31 95.00 0.94 0.95
Breast I\Z\E’l(;%ﬁ?’ FC5.0-C5.0 31 93.28 0.94 0.97
Cancer gene p=24481 k=2448 k’=5 NM_003477, FCS.0-ANN 31 86.21 0.89 0.86
. . FC5.0-SVM 31 85.4 0.86 0.85
expression data Contig26768 RC,
Contie55662_RC FC5.0-LR 31 81.78 0.82 0.81
£ B FC5.0-KNN 31 80.4 0.82 0.8
FC5.0-C5.0 FC5.0-RF FC5.0-SVM 50
6} Training = 37 Training = 4 i
& 5
s Test=4 Test=1
& - > - > -40
E | Training = 2 , Training = 0 Training = 4 Training = 42 46
= Test=1 Test =1 Test =1 Test =4
2 ||
5 0 1 0 1 0 1
4
S FCS.0-KNN FCS5.0-LR FC5.0-ANN
g Training = 36 Training = 5 Training = 13 Training = 26
o == 39 —— 33 - 0 =31
2 Test=3 Test=2 Test=0 Test=15 10
é Training = 3 Training = 43 1 Training = 36 40 Training = 9 Training = 37 0
5 Test=1 Test=4 Test=0 Test=5 0
0 0 1 0 1

we can see from experiment results (Table 3 and Figure 6), almost
all constructed shrinkage models produced a classification perfor-
mance that could exceed the eighties; and the most striking result
concerns the FC5.0-RF and FC5.0-C5.0 models since they achieved
the best prediction performance that could reach respectively to 95%
and 93.28% in terms of all evaluation metrics, which is much better
than what was reported in the first experiment (without applying
gene selection Table 2). In contrast, the prediction performance has
slightly deteriorated when it comes to LR and ANN classifiers when
using our gene selection approach.

In Figure 7, the ROC curves are plotted to estimate the AUC
of each constructed classifier model when using our gene selection
method, which can help to compare their prediction performances.
As we can see from this figure, ROC curves of FC5.0-RF and FC5.0-
C5.0 models are the closest to the perfect performance curve, which
can explain the quality of these models reported in Table 3. In the
same context of the second experiment using our gene selection
approach, Figure 8 gives a better overview of the relations between
our generated prediction models outputs and the true labels. As we
can notice, for our favorite model (FC5.0-RF) all samples in the
training set are correctly classified, while in the test set, only one
sample out of 10 is miss-classified, which confirms the achieved
average classification accuracy of 95%.

According to all results reported above, it can be summed up
that the power of our whole system (illustrated in Figurel)) comes
from its ability to predict breast cancer risk with high performance
by involving a bar minimum of genes predictors (only five genes).

Table 4 compares the performance (in terms of accuracy and
the number of selected genes) of our gene selection-based breast
cancer classification technique with existing gene selection meth-
ods. The comparison is made to demonstrate the capability of our
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approach over other techniques in predicting breast cancer. As it
can be noticed, the proposed approach led to a higher prediction
performance by involving only five genes, which is much better
than was reported for the other techniques.

Table 4: Comparison of the proposed FC5.0 approach with other feature selection-
based approaches

Paper Appraoch # Selected genes  Best accuracy (%)
(9] RFE+SVM 50 88,82
RLR+SVM 87,87
[10] FCBF+DNN+SVM 112 96.11
[11] ACO+MBP 2448 (10%) 64.12
[12] CFS+iBPSO+NB 32 94.00
[13] SVM-VSSRFE - 90.03
Ours FC5.0-RF 5 95.00

6 Conclusion

By using gene expression data to improve breast cancer risk predic-
tion, this study proposed a new Decision Tree model-based gene
selection strategy, which incorporates two stages: fisher score-based
filter method and the feature selection capability of the C5.0 algo-
rithm. The prefiltering phase using the Fisher score aims at reducing
the dimensionality of breast cancer gene expression data by getting
rid of any irrelevant or redundant genes in the predictive genes. Then
in the second stage, we make use of the obtained low-dimensional
research space to find the best gene subset that maximizes the pre-
diction performance by using the feature selection capability of the
C5.0 decision tree algorithm. The optimal genes subset was used
as the input for cancer classification using six machine learning
algorithms. To prove the impact of our approach on breast cancer
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risk prediction, we compared the classification performance of our
generates models between them and with the performance of classi-
fiers without using any gene selection process. Experimental results
show that our gene selection approach led to a higher prediction
performance that reached 95% using FC5.0-RF model by taking
fewer genes, which is better than what was reported in Table 2 and
Table 4 .

This work can be enhanced in two different aspects: the classifi-
cation models and the search engine. For the classification model,
we intend to propose the use of other supervised machine learning
algorithms in order to achieve more accurate results in terms of
prediction. For the search engine, other gene selection approaches
can be proposed or combined with our proposed one. We expect
these improvements to predict breast cancer risk with high accuracy,
which may guide further breast cancer researches.
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