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Depth prediction plays a key role in understanding a 3D scene. Several techniques have been
developed throughout the years, among which Convolutional Neural Network has recently
achieved state-of-the-art performance on estimating depth from a single image. However,
traditional CNNs suffer from the lower resolution and information loss caused by the pooling
layers. And oversized parameters generated from fully connected layers often lead to a exploded
memory usage problem. In this paper, we present an advanced Dilated Fully Convolutional
Neural Network to address the deficiencies. Taking advantages of the exponential expansion
of the receptive field in dilated convolutions, our model can minimize the loss of resolution. It
also reduces the amount of parameters significantly by replacing the fully connected layers
with the fully convolutional layers. We show experimentally on NYU Depth V2 datasets that the
depth prediction obtained from our model is considerably closer to ground truth than that from
traditional CNNs techniques.

1 Introduction

This paper is an extension of work originally presented in confer-
ence name [1]. Depth prediction has always been a core task to
understand the geometric relations within a 3D scene. It provides
rich information about the distance of the objects in the image from
the viewpoint of camera. This technique is necessary for many
applications in computer vision including smoothing blurred parts
of an image [2], [3], rendering of 3D scenes [4], virtual reality, self-
driving cars [5], grasping in robotics [6] and autopilot [7]. However,
predicting depth from images is a quite complex and challenging
task. In absence of the environmental assumptions, the inherent
ambiguity of mapping an intensity or color measurement into a
depth value makes depth prediction an ill-posed problem. Many
unique techniques have been proposed to tackle this problem, such
as superpixels based algorithms [8], Structure-from-Motion (SfM)
[9], data-driven methods [10] and CNN based approaches [11].

Neural Network has been widely applied on computer vision
tasks and natural language processing tasks [12]–[14]. And Con-
volutional Neural Network (CNN) has achieved a great success on
outperforming many state-of-the-art algorithms over object classifi-

cation and detection [15], semantic segmentation [16], scene recon-
struction, and face recognition [17]. Recently, depth prediction can
also be addressed by CNNs due to the power that the ambiguous
mapping between a single image and depth maps can be modeled
via learning in the neural network. [11] increases the output reso-
lution by efficiently learning the feature map up-sampling within
the fully convolutional residual networks. The Multiple-Scale Deep
Neural Network in [18] improves the depth prediction by estimating
the global scene structure and refining it using local information.
Three different computer vision tasks including depth prediction are
addressed in [19] with a single multi-scale convolutional network
architecture. [20] proposes a novel training loss in the CNN architec-
ture, which enforces consistency between left and right depth maps,
to perform end-to-end unsupervised single image depth estimation.

Despite Convolutional Neural Networks performs well on depth
estimation, there are still some deficiencies remained to be improved.
Some depth predicting CNN models still use pooling layers to ex-
tend receptive field. Pooling layers provide an effective approach
to reduce the dimensionality of the network by summarizing the
presence of features in patches of the feature map. However, they
inevitably lose a lot of valuable information during the down sam-
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pling process. In contrast, fully connected layers will obtain the
global relationship between pixels and image, and inherit all the
combinations of the features from the previous layer. This will gen-
erate too many parameters, making fully connected layers incredibly
computationally expensive.

Dilated convolutional neural network has been proved to be
more effective than traditional CNNs in [16], [21].The feature of
dilated convolutions is illustrated in Figure 1. Instead of contiguous
pooling filters in traditional CNNs, dilation imposes filters that have
spaces between each node. The dilated convolutions support expo-
nential expansion of the receptive field without loss of resolution
or coverage, which reduces the computation and memory costs.
While preserving the dimensions of data at the output layer, dilated
convolutions also maintain the ordering of data.

(a) 1-dilated convolution (b) 2-dilated convolution

Figure 1: Examples of dilated convolutions with receptive field. (a) refers to an
1-dilated convolution with a kernel of a 3x3 receptive field, which is inherently a
standard convolution. (b) refers to a 2-dilated convolutions with a kernel of a 7x7
receptive field. The amount of parameters corresponding to each layer stays identical.

In this paper, a fully dilated convolutional neural network is pro-
posed to enhance the performance of depth prediction. Our model
is designed based on the framework in [18]. It contains two compo-
nents: the global coarse-scale network, which estimates the coarse
depth, and the local fine-scale network, which refines the coarse
depth estimation combined with local information. In the coarse-
scale network, the convolutional layers are replaced with the dilated
convolutional layers and the fully connected layers are replaced
with the convolutional layers. We train and evaluate our network
on NYU Depth V2 datasets and make comparison on the depth pre-
dicting performances between our model with traditional VGG-16
model. The experiment results demonstrate that our model reduces
the computational and memory costs, and achieves state-of-the-art
performance on benchmarks.

2 Related Work

2.1 Depth Estimation

Depth estimation refers to a set of techniques and algorithms aiming
to obtain the spatial information from a scene, which has been an
essential computer vision task with a long history. Normally a 2D
image taking from the camera is not able to represent the local
spatial relations of a 3D scene. Since only one point of each pixel is
projected in the real scene, its depth information is mathematically

eliminated when projected into plane in a image. Depth informa-
tion is a key prerequisite to perform multiple computer vision tasks.
With the depth information, we are able to back project images
captured from multiple views and the 3D scenes can be perfectly
restructured by matching all the points. In order to accurately move
the actuators in robotics, the depth estimation is required to multiple
tasks such as perception, navigation, and planning. In the single
image dehazing task, scene depth is a key parameter that supports
to remove the haze locally instead of globally.

Depth estimation is an inherently ambiguous and complex task.
Geometrically, infinite points in the scene are not projected, thus
the depth information may be generated from considerable possible
world scenes. For some specific computer vision tasks benefited
from depth prediction, it will face more challenges. In the applica-
tion of autonomous driving in particular, depth estimation will be
degraded by occlusion, dynamic object in the scene and imperfect
stereo correspondence. Despite the loss of depth information in the
3D dimension, depth map prediction has been investigated inspired
by the analogy to how human eyes perceive depth information from
depth cues.

2.2 State-of-the-art Algorithms

Humans estimate depth by comparing the images obtained from left
and right eyes. Our eyes perceive and recognize the depth cues of
the scene, then our brains will subconsciously analyze and recover
the depth information easily. There are basically 4 categories of
depth cues: Static monocular, depth from motion, binocular and
physiological cues [22], making it possible to construct the spatial
arrangement of objects in the scene. In computer vision, depth
information is extracted mainly from monocular images and stereo
images by exploiting epipolar geometry. And many efforts have
been made to tackle the challenge of predicting depth from stereo
vision depth estimation and monocular depth estimation.

Stereo vision is inspired by how human eyes calculate the ap-
proximate depth map from the minor difference between both view-
points. It compares two differing views on a scene and predicts
the relative depth information from the displacement in horizontal
coordinates of corresponding image points. The local disparity can
be obtained effortlessly using local appearance features. By contrast,
estimating depth information from a single image requires a global
view of the scene, which is one of the reasons why the monocular
depth estimation has not been solved to the same degree as the stereo
vision approach [18]. In [23], Scharstein summarizes a taxonomy
and evaluation of existing dense two-frame stereo correspondence
algorithms, including some earliest stereo vision based depth esti-
mation algorithms [24], [25] with impressive performances. [26]
proposes a probabilistic deep learning approach to model disparity
and generate binocular training data to estimate model parameters,
which outperforms state-of-the-art algorithms with fewer require-
ments for global detailed information of the scene.

Structure-from-Motion (SfM) is one of the most successful state-
of-the-art techniques of depth estimation [27]. SfM estimates the
camera motion from the relative pairwise camera positions of the
extracted features. Then it predicts the depth information via tri-
angulation from pairs of consecutive views, and recovers the 3D
structure through the spatial and geometric relationship of objects in
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the scene [9]. Despite its advantages over the lower cost and the less
restricted environment, SfM has not been widely adopted in com-
mercial applications due to its complex theories and the difficulty to
further enhance the accuracy and speed.

Several techniques address the depth estimation task based on
superpixels. In [28], the author proposes an algorithm to find an
oversegmentation of the image that breaks up the planar surfaces
into many small patches, which are named as superpixels. For each
homogeneous superpixel in the image. In [4], the author uses a
Markov Random Field (MRF) to infer depth information through
a set of plane coefficients, which extract both the 3D location and
orientation in the image. The MRF is trained via supervised learn-
ing to learn how different depth cues are associated with different
depths. In [4], the author further extends the model by combining
triangulation cues and monocular images cues, which supports to
restructure a full and photorealistic 3D model of a larger scene.
There are also some superpixels based algorithms deploying the
Conditional Random Fields (CRFs) for the regularization of depth
information. Deriving from the CRFs in [8], the author formulates
monocular depth estimation as a discrete-continuous optimization
problem. The continuous variables encode the depth of the super-
pixels in the input image, and the discrete variables represent the
relationships between neighboring superpixels. In [29], the author
extracts multi-scale image patches around the superpixel center and
learn to encode the correlations between input patches and corre-
sponding depths regressively with a deep CNN. Then it refines the
depth estimation from the superpixel level to pixel level by using
CRFs.

2.3 CNN Based Algorithms

A CNN-based depth estimation from a single image is a challenging
task if without the local correspondences. A CNN model needs
to self-learn the pixel-wise local details as well as the correlations
between a pixel and the global scene during the training process.

In [18], the author presents a novel network to regress dense
depth maps by implementing a deep network with two stages: global
coarse-scale network and local fine-scale network. The coarse-scale
network is initialized based on AlexNet [30] with five feature extrac-
tion layers, including convolution layers and max-pooling layers,
and two fully connected layers followed. The network is able to
integrate the understanding of a global view by making effective use
of depth cues to predict the coarse depth information. The fine-scale
network consists of convolutional layers and one pooling stage for
the first layer edge features. Aligning with local details in the scene,
the fine network fine-tune the coarse prediction by concatenating an
additional low-level feature map.

Building upon the two-scale CNN architecture in [18], [19] au-
thors a paper about predicting depth, surface normals and semantic
labels with an improved multi-scale convolutional network. It re-
places the Alexnet network with a deeper VGG-16 network [31].
Generating pixel-maps directly from an input image, this network
can also align to many image details by using a sequence of convo-
lutional network stacks applied at increasing resolution, without the
need for low-level superpixels or contours.

A novel fully convolutional network incorporated with efficient
residual up-sampling blocks is proposed in [11] to model the am-

biguous mapping between monocular images and depth maps. It
can output the depth maps with higher resolution, at the same time
reduce the amount of parameters and train on one order of mag-
nitude fewer data. This paper further proposes a scheme for up-
convolutions and combine it with the concept of residual learning to
create up-projection blocks for the effective up-sampling of feature
maps, which has been proved to be more applicable when addressing
high-dimensional regression tasks.

Fully connected layers in some CNN architectures will gener-
ate considerable parameters, causing several problems like slower
training time, much memory consumption, and chances of overfit-
ting. Some networks in [32], [33] replace fully connected layers
with convolutional layers, which can decrease the image matrix to a
lower dimension and reduce the amount of parameters. However,
convolutional layers are not capable to encode the position and ori-
entation of objects and lack the ability to be spatially invariant to the
input data. Thus the output accuracy is much lower than that of fully
connected layers. Some further improvements have been proposed
to compensate the loss like the convolutional residual networks [11]
we introduced above and the dilated convolution we will discuss in
next section.

2.4 Dilated Convolution

The dilated convolution is a type of convolution that expands the
kernel by inserting holes between the kernel elements. The standard
convolution operator is defined in [21] as:

(F ∗ k)(p) =
∑

s+t=p
F(s)k(t) (1)

The dilated convolution operator has been referred to as convo-
lution with a dilated filter. We refer to l as a dilation factor and the
l-dilated convolution operator ∗l can be defined as:

(F ∗l k)(p) =
∑

s+lt=p

F(s)k(t) (2)

When l = 1, the discrete convolution is simply the 1-dilated
convolution. The dilation factor l should be increased exponen-
tially at each layer when building a network with multiple dilated
convolution layers. At the same time, the number of parameters as-
sociated with each dilated convolution layer is identical. That’s the
reason why dilated convolution can significantly reduce the amount
of parameters.

Dilated convolution is widely adopted to enhance the perfor-
mance in computer vision tasks. The multi-scale context architec-
ture with dilated convolutions presented in [21] has increased the
precision of the advanced semantic segmentation models effectively.
In [16], the author adopts dilated convolution in deep convolutional
neural networks, which increases the dense computation of neural
net responses and achieves a higher accuracy than state-of-the-art
algorithms at semantic segmentation task. A network for congested
scene recognition (CSRNet) in [34] is easily trained by replacing
pooling layers with dilated kernels. And the results demonstrate
that CSRNet improves the output performance significantly with
lower mean absolute error (MAE) than state-of-the-art algorithms.
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The Alexnet and VGG-16 models apply the pooling layers to
downsample the input images and simultaneously extend the recep-
tive field. However, this process generally results in a loss of pixel-
wise details. Dilated convolutions can avoid the similar resolution
degradation issue but obtain the same computation as pooling layers
in Alexnet and VGG-16 networks. Derived from the application of
dilated convolutions on semantic segmentation, a similar technique
is implemented to tackle the depth estimation task. Dilated con-
volutions hold the superiority with exponentially expanding of the
receptive fields, which supports obtaining the global relationships
among pixels in an image without the resolution reduction when
decreasing the amount of parameters.

3 Dilated Fully CNN Architecture

3.1 Overview of the Method

Our dilated fully CNN architecture designed for depth estimation is
presented in Fig. 2. It is built upon the multi-scale deep network in
[18], which incorporates two stages: the global coarse-scale network
and local fine-scale network.

The upper component (Stack 1) is the global coarse-scale net-
work, which is similar to the VGG-16 network and designed to
predict the coarse depth information. The convolutional layers and
the fully connected layers in VGG-16 are replaced with the dilated
convolutions and convolutional layers respectively. The coarse stage
contains dilation layers and fully connected layers (FCN). The di-
lation layers apply 3x3 convolutions with different dilation factors.
The dilations are 1, 2, 3, 2, 3 and 4. Rather than reducing the
feature map sizes by convolutional layers and implementing fully
connected layers to learn details over the local scene, our network
can remain the same feature map sizes with much fewer parameters
and simultaneously obtain an overall view of the scene from fully
connected layers without the resolution loss.

The bottom component (Stack 2) is taken as the local fine-scale
network. While the coarse stage captures the global scene, we also
need to obtain local information in the refined stage. The inputs
images will pass a 9x9 convolutional layer with pooling. Then its
output and the low-level feature maps output from coarse stage will
be concatenated.

Figure 2: The architecture of two-stages dilated fully convolutional network

The architecture of the proposed dilated fully CNN with struc-
tural parameters is demonstrated in Table 1. In the coarse stage of
VGG-16 network, the original frames of size 160x120 pixels are
down-sampled by each convolutional layer. The front-end module

that provides the input to the coarse stage of our network produces
feature maps at 80x60 resolution. Our architecture remains the same
resolution in the whole framework by replacing the convolutional
layers with dilation convolutions. Table 1 demonstrates that the di-
lated convolution layers are particularly suited to coarse prediction
due to its advantage of expanding the receptive field without the
resolution reduction.

Table 1: Module architecture with the image size (size), the convolutional layer
number (conv), the channel number (chan), the kernel size, and the dilation layer
number in each layer.

Layer 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 upsamp

Stack 1
(VGG)

size 160x120 80x60 40x30 20x15 10x7 1x1 1x1 1x1 80x60
conv 2 2 3 3 3 - - - -
chan 64 128 256 512 512 4096 4096 4800 1
ker.sz 3x3 3x3 3x3 3x3 3x3 - - - -

Stack 1
(OUR)

size 80x60 80x60 80x60 80x60 80x60 80x60 80x60 80x60 -
conv 2 2 3 3 3 1 1 1 -
chan 64 128 256 512 512 512 512 1 -
ker.sz 3x3 3x3 3x3 3x3 3x3 7x7 1x1 1x1 -

dilation 1 2 3 2 3 4 - - -
Layer 2.1 2.2 2.3 2.4 final

Stack 2

size 80x60 80x60 80x60 80x60 80x60
conv 1 - 1 1 -
chan 63 - 64 1 1
ker.sz 9x9 - 5x5 5x5 -

3.2 Training Loss

Due to the ambiguity of the scale over a global scene in depth
estimation, majority of the error is generated when obtaining the
average scale of a scene. In order to compensate this training loss,
we adopt the scale-invariant mean squared error in [18] as our loss
function. Regardless of the absolute global scale, the scale-invariant
error is applied to measure correlation among local pixels in the
scene, which is defined in as:

D =
1

2n

n∑
i=1

(log yi − log y∗i + α(y, y∗))2 (3)

where y and y∗ represent the estimated depth map and the ground
truth respectively. Each of them contains n pixels that are indexed
by i. And α(y, y∗) aims to minimize the error between given y and
y∗, which is defined as:

α(y, y∗) =
1
n

∑
i

(log y∗i − log yi) (4)

For any predicted depth map y, eα is the scale that best aligns it to
the ground truth y∗. The scale-invariant means that the error won’t
change with any scalar multiples of y.

We refer to this scale-invariant error as our training loss function
that is formulated as:

L =
1

2n2

∑
i, j

((log yi − log y j) − (log y∗i − log y∗j))
2 (5)

where i, j ∈ {1, 2 . . . n − 1}.
The difference between the estimated depth map y and the

ground truth y∗ at pixel i is defined as:

di = log yi − log y∗i (6)

Then (5) can be re-formulated as:

L =
1
n

∑
i

d2
i −

1
n2

∑
i, j

did j (7)
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(7) measures the error from the relationships between the output
pixel i and pixel j. And each pair of predicted pixels and its corre-
sponding ground truth pixels should share a similar amount of the
difference between pixels, which can further reduce the errors.

4 Experiment Setup

4.1 Datasets and Implementation

We setup the experiment based upon NYU Depth V2 datasets [35],
which is one of the largest RGB-D image datasets for indoor scene
reconstruction. The raw dataset consists of 1449 RGB images
with detailed object labels and annotattions with physical relations.
Comprising 464 different indoor scenes and classified by 26 scene
classes, those images are captured from a variety of buildings in
modern cities. NYU Depth V2 dataset is significantly larger and
more diverse than another similar Kinect scene dataset - NYU in-
door scene dataset, which has limited diversity with only 67 scenes.
In order to reduce the chances of overfitting, we shuffle the entire
dataset. During the training process, only 800 images of the raw
distribution are required. Then we take 200 images to execute the
validation test and test our network with 449 images.

4.2 Training Procedure

In our network, we are committed to the universality of the structure.
Since the image dataset will not generate any additional processing,
our proposed network can be simply applied on other datasets.

Our network is implemented on Keras library running on top
of Tensorflow. We train the network in two phases and use the
GPU acceleration to speed up the training. First, dilated convolution
layers and fully connected layers in the coarse-scale network are
pretrained on the NYU Depth V2 training dataset. During this pro-
cess, the parameters stay identical. Second, the coarse stage outputs
concatenated with the edge features of input images are referred as
the input images of the fine-scale stage. The convolutional layers
in the fine-scale network refine the coarse prediction by aligning it
with the detailed information in a local scene.

To make a fair comparison with the performance of traditional
VGG-16 framework, two frameworks are both trained on NYU
Depth V2 dataset. And they generate output images with the same
size, 80x60 for each. The size of input image in VGG-16 framework
is 320x240 and the size of input image in our proposed dilated fully
convolutional network is 80x60. We refer to stochastic gradient
descent (SGD) as the optimizer with the mini-batch size of 16 in the
experiment. And we set the learning rate as 0.1 and the momentum
as 0.9 for both global coarse-scale stage and local fine-scale stage.

5 Experiment Results and Analysis

5.1 Parameters Comparison

Fig. 3 demonstrates the effectiveness of dilated convolutions on
decreasing the amount of parameters. ”Total params” in (a) and (c)
represents the amount of total parameters of the coarse-scale stage
based on VGG-16 network and our proposed network respectively.

(a) and (d) present the total parameters in the whole framework of
VGG-16 network and our proposed architecture. Since the coarse-
scale network is more complex with more layers than the fine-scale
network, majority of parameters are generated from the coarse-scale
stage, which can be observed from the comparison between total
parameters in (a) and (c).

(a)

(b)

(c)

(d)

Figure 3: Comparison on the scale of parameters generated in CNN. (a) and (c)
present the number of total parameters in the coarse-scale stage (Stack 1) and the
whole framework based on VGG-16 network, (b) and (d) present the number of total
parameters in the coarse-scale stage (Stack 1) and the whole framework based on
our proposed network.

The experimental results demonstrate that our proposed network
achieves over seven times reduction of the parameters amount both
in the coarse-scale stage and the whole framework compared with
the conventional VGG-16 network. Thus our proposed network
can liberate considerable computation resources during the training
process, which benefits from the significant parameters reduction.
Besides, the limited scale of parameters makes the proposed network
a viable candidate to be applied to other embedded architectures.

5.2 Depth Estimation Results

We propose a dilated fully convolutional neural network which is
designed upon the architecture in [18], and evaluate its depth estima-
tion performance compared with the conventional VGG-16 network.
The experimental results are presented in Fig. 4.
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(a) (b) (c) (d)

Figure 4: Example depth estimations. (a) and (b) represent the input images and the
ground truth images respectively, (c) refers to the output depth estimation from VGG-
16 network, (d) refers to the output depth estimation from our proposed network

The comparison between output images and ground truth images
demonstrates that the dilated convolutions in our architecture can
still obtain the related details between local pixels in a patch and the

global view of a scene even without the fully connected layers.
Since fully connected layers learn all combinations of the fea-

tures of the previous layers, the VGG-16 module achieves a good
performance in some local spatial details. Comparing the predicted
depth information based on VGG-16 module and our network, it
is observed that our architecture can’t perform as good as VGG-16
module when predicting depth maps around the object contours.
The ambiguous pixels are generated during the training process,
where majority of the output depth information will be blurred by
the missing pixels around objects boundaries and reflective surfaces.
Several techniques have been proposed to predict the boundary
type of the superpixel edges, such as the discrete-continuous depth
estimation approach in [8]. However, our model focuses on the en-
hancement over a global view of the scene and ignores the boundary
performance. It’s obviously observed that our network outperforms
traditional VGG-16 network a lot globally, with much higher resolu-
tions and more realistic representation of the relationships between
objects and the environment.

6 Conclusion
In this paper, we proposed a dilated fully convolutional neural net-
work to predict the depth information from a single image. The
network is designed based on the multi-scale deep network in [18],
which contains two stages: the coarse-scale network and the fine-
scale network. The coarse stage predicts the global depth informa-
tion, which is refined locally in the fine-tune stage. We replace the
convolutional layers and fully connected layers in the coarse stage
with dilated convolutions and convolutional layers respectively. By
implementing the dilated convolutions, the network can reduce the
amount of parameters significantly without the resolution reduction,
which benefits from the exponential expansion of receptive fields
in dilated convolutions. And the experiment results demonstrate
that our proposed network achieves the state-of-the-art performance
on depth estimation for NYU Depth V2 datasets. The output depth
information outperforms VGG-16 network with higher resolutions
and more realistic representation of the relationships between ob-
jects and the environment, while generating much fewer parameters
and releasing more memory resources.

Predicting the depth information around the objects boundaries
is a weak point of our proposed network. In future work, we will
incorporate specific techniques into our network and effectively en-
hance the depth prediction performance around objects boundaries.
Besides, our network only evaluates the visual performance on a
single dataset, which is insufficient to demonstrate all the superi-
ority. We plan to further evaluate the predicted depth information
on several effective image criteria, which can represent the strong
points that are not presented visually. And we will apply the dilated
convolutions to more advanced CNNs to further improve the depth
prediction performance.
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