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 Programming industrial robots in a real-life environment is a significant task necessary to 

be dealt with in modern facilities. The "pick up and place" task is undeniably one of the 

regular robot programming problems which needs to be solved. At the beginning of the 

“pick and place” task, the position determination and exact detection of the objects for 

picking must be performed. In this paper, an advanced approach to the detection and 

positioning of various objects is introduced. The approach is based on two consecutive 

steps. Firstly, the captured scene, containing attentive objects, is transformed using a 

segmentation neural network. The output of the segmentation process is a schematic image 

in which the types and positions of objects are represented by gradient circles of various 

colors. Secondly, these particular circle positions are determined by finding the local 

maxima in the schematic image. The proposed approach is tested on a complex detection 

and positioning problem by evaluation of total accuracy. 
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1. Introduction 

Automated systems have been developing rapidly for decades 

and they have increasingly helped to improve the reliability and 

productivity in all domains of industry. Machine vision, which is 

the family of methods used to provide imaging-based and image-

processing-based inspections and analyses, is an indispensable 

element of automation. The implementations of machine vision 

approaches can be found in process control [1], automatic quality 

control [2], and especially in industrial robot programming and 

guidance [3]. 

Considering robot programming and guidance in an industrial 

environment, more and more intelligent machines are being 

utilized to deal with various applications. These days, a static and 

unchanging production environment is often being replaced by 

dynamically adapting production plans and conditions. Therefore, 

the assembly lines are managed on a daily basis and consequently, 

the automated systems and industrial robots need to be capable of 

dealing with more generalized tasks (general-purpose robotics). 

Although most robotic applications are still developed analytically 

or based on expert knowledge of the application approach [4], 

some industrial robotics producers have begun to implement deep 

learning methods in their applications like Keyence and their IV2 

Vision Sensor. It is beginning to be generally recognized, that deep 

learning methods can play a significant role especially in the 

mentioned general-purpose robotics [5]. 

Deep learning consists of a family of modified machine 

learning methods aiming to solve the tasks that come naturally to 

human beings. Deep learning methods are performed directly on 

the available task-specific data in order to get a heuristic relation 

between the input data and the expected output. Various deep 

learning approaches have already been applied successfully to deal 

with various classification and detection tasks [6, 7] and are also 

utilized in other domains. 

In general-purpose robotics, the “pick and place” task is the key 

problem to deal with. Generally, a “pick and place” task consists 

of a robotic manipulator (or group of manipulators) able to pick a 

particular object of attention and place it in a specific location with 

defined orientation. 

In this contribution, the initial part of the “pick and place” issue 

is examined. To be more specific, the grasp point or grasping pose, 

which defines how a robotic arm end-effector should be set in 

order to efficiently pick up the object, is dealt with. Clearly, there 

is a broad group of grasp point detection techniques which can be 

listed either according to the type of perception sensor, or by a 
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procedure used for object and grasp point detection and 

positioning.  The most current methods are clearly described in 

survey [8]. Deep learning approaches for the detection of robotic 

grasping poses are summarized in review [4]. In this contribution, 

we propose a rapid, efficient, and accurate system for finding 

multiple object centers for flat and moving surfaces. 

The key contribution of this article is: 

• Proposal of an efficient grasp point detection method for a 
robotic arm capable of handling more types of objects. This 
method uses a classical industrial camera as the input data 
source. 

• As an important part of the method, proposal of a deep 
learning-based approach to transform an RGB image of the 
scene of interest into a schematic grayscale frame. In this 
frame, the types of objects and the feasible positions of the 
grasp points are coded into gradient shapes of various colors. 
To the authors' knowledge, this is the first application of this 
approach to the grasp point detection. 

• The proposed grasp point detection method is insensitive to 
changing light conditions and highly variable surroundings. In 
addition, it is efficient enough to be used in real time with 
specific edge computing tools, such as NVIDIA Jetson Nano, 
Google Coral or Intel Movidius. 

The structure of the article is as follows. The aim of the work 

is formulated, and the goals are defined in the next section. Then, 

the solution based on deep learning approach is proposed. After 

that, the case study, which should demonstrate the main features 

of the proposed solution, is presented. Finally, the results are 

summarized, and the article is finished with some conclusions. 

This paper is an extension of work originally presented in the 24th 

International Conference on System Theory, Control and 

Computing (ICSTCC) [9]. 

2. Problem Formulation 

As stated already in the preceding section, we deal with the 

essential task of industrial robotics called the “pick and place” 

problem. To be more specific, we are interested in the first 

challenge of this problem, i.e. detection and positioning of the 

objects. As a very necessary and attractive problem, detection and 

positioning of objects of interest has been examined and 

researched from many points of view [10, 11]. These days, due to 

a greater use of laser scanner technology (e.g. Photoneo Phoxi 3D 

Laser Scanner, Faro Focus 3D Laser Scanner), clouds of points are 

often used for object detection and positioning [12, 13]. 

Apparently, laser scanners in combination with robust 3D object 

registration algorithms, provide a strong tool to be applied in “pick 

and place” problems. Nevertheless, solutions based on clouds of 

points are generally costly and for some materials (shiny metal, 

glass, etc.), their accuracy decreases. In addition, a large number 

of laser scanners provide framerates too low to be used with 

moving objects of interest. Therefore, we propose an alternative 

solution based on a classical monocular RGB industrial camera as 

an image acquisition sensor. Besides, we suggest a novel approach 

based on a fully convolutional neural network in combination with 

a classical image processing routine, in order to analyze the signal 

from the industrial camera. 

The proposed solution is supposed to meet the requirements of 

the industrial sector, i.e. stable performance, insensivity to light 

conditions, quick response and reasonable cost. In order to 

demonstrate these requirements, we perform a case study, which is 

summarized at the end of this article. This case study is supposed 

to fulfill the following conditions: 

• Objects – up to four different complex objects should be 
detected and located. 

• Conditions – Detection and positioning accuracy should not 
be affected by background surface change. 

• Framerate – In order to be able to register moving objects, the 
framerate should exceed 10 frames per second. 

• Hardware – The detection and positioning system should be 
based on hardware suitable for industrial applications. 
However, the costs should not exceed $500 to be 
economically viable. 

The graphic plan of our task is depicted in Figure 1. 

 

Figure 1: The arrangement of the task - the conveyor belt (1) brings the objects, 
the industrial camera (2) takes the image of the area, the detection and positioning 

system (3) determines the grasp points for manipulation and the robotic arm (4) 
puts the objects to the desired positions (5) 

3. Proposed Approach 

We propose that the approach for object detection and 

positioning is composed of two parts. The first part is designed to 

perform the scanning of the area and it provides the visual data to 

be processed by the following part. The second part then processes 

the data and provides particular detected objects and their 

positions. Using this information, a parent control system should 

be able to manipulate the objects in order to achieve the desired 

positions. 

3.1. Camera sensor 

In order to achieve a sufficient framerate, we propose to 

implement an ordinary industrial monocular RGB sensor equipped 

with a corresponding lens as the source of input image. Ostensibly, 

the camera and lens should be chosen according to the situation in 

the specific task (the scanned scene size, light, the distance of the 

camera from the objects, etc.). The tutorials of a camera sensor and 

lens combination selection are available at the vision technology 

producer information sources e.g. the Basler Lens Selector 

provided by Basler AG. 

http://www.astesj.com/
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3.2. Detection and positioning system 

Various studies published in recent years prove that the family 

of convolutional neural network topologies (CNN) outperforms 

classical image processing methods in tasks of object detection and 

classification benchmarked on various datasets [14, 15]. Following 

this fact, we propose a detection and positioning system, that uses 

CNN to transform the original RGB image of the monitored area 

into a specific schematic image. The main purpose of this 

particular operation is to create a graphic representation, where the 

positions of the detected objects are highlighted as gradient circles 

in defined colors, while the rest of the image is black. Specifically, 

each pixel in an RGB image representing the scene is labeled with 

a float number in the range <0; 1>, where 1 means the optimal and 

0 means the most unsuited grasp point position. These labels are 

situated in the R layer, G layer, B layer or all layers of the output 

of the CNN, according to the type of object. Hence, the positions 

of the gradient circles represent not only the positions of the 

detected objects, but the exact points on the object body, which are 

optimal for manipulation by a robotic arm (grasp points). The 

proposed approach is described in Figure 2. 

 

Figure 2: The proposed approach - the original RGB image of the scanned area is 

transformed with a convolutional neural network into the schematic image, where 

the optimal grasp point positions for manipulation are highlighted by gradient 
circles of various colors, each particular color then represents the type of the object 

The first step of the proposed procedure, i.e. the transformation 

of the RGB image into a graphical representation of the object 

positions, is a key element of our approach. We propose to 

implement a fully convolutional neural network connected as an 

encoder-decoder processor. Such a processor provides encoding 

the original input into a small shape and restoring it using the 

decoder's capabilities. If the process is successful, the approach 

provides a correctly transformed image as the output from the 

decoder. We believe, that the correctly designed fully 

convolutional neural network is able to code gradient circles of 

defined colors on the exact positions of grasp points on the object 

bodies. 

Therefore, in the next subsection, we introduce a specific fully 

convolutional neural network, that transforms an original RGB 

image into a graphical representation, where object grasp points 

are represented as radial gradients of defined colors. 

3.3. Fully convolutional neural network for image 

transformation 

Apparently, many different fully convolutional neural 

networks, such as ResNet [16], SegNet [17] or PSPNet [18], have 

been proposed to deal with various image processing tasks. From 

a wide family of neural network topologies, we select U-net as an 

initial point of development. 

Figure 3: The development of the proposed topology of a fully convolutional neural network - layers removed from the original U-Net are crossed  
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U-Net is a fully convolutional neural network proposed 

initially for image segmentation tasks in biological and medical 

fields. However, it was then adapted to many other applications 

across different fields. This topology follows a typical encoder-

decoder scheme with a bottleneck. In addition, it also contains a 

direct link between the parts of the encoder and the decoder, which 

is allowing the network to propagate contextual information to 

higher resolution layers. U-net topology is adopted from [19]. 

We streamline U-Net to fit our task in a more efficient way. To 

be more specific, U-Net originally provides the output data of the 

same dimensions as the input data. Such a detailed output is not 

required for a “pick and place” problem in industrial applications. 

Hence, we reduce the decoder part of U-Net topology. In our case, 

the output data is 16 times lower, which still provides an accuracy 

sufficient enough for object detection and positioning, and the 

topology itself is less computationally demanding. See Figure 3, 

where the changes applied to U-Net topology are shown in detail. 

3.4. Locator for positioning of grasp points 

Positioning of the gradient circles in a schematic image (last 

step in Figure 2) is a generic process of finding local maxima of 

each implemented color. These positions of the maxima directly 

represent the grasp points for manipulation using a robotic arm. 

Generally, the process of finding local maxima in an array can 

be performed in several ways. The most obvious solution is to find 

the indices of the values, which are greater than all their neighbors. 

However, this approach is very sensitive to noise or small errors in 

the input data. Hence, it is more appropriate to implement a 

maximum filter operation, which dilates the original array and 

merges neighboring local maxima closer than the size of the 

dilation. Coordinates, where the original array is equal to the 

dilated array, are returned as local maxima. Clearly, the size of the 

dilation must be set. In the proposed locator, it is suitable to set it 

equal to the radius of the gradient circles. 

4. Case Study 

The aim of this section is to demonstrate the features of our 

detection and positioning system through the solution of a 

particular task. The task is properly defined in the next subsection. 

Subsequently, we propose a hardware implementation of the 

system and, as the final step of the procedure, a fully convolutional 

neural network is trained to be able to transform the original RGB 

images into a graphical representation of object types and 

positions. 

4.1. Object detection and positioning task 

For this case study, we need to develop a system for different 

object detection and positioning. The four object combinations 

placed on five different types of surfaces were used. The objects 

of interest are shown in Figure 4 and the surfaces are shown in 

Figure 5. The objects are of a similar size. Three of them are 

metallic and one is of black plastic. 

4.2. Hardware implementation 

The system is composed from a camera sensor and a processing 

unit, which should process data acquired by the RGB sensor, in 

order to determine the types and positions of the objects of interest. 

In this case study, we implement a Basler acA2500-14uc industrial 

RGB camera as a data acquisition tool. This sensor is able to 

provide up to 14 5-MPx RGB frames per second. The camera is 

equipped with a Computar M3514-MP lens in order to monitor the 

300 x 420 mm scan area from above at a distance of 500 mm.  

 

Figure 4: Objects of interest - objects are labelled as Obj1 to Obj4 

 

Figure 5: Various types of surfaces used in case study 

The processing unit is supposed to be capable of processing 

images in real-time, as mentioned above. For this case study, the 

single-board NVIDIA Jetson NANO computer is used. It offers the 

NVIDIA Tegra X2 (2.0 GHz, 6 cores) CPU together with 8 GiB 

RAM. Furthermore, it provides wide communication possibilities 

(USB 2.0, 3.0, SATA, WiFi). The total price of components used 

for hardware implementation costs around $500. 

4.3. Datasets 

In this case study, we prepare 1021 original RGB images using 

various combinations of objects (Figure 4) and surfaces (Figure 5). 

In order to follow the topology of the CNN (Figure 3), we 

transform the images to 288 × 288 px. Then, we randomly divide 

the images into the training set (815 samples) and the testing set 

(206 samples). 

After that, the trickiest part of the development follows. The 

target images for the training set (the graphical representations of 

the object types and positions) should be manually prepared. 

Hence, for any RGB image, we construct a target artificial image, 

where the optimal grasp point of each individual object in the 

original image is highlighted by a colored gradient circle. Four 

colors (red, green, blue and white) are implemented, since we 

consider four types of objects in this case study. We prepared a 

custom labeling application to prepare target images. In this 

application, each input image is displayed, and a human user labels 

all feasible grasp points using a computer mouse. The application 

then generates the target images. Several examples of input-

expected output pairs are demonstrated in Figure 6. 

 

Figure 6: Two input-target pairs in training set - input image resolution is 
288x288 px, target image resolution is 72x72 px 

http://www.astesj.com/
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4.4. Fully convolutional neural network training 

As the last step of the development, we train the network 

topology depicted in Figure 3.  

We select the ADAM algorithm for the neural network weights 

and biases optimization as it is generally considered as an 

acceptable performing technique in most of the cases [20]. The 

random initial weights set with gaussian distribution was used. The 

experiments are run fifty times in order to reduce the stochastic 

character of training. The best instance is then evaluated. The 

training process and its parameters are depicted in Figure 7. 

 

Figure 7: Training process 

4.5. Results 

We select a confusion matrix as an evaluation metric for 

detection and positioning system performance. The prediction of 

the type of the object and position of the grasp point is labeled as 

correctly predicted, if the local maximum position of the gradient 

circle of the defined color directly corresponds to the original 

position of the particular object using the 72 x 72 px map, i.e. the 

map defined by the target image. 

The confusion matrix for the best network trained according to 

the previous paragraph for the testing set, is summarized in Table 

1. Note that the number of correctly predicted free spaces in the 

image is not present, because it is essentially a black surface that 

cannot be explicitly evaluated. However, as seen in the table, the 

detection and positioning system provides 100 % accuracy over 

the testing set. In addition, implementing Jetson NANO described 

above, the detection and positioning system is capable of 

processing 13 frames per second, which is more than required at 

the beginning of the paper. 

Table 1: Confusion matrix (206 images, 611 objects in total) 

- 
Obj1 

pred. 

Obj2 

pred. 

Obj3 

pred. 

Obj4 

pred. 

Free space 

pred. 

Obj1 

actual 
149 0 0 0 0 

Obj2 

actual 
0 153 0 0 0 

Obj3 

actual 
0 0 158 0 0 

Obj4 

actual 
0 0 0 151 0 

Free 

space 

actual 

0 0 0 0 Irrelevant 

 

5. Conclusion 

In this contribution, we introduced a novel engineering 
approach to object grasp point detection and positioning for “pick 
and place” applications. The approach is based on two consecutive 
steps. At first, a fully convolutional neural network is implemented 
in order to transform the original input image of the monitored 
scene. Output of this process is a graphical representation of the 
types and positions of the objects present in the monitored scene. 
Secondly, the locator is used to analyze the graphical 
representation to get the explicit information of object type and 
position. 

We also performed a case study to demonstrate the proposed 
approach. In this study, the proposed system provided accurate 
grasp point positions of four considered objects for manipulation. 

In future work, we will try to enhance the system in several 
ways. Critically, the approach should provide not only the 
positions of the grasp points, but also the required pose of the 
robotic arm. This feature will be advantageous especially for 
clamp grippers. Apart from that, we will try to optimize the 
processing unit, both from the hardware and software point of 
view, in order to get the close-to-optimal topology of the fully 
convolutional neural network and the hardware suitable for it. 
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