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 The Micro-facial expression is the most effective way to display human emotional state. But 
it needs an expert coder to be decoded. Recently, new computer vision technologies have 
emerged to automatically extract facial expressions from human faces. In this study, a video-
based emotion analysis system is implemented to detect human faces and recognize their 
emotions from recorded videos. Relevant information is presented on graphs and can be 
viewed on video to help understanding expressed emotions responses. The system recognizes 
and analyzes emotions frame by frame. The image-based facial expressions model used deep 
learning methods. It was tested with two pre-trained models on two different databases. To 
validate the video-based emotion analysis system, the aim of this study is to challenge it by 
comparing the performance of the initial implemented model to the iMotions Affectiva 
AFFDEX emotions analysis software on labeled sequences. These sequences were recorded 
and performed by a Tunisian actor and validated by an expert psychologist. Emotions to be 
recognized correspond to the six primary emotions defined by Paul Ekman : anger, disgust, 
fear, joy, sadness, surprise, and then their possible combinations according to Robert 
Plutchik's psycho-evolutionary theory of emotions. Results show a progressive increase of 
the system’s performance, achieving a high correlation with Affectiva. Joy, surprise and 
disgust expressions can reliably be detected with an underprediction of anger from the two 
systems. The implemented system has shown more efficient results on recognizing sadness, 
fear and secondary emotions. Contrary to iMotions Affectiva analysis results, VEMOS 
system has recognized correctly sadness and contempt. It has also successfully recognized 
surprsie and fear and detect the alarm secondary emotion. iMotions Affectiva has confused 
surprise and fear. Finally, compared to iMotions the system was also able to detect peak of 
morbidness and remorse secondary emotions. 
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1. Introduction  

Humans communicate through the expression of their 
emotions, using various channels (physiological reactions, 
behaviors, voice, etc.). The emotion is the strong link between 
cognition and behavior, and between attention, representation and 
human performance [1]. Facial expression is the most direct and 
effective way to display human emotional states [2].  In addition, 
humans use involuntary micro-expressions to unveil their feelings 
[3]. Nevertheless, they are unable to recognize them accurately. 

Indeed, only 47% of recognition accuracy is observed at trained 
adults [4]. 

Since the 1960’s, several facial expressions and emotions 
classification models have been psychologically studied. 
Psychologists such as Paul Ekman and Friesen have studied micro-
expressions in their research, showing that these micro-
expressions are involuntary, incontrollable, and expressed by 
humans as a very short reaction to a lived situation. Usually, they 
last less than 1/25 second which makes it hard to find them in real-
time [5, 6]. 
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The authors showed that micro-expressions can be a lie 
detection tool, In fact, micro-expressions allow recognizing the 
real emotions expressed by people being in critical situations as the 
case of criminal interrogation or job recruitment interview [7].  

Thus, psychologists established a method to recognize micro 
expressions by defining criteria of the facial muscles’ movements 
related to each specific micro-expression. Facial movements are 
defined into 46 action units and each unit presents a contraction or 
relaxation of a facial muscle. Thereafter, each micro-expression 
corresponds to the presence of several action units. This allows, for 
example, recognizing a true involuntary smile, characterized by 
the movement of the zygomaticus major and of the orbicularis of 
the eye muscles, [8], from a false smile activating with the 
movement of the zygomaticus muscle. The developed system is 
known as the Facial Action Coding System (FACS) and it has 
become the most used in scientific research [9]. 

However, intelligent automated recognition of emotional 
micro-expressions is still a quite new topic in computer vision.  
Recently, based on machine learning algorithms, and with the 
availability of facial expressions databases, emotion analysis 
systems have become able to automatically recognize micro-facial 
expressions and emotional states, and give an added value 
technological undertaking [10, 11].  

As defined in [12], these systems operate in three steps: Face 
detection, feature extraction, facial expression and emotion 
classification. 

In traditional methods, feature extraction and feature 
classification steps are independent. Compared to recent research 
[13], these machine learning techniques for facial expression 
recognition are considered as classical techniques. 

Nowadays, researchers tend to highlight the advantage of 
applying deep learning techniques for facial expression 
recognition in different applications [14, 15].  They consider that 
applying deep learning reduces human intervention in the analysis 
process by automating the phase of extracting and learning features 
[16, 17]. Also, illumination, identity bias and head pose problems 
are avoided. The need of a large amount of data is also resolved, 
[18–20].  

Several researchers as [21–24], have studied and developed 
emotion analysis systems for applications in different fields such 
as human resources, medical field, etc. Authors in [11], employed 
in his research a deep learning system based on face analysis for 
monitoring customer behavior specifically for detection of interest. 
Authors in [25], applied deep learning-based face analysis system 
in radiotherapy that monitors the patient's facial expressions and 
predicts patient's advanced movement during the treatment. 
Authors in [26], considered that facial expression analysis system 
can be applied on the field of marketing. 

Systems such as EmotioNet, iMotions platform [27], using 
Affectiva Affdex algorithm, [28], Noldus [29], EmoVu [30], and 
Emotient employ facial expression recognition technologies to 
create commercial products using information related to their 
customers. These systems are able to recognize different metrics 
as head orientation, facial landmarks and basic emotions and most 
of them apply deep learning [31–33]. 

The first contribution of this study is to develop an emotion 
analysis system that recognizes human emotions from recorded 
videos.  

The second contribution is to challenge the system’s 
performance by comparing measures with iMotions Affectiva 
analysis software measures obtained by analyzing labeled recorded 
videos. 

This study aims also to employ the deep learning-based image 
analysis model presented in our recent research [18, 20]. 

Since micro-facial expressions occur during a split second, the 
proposed system extracts images frame by frame, and every frame 
is analyzed by the implemented deep learning model.  Recorded 
information is viewed either in an analyzed video and/or presented 
on the business analysis Power BI Desktop from Microsoft [34], 
by using visualization graphs to help understanding expressed 
emotional responses.  

Emotions to be recognized correspond to the six facial 
expressions defined by authors: anger, disgust, fear, joy, sadness, 
surprise, and then their possible combinations according to Robert 
Plutchik's psycho-evolutionary theory of emotions. 

We expected that the six basic facial expressions can be 
correctly recognized by the implemented system, with a relatively 
high accuracy, and can give as an output person's true emotions. 
As a criterion/external validity of the implemented system, we 
further expected its significant correlations with iMotions 
Affectiva measures. Also, secondary emotions identified by 
Plutchik were expected to be correctly recognized by the proposed 
new system. 

The remainder of this paper is organized into four sections. 
Section 2 presents the implemented video-based emotion analysis 
system with an example of a tested scenario. Section 3 presents 
comparison and challenging results of the implemented system 
with iMotions Affectiva software. Finally, section 4 summarizes 
the conclusions  

2. Video-based Emotion analysis system (VEMOS) 
implementation   

2.1. Process analysis description  

Micro-expressions cannot be controlled, difficult to hide and 
occur within a split of second. The proposed system extracts first 
frames from recording video every 1/25 second.  

Then, it analyzes and recognizes automatically frame by frame 
the six basic emotions [32]. Extracted frames are affected as input 
in the image-based facial expression analysis system, which was 
implemented in our recent research [18]. 

This system used deep learning techniques to recognize facial 
expression images more accurately. It performed by training a 
deep convolutional neural network (CNN) on a set of face images. 
This network is composed of two parts: 

• The convolutional part for feature extraction: it takes the 
image as input of the model and then convolution maps are 
flattened and concatenated into a features vector, called CNN 
code. 
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• The fully connected layer part: this part combines the 
characteristics of the CNN code to classify the image. 

To explore the power of these CNN with accessible equipment 
and a reasonable amount of annotated data, it is possible to explore 
pre-trained neural networks available publicly [35]. 

This technique is called transfer learning, it uses knowledge 
and information acquired from a general classification task and 
applies it again to a particular new one. 

In our recent research, we compared the use of the VGG-16 
and the InceptionV3 pre-trained models on the ImageNet dataset, 
[36], by applying transfer learning technique using the Kaggle 
(Facial Expression Recognition Challenge) and Extended Cohn-
Kanade CK+ facial expression datasets [37]. 

We used for our implementation Python libraries such 
OpenCV and TensorFlow on GPU NVIDIA version 391.25, 
processor type 16xi5-7300HQ. We trained the model on 100 
epochs, with a learning rate of 0.0001 [20]. We leveraged the Keras 
implementation of VGG-16 and InceptionV3. 

The data is split into 90% for training and 10% for testing. 
Experiments had accuracies of 45.83% and 43.22% using the two 
pre-trained models on the FER-2013. Then, an accuracy of 73.98% 
was observed by transferring information from the VGG-16, and 
by training the new architecture on the Extended Cohn-Kanade 
facial expression dataset using the top frame from every sequence.  

Thus, our recent research approved the effect of the distribution 
and the quality of the data for an efficient training and application 
of the facial expression recognition task. So, every fraction of a 
second, this model assigns a score corresponding to each emotion. 
Output Information is recorded from every analyzed frame.    

Based on the recorded facial expressions information, we 
proposed a new approach for the determination of other emotional 
states from video data. This approach is inspired from the Robert 
Plutchik's psycho-evolutionary theory of emotions [38–40]. 

According to Plutchik, basic emotions can be combined with 
each other to form different emotions. Table 1 presents the possible 
combinations. 

Table 1: Plutchik’s emotions possible combinations. 

Primary dyads Results 
Joy  and Trust Love 
Trust and fear Submission 
Fear and surprise Alarm 
Surprise and sadness Disappointment 
Sadness and disgust Remorse 
Disgust and anger Contempt 
Anger and anticipation Aggression 
Joy and fear Guilt 
Trust and surprise Curiosity 
Fear and sadness Despair 
surprise and disgust horror 
sadness and anger Envy 
Disgust and anticipation Cynism 
Anger and joy Pride 
Anticipation and trust Fatalism 
Joy and surprise Delight 

Trust and sadness Sentimentality 
Fear  and disgust Shame 
Surprise and anger Outrage 
Sadness and anticipation Pessimism 
Disgust and Joy Morbidness 
Anger and trust Dominance 
Anticipation and fear Anxiety 

 

The Plutchik theory defines emotions as confidence and 
anticipation. In our case, we explore only combinations based on 
the six emotions below: anger, disgust, fear, joy, sadness and 
surprise. Emotions which Plutchik presents as conflict 
combinations are not considered in our approach. 

This approach allows having more information about the 
emotional state of the person from the video data type. For 
example, according to Plutchik’s theory, the emotion of delight 
would be a mixture of joy and surprise. Delight’s score is defined 
as the mean of the two basic emotions.   

At the end of the process, two types of output are provided. 
First, the following output information is extracted and visualized 
through graphs on the Power BI Desktop [41] : 

• Dominant basic emotion occurrence: It gives dominant and 
non-dominant emotion occurrence.  

• Maximum basic emotion peak: It gives maximum peak and 
the corresponding time. 

• Emotions Variability: Its records frame by frame the six 
emotions score over the time. 

• Dominant secondary emotion occurrence: It gives dominant 
and non-dominant secondary emotion occurrence.  

• Maximum secondary emotion peak: It gives maximum peak 
and the corresponding time. 

Then, an analyzed video is extracted where face traking and 
basic and secondary emotions scores over the time are displayed.  
We leveraged Pandas, and Csv librairies for recording pertinent 
information from extracted images. Opencv, Mathplotlib and Dlib 
librairies were used for a better visualization of the resulting 
analyzed video.  

2.2. Tested scenario and results visualization    

We chose Carlos Ghosn intervention as a tested video. Carlos 
Ghosn is the head of Nissan and the French automaker Renault. In 
November, 2018, Nissan announced that an internal investigation 
into Ghosn and another executive found Ghosn’s compensation 
had been underreported. There was also evidence that Ghosn 
committed other misconduct, including personal use of company 
assets. Japanese authorities arrested Ghosn in Tokyo. He has 
already spent a hundred and eight days before his second 
arrestation. On April 9th, 2019, Ghosn posted a structured 
YouTube video, [42], that he recorded four days before, in which 
he presented three messages and where he publicly proclaimed that 
he was innocent of all the accusations that came around these 
charges that are all biased, taken out of context, twisted in a way 
to paint a personage of greed, and a personage of dictatorship.  
Carlos Ghosn spoke calmly, neutral and looked fixedly at the 
camera in the recorded video. 
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We analyzed the first message in the video with our 
implemented video-based emotion analysis system. 

Output Extracted information is presented using visualization 
graphs on the Power BI desktop. Primary and secondary emotions 
occurrences are shown in Figure 1. 

 
Figure 1:  Emotions Occurrence. 

Neutral and Anger categories dominated on the whole video 
with 59.9% and 33.56% respectively. Envy and contempt 
secondary emotions occurred with 72.1% and 27% respectively. 

The variability of each basic emotion over the time is presented 
in Figure 2. Each color describes an emotion as it is presented on 
the legend.  

 
Figure 2: Basic emotions variability.    

The figure shows that the two dominant emotions vary with 
important values. The maximal recorded peak value of the Anger 
micro-facial expression is 50%. Disgust and Sadness appear with 
smaller values and they do not exceed 30%. 

Secondary emotions are also detected by the system and 
analysis results are presented in Figure 3.  

    We noticed the appearance of contempt and envy during the 
time. Peaks values are 30% and 39% respectively.  

The authors tried to be calm and keep his emotions stables. The 
switch between Anger, Neutrality, on one hand, and contempt, 
envy, on the other hand, explains also how he maybe tried to 
manage his emotions.  

Figure 4 presents a screenshot from the analyzed video. It 
shows Carlos while announcing his innocence and expressing envy 
combining anger and sadness emotions. 

 

Figure 4: Screenshot of Carlos Ghosn’s analyzed video. 

Thanks to VEMOS, we unveiled the undetected basic and 
secondary emotions by a human. 

Later, we correlate our results with the 22th April event where 
the Ex-CEO of Renault-Nissan Carlos Ghosn has been charged 
again, for breach of trust aggravated by the Tokyo court. This can 
maybe explain the presence of the detected negative emotions.  

3. Comparison with iMotions Affectiva facial expressions 
analysis software   

The performance of the implemented video-based emotions 
analysis system VEMOS had to be validated. So, we decided to 
challenge the system by comparing the performance with the 
iMotions Affectiva AFFDEX emotion analysis software. 

3.1. iMotions Biometric Research Platform 

iMotions [27, 43], is a software solution helping for data 
collection, analysis, and quantifying engagement and emotional 
responses. The iMotions Platform is an emotional recognition 
software that integrates multiple sensors including facial 
expression analysis, GSR, eye tracking, EEG, and ECG/EMG 
along with survey technologies for multimodal human behavior 
research. 

Videos are imported and analyzed in iMotions Platform using 
the Affectiva Affdex facial expression recognition engine [27, 28]. 

The Affectiva’s Affdex SDK toolkit (in collaboration with 
iMotions) [28, 44–46], is one of the most known and used 
emotions analysis tool. It uses the Facial Action Coding system 
(FACS). The tool detects facial landmark, classify facial action, 
and recognizes the seven basic emotions.  

The system’s algorithm uses first a histogram of oriented 
gradient (HOG) to extract pertinent images regions. Then, an SVM 
is used for the classification step. The training process is applied 
on 10000 images and determined a score of 0–100 for each class. 
The testing process is applied on 10000 images.  

3.2. Carlos Ghosn’s video correlation results  

The video of Carlos Ghosn is analyzed with iMotions Affectiva 
software. Extracted information are presented in the Table 2.                                                                                                                               
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Table 2: iMotions Affectiva emotions occurence results. 

Emotion Occurrence 
Anger 184 

Disgust 22 
Fear 0 
Joy 0 

Sadness 29 
Surprise 321 
Neutral 1429 

Through the iMotions Affectiva system, the occurrence of 
emotions is detected when its corresponding score exceeds the 
threshold value of 50%.  

Taking into account this characteristic, we noticed that results 
given by iMotions and VEMOS systems lead to the same 
psychological interpreation of the emotional state of Carlos that we 
have concluded from the video. Then, we used the Bravais-Pearson 
correlation coefficient to compare analysis results obtained by the 
two systems.  

Obtained values range between -1.0 and 1.0. A correlation of -
1.0 shows a perfect negative correlation, while a correlation of 1.0 
shows a perfect positive correlation. A correlation of 0.0 shows no 
linear relationship between the movement of the two variables. We 
considered that values less than 0.5 as low values and values 
greater than 0.5 as high values. Table 3 shows the correlation 
results.             

Table 3: Correlation coefficient with iMotions software 

Emotion Correlation coefficient 
Initial model 

𝑝𝑝 

Anger 0.051 𝑝𝑝>.05 
Disgust 0.38 𝑝𝑝<.05 

Fear -0.19 𝑝𝑝<.05 
Joy 0.11 𝑝𝑝<.05 

Sadness 0.06 𝑝𝑝>.05 
Surprise 0.0015 𝑝𝑝>.05 

We obtained low values of correlation for the six basic 
emotions. As the video is not labeled and is not analyzed by non-
verbal professional decoder, results remain open and they do not 
validate the performance of the system.  

To ensure the reliability of our results we proposed to apply our 
analysis on labeled videos. So, we suggested to prepare two corpus 
of labeled sequences that were recorded and performed by a 
Tunisian actor and validated by a professional psychologist.                                                                                      
The first corpus contains basic emotions sequences and the second 
one contains secondary emotions sequences. 

3.3. Labeled recorded Sequences 

We first collected labeled sequences from YouTube video. The 
psychologist confirms that emotions expressed in these  sequences 
present muscles’ mouvement that correspond to the needed 
emotions. Then, a Tunisian Actor was hired to perform videos 
under the monitoring and guidance of a professional psychological 
doctor.  

Before recording the videos, the psychologist gives more 
details about the muscles to move specifying the facial action 
coding units per emotion. Then, video recording starts with the 
actor looking into the camera and showing successively the six 
facial expressions anger, disgust, fear, joy, sadness, and surprise, 
repeating the action several times. Thus, many sequences were 
recorded and only one per emotion was chosen and validated by 
the psychologist. Table 4 shows the details about the videos 
characteristics. 

Table 4: Basic emotions Sequences characteristics 

Attribute Description 
Length of sequences  5000 to 10000 milliseconds 
Number of frames 25 fps 
Expressions classes 
annotation 

Angry, disgust, fear, happy, 
sad, surprise 

Video format mp4 

Number of subjects 2 

Similarly, the actor looked into the camera and expressed the 
expected secondary emotions. Sequences were recorded and 
validated by the psychologist. Table 5 below presents 
characteristics of the prepared sequences.                      

Table 5: Prepared secondary emotions Sequences characteristics. 

Attribute  Description 
Length of sequences  5000 to 10000 milliseconds 
Number of frames 25 fps 
Expressions classes 
annotation 

alarm, contempt, morbidness, 
despair, remorse 

Video format mp4 

Number of subjects  1 

3.4. Basic emotions correlation results 

    To explore the reliability of the Affectiva algorithm for basic 
emotions recognition, we proposed to take advantages of the 
constructed corpus of the labeled sequences. So, recorded primary 
emotion sequences were analyzed by the VEMOS implemented 
system. They were also analyzed by the iMotions Affectiva 
Affdex algorithm and temporal information was imported for the 
6 sequences. 

   The analysis results should first correlate with the expected 
emotion. Then, for a better visualization, the extracted values are 
presented on graphs using the Power BI Desktop. 

    By plotting these graphs, facial expression measures are 
compared to iMotions stored facial expression measures.  

    Figure 5 shows emotions variability over the time obtained by 
the VEMOS system for every sequence. Analysis results show 
that the initial implemented system has difficulties on classifying 
some facial expressions. Compared to the expected emotions 
disgust, fear, joy and sadness categories are misclassified. 
Emotions as angry and surprise are correctly classified and 
reached maximum values of 87% and 99% respectively.
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Figure 5: Analysis results with the initial implemented model. 

In order to compare results to iMotions platform analysis 
results, we used the Bravais-Pearson correlation coefficient. Table 
6 shows correlation coefficient of each emotion. 

Table 6: Correlation coefficient with iMotions software 

Emotion Correlation coefficient 
Initial model 

𝑝𝑝 

Anger 0.01 𝑝𝑝>.05 
Disgust 0.33 𝑝𝑝<.05 
Fear -0.41 𝑝𝑝<.05 
Joy 0.19 𝑝𝑝<.05 
Sadness 0.03 𝑝𝑝>.05 
Surprise 0.15 𝑝𝑝<.05 

Obtained results show small values and low correlation 
between the implemented VEMOS system and iMotions Affectiva 
results.  

Consequently, we proposed to challenge the system and 
improve its performance. The idea was to challenge the number of 
data and the distribution of emotions categories used for the 
training of the image-based facial expression system.  

Our recent approach, [18], has shown the importance of the 
quality of the data in the performance of the implemented model. 
The Fer-2013 dataset presents images that were collected from 
google and not properly treated. Sometimes, we found images 
where there is text on the faces. So, compared to the Fer-2013, our 
best accuracy was obtained by training and testing the model on 
the CK+ dataset, which was implemented by exploring the top 
frame of each sequence from the data. 

In this approach, we propose to increase the number of input 
frames from the CK+ dataset by taking in consideration the data 
distribution. Then, the model is trained by keeping the same 

proposed architecture and its same characteristics. We propose to 
construct a new corpus based on the CK+ dataset by taking five 
frames per sequence and to integrate a new category called 
“others”. Neutral faces and all other faces movements that are not 
recognized by the model as one of the basic emotions are put on 
the new class "others".  

The model reached 93.98% test accuracy. Confusion matrix is 
shown in Figure 6. 

 
Figure 6: Confusion matrix. 

To test the reliability and the performance of the challenging 
system, we used the same labeled sequences. Sequences are 
already analyzed by the iMotions Affectiva software. So, they 
were only imported and analyzed by the VEMOS system. The 
following output information is used for comparison: 

• Basic emotions variability of the VEMOS system over the 
time. 
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• Basic emotions variability of the iMotions software over the 
time. 

Bravais-Pearson Correlation coefficient is then applied to these 
measures. Variability over the time of the class anger is presented 
on Figure 7.  

 
Figure 7: Anger sequence’s analysis. 

The two systems confirm the presence of the same emotions 
over the time and recorded correlation coefficient is 0.22 (p<.05).  
Compared to the initial model, correlation has increased with 0.12 
(𝑝𝑝<.05). But compared to the expected emotion, the two systems 
show confusion between anger and sadness emotions.   It is 
noteworthy that AFFDEX often confused anger with sadness. 

So, we can conclude that VEMOS has this same characteristic. 
It has an underprediction of anger and overprediction of sadness.     
Figure 8 presents the analysis results for sadness sequence.  

                         
Figure .8:  Sadness sequence’s analysis. 

Sadness is dominating in this sequence and correctly classified 
by the VEMOS system. Moreover, we recorded satisfying 
correlation coefficients with values of 0.32 (p<.05) with iMotions 
Affectiva results. 

    Although the dominance of sadness shown in the analysis 
results of iMotions Affectiva, we can see again the same 
confusion of recognizing anger and sadness. VEMOS recognizes 
sadness emotion with 100% of occurrence.  

    For disgust sequence, analysis results are presented in Figure 9.  

    Disgust is correctly recognized by the VEMOS system and 
reaches a maximum value of 98% over time. Correlation between 
the two measures is significant 0.21 (p<.05).  

    Happy and surprise sequences analysis are presented on 
Figures 10 and 11.  

    The corresponding graphs show that these emotions are 
correctly classified compared to the expected emotion and reach 
a maximum peak of 100%.  We also recorded high significant 
correlations with 0.81 (p<.05) and 0.54 (p<.05).  

    Figure 12 shows the analysis results for fear sequence. It shows 
the dominance of the expected category, and measured correlation 
coefficient is 0.79 (p<.05). 

    Our analysis shows that the implemented VEMOS system 
recognizes correctly joy, fear, surprise, sadness and disgust. But 
we can notice a rarely confusion of the anger with sadness.      

 

Figure.9: Disgust sequence’s analysis. 

 

Figure.10: Surprise sequence’s analysis
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Figure 11: Happy sequence’s analysis  

Figure 12: Fear sequence’s analysis 
 

 

Figure 13: Secondary emotions occurrence 

3.5. Secondary Emotions correlation results 

The authors defined 13 possible combinations based on the 6 
primary emotions: anger, disgust, fear, joy, sadness, surprise.  Our 
system was able to analyze the 13 possible combinations.                                                                                                                                                       

    Tested emotions are: alarm, contempt, despair, morbidness and 
remorse.  As we have mentioned in section 1, the recorded score 
for each secondary emotion presents the average of the defined 
combination. We proposed that at a given moment, if one of the 
basic emotions is zero, the secondary emotion is assigned to 0. In 

this case, the detected emotion at this moment will be the primary 
detected emotion. 

    To validate and test the performance of the VEMOS system, 
secondary emotions sequences of the corpus 2 recorded by the 
actor, are analyzed. 

    For each sequence, the analysis results are presented on the 
Power BI Desktop based on the following information: 

• Basic emotions variability from the challenging system 
(VEMOS). 
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• Basic emotions variability from the iMotions Affectiva 
software. 

• Dominant Secondary emotions occurrence from the 
challenging system (VEMOS). 

    Similarly, these sequences were imported and analyzed by the 
iMotions Affectiva software. The first analysis and validation 
considered the comparison with the expected emotion.                             

The graphs describing the dominant secondary emotions for 
each sequence are presented in Figure 13.  

    These graphs allow us to compare the dominant emotion with 
the expected emotion expressed by the actor. Results show 
relevant information.                                               

    We notice that alarm is correctly recognized by the VEMOS 
system. 96.9% of the extracted frames expressed the expected 
emotion and only 3% show despair. Contempt is correctly 
recognized compared to the sequence’s label. It dominates with 
19.49%.  

    Figure 14 presents a screenshot of the analyzed video of the 
actor while expressing contempt emotion. The display of 
information to be visualized has also been modified and improved.  
The complete analyzed video of the actor is also available in, [47]¹. 

 

Figure 14: Screenshot of the Actor while expressing Contempt¹. 

    Analyses of despair and morbidness sequences show that the 
two emotions are correctly recognized and occurred with 11.19% 
and 100% respectively.  

    Figure 13 shows also that the remorse is not correctly 
recognized. Thus, compared to the expected emotion, alarm, 
contempt, despair and morbidness are correctly recognized by our 
system. 

    Then, second analysis and validation considers the comparison 
with iMotions Affectiva software results. Basically, this 
comparison concernes primary emotion defined in the 
combination of each secondary emotion. So, the variability of 
these primary emotions over the time was recorded for each 

sequence by the two systems and compared by measuring the 
correlation coefficient.  

Consequently, we can see how close the VEMOS results are to 
that of iMotions Affectiva Software and we can take advantages to 
confirm again the performance of our system on recognizing 
primary emotions. 

    Alarm emotion is a combination of the fear and surprise. 
Compared to the meaning of fear emotion, Alarm is unexpected 
and apprehended. It can concern a doubt or lack of self-confidence. 
Alarm basic emotions variability over the time is analyzed by the 
two systems. Graphs are presented in the Figure 15.                            

 

Figure 15: Alarm’s sequence analysis. 

 
Figure 16: Contempt’s correlation analysis.  

    Analysis present relevant results compared to iMotions 
Affectiva. The system shows an appearance of fear and surprise 
over the time. Obtained correlation coefficients of fear and 

1https://youtu.be/W_0-CuAwDFE 
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surprise are -0.03 and 0.14 respectively. But in this case, iMotions 
shows only surprise.   

    Another peculiarity to note is that Affectiva AFFDEX usually 
confused fear with surprise. This can probably explain the 
obtained results.   

    Contempt has the characteristics of anger and disgust.  
Analyses results are presented in Figure 16.  

    The two graphs show an appearance of anger and disgust over 
the time. iMotions analysis also shows the appearance of small 
variations of sadness.  Obtained correlation coefficients of anger 
and disgust are 0.24 and -0.25 respectively.  

    Despair emotion combines sadness and fear. This emotion 
expresses a complete despondency and a loss of hope. We 
analyzed the sequence with the two systems. Basic emotions 
variability is recorded and presented on graphs in Figure 17.  

 
Figure 17: Despair’s emotion analysis. 

 
Figure 18: Morbidness’s correlation analysis 

    Our system showed performing results. Sadness and fear 
appear over the time as it is defined on the Plutchik’s emotion 

combination. Obtained values of correlation coefficient for fear 
and sadness with iMotions Affectiva analysis results are 0.65 and 
0.11, respectively. The second graph in Figure 17 shows iMotions 
Affectiva analysis. Results show dominance of sadness and fear. 
Graph also shows an appearance of the surprise with high values. 
This appearance can be explained by the fact that iMotions 
Affectiva confuses surprise and fear. Anger is shown with small 
variations at the recorded resulting variability of emotions. This 
can be explained by the fact that iMotions confuses between anger 
and sadness.     

For morbidness, analyzes are presented in Figure 18. 
According to Plutchik, morbidness combines disgust and joy 
emotions.  

    The first graph shows that the two dominant emotions 
throughout the video are happiness and disgust. It shows that the 
secondary emotion appears as a peak between 500 and 1000 
milliseconds. 

    iMotions Affectiva analysis shows that the person has 
expressed sadness and anger. Therefore, the iMotions Affectiva 
system did not show the expected result. Obtained values of 
correlation coefficient for disgust and happiness are -0.35 and -
0.02 respectively. Figure 19 presents analysis results for remorse 
emotion. 

 
Figure 19: Remorse’s correlation analysis. 

In the case of the remorse sequence, only sadness has occurred 
with high scores. The second emotion is disgust, as it is defined in 
the remorse combination. But disgust appears with one peak all 
over the video and with low score of 39.53%. iMotions Affectiva 
system assigned the sequence to the fear category. The correlation 
values of the basic emotions for remorse combination are 0.05 for 
disgust and 0.016 for sadness.  

    We can conclude that our system has successfully recognized 
secondary emotions. First, results were validated by comparing 
them to the expected emotion expressed by the actor and validated 
by the psychologist. These results were also validated according 
to Plutchik's definition of the basic emotions combination. 
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Analysis results were also compared to those of iMotions 
Affectiva results. Joy, disgust and surprise were correctly 
recognized by the two systems.  

    More efficient performance was obtained by our implemented 
system VEMOS for the other emotions. 

    We notice that iMotions Affectiva confuses anger and sadness 
emotions. Analysis results of the primary emotions sequences 
have shown that the system has an underprediction of sadness and 
overprediction of anger. Because of this confusion, the system 
was not able to recognize correctly despair and contempt 
emotions that combine one on the confused primary emotion. 

    VEMOS system presents an underprediction of anger. But, the 
system recognizes correctly the sadness emotion. Then, results 
have shown that the implemented system recognizes correctly 
despair and contempt emotions. 

    In addition, VEMOS recognizes more efficiently fear and 
surprise emotions. Besides, Alarm was correctly recognized. But, 
we noticed that iMotions Affectiva system has an overprediction 
of surprise and underprediction of fear.  This was shown in the 
analysis results of Alarm sequence that combine fear and surprise 
emotions. Only surprise was detected. 

    Finally, morbidness and remorse secondary emotions were not 
recognized by iMotions Affectiva system. But, VEMOS was able 
to detect a maximum peak of the corresponding combination. 

4. Conclusion   

    In this study, a video-based emotion analysis system, VEMOS, 
was implemented. It detected frame by frame images from video. 
Then, it employed deep learning techniques for basic emotions 
recognition. Information about emotions occurrence, emotions 
variability during the time and maximum peak of each emotions 
are detected and presented in Power BI Report. Also, an analyzed 
video showing the variation of pertinent information during the 
time is obtained.  

    Then, the system was validated and challenged by comparing 
correlation with the iMotions Affectiva software on labeled 
sequences. These sequences were recorded by an actor and 
validated by a psychologist.    

    Our validation studies reveal that the implemented system has 
the potential to recognize basic emotions expressed by individuals. 
Then, we obtained significant correlations between the 
implemented system and Affectiva measures. More efficiently 
than Affectiva, VEMOS system recognizes successfully 5 
secondary emotions defined by Plutchik. 

    With this efficient performance, VEMOS can be exploited 
in different application. It can help customs officers, known as 
detection officer, to unveil travelers with illegal items or goods in 
the customs airport.  It is also able to unveil wanted and terrorist 
people in airport. So, detection officer can stop them from entering 
and leaving the country. Furthermore, judge can resort to VEMOS 

to reveal criminal people. Thus, it can assist to know the truth and 
change the verdict, from a criminal to an innocent.  
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