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A B S T R A C T
The daily treats model reduction finite frequency (FFMR) design for Takagi Sugeno (TS) systems. This work is to FFMR design in such a way whether augmented model is steady get a reduced $H_{\infty}$ index in FF areas with noise is established as a prerequisite. To highlight the importance of suggested process, a practical application has been made.

## 1 Introduction

Fuzzy models T-S [1] call for wide observation of various practical industrial applications, mainly as the recognized T-S samples actually approximate nonlinear shapes. The essential characteristic on the sample TS is its general estimation of a nonlinear function. There are large number of results of literature that treat the globally difficulties utilizing the TS fuzzy samples, see [2]-[7].

The our existing sources on model reduction problem and disturbances are based on the whole full frequency (EF) area, which will give several types of model reduction design [8]-[13]. However, most practical industrial applications work in a FF domain. So far, a few applications have been made [14]-[19]. Thus, for this we will present new approaches to solve these problems.

The primary goal of our work is to define a fuzzy model reduction of discrete Model over FF ranges such a way that the augmented model is steady get a reduced $H_{\infty}$ index in FF areas with disturbance is established as a prerequisite. we have also presented an example of simulation in order to exemplify the efficiency of the suggested method.

## Notations :

- " $T$ " : Matrix transposition
- "*" : Matrix symmetry
- $M>0$ : matrix $M$ is positive

[^0]- $\operatorname{sym}[\mathcal{D}]: \mathcal{D}+\mathcal{D}^{*}$
- $\mathbf{H e}[\mathcal{D}]: \frac{\mathcal{D}+\mathcal{D}^{*}}{2}$


## 2 Problem statement

### 2.1 System formulation

Envisage the nonlinear model presented by :
Rule $\boldsymbol{x}$ : IF $\zeta_{1}(\mu)$ is $T_{1}^{i}, \ldots \zeta_{n}(\mu)$ is $\mathbf{T}_{n}^{i}$ THEN

$$
\begin{align*}
\mathbf{z}_{\mu+1} & =\mathbf{M}_{x} \mathbf{z}(\mu)+\mathbf{N}_{x} \mathbf{d}(\mu) \\
\mathbf{w}(\mu) & =\mathbf{J}_{x} \mathbf{z}(\mu) \tag{1}
\end{align*}
$$

with $\mathbf{z}(\mu)$ is the input; $\mathbf{w}(\mu)$ is deliberate output; $\mathbf{M}_{x}, \mathbf{N}_{x}$ and $\mathbf{J}_{x}$ are system parametres; $\zeta_{1}(\mu), \ldots, \zeta_{n}(\mu)$ the premise variables. $\mathbf{d}(\mu)$ is a known disturbance signal located in a following FF areas

$$
\begin{equation*}
\varrho=\left\{\tilde{\varrho} \in \mathbb{R} \mid \quad \tilde{\varrho}_{1} \leq \tilde{\varrho} \leq \tilde{\varrho}_{2} ; \quad \tilde{\varrho}_{1}, \tilde{\varrho}_{2} \in[-\pi,+\pi],\right. \tag{3}
\end{equation*}
$$

We describe the nonlinear system (1) employ singleton fuzzifer, center-average and inference product by the following relation :

$$
\begin{align*}
\mathbf{z}_{\mu+1} & =\mathbf{M}(\mathbf{l}) x(\mu)+\mathbf{N}(\mathbf{l}) \mathbf{d}(\mu) \\
\mathbf{w}(\mu) & =\mathbf{J}(\mathbf{l}) \mathbf{z}(\mu) \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{M}(\mathbf{l}) & =\sum_{x=1}^{q} \mathbf{l}_{x} \mathbf{M}_{x} ; \quad \mathbf{N}(\mathbf{l})=\sum_{x=1}^{q} \mathbf{1}_{x} \mathbf{N}_{x} ; \\
\mathbf{J}(\mathbf{l}) & =\sum_{x=1}^{q} \mathbf{l}_{x} \mathbf{J}_{x} \tag{5}
\end{align*}
$$

In this work, a fuzzy MR function is represented by :
Rule $\boldsymbol{x}$ : if $\zeta_{1}(\mu)$ is $\mathbf{T}_{1}^{x} \cdots \zeta_{n}(\mu)$ is $\mathbf{T}_{n}^{x}$ then

$$
\begin{align*}
\hat{\mathbf{z}}(\mu+1) & =\hat{\mathbf{M}}_{x} \hat{\mathbf{z}}(\mu)+\hat{\mathbf{N}}_{x} \mathbf{d}(\mu) \\
\hat{\mathbf{w}}(\mu) & =\hat{\mathbf{J}}_{x} \hat{\mathbf{z}}(\mu) \tag{6}
\end{align*}
$$

with $\hat{\mathbf{z}}(\mu)$ is state MR vector; $\hat{\mathbf{w}}(\mu)$ is the output MR function, $\hat{\mathbf{M}}_{x}, \hat{\mathbf{N}}_{x}$ and $\hat{\mathbf{J}}_{x}$ are parameters should exist defined.

We get defuzzified for system (6) as following :

$$
\begin{align*}
\hat{\mathbf{z}}(\mu+1) & =\hat{\mathbf{M}}(\hat{\mathbf{l}}) \hat{\mathbf{z}}(\mu)+\hat{B}(\hat{\mathbf{l}}) \mathbf{d}(\mu) \\
\hat{\mathbf{w}}(\mu) & =\hat{\mathbf{J}}(\hat{\mathbf{l}}) \hat{\mathbf{z}}(k) \tag{7}
\end{align*}
$$

with

$$
\begin{align*}
\hat{\mathbf{M}}(\hat{\mathbf{l}}) & =\sum_{x=1}^{q} \hat{\mathbf{l}}_{x} \hat{\mathbf{M}}_{x}, \quad \hat{B}(\hat{\mathbf{l}})=\sum_{x=1}^{q} \hat{\mathbf{l}}_{x} \hat{\mathbf{N}}_{x}, \\
\hat{\mathbf{J}}(\hat{\mathbf{l}}) & =\sum_{x=1}^{q} \hat{\mathbf{l}}_{x} \hat{\mathbf{J}}_{x} \tag{8}
\end{align*}
$$

Consider $\nabla(\mu)=\left[\begin{array}{c}\mathbf{z}(\mu) \\ \hat{\mathbf{z}}(\mu)\end{array}\right], \mathbf{g}(\mu)=\mathbf{w}(\mu)-\hat{\mathbf{w}}(\mu)$. Then, the error system is as follows:

$$
\begin{align*}
\nabla(\mu+1) & =\overline{\mathbf{M}}(\mathbf{l}, \hat{\mathbf{l}}) \nabla(\mu)+\overline{\mathbf{N}}(\mathbf{l}, \hat{\mathbf{l}}) \mathbf{d}(\mu) \\
\mathbf{g}(\mu) & =\overline{\mathbf{J}}(\mathbf{l}, \hat{\mathbf{l}}) \nabla(\mu) \tag{9}
\end{align*}
$$

where

$$
\begin{align*}
\overline{\mathbf{M}}(\mathbf{l}, \hat{\mathbf{l}}) & =\left[\begin{array}{cc}
\mathbf{M}(\mathbf{l}) & 0 \\
0 & \hat{\mathbf{M}}(\hat{\mathbf{l}})
\end{array}\right] ; \overline{\mathbf{N}}(\mathbf{l}, \hat{\mathbf{l}})=\left[\begin{array}{l}
\mathbf{N}(\mathbf{l}) \\
\hat{\mathbf{N}}(\hat{\mathbf{l}})
\end{array}\right] ; \\
\overline{\mathbf{J}}(\mathbf{l}, \hat{\mathbf{l}}) & =\left[\begin{array}{cc}
\mathbf{J}(\mathbf{l}) & -\hat{\mathbf{J}}(\hat{\mathbf{l}})
\end{array}\right] \tag{10}
\end{align*}
$$

Definition 2.1 [20] Consider $\beta>0$, if the following inequality is verified:

$$
\begin{equation*}
\sum_{\mu=0}^{\infty} \boldsymbol{g}^{T}(\mu) \boldsymbol{g}(\mu) \leq \beta^{2} \sum_{\mu=0}^{\infty} \boldsymbol{d}^{T}(\mu) \boldsymbol{d}(\mu) \tag{11}
\end{equation*}
$$

From Parseval function [21], we get :

$$
\begin{equation*}
\int_{-\pi}^{\pi} \boldsymbol{g}^{T}(\varrho) \boldsymbol{g}(\varrho) d \varrho \leq \beta^{2} \int_{-\pi}^{\pi} \boldsymbol{d}^{T}(\varrho) \boldsymbol{d}(\varrho) d \varrho \tag{13}
\end{equation*}
$$

We express the question of this work by: we design an appropriate fuzzy MR system (7) such that a error model is well-posed, stable satises the FF index:

$$
\begin{equation*}
\int_{\varrho \in \varrho} \mathbf{g}^{T}(\varrho) \mathbf{g}(\varrho) d \varrho \leq \beta^{2} \int_{\varrho \in \varrho} \mathbf{d}^{T}(\varrho) \mathbf{d}(\varrho) d \varrho \tag{15}
\end{equation*}
$$

### 2.2 Preliminaries

Lemma 2.2 [22] Let $\Phi \in \mathbb{R}^{m}, \mathcal{L} \in \mathbb{R}^{m \times m}$ and $\mathcal{S} \in \mathbb{R}^{p \times m}$. Then, The following equations are the same:

- $\Phi^{*} \mathcal{L} \Phi<0, \forall \Phi \neq 0: \mathcal{S} \Phi=0$
- $\mathcal{S}^{\perp T} \mathcal{L S}^{\perp}<0$
- $\exists \theta \in \mathbb{R}: \mathcal{L}-\theta \mathcal{S}^{T} \mathcal{S}<0$
- $\exists \mathcal{D} \in \mathbb{R}^{m \times p}: \mathcal{L}+\mathcal{D S}+\mathcal{S}^{T} \mathcal{D}^{T}<0$

Lemma 2.3 Error system (10) is stable and FF in (15) is fulfilled, on condition that there are $\mathcal{B}, 0<C$, satisfying

$$
\begin{align*}
& {\left[\begin{array}{cc}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
I & 0
\end{array}\right]^{T}\left[\begin{array}{cc}
\mathcal{B} & e^{j \tilde{e}_{3}} C \\
e^{-j \tilde{e}_{3}} C & -\mathcal{B}-2 \cos \left(\underline{\varrho}_{4}\right) C
\end{array}\right]} \\
& {\left[\begin{array}{cc}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
I & 0
\end{array}\right]+\left[\begin{array}{cc}
\overline{\boldsymbol{J}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \overline{\boldsymbol{J}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & 0 \\
0 & -\beta^{2} I
\end{array}\right]<0} \tag{16}
\end{align*}
$$

with $\quad \tilde{\varrho}_{3}=\frac{\tilde{\underline{Q}}_{2}+\tilde{\varrho}_{1}}{2}, \tilde{\varrho}_{4}=\frac{\tilde{\underline{Q}}_{2}-\tilde{\varrho}_{1}}{2}$.
Proof 2.4 The substantiation of Lemma 2.3 is defined in appendix.

## 3 FF performance analysis

Theorem 3.1 Error model (10) is stable, FF index (15) is fulfilled, on condition that there are $\mathcal{X}, \mathcal{B}, \mathcal{C}, \mathcal{E}, \mathcal{Z}, \mathcal{T}$ satisfying $C>0$, $\chi>0$ and

$$
\left[\begin{array}{cccc}
ᄀ_{1} & ᄀ_{2} & \mathcal{Z} \bar{N}(\boldsymbol{l}, \hat{\boldsymbol{l}})-\mathcal{T}^{T} & 0  \tag{17}\\
* & ᄀ_{3} & ᄀ_{4} & \overline{\boldsymbol{J}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
* & * & \neg_{5} & 0 \\
* & * & * & -I
\end{array}\right]<0
$$

$$
\left[\begin{array}{cc}
\mathcal{X}-\mathcal{Z}-\mathcal{Z}^{T} & \mathcal{Z} M(\boldsymbol{l}, \hat{\boldsymbol{l}})-\mathcal{E}^{T}  \tag{18}\\
* & \Psi_{1}
\end{array}\right]<0
$$

with

$$
\begin{aligned}
\top_{1} & =\mathcal{B}-\mathcal{Z}-\mathcal{Z}^{T} \\
\boldsymbol{T}_{2} & =e^{j \tilde{\varrho}_{3}} C-\mathcal{E}^{T}+\mathcal{Z} \bar{A}(\boldsymbol{l}, \hat{\boldsymbol{l}}) ; \\
\boldsymbol{7}_{3} & =-\mathcal{B}-2 \cos \left(\tilde{\varrho}_{4}\right) C+\mathcal{E} \overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}})+\overline{\boldsymbol{M}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \mathcal{E}^{T} ; \\
\boldsymbol{ד}_{4} & =\mathcal{E} \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}})+\overline{\boldsymbol{M}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \boldsymbol{l}^{T}(\boldsymbol{l}) \\
\boldsymbol{\top}_{5} & =-\beta^{2} I+\mathcal{T} \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}})+\overline{\boldsymbol{N}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \boldsymbol{l}^{T} \\
\Delta_{1} & =-\mathcal{X}+\mathcal{E} \overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}})+\overline{\boldsymbol{M}}^{T}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \mathcal{E}^{T} .
\end{aligned}
$$

Proof 3.2 First, Condition (17) maybe written as

$$
\begin{align*}
& \left(\begin{array}{cc}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
I & 0 \\
0 & I
\end{array}\right)^{T}\left[\left(\begin{array}{ccc}
0 & \overline{\boldsymbol{J}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & 0 \\
0 & 0 & I
\end{array}\right)^{T}\right. \\
& \left(\begin{array}{cc}
I & 0 \\
0 & -\beta^{2} I
\end{array}\right)\left(\begin{array}{ccc}
0 & \overline{\boldsymbol{J}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & 0 \\
0 & 0 & I
\end{array}\right)\left(\begin{array}{ll}
I & 0 \\
0 & I \\
0 & 0
\end{array}\right) \\
& \left.\left(\begin{array}{cc}
\mathcal{B} \\
e^{-j \tilde{e}_{3}} C & -\mathcal{B}-2 \cos \left(\tilde{\varrho}_{4}\right) C
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0
\end{array}\right)\right]  \tag{25}\\
& \left(\begin{array}{cc}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) & \overline{\boldsymbol{N}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
I & 0 \\
0 & I
\end{array}\right)<0 \tag{19}
\end{align*}
$$

Denote

$$
\begin{align*}
\mathcal{D} & =\left[\begin{array}{l}
\mathcal{E} \\
\mathcal{Z} \\
\mathcal{T}
\end{array}\right] ; \quad \theta=\left[\begin{array}{c}
\nabla(\mu+1) \\
\nabla(\mu) \\
d(\mu)
\end{array}\right]  \tag{26}\\
\mathcal{S} & =\left[\begin{array}{lll}
-I & \bar{M}(l, \hat{l}) & \bar{N}(l, \hat{l})
\end{array}\right] \tag{20}
\end{align*}
$$

With the help of Lemma 2.2, we have

$$
\begin{align*}
& \mathcal{D S}+\mathcal{S}^{T} \mathcal{D}^{T}+\left[\begin{array}{ccc}
0 & \overline{\boldsymbol{J}}(l, \hat{l}) & 0 \\
0 & 0 & I
\end{array}\right]^{T} \\
& {\left[\begin{array}{cc}
I & 0 \\
0 & -\beta^{2} I
\end{array}\right]\left[\begin{array}{ccc}
0 & \overline{\boldsymbol{J}}(l, \hat{l}) & 0 \\
0 & 0 & I
\end{array}\right]\left[\begin{array}{ll}
I & 0 \\
0 & I \\
0 & 0
\end{array}\right]} \\
& {\left[\begin{array}{cc}
\mathcal{B} & e^{j \tilde{\varrho}_{3}} C \\
e^{-j \tilde{\varrho}_{3}} C & -\mathcal{B}-2 \cos \left(\tilde{\varrho}_{4}\right) C
\end{array}\right]\left[\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0
\end{array}\right]<0} \tag{21}
\end{align*}
$$

With the help of Lemma 2.2, given (16).
Consider the Lyapunov equation :

$$
\left[\begin{array}{c}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}})  \tag{22}\\
I
\end{array}\right]^{T}\left[\begin{array}{cc}
\mathcal{X} & 0 \\
0 & -\mathcal{X}
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{\boldsymbol{l}}) \\
I
\end{array}\right]<0
$$

Let

$$
\begin{align*}
\theta & =\left[\begin{array}{c}
\nabla(\mu+1) \\
\nabla(\mu)
\end{array}\right] ; \quad \mathcal{L}=\left[\begin{array}{cc}
\mathcal{X} & 0 \\
0 & -\mathcal{X}
\end{array}\right] ; \\
\mathcal{S} & =\left[\begin{array}{cc}
-I & \bar{M}(l, \hat{l})
\end{array}\right] ; \quad \mathcal{D}=\left[\begin{array}{ll}
\mathcal{E}^{T} & \mathcal{Z}^{T}
\end{array}\right]^{T} \tag{23}
\end{align*}
$$

Using the conditions in 2.2, then

$$
\begin{align*}
& {\left[\begin{array}{cc}
\mathcal{X} & 0 \\
0 & -\mathcal{X}
\end{array}\right]+\left[\begin{array}{l}
\mathcal{E} \\
\mathcal{Z}
\end{array}\right]\left[\begin{array}{ll}
-I & \overline{\boldsymbol{M}}(\boldsymbol{l}, \hat{l})
\end{array}\right]+}  \tag{27}\\
& {\left[\begin{array}{cc}
-I & \overline{\boldsymbol{M}}(l, \hat{l})
\end{array}\right]^{T}\left[\begin{array}{c}
\mathcal{E} \\
\mathcal{Z}
\end{array}\right]^{T}<0} \tag{24}
\end{align*}
$$

which is nothing but (18).

## 4 FF performance Design

Theorem 4.1 Error model (10) is stable, FF index (15) is fulfilled, on condition that there are $\mathcal{B}=\left[\begin{array}{cc}\mathcal{B}_{1} & \mathcal{B}_{2} \\ * & \mathcal{B}_{3}\end{array}\right], C=\left[\begin{array}{cc}C_{1} & C_{2} \\ * & C_{3}\end{array}\right]>$ where $\quad E=\binom{I}{0}$.

Proof 4.2 Parameterise slack matrices $\mathcal{E}, \mathcal{Z}, \mathcal{T}$ in Theorem 3.1 as

$$
\begin{align*}
\mathcal{E} & =\left[\begin{array}{cc}
\mathcal{E}_{1} & E \mathcal{V} \\
\mathcal{E}_{2} & \mathcal{V}
\end{array}\right] ; \quad \mathcal{Z}=\left[\begin{array}{ll}
\mathcal{Z}_{1} & 0 \\
\mathcal{Z}_{2} & 0
\end{array}\right] \\
\mathcal{T} & =\left[\begin{array}{ll}
\mathcal{T}_{1} & 0
\end{array}\right] \tag{28}
\end{align*}
$$

$$
\begin{aligned}
\hat{\boldsymbol{M}}(\hat{\boldsymbol{l}}) & =\mathcal{V}^{-1} \breve{\boldsymbol{M}}(\hat{h}) ; \\
\hat{\boldsymbol{N}}(\hat{\boldsymbol{l}}) & =\mathcal{V}^{-1} \stackrel{N}{N}(\hat{h}) \\
\hat{\boldsymbol{J}}(\hat{\boldsymbol{l}}) & =\breve{J}(\hat{\boldsymbol{l}})
\end{aligned}
$$

with

The following parameters as

$$
1
$$

$$
E=\binom{I}{0}
$$

$$
\begin{aligned}
& \bar{\Delta}_{11}=\mathcal{B}_{1}-\mathcal{E}_{1}-\mathcal{E}_{1}^{T} ; \bar{\Delta}_{12}=\mathcal{X}_{2}-E \mathcal{V}-\mathcal{E}_{2}^{T} ; \\
& \bar{\Delta}_{13}=\mathcal{E}_{1} \boldsymbol{A}(h)-\mathcal{Z}_{1}^{T} ; \bar{\Delta}_{22}=\mathcal{X}_{3}-\mathcal{V}-\mathcal{V}^{T} ; \\
& \bar{\Delta}_{23}=\mathcal{E}_{2} \boldsymbol{M}(\boldsymbol{l}) ; \quad \bar{\Delta}_{33}=-\mathcal{X}_{1}+\mathcal{Z}_{1} \boldsymbol{M}(\boldsymbol{l})+\boldsymbol{M}^{T}(\boldsymbol{l}) \mathcal{Z}_{1}^{T} ; \\
& \bar{\epsilon}_{11}=\mathcal{B}_{1}-\mathcal{E}_{1}-\mathcal{E}_{1}^{T} ; \quad \overline{\bar{T}}_{12}=\mathcal{B}_{2}-E \mathcal{V}-\mathcal{E}_{2}^{T} \text {; } \\
& \overline{\bar{T}}_{13}=e^{j \tilde{\mathscr{Q}}_{3}} C_{1}-\mathcal{Z}_{1}^{T}+\mathcal{E}_{1} A(\boldsymbol{l}) ; \overline{\bar{T}}_{22}=\mathcal{B}_{3}-\mathcal{V}-\mathcal{V}^{T} ; \\
& \overline{\bar{T}}_{14}=e^{j \tilde{\underline{Q}}_{3}} C_{2}-\mathcal{Z}_{2}^{T}+E \tilde{\mathcal{M}}(\hat{l}) ; \\
& \overline{\bar{T}}_{24}=e^{j \tilde{\underline{Q}}_{3}} C_{3}+\tilde{\mathcal{M}}(\hat{l}) ; \\
& \bar{خ}_{15}=\mathcal{E}_{1} N(l)+E \tilde{N}(\hat{l})-\mathcal{T}_{1}^{T} ; \\
& \overline{\bar{T}}_{25}=\mathcal{Z}_{2} N(\boldsymbol{l})+\tilde{M}(\hat{l}) ; \\
& \overline{\overline{7}}_{33}=-\mathcal{B}_{1}-2 \cos \left(\tilde{\varrho}_{4}\right) C_{1}+\mathcal{Z}_{1} \boldsymbol{M}(\boldsymbol{l})+\boldsymbol{M}^{T}(\boldsymbol{l}) \mathcal{Z}_{1}^{T} \text {; } \\
& \overline{\bar{T}}_{34}=-\mathcal{B}_{2}-2 \cos \left(\underline{\varrho}_{4}\right) \mathcal{C}_{2}+\boldsymbol{M}^{T}(\boldsymbol{l}) \mathcal{Z}_{2}^{T} \text {; } \\
& \overline{\bar{T}}_{35}=\mathcal{Z}_{1} \boldsymbol{N}(\boldsymbol{l})+\boldsymbol{M}^{T}(\boldsymbol{l}) \mathcal{T}_{1}^{T} \text {; } \\
& \overline{\bar{T}}_{23}=e^{-j \tilde{e}_{3}} C_{2}+\mathcal{E}_{2} \boldsymbol{M}(l) ; \\
& \overline{\bar{T}}_{44}=-\mathcal{B}_{3}-2 \cos \left(\tilde{\varrho}_{4}\right) C_{3} ; \overline{\bar{T}}_{45}=\mathcal{Z}_{2} N(l) ; \\
& \overline{\bar{~}}_{55}=-\beta^{2} I+\operatorname{sym}\left[\mathcal{T}_{1} N(l)\right]
\end{aligned}
$$

Moreover, the Theorem 4.3 is to solve the FFMR problem in the FF Therefore, us find Theorem 4.1.
index (15).
Theorem 4.3 Error model (10) is stable, FF index (15) is fulfilled, on condition that there are $\mathcal{B}=\left[\begin{array}{cc}\mathcal{B}_{1} & \mathcal{B}_{2} \\ * & \mathcal{B}_{3}\end{array}\right], C=\left[\begin{array}{cc}\mathcal{C}_{1} & \mathcal{C}_{2} \\ * & \mathcal{C}_{3}\end{array}\right]>$ $0, \mathcal{X}=\left[\begin{array}{cc}\mathcal{X}_{1} & \mathcal{X}_{2} \\ * & \mathcal{X}_{3}\end{array}\right]>0, \breve{\boldsymbol{M}}_{x}, \breve{\boldsymbol{N}}_{x}, \breve{\boldsymbol{J}}_{x}, \mathcal{E}_{1}, \mathcal{E}_{2}, \mathcal{Z}_{1}, \mathcal{Z}_{2}, \mathcal{T}_{1}, \mathcal{V}$, satisfying, with $x, t \in\{1,2, \ldots, m\}$

$$
\begin{align*}
& {\left[\begin{array}{cccc}
\tilde{\Delta}_{11} & \tilde{\Delta}_{12} & \tilde{\Delta}_{13} & -\mathcal{Z}_{2}^{T}+E \breve{\mathcal{A}}_{x} \\
* & \tilde{\Delta}_{22} & \tilde{\Delta}_{23} & \breve{\mathcal{A}}_{x} \\
* & * & \tilde{\Delta}_{33} & -\mathcal{X}_{2}+A_{t}^{T} \mathcal{Z}_{2}^{T} \\
* & * & * & -\mathcal{X}_{3}
\end{array}\right]<0} \tag{29}
\end{align*}
$$

with

$$
\begin{aligned}
& \tilde{\Delta}_{11}=\mathcal{B}_{1}-\mathcal{E}_{1}-\mathcal{E}_{1}^{T} ; \tilde{\Delta}_{12}=\mathcal{X}_{2}-E \mathcal{V}-\mathcal{E}_{2}^{T} ; \\
& \tilde{\Delta}_{13}=\mathcal{E}_{1} \boldsymbol{M}_{t}-\mathcal{Z}_{1}^{T} \text {; } \\
& \tilde{\Delta}_{22}=\mathcal{X}_{3}-\mathcal{V}-\mathcal{V}^{T} \text {; } \\
& \tilde{\Delta}_{23}=\mathcal{E}_{2} \boldsymbol{M}_{t} ; \tilde{\Delta}_{33}=-\boldsymbol{X}_{1}+\mathcal{Z}_{1} \boldsymbol{M}_{t}+\boldsymbol{M}_{t}^{T} \mathcal{Z}_{1}^{T} ; \\
& \tilde{\tau}_{11}=\mathcal{B}_{1}-\mathcal{E}_{1}-\mathcal{E}_{1}^{T} ; \tilde{7}_{12}=\mathcal{B}_{2}-E \mathcal{V}-\mathcal{E}_{2}^{T} \text {; } \\
& \tilde{\mathrm{T}}_{13}=e^{j \tilde{\Xi}_{3}} C_{1}-\mathcal{Z}_{1}^{T}+\mathcal{E}_{1} \boldsymbol{M}_{t} ; \tilde{\bar{Z}}_{22}=\mathcal{B}_{3}-\mathcal{V}-\mathcal{V}^{T} ; \\
& \tilde{\tau}_{14}=e^{j \tilde{\partial}_{3}} C_{2}-\mathcal{Z}_{2}^{T}+E \check{\boldsymbol{M}}_{x} ; \\
& \tilde{\bar{च}}_{24}=e^{j \tilde{\mathscr{\Xi}}_{3}} C_{3}+\breve{\boldsymbol{M}}_{x} \text {; } \\
& \tilde{\mathrm{A}}_{15}=\mathcal{E}_{1} \boldsymbol{N}_{t}+E \breve{N}_{x}-\mathcal{T}_{1}^{T} ; \tilde{\mathrm{A}}_{25}=\mathcal{Z}_{2} \boldsymbol{N}_{t}+\breve{M}_{x} ; \\
& \tilde{च}_{33}=-\mathcal{B}_{1}-2 \cos \left(\tilde{\varrho}_{4}\right) \mathcal{C}_{1}+\mathcal{Z}_{1} \boldsymbol{M}_{t}+\boldsymbol{M}_{t}^{T} \mathcal{Z}_{1}^{T} \text {; } \\
& \tilde{\bar{Z}}_{34}=-\mathcal{B}_{2}-2 \cos \left(\tilde{\varrho}_{4}\right) \mathcal{C}_{2}+\boldsymbol{M}_{t}^{T} \mathcal{Z}_{2}^{T} ; \\
& \tilde{\bar{T}}_{35}=\mathcal{Z}_{1} \boldsymbol{N}_{t}+\boldsymbol{M}_{t}^{T} \mathcal{T}_{1}^{T} ; \quad \tilde{\bar{T}}_{23}=e^{-j \tilde{\rho}_{3}} C_{2}+\mathcal{E}_{2} \boldsymbol{M}_{t} ; \\
& \tilde{7}_{44}=-\mathcal{B}_{3}-2 \cos \left(\tilde{\varrho}_{4}\right) \mathcal{C}_{3} ; \tilde{7}_{45}=\mathcal{Z}_{2} \boldsymbol{N}_{t} ; \\
& \tilde{\overline{7}}_{55}=-\beta^{2} I+\operatorname{sym}\left[\mathcal{T}_{1} N_{t}\right] .
\end{aligned}
$$

Proof 4.4 We propose the following equations :

$$
\begin{align*}
& \sum_{x=1}^{q} \sum_{t=1}^{m} \hat{\boldsymbol{l}}_{x} \boldsymbol{l}_{t} \bar{\Delta}_{x t} \\
& \sum_{x=1}^{q} \sum_{t=1}^{m} \hat{\boldsymbol{l}}_{x} \boldsymbol{l}_{t} \overline{\bar{x}}_{x t} \tag{32}
\end{align*}
$$

## 5 Numerical Example

Consider a fuzzy system in discrete time, represents in [12] :

$$
\begin{align*}
\mathbf{J}_{1} & =\left[\begin{array}{llll}
1.4419 & 0.6720 & 0.1387 & -0.8595
\end{array}\right] \\
\mathbf{J}_{2} & =\left[\begin{array}{cccc}
1.3329 & 0.6720 & 0.1387 & -0.8478
\end{array}\right] \\
\mathbf{M}_{1} & =\left[\begin{array}{cccc}
0.1612 & 0.0574 & -0.0144 & 0.1846 \\
0.0434 & -0.3638 & 0.5258 & -0.0357 \\
-0.0747 & -0.3146 & -0.0487 & -0.1043 \\
-0.1664 & 0.4031 & 0.0347 & 0.2864
\end{array}\right] \\
\mathbf{M}_{2} & =\left[\begin{array}{cccc}
0.1312 & 0.0474 & -0.0044 & 0.1546 \\
-0.0234 & -0.3018 & 0.4258 & -0.0357 \\
-0.1551 & -0.2421 & -0.0367 & -0.0843 \\
0.3031 & 0.0247 & 0.1864
\end{array}\right] \\
\mathbf{N}_{1} & =\left[\begin{array}{c}
0.2023 \\
-0.2313 \\
-0.1137 \\
0.1279
\end{array}\right] ; \mathbf{N}_{2}=\left[\begin{array}{c}
0.0123 \\
-0.1313 \\
-0.1138 \\
0.1179
\end{array}\right] \\
E & =\left[\begin{array}{cc}
I & 0
\end{array}\right] \tag{33}
\end{align*}
$$

The normalized membership function :

$$
\begin{align*}
& \mathbf{T}_{1}\left(\mathbf{z}_{1}(\mu)\right)=\frac{1-\sin \left(\mathbf{z}_{1}(\mu)\right)}{2} \\
& \mathbf{T}_{2}\left(\mathbf{z}_{1}(\mu)\right)=1-\mathbf{T}_{1}\left(\mathbf{z}_{1}(\mu)\right) \tag{34}
\end{align*}
$$

Via using Theorem 4, the obtained matrix parameters of FF $H_{\infty}$ reduced order systems are the following :

$$
\text { - EF area }:(-\pi \leq \tilde{\varrho} \leq \pi)
$$

Remark 4.5 If us pick $C=0$, we mastery employ theorem 4.3 to settle the $H_{\infty} M R$ nonlinear systems over $E F$ range.

$$
\begin{align*}
& {\left[\begin{array}{c|c}
\hat{\mathbf{M}}_{1} & \hat{\mathbf{N}}_{1} \\
\hline \hat{\mathbf{J}}_{1} & -
\end{array}\right]=\left[\begin{array}{cc|c}
-0.7415 & -0.7001 & -0.1925 \\
0.7145 & 0.1925 & 0.4512 \\
\hline-0.8874 & -1.2145 & -
\end{array}\right]} \\
& {\left[\begin{array}{c|c}
\hat{\mathbf{M}}_{2} & \hat{\mathbf{N}}_{2} \\
\hline \hat{\mathbf{J}}_{2} & -
\end{array}\right]=\left[\begin{array}{cc|c}
-0.8840 & 0.7415 & 0.1325 \\
-0.6245 & 0.2415 & -0.4125 \\
\hline-1.2021 & -1.1325 & -
\end{array}\right]} \tag{35}
\end{align*}
$$

- FF area : $\left(\frac{\pi}{7} \leq \tilde{\varrho} \leq \frac{\pi}{4}\right)$

$$
\begin{align*}
& {\left[\begin{array}{c|c}
\hat{\mathbf{M}}_{1} & \hat{\mathbf{N}}_{1} \\
\hline \hat{\mathbf{J}}_{1} & -
\end{array}\right]=\left[\begin{array}{cc|c}
-0.4415 & 0.2145 & -0.1125 \\
-0.1745 & 0.1325 & 0.1954 \\
\hline-0.2314 & 0.7458 & -
\end{array}\right]} \\
& {\left[\begin{array}{c|c}
\hat{\mathbf{M}}_{2} & \hat{\mathbf{N}}_{2} \\
\hline \hat{\mathbf{J}}_{2} & -
\end{array}\right]=\left[\begin{array}{ll|c}
-0.6614 & 0.2845 & -0.1354 \\
-0.3325 & 0.1325 & 0.2157 \\
\hline-0.3458 & 0.5842 & -
\end{array}\right]} \tag{36}
\end{align*}
$$

The comparison result with the technique proposed in Theorem 4.3 illustrate in Table 1, that indicate the little conservation of the method suggest in the paper.

The initial cases are proposed null. Figure 1 illustrate the errors $e(k)$ from various approaches. It illustrate the FF method have the best performance in comparison with the EF approach.

Table 1: $H_{\infty}$ performance apply from various approaches

| Frequency | Methods | $\beta_{\min }$ | Max error |
| :--- | :---: | :---: | :---: |
| $-\pi \leq \varrho \leq \pi$ | $[12]$ | 0.9715 | 0.0915 |
| $-\pi \leq \varrho \leq \pi$ | Th $4.3(\mathrm{Q}=0)$ | 0.5514 | 0.0423 |
| $\frac{\pi}{7} \leq \varrho \leq \frac{\pi}{3}$ | Th 4.3 | $\mathbf{0 . 1 3 0 5}$ | $\mathbf{0 . 0 0 8 8}$ |



Figure 1: Error response of $\mathbf{g}_{\mu}$.

The ratio $\mathbf{W}(\mu)$ is presented as :

$$
\begin{equation*}
\mathbf{W}(\mu)=\sqrt{\sum_{\mu=0}^{\infty} \mathbf{g}^{T}(\mu) \mathbf{g}(\mu) / \sum_{\mu=0}^{\infty} \mathbf{d}^{T}(\mu) \mathbf{d}(\mu)} \tag{37}
\end{equation*}
$$

Figures 2 indicate the the ratio in (37), we could notice whether the error model is stable, knowing that the initial Condition are null, that indicate the little conservation of the method suggest in the paper.


Figure 2: Value of $\mathbf{W}(\mu)$.

## 6 Conclusion

This work, we dealt with problematic for the FF model reduction design of nonlinear systems over FF ranges. We have suggested a model reduction process in order to minimize the conservatism design using the frequency information of the disturbances and we have assumed that the disturbances are known in a recognized FF domain. Also, systematic techniques have been suggested for the generation of a model reduction which ensures asymptotic stability and FF $H_{\infty}$ index, at the basis of a more general linearization procedure.
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## 7 Appendix

Multiply equation (16) of $\left[\begin{array}{c}\nabla(\mu) \\ \mathbf{d}(\mu)\end{array}\right]$ for right and by its transposition to the left, we get

$$
\begin{align*}
& \beta^{2} \mathbf{d}(\mu)^{T} \mathbf{d}(\mu)+\operatorname{tr}\left(C \left(\mathbf{g}^{j \tilde{e}_{3}} \nabla(\mu) \nabla(\mu+1)^{T}\right.\right. \\
- & \left.\left.e^{-j \tilde{\varrho}_{3}} \nabla(\mu+1) \nabla(\mu)^{T}-2 \cos \left(\tilde{\varrho}_{4}\right) \nabla(\mu) \nabla(\mu)^{T}\right)\right) \\
- & \nabla^{T}(\mu+1) \mathcal{B} \nabla(\mu+1)-\nabla^{T}(\mu) \mathcal{B} \nabla(\mu)+\mathbf{g}^{T}(\mu) \mathbf{g}(\mu) \leq 0 \tag{38}
\end{align*}
$$

By taking the sum of $\mu=0$ in $\pi$,seeing that $\nabla(0)=0$ and $\lim _{\mu \rightarrow p i} \nabla(\mu)=0$ we get

$$
\begin{align*}
& \sum_{\mu=0}^{\pi} \mathbf{g}^{T}(\mu) \mathbf{g}(\mu)-\beta^{2} \sum_{\mu=0}^{\pi} \mathbf{d}(\mu)^{T} \mathbf{d}(\mu) \\
+ & \operatorname{Tr}\left[C \sum _ { \mu = 0 } ^ { \pi } \left(e^{j\left(\tilde{\varrho}_{3}\right.} \nabla(\mu) \nabla(\mu+1)^{T}+e^{-j \tilde{\varrho}_{3}} \nabla(\mu+1) \nabla(\mu)^{T}\right.\right. \\
- & \left.\left.2 \cos \left(\tilde{\varrho}_{4}\right) \nabla(\mu) \nabla(\mu)^{T}\right)\right] \leq 0 \tag{39}
\end{align*}
$$

From Parseval function [21], we get :

$$
\begin{align*}
& \beta^{2} \frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathbf{d}^{T}(\tilde{\varrho}) \mathbf{d}(\tilde{\varrho}) d \tilde{\varrho} \\
- & \left.\operatorname{Tr}\left[\frac{\cos \left(\tilde{\varrho}-\tilde{\varrho}_{c}\right)-\cos \tilde{\varrho}_{w}}{\pi} \int_{-\pi}^{\pi} \mathcal{M}^{T}(\tilde{\varrho}) C \mathcal{M}(\varrho)\right) d \tilde{\varrho}\right] \\
- & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathbf{g}^{T}(\tilde{\varrho}) \mathbf{g}(\tilde{\varrho}) d \tilde{\varrho} \geq 0 \tag{40}
\end{align*}
$$

Then :

$$
\begin{equation*}
\cos \left(\tilde{\varrho}-\tilde{\varrho}_{3}\right)-\cos \left(\tilde{\varrho}_{4}\right) \geq 0 \tag{41}
\end{equation*}
$$

have toward all gifted $\tilde{\varrho}_{1} \leq \tilde{\varrho} \leq \tilde{\varrho}_{2}$. From $C>0$ and (41), it attends that

$$
\begin{equation*}
\operatorname{Tr}\left[\frac{\cos \left(\tilde{\varrho}-\tilde{\varrho}_{c}\right)-\cos \left(\tilde{\varrho}_{4}\right)}{\pi} \int_{-\pi}^{\pi} \mathcal{M}^{T}(\tilde{\varrho}) C \mathcal{M}(\tilde{\varrho}) d \tilde{\varrho}\right] \geq 0 \tag{42}
\end{equation*}
$$

seeing that, (40) and the FF of signal input $\tilde{\varrho}_{1} \leq \tilde{\varrho} \leq \tilde{\varrho}_{2}$, thus (15) is fulfilled.
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