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 In the automation of the fish processing industry, the measurement surface-area and volume 
of the fish requires a method that focuses on processing automation. The creation of a stereo-
vision based on real-time measurement method is one of the most essential aspects of this 
work. To do this task, we completed two steps. The first, the acquisition of the image of the 
fish using a stereo camera and calibrating the image for size using sample of the image 
acquisition. Second, by applying image processing techniques and vision system, the fish 
surface area and fish volume is obtained in real-time. The experimental results of the 
proposed method have good results for fish surface area and fish volume. The measuring 
process using stereo-vision only takes a short time, making it suitable for the real-time 
method. 
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1. Introduction 

Knowing the volume size is useful in the fish processing 
industry for size sorting, quality assessment, and microbial 
concentration [1]. After calculating the volume, other physical 
parameters such as mass and density are also easy to investigate. 
Surface area and volume are important physical parameters in 
fish[2,3]. Surface-area and fish volume are important parts in 
processing into fish products that must be known. In the salting 
process of fish, the area and thickness of the salt are affected by 
the surface area. Furthermore, understanding the surface area of 
fish is needed to calculate heat and mass transfer, determine other 
physical parameters including gas permeability, weight per unit 
surface area, and respiration rate. Fish-volume and other physical 
properties are appropriate for calculating water content, heat 
transfer, and respiration rates. Likewise, the volume of fish affects 
the rate of cooling and freezing, which is ultimately useful for 
determining the heat load on the cooling system and calculating 
cooling costs [4, 5].  

Measurement of surface area and volume of fish is currently 
generally done manually by using the eyes of people or workers 
using a manual meter. Manual measurements can result in 
inaccurate, ineffective, and time-consuming measurements, 
especially when measuring fish in large numbers. The most 
commonly used for measuring surface area is the tape method, 
while the volume measurement used the water displacement 

method [6]. The tape method has drawbacks, such as timing 
problems, and may cause measurement errors due to human error. 
Similarly, because the fish has holes in its gills and mouth, volume 
measurement using the gas transfer method and the water 
displacement method is not practical for fish shapes. Analytical 
estimates based on principal dimensions and weight have been 
studied [7], but the results of this method are very time-consuming 
because the sensing process is carried out by human. 

In the entire fish processing process, measuring the surface 
area and volume is critical. To increase production and minimize 
processing time and costs, the fish processing sector requires 
technology solutions that focus on processing automation. 
Innovative advances in image processing have empowered the use 
of new methods to quantify the surface region and volume of fish 
correctly, rapidly, and precisely. With the availability of image 
processing techniques, digital image analysis has begun to be used 
for simple measurement systems such as line measurements [8]. A 
partitioning technique utilizing the image processing has been 
completed to ascertain the surface region and volume of fish [9]. 
The working principle of this measurement method is offline. 
Real-time image segmentation to determine the coordinates of 
image objects has been carried out [10]. The segmentation 
principle employs stereo-vision as a measuring instrument, which 
is typically unstable and slow. With the availability of image 
processing methods and stereo-vision as measuring tools, the 
automation of the fish processing industry is feasible because to 
the development of a stereo-vision-based real-time measuring. 
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Based on the previous description, the researcher is interested 
in investigating and developing new methods for measuring the 
surface area and volume of fish, specifically real-time 
measurements, and creating a stereo-vision-based instrumentation 
system for real-time measurements. 

The main objective of this research is to develop a method of 
measuring the surface area and volume of fish using a stereo 
camera as a vision instrument so the measurements can be applied 
in real-time. The development is implemented by combining the 
ellipsoid approach method and the real-time image segmentation 
method using a stereo camera as stereo-vision. 

2. Related Work 

As previously described, the fish handling industry requires 
mechanical arrangements that attention on mechanization of 
preparing to expand efficiency and lessen handling time and 
expenses. Estimating the surface region and volume of fish is a 
significant stage in the entire process of the fish handling industry. 
In order to automate the process of measuring the surface area and 
volume of fish, new methods need to be developed. Due to 
technological advances in image processing methods and the 
principle of real-time image segmentation using stereo-vision, 
research on image processing and stereo-vision applications for 
measurement is increasingly being carried out. 

The first step in real-time measurement using stereo-vision is 
segmenting the image of the object to be measured. Studies on 
image segmentation methods are still being carried out at present, 
all of which aim to improve the quality of the image segmentation 
of objects. The selection of automatic thresholding for image 
segmentation based on genetic algorithms was done in [11]. 
Research on image segmentation of fish objects using the K-means 
cluster enhancement algorithm to obtain fish body contours by 
separating the fish image from the background in complex 
background conditions has been carried out [12]. All the studies 
mentioned above showed satisfactory results. However, the 
proposed studies were limited to static imagery. 

Researchers have conducted several preliminary investigations 
on fish image segmentation in addition to the studies described 
above. Research to determine the amount of fish skin injury has 
been proposed [13]. The proposed research was to realize the form 
of injury to fish based on the L*A*B* color space and the HSV 
color space. Subsequent research proposed a new approach to 
measuring 2D injury rates in fish with a modified K-means cluster 
algorithm based on the L*A*B* color space [14]. The 
experimental results of this study indicate that the proposed new 
approach is closer to the level of injury and actual injury to fish 
than the results of the manual threshold method on L*A*B* color 
images. The two studies above resulted in fish image 
segmentation, which effectively measures the level of injury to fish 
skin. However, in practice, it was still carried out offline. An 
offline image segmentation development is real-time image 
segmentation. The real-time image segmentation method for 
online measurement purposes was developed [10]. This real-time 
image segmentation method uses a stereo camera as stereo-vision 
to determine the coordinates of the image object. The emphasis 
was on determining the coordinate image of the object. 

Image processing techniques are still being used to develop 
methods for measuring surface area and volume. Some of them 
was the determination of the volume and surface area of bubbles 
[15], estimating the volume and weight of apples using the 3D 
reconstruction method [16], and the determination of the surface 
area and volume of the fish using the ellipsoid approach method 
applied to image processing [9]. However, the determination and 
estimation of volume and surface area of image objects were still 
done offline in these studies. The strategy to decide surface region 
and volume of axisymmetric farming items was created [17]. In 
this study, the image captured by the CCD camera was processed 
using adobe photoshop. The use of an inexpensive 3D scanner to 
measure the surface area and volume of sweet potatoes was 
proposed [18]. The results of the method were satisfied for the 
identification of features related to shape using 3D scanner-based 
measurement. 

In this study, we will develop a method of measuring the 
surface-area and volume of fish in real-time using a stereo camera 
as stereo-vision. Development is done by combining the ellipsoid 
approach method that researchers have reported in [9] and the real-
time image segmentation method using a stereo-camera as stereo-
vision reported in [10]. In the elliptical approach, the fish object is 
considered an ellipsoid shape by making partitions on three sides 
of the view according to the analytical model. Partitions on three 
sides are analyzed as image pixel shape are estimated as surface 
area and volume. The real-time segmentation process is carried out 
on a stereo-vision video frame that will capture the 3D coordinate 
value of the fish object to be measured. Real-time 3D coordinate 
values in the stereo-vision video frame corresponding to the image 
pixel values on the partitions of each viewpoint of the fish. The 
pixel value will be converted to millimeter size according to stereo-
vision calibration. 

3. Proposed Real Time Measurement Method 

This section presents a real-time estimating technique for the 
surface region and volume of fish by using a vision system. The 
stereo camera mounted on the highest point of the fish object is 
used to capture the images. Image calibration for fish size was 
carried out using one image sample taken with a stereo camera. 
The stereo camera performs the segmentation procedure in real 
time on the video frame. The calibration of the stereo camera 
yielded intrinsic and extrinsic parameters. Open-source computer 
vision libraries (OpenCV, C++) were used to create an image 
segmentation algorithm that works in real-time. To extract objects 
in a “graph-based image,” it utilizes a combination “HSV color 
space, threshold value, mathematical morphological 
transformations, and contour detection techniques.” This research 
provides a method for performing real-time image segmentation. 
This process uses open-source computer vision (OpenCV, C++) to 
determine the surface area and volume of the fish. The utilization 
of a stereo camera to quantify the surface region and volume of 
fish in 3D directions is introduced as well in this paper. To test the 
validity of the proposed real-time measurement methodology, the 
experimental findings of the proposed real-time measurement 
technique are compared to those of the analytical measurement 
approach. 
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3.1.  Stereo Camera Image Acquisition 

The experimental arrangement for this proposed measuremet 
is shown in Figure 1. A stereo camera was utilized to capture the 
images in this study. Figure 2 depicts the target measurement 
experimental setup. The cross-line serves as a guide for precisely 
positioning the target fish. A stereo camera can automatically 
determine the fish's location. 

 
Figure 1: Experimental arrangement of proposed measurement 

 
Figure 2: Experimental setup for target measurement 

3.2. Image Calibration 

A sample image taken with a stereo camera is used to calibrate 
the size of the fish image. A caliper was used to measure the 
physical dimensions of the fish in millimeters, as  shown in    
Figure 3. The value of the calibration constant for the measurement 
of surface area and fish volume was based on the findings of image 
calibration of one fish object. The number of pixels from the 
outermost distance of the fish pictures is the unit of measurement 
in millimeters 

 
Figure 3: Fish measured by using micrometer 

3.3. Partition for image processing method 

Figure 4 depicts a fish surface region and volume picture 
preparation technique. Each circle area and volume may be 
calculated as follows: 

 "" ""( )   i i i iS b c tπ= + ∆  (1) 
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(b) Prolate spheroid orientation 

 

 
(b) General ellipsoid 

Figure 4: Model used for image processing method  

Area of each disc is calculated as average area of left and right 
planes, and dti is very thin and set as a pixel. The volume of each 
disc can be calculated as follows:” 

 ''' '''( )i i i iV t b cπ= ∆  (3) 
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where 1 1 / 2i ib W= and 2 2 / 2i ib W= denote heights of the discs of 
the left and right planes in top view, 1 1 / 2i ic H=  and 2 2 / 2i ic H=  
denote widths of the discs of left and right planes in side view, 
respectively, idt denotes as the thickness between disc of the left 
and right planes, and n denotes the number of boundary point of 
the fish contours.” 

3.4. Stereo Camera Calibration 

The focal length of a stereo camera is an important parameter 
in a measurement algorithm. This value is obtained by calibrating 
a stereo camera. This parameter determines whether a camera 
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lens's ability to focus on an object through distorted images is 
strong or weak. There are four intrinsic parameters: fx and fy as the 
focal lengths of the camera in terms of pixel dimensions in the x 
and y direction, and (u0,v0) is the principal point. The camera 
usually represents lens distortion that is a radial distortion given as 
follows: 

 
2 4

0 1 1
2 4

0 1 1

( )(1
( )(1

d u u u
d

d u u u

u u u k r k r
v v v k r k r

 = − + += 
= − + +

' u''' ''''  (5) 

distortion-free is expressed as p(uu,vu) and distortion-normalized 
image coordinates is expressed as p(ud,vd). The radial distortion 
coefficients are expressed as k1 and k2, and 2 2 2' ''.' u u ur u v= +  The 
focal length is determined by the camera model. 

 '''' ''''1 ( / / )
2 x x y yf f m f m= +  (6) 

In terms of pixel size in the x and y directions, the focal length of 
the camera are denoted by fx and fy . 

 
Figure 5: Steps of camera calibration 

The most significant role of camera calibration is to identify 
the four intrinsic parameters and the two distortion coefficients. 

The recommended calibration procedure as follows: 

• Setup camera, print a pattern and attach it to a planar surface. 

• Take a few images of the model plane under different 
orientations by moving either the plane or the camera. 

• Detect the feature points in the images. 

• Estimate the intrinsic and extrinsic parameters of the camera. 

There are four steps to convert a point from the world 
coordinates to the computer memory image coordinate, shown in 
Figure 5. 

3.5. Real-Time Image Segmentation 

The segmentation process is done in real-time on the video 
frame by using a stereo camera. In reducing complexity and 

computation time, hue and value feature spaces are segmented. 
After that, they combine as a feature image segmentation. A stereo 
camera is applied to capture the images of the fish. In this work, 
use contour-based segmentation and mathematical morphological 
method for real-time segmentation. Image segmentation is done by 
combining the HSV color space, threshold, mathematical 
morphological transformations, and contour detection techniques 
to extract objects in graphics-based images. Software design is 
implemented by using the C++ programming language. A library 
available in open-source computer vision (OpenCV, C++) is used 
to implement real-time image segmentation by loading images, 
creating windows to hold an image in real-time, and saving the 
image. 

3.6. 3D Measurement 

The 3D position is obtained from stereo triangulation. First, 
two images are obtained from a set of three-dimensional test points 
whose three-dimensional coordinates are known. Secondly, the 
estimated 3D coordinate of the same points is computed from their 
projections using the calibrated parameters. Finally, the 
discrepancy between real and estimated positions is compared. In 
this case, the accuracy depends on the calibration of both cameras. 
Figure 6 shows the principle of 3D measurement using a stereo 
camera. The projective transformation for the basic stereo camera 
image is sought with the epipolar constraint that the epipolar line 
is horizontal, and 3D measurements are made from the information 
about the corresponding point by a stereo camera. The pairs of 
baseline stereo images are generated from ordinary images with 
the projective transformation of the axes of X, Y, and Z. 

 

“Figure 6: 3D measurement principle using stereo camera” 

The triangulation of stereo camera model is shown in Figure 7. 
Generally, stereo systems may have optical axes with the fixation 
point at a finite distance from the cameras. The left and right image 
planes are represented by the segments Ileft and Iright, 
respectively, and Ol and Or are the centers of projection, or optical 
centers in the left and right of the camera, respectively. Because 
the optical axes are parallel, their point of centroid called the 
fixation point lies intimately far from the cameras.” 
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Figure 7: Triangulation of stereo camera mode 

By assuming that the 3D coordinate frame has its origin in the 
optical center of the left camera, the perspective projection from 
the 3D camera coordinate (X, Y, Z) to the ideal image coordinate 
(x, y) is as follows: 

 " "( )

l

r

l r

X fx
Z

X B fx B
Z
Y fy y

Z

⋅ =


− ⋅ = −


⋅
= =

 (7) 

From Equation (7), the Z coordinate can be determined as 
follows:” 

 BZ f
B d

= ⋅
−

 (8) 

where xl=pl-cl, xr=pr-cr, and d=xr-xl is a disparity that is the 
difference in image position between corresponding points in the 
two images. Once Z is determined, it is straightforward to calculate 
X and Y using similar triangles: 
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Following the segmentation procedure, the 3D object 
coordinates are determined. “First, the object is recognized to 
determine its center, and then the principle of determining 3D 
coordinates is implemented. The following is how the distance 
error rate is calculated. 

 
real distance 100%

real
"

n
"

 dista ced
Ze − = ⋅ 

 
 (11) 

3.7. Fish Surface Area and Volume Measurement 

Figure 8 shows the flow chart of the software developed to 
calculate the surface area and volume of the fish. The process 

begins with obtaining two synchronous images of the cameras and 
their subsequent correction using the parameters obtained from the 
calibration. Once the images are corrected, the fish real-time image 
segmentation algorithm is executed individually for the up-view 
image and side-view image. It is done for the up-view image to 
obtain fish length and width in pixels, and the same process is done 
for the side-view image to obtain fish length and height in pixels. 

The first process is done for the up-view image so that length 
(L) and width (W) are obtained, and these results are stored as a 
saved model. The length (L) and height (H) is calculated in a side 
view, and the result is saved as a saved model. For the last process, 
the values of LWH are used for the calculation process of surface 
area and volume. 

 
“Figure 8: Flowchart to calculate fish surface are and volume 

4. Experiment Results 

4.1. Experiment Result for Image Calibration and Stereo Camera 
Calibration 

In this experiment, for image calibration, we used a vernier 
caliper to measure the physical dimension of the fish in 
millimeters. We use the image calibration result of one fish object 
as a calibration constant value for measuring fish surface area and 
volume measurement. The size in millimeters is obtained by 
measuring the number of pixels from the outermost distance of the 
fish images. Figure 3 shows the fish image processing results used 
for image calibration. An example of one fish has a dimension of 
290 mm (L) x 51.1 mm (H) x 38.22 mm (W), and the calibration 
result is obtained as 1 pixel = 0.0251 mm for (L), 1 pixel = 0.00557 
mm for (H), and 1 pixel = 0.00475 mm for (W). 
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Camera intrinsic parameters are calibrated at a working 
distance of about 1000 mm. The chessboard image is used as a 
calibration pattern, and a 19” LCD monitor is used to display the 
image pattern. Table 1 shows the calibration results of the left 
camera and right camera, respectively. 

Table 1: Calibration results of the intrinsic camera parameter 

 

4.2. “Experiment result for Real-Time Image Segmentation” 

The proposed segmentation method is designed to detect fish 
objects useful for fish processing. The proposed image 
segmentation method is applied to different scanning objects 
before it is applied to the fish. Various common objects, such as 
simple objects, small and large objects, objects of different shapes, 
and various objects, are used in this experiment. Once the stereo 
camera finds the center position of the image fish it wants to 
measure, the open-source computer vision will segment the fish 
image, calculating it to prepare for real-time surface area and 
volume measuring. 

The vision targets tested in the experiments are fish as a real 
detected vision object. Figure 9 shows fish target detection. Figure 
9(a) shows the original RGB color image, Figure 9(b) shows the 
threshold image, and Figure 9(c) shows a segmented image with a 
centroid position. 

 
“(a) Thresholded image” 

 
“(b) Original RGB color image with the contour image” 

 
“(c) Original RGB color image with the contour image and bounding box” 

“Figure 9: Fish target detection” 

The image processing stage involves image segmentation for 
the fish object target, the object centroid, and the bounding box in 
pixels. The white background used in the experimental setup 

simplifies the background detection procedure in both RGB color 
images obtained with a stereo camera. 

The results of segmenting fish objects using the lowest 
threshold (Th = 0) and a bounding box are shown in Figure 10. The 
best results were found in this research, as shown in Figure 10(a). 
The feature segmentation findings from this experiment will be 
used in the next step because of their high accuracy. The results of 
feature segmentation in Figure 10 are used in the next test. By 
applying the graph cut algorithm, the results are shown                          
in Figure 11. Finally, image segmentation is obtained from the 
object's bw image, as shown in Figure 11(a). 

 
“(a) Thresholded image” 

 
“(b) Original RGB color image” 

“Figure 10: Segmentation of the fish object with Th = 0 and bounding box” 

 
“(a) Thresholded image” 

 
“(b) Original RGB color image with the contour image” 

 
“(c) Original RGB color image with the contour image and bounding box” 

“Figure 11: Segmentation of the fish object with Th=0” 

4.3. Experimental#results of fish surface#area and volume 
measurement 

Figure 12 shows the representation of the right camera and the 
left camera in real-time image segmentation. The white area of the 
fish threshold image in Figure 12(a) is represented by the inner 
area of the green line in the original RGB color image of the fish 
in Figure 12(b). The white area in the threshold image and the 
green line in the original RGB color image are visible for the left 
camera and right camera. In other words, image segmentation 
works well. It is also indicated by the bounding box in the green 
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line area, the center point of the original left-right image (red), and 
the center point between the left camera and the right camera. 

 

“(a). Left and right thresholded images” 

 

“(b). Left and right original RGB color images” 

 

“(c). Left and right original RGB color images with bounding box” 

“Figure 12: Representation of the right camera and left camera” 

The length, width, and height of the bounding box (L, W, and 
H) correspond to the fish image's length, width, and height in 
pixels. Because calculating the surface area and volume can be 
limited to one image, the centroid will be calculated for both 
images obtained with the stereo camera system. The thresholded 
image of the target analyzed in one experiment, as shown in## 
Figure 12(a). Figure 12(b) shows the results of the detection of fish 
to be analyzed, namely the location of the centroid (red circle) and 
the contour (green line). Figure 12(c) shows the results of fish 
detection, which will be used to calculate the surface area and 
volume of fish. The result obtained in this case shows the centroid 
location (red circle), contour (green line), and bounding box in the 
stereo camera image. One example of the object experiment result 
is shown in Figure 12(b) and Figure 12(c). In this result, the image 
centroid for the left camera in pixels is (379,184), the center of the 
image for the right camera in pixels is (958,191), and the image 
center is for stereo cameras in pixels (671,187). The distance 
between the planes of the two cameras and the plane of pixels can 
be determined using this value. 

The 2D image coordinates (pixels) of the center of mass in a 
stereo camera are shown in Table 2. Table 3 shows the results of 
the 3D coordinates (mm). Based on experimental results for 3D 
coordinate measurements, the least distance error rate, as listed in 
Table 3, is at a distance of 550 mm. The distance between the 
stereo camera and the object will be adjusted to 550 mm to measure 
the surface area and volume of the fish. The results of using stereo-
vision to measure the surface area and volume of four fish in real-
time are shown in Table 4. In Table 4, the measurement results 

using the analytical method are used as a comparison to obtain the 
effectiveness of the proposed real-time measurement method. 

Table 2: Image coordinate of the centroid point 

 

Table 3: Real-time measurement results of surface area and volume of 
four fishes 

 

Table 4: Real-time measurement results of surface area and volume of 
four fishes 

 

5. Conclusions 

A method for measuring fish surface area and volume in real-
time using a stereo camera as a stereo-vision was proposed. The 
measurement process was done in real-time on the video frame. 
Image object segmentation is done first before measurement. The 
hue (H), saturation (S), and value (V) were separately segmented 
before they are combined. The result of this segmentation was the 
targeting object.  
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Experiment results show that real-time image segmentation of 
the proposed method had a good result. The experiments 
demonstrated that the calibration process could quickly detect the 
chessboard corners. After the calibration results, the focal lengths 
of the left camera and right camera were about 2.8289 mm and 
2.8311 mm, respectively. The focal length difference between the 
two cameras was about 0.00221 mm. For desired object distances 
of 780 mm, 660 mm, and 550 mm, the distance error rate was less 
than 2% for both distances of 650 mm and 550 mm in three trial 
times. However, for 780 mm, the distance error rate was bigger 
than the two distances of 550 mm and 660 mm and was more than 
3%. The 3D coordinate measurement results revealed that 
increasing the distance increased the distance error in the Z 
coordinate, which was caused by the camera's vision field of view. 
As a result, a distance of 550 mm is used in the next analysis, which 
involves measuring the surface area and volume of the fish. 

The surface area and volume of fish were measured by the 
proposed real-time measurement and compared to the analytic 
measurement method. Experimental results using a sample of four 
fishes show that the differences in surface area and volume were 
4.24%~5.31% and 4.01%~5.01%, respectively. The process of 
real-time image segmentation, feature extraction, and 
measurement of fish surface area and volume takes about 0.0018 
milliseconds. The results show that the proposed method can 
accurately measure the surface area and volume of fish in real-
time. 

The real-time image segmentation, 3D information, and 
measurement methods for surface area and volume proposed in 
this research could be applicable in fish recognition and sorting 
applications. The 3D information-based stereo camera could be 
applied to an automated fish processing system to handle fish on a 
conveyor belt. 

The measurement method developed by this research can be 
utilized to automatically measure the surface area and volume of 
fish using stereo-vision. Furthermore, by employing this approach, 
measuring will become easy, faster, more effective, and efficient. 
The findings of this study can also be accustomed to other fields 
of research, such as real-time assessment of fruit product 
dimensions, fish sorting processes on moving conveyors, and 
moving goods robots. 
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