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The Japanese writing system is unique due to the number of characters employed and the
methods used to write words. It consists of three different ’alphabets’, which may result in
the methods used to process Latin script not being sufficient to obtain satisfactory results
when attempting to apply them to a recognition of the Japanese script. The authors present
an algorithm based on minutiae, i.e., feature points, to recognise the hiragana and katakana
characters. A method using image processing algorithms is compared with a method using a
neural network for the purpose of automating this process. Based on the distribution and type of
minutiae, vectors of features have been created to recognise 96 different characters. The authors
conducted a study showing the effect of the chosen segmentation method on the accuracy of the
character recognition. The proposed solution has achieved a maximum accuracy at the level of
65.2%.

1 Introduction

This paper is an extension of work originally presented in The In-
ternational Conference on Graphics and Signal Processing [1]. The
Japanese writing system consists of three types of characters: kanji,
hiragana and katakana. The hiragana and katakana characters are
found only in Japan. They are syllabaries, which means that a single
written character stands for a single spoken syllable. Hiragana is
mainly used to write prefixes and suffixes of the Japanese words,
particles and words of Japanese origin which for some reason are
not written in the kanji characters. Hiragana is also used to write
furigana, a reading aid for the difficult or unusual kanji characters.
It is often found in books for children and teenagers.

Katakana is used to write first names, surnames and words of
foreign origin. It is also applied for onomatopoeia (mimetic words),
which frequently occur in Japanese. The two previously discussed
syllabaries each contain 46 characters each.

The last group of characters are the kanji characters. These char-
acters have been borrowed from the Chinese language. The number
of the kanji characters in Japan is estimated to be approximately
50,000, but the average Japanese needs circa 3,000 characters for
the use on an everyday basis. The kanji characters are used to write
the subject of words. Unlike the hiragana and katakana, the kanji
characters have different manners of reading. The way they are
read depends on whether they stand alone or are accompanied by

other characters. One kanji character can have even more than 10
different ways of reading.

The quantity and complexity of the writing system in relation to
the 26 characters of the Latin alphabet results in the fact that recog-
nition methods and algorithms for the purpose of writing should be
subject to a change.

2 State of the Art
For the purpose of the recognition of the Japanese writing system,
publications on the on-line recognition are easier to find than the
off-line ones. The key publications presenting a cross-section of
ongoing studies on this very subject matter will be introduced below.

2.1 Deep Convolutional Recurrent Network

The first solution presented uses deep convolutional recurrent neural
networks in order to recognise single lines of text written in Japanese
[2]. The network used consists of three layers: a convolutional fea-
ture extractor, recurrent layers and transcription layers [3]. Prior
to the recognition itself, a preprocessing of the images is required.
This consists of normalising, i.e., homogenising the samples, and
binarizing them with the use of the Otsu’s method. The authors use
the TUAT Kondate database. Another aspect presented in this paper
constitute the artificially generated samples, developed on the basis
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of the previously mentioned database. The model presented here
shows a character recognition rate at the level of 96.35% when using
only the data from the database, and at the level of 98.05% when
using also the artificially generated data. The generation of these
data is based on the use of the local and global elastic distortions.

2.2 Extended Peripheral Direction Contributivity

The recognision method of the Japanese writing system presented
by the authors [4] adopts the Extended Peripheral Direction Con-
tributivity method. It is one of the more commonly used directional
features. The feature vector is developed in the following manner.
First of all, the image is scanned from their peripheral to inner part
in the eight directions. Then, on each black pixel of the contour of
the first, second and third line encountered in each direction, the
run-length li in each of the eight directions is calculated and the
direction contributivity di (i = 1, 2, ..., 8) is calculated for the pixel
using (1) [5].

di =
li√∑8
j−1 l2j

(1)

Thirdly, the image is divided into several zones in each direction
of the peripheral scan. Finally, a feature vector is obtained by record-
ing the directional components for each zone, in each direction and
in each order encountered. The information that can be obtained by
the aforementioned method are as follows [6]:

• A quantity of lines and their orientation,

• A position of the lines,

• The relations between the lines.

2.3 Address Recognition

The algorithm presented, represents the use of a system that reads
information from the letters and postal shipments concerning the
information on a destination address [7]. For the purpose of reduc-
ing the information to be extracted, a priori knowledge about the
structure of the Japanese address has been used. The introduced sys-
tem is based on five processes: segmentation, segment combination,
character recognition, character combination and path search. The
system is supported by a glossary of the possible addresses.

3 Image Processing Algorithms
The algorithm presented by the authors uses many image processing
methods. Some of the currently used solutions use a priori knowl-
edge, which also reduces a probability of misclassification of the
characters. The principles of operation of the most important of
them will be specified below.

3.1 Morphological Closing

One of the essential operations performed on the images are the
morphological ones. As their name suggests, their application re-
sults in a change in the appearance of the result image. In case of

the algorithm presented by the authors, the image on which these
operations are employed is black and white. The two most basic
morphological operations are the image erosion and image dilation.
The result of applying the filter is shown in Figure 1. Their applica-
tion is equivalent to the minimum and maximum of the statistical
filters [8].

(a) (b)

Figure 1: Original image (a) and image after morphological closing applied (b).

The closing filter consists in the performance of the dilation and
erosion operations on the image using the same structural element.
As a result of this operation, objects lying close to each other are
merged, their edges are filled and smoothed.

3.2 Bilateral Filter

The bilateral filter is one of the blurring filters used to remove the
initial noise present in the images. In contrast to the Gauss filter, it
is not linear, which means that it blurs the image while retaining
transparency of the edges [9].

(a) (b)

Figure 2: Original image (a) and image after bilateral filter application (b).

This is achieved by varying the blur rate, which depends on the
size of the structural object and the value of the local gradient. It
results in stronger blurring of homogenous areas and lesser blurring
in the regions of sharp local changes, i.e. edges, what can be seen at
Figure 2. The bilateral filter is presented in (2).

I f ilter =
1

Wp

∑
xi⊆Ω

I(xi) fr(||I(xi) − I(x)||)gs(||xi − x||)) (2)

The normalising formula is presented in (3).

Wp =
∑
xi⊆Ω

fr(||I(xi) − I(x)||)gs(||xi − x||)) (3)

where:

• I filter – result image,

• I – input image,
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• x - coordinates of pixel under analysis,

• Ω - structural object,

• fr - smoothing factor (intensity),

• gs - smoothing factor (distance).

3.3 Modified K3M Algorithm

Thinning is one of the operations used to simplify the description of
the shapes of objects in the image. The operation is performed on a
binarized image. As shown in Figure 3, all lines in the image are
narrowed until they reach a width of 1 pixel. The modified K3M
algorithm used in this publication has been created by one of the
authors [10].

(a) (b)

Figure 3: Original image (a) and sign thinned using Modified K3M algorithm (b).

3.4 Otsu’s Method

The Otsu’s method is one of the binarization techniques, which uses
the thresholding what means that the algorithm uses a predetermined
threshold to segment the entire input image. An example of how the
method works is shown in Figure 4. It is a technique based on the
discriminant analysis [11]. The optimal threshold is chosen based
on one of the presented in (4) equivalent criterion functions.

η =
δ2

B

δ2
T

, λ =
δ2

B

δ2
W

, κ =
δ2

T

δ2
W

(4)

Where:

• δ2
B = P0(µ0−µT )2 + P1(µ1−µT )2 = P0P1(µ0−µ1)2 - between

class variation,

• δ2
W = P0δ

2
0 + P1δ

2
1, - within class variation,

• δ2
T =
∑L−1

i=0 (i − µT )2Pi - global variation,

• δ2
T = δ2

W + δ2
B.

(a) (b)

Figure 4: Original image (a) and image after Otsu method application (b).

4 Algorithm Description

To achieve the results, a Python application was prepared by the
authors using keras library to apply artificial neural networks and
sklearn to apply the SVM algorithm. The presented proprietary
solution uses two artificial intelligence algorithms for the purpose of
automating the recognition process of Japanese handwriting, there-
fore two types of feature vectors are created. It is similar to another
used in the biometric algorithms, more specifically while recognis-
ing a user by their fingerprints. In order to create feature vectors for
the character recognition, characteristic points - minutiae - are used.
Figure 5 shows a diagram demonstrating how the presented solution
works.

Figure 5: Algorithm diagram

4.1 Preprocessing Using Image Processing

This step is followed by the creation of feature vectors further used
during the learning of the neural network in order to perform an
automatic segmentation. The steps of this process are shown at
Figure 6. The first stage consists in the use a bilateral filter [12].
As a consequence of the aforementioned, some of the noise that
appeared in the image is eliminated. However, this has failed to
affect the edge condition.

The next step has been to apply the background subtraction algo-
rithm. It is usually applied when segmenting a series of photographs
or films. After subtracting two consecutive photographs or films
frames, the result image shows changes in the image, movement
of animals, objects. In case of the presented solution, an image on
which an averaging filter has been applied using a structural object
with a diameter of 5 pixels is subtracted from the original image
upon removing noise. The result image shows the differences in the
image frequency.
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Figure 6: Image processing approach to preprocessing.

Binarization is the third preprocessing step. For this purpose,
the algorithm according to the Otsu’s method has been used. As in
the event of the biometric algorithms, the green channel has been
used for this purpose. Upon completing this stage, the image shows
a partially or fully completed character. Then a closing morpholog-
ical filter is applied. After this operation, the edges in the image
are smoothed and some of the noise is deleted. Finally, the noise is
removed by applying the last algorithm.

An algorithm has been developed that calculates the area of each
object appearing in the image. If it is less than a threshold one, the
object is deleted (Figure 12).

(a) (b) (c)

(d) (e)

Figure 7: Character after each operation of preprocessing: (a) original image, (b)
image after bilateral filter application, (c) image after background subtraction,(d) bi-
narized image and(e) image after small object deletion and closing filter application.

(a) (b) (c)

Figure 8: Sample (a), sample preprocessed by hand(b) and sample preprocessed
using image processing approach.

The final step is to create a feature vector based on the output
image. A square structural object with a length and a width of 11
pixels is used. Each vector possesses information about the central
pixel, its 120 neighbouring ones, as well as information about its

classification upon preprocessing (1 - background, 0 - object). The
result of these operations can be seen in Figure 8.

4.2 Segmentation Using a Neural Network

A neural network has been used to automate the preprocessing
process. The large illustrations (2900 x 1200 pixels) representing
Japanese writing system have been used to develop the sufficient fea-
ture vectors. The principle of operation of this part of the algorithm
is presented in Figure 9.

Figure 9: Neural network approach to preprocessing.

A sequential neural network model with the ReLU activation
function has been employed for the research purposes. The neural
network consists of four layers: an input layer, two hidden layers,
and an output layer. The input layer has 363 nodes, the first hidden
layer possesses 120 nodes, the second hidden layer has 30 nodes,
and the output layer possesses 1 node. As the output, information is
received as to whether the pixel under study (located in the centre
of the structural object) should be classified as a background or as
an object [13]. A comparison of manually processed samples and
those processed using neural networks is presented in Figure 10.

(a) (b) (c)

Figure 10: Original sample (a),sample after image processing based preprocessing
(b) and sample preprocessed using neural network(c).

4.3 Processing of Single Characters

Upon preprocessing the image containing the object of interest, you
obtain the image that requires the further adjustments to extract the
features of interest. The next steps of single character processing are
shown in Figure 11. The first step is to remove the part of the image
that does not carry any information. This is done with the help of
the vertical and horizontal histograms. Commencing from the ends
of the image, you search for the maximum value of a distance from
the edge, where the number of pixels of the object is 0.
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Figure 11: Single character processing

4.4 Development of Feature Vectors and Character
Recognition

The next step is the normalisation, which consists in standardising
the size of the images [14]. The operations are performed on the
images to adjust their size to 62 by 62 pixels. A one-pixel frame is
then added to enable to perform further operations on the images
(Figure 12). The last operation performed at this stage of the image
processing is skeletonization using a modified K3M algorithm. The
choice of the skeletonization algorithm has been made using an
experimental method.

(a) (b) (c)

(d) (e)

Figure 12: Character after each operation of single character processing step: (a)
original image, (b) image after background area removal, (c) image resized,(d) one
pixel-wide frame added and(e) image after thinning algorithm application.

While determining the feature vectors, the authors have used
the methods applied in the biometric recognition using fingerprints.
They use minutiae - characteristic points present in the fingerprints
(Figure 13). Among all available types, three types have been se-
lected:

• Ends and beginnings of lines,

• Bifurcations,

• Intersections or Trifurcations.

(a) (b) (c)

Figure 13: Minutiae types: (a) beginning or ending, (b) biforcation and (c) triforca-
tion.

For the purpose of developing a feature vector, the image has
been divided into 16 equal areas (16 by 16 pixels) and the sums of
each type of minutiae are stored in the appropriate places. Each
feature vector contains the feature values and the decision class.

On the basis of an in-house database containing approximately
50 samples for each of the 96 hiragana and katakana characters,
experiments have been conducted to test the ability of the SVM
(Support Vector Machine) to recognise the characters [15].

5 Results
During preprocessing, a prediction match of 86.20% with the in-
tended result has been obtained. It is a relatively high value, but
even the smallest deviation from an exemplar one can result in, and
has resulted in, the creation of the additional minutiae or a loss of
some of them in the image. In the course of the study, the division
of samples into a learning set and a test set has been carried out in
the ratio 3:2.

Two experiments have been conducted during the character
recognition based on the feature vectors of minutiae occurrences.
The first experiment has constituted in testing the effect of the
choice of preprocessing method on the results of the recognition
of the Japanese characters. Three trials have been carried out: data
upon a manual segmentation has been used within the first trial,
data preprocessed with the use of an algorithm based on the image
processing algorithms has been applied in the second trial, and data
preprocessed using artificial intelligence has been used in the third
one. Table 1 shows the results of the first experiment. Depending
on the technique used, the results vary. It can be noted that the more
complicated the method processing of a single character is com-
plicated, the lower recognition results were obtained. The highest
precision was achieved when using the authors’ algorithm is 46.6%
when applying image processing approach to preprocessing.

Table 1: First experiment results.

Circumstances Precision of recognition
Hand preprocessed samples 50,3%

Samples preprocessed using image
processing

46,6%

Samples preprocessed using neaural
network

42,6%

Table 2: Second experiment results.

Circumstances Precision
Text preprocessed using neural network with

added artificial samples
63,3%

Text preprocessed using image processing
approach with added artificial samples

65,2%

In the second experiment, a 50 percent chance of development
of a descendant from it has occurred. The newly created sample has
been subject to twisting and stretching by random parameters. It
has been further adapted to the requirements of the algorithm and
a new feature vector has been developed on the basis of it. In both
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cases the results have been significantly improved by more than
15%, reaching 63.3% when using a neural network and 65.2% when
using image processing for preprocessing, as presented in the Table
2.

Table 3: Solution compparison.

Authors Approach Database Declared
preci-
sion

(Best)
Author’s
Solution

Minutia based Own
database

65,2%

N.T. Ly, C.T.
Nguyen,

M.Nakagawa
[2]

Deep Convolutional
Recurent Network

TUAT
Kondate

98,05%

M.Mori,
T.Wakahara,
K.Ogura [4]

Extended Peripheral
Direction

Contrubutivity

ETL9B 95%

X. Xia, X. Yu,
W. Liu, et al.

[7]

Over segmentation
strategy

Own
database

83.4%

S. Tsuruoka,
M. Hattori, M.
F. b. A. Kadir,

et al. [16]

Modified quadratic
discriminate function
and users dictionaries

ETL9B 82.5%

6 Conclusions
The presented results enable to conclude that the introduced method
is not sufficient to allow the unaided character recognition at a high
enough level. One of the reasons may be the use of a non-uniform
database. The obtained result (62.5%) is the lowest among those
compared 3. However, those results allow to suppose that com-
bining this method with other will allow to obtain better solution.
The future papers of the authors will focus on the development of
the presented solution in order to obtain a system allowing for the
off-line text recognition with the use of the hybrid methods.
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