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Researchers have associated agriculture and food processing with adverse environmental
impacts like; falls in the underground freshwater table, energy consumption, and high
carbon emission. These factors have the worst effect on developing countries. Therefore,
there is a need for on-demand food production techniques that require minimum resource
utilization. For these reasons, scientists are now focusing their attention on hydroponics.
Hydroponics is the process of growing crops without the use of soil. However, different
components of the system need to be closely monitored and controlled. In this paper, we
compared the performance of an automated hydroponic system using cluster-based wireless
sensor networks against a multihop-based one. We used Simponics for the simulation. It is
a simulator based on the OMNET++ framework. Simulation results show that both latency
and energy overhead of the multihop network increases with the number of nodes. However,

they stay constant on a cluster-based network.

1 Background

Hydroponics is the soil-less process of crop cultivation [1]. Modern
hydroponic systems were dated back to 1627, albeit knowledge of
plants’ essential nutrients has not yet fully developed [2]. Nonethe-
less, scientists have been using this technique to study plants. In
2019, the hydroponic market was approximately worth 8.1 billion
US Dollars, and it could reach up to 16 billion US Dollars by 2025
[3]. Hydroponic systems are attractive because of the following
advantages [[1]]: 1) No soil is required. 2) Crops grow faster in this
technique than in traditional farming. 3) Neither location nor space
is a constraint because nutrients and water are readily available,
and plants can be grown vertically [4]. 4) The system also works
indoors. Therefore, it is unaffected by adverse climate conditions.
5) Also, pesticides and herbicides are not needed since plants are
isolated.

Essentially, a hydroponic system has five main components as
shown in Figure[T] these are: 1) the growing area is that area where
the plants grow. It uses trays or a network of pipes that deliver nutri-
ents to the plants. But, the plants need adequate spacing for proper
growth and protection against infectious diseases. 2) The reservoir
is a container that stores the nutrient solution used by the system.
Electric pumps transport the nutrient solutions from the reservoir
to the growing area. 3) The growing medium is the substrate on
which the plants grow [S]. The growing medium substitutes the

soil. It provides support and air to the roots [6]. Some prominent
growing mediums are Rockwool, Coconut Fiber/Coconut chips,
Grow Rock, and Perlite. 4) Light is necessary for photosynthesis. In
indoor hydroponic systems, light-emitting diodes (LEDs) or other
light sources of light provide lighting in place of the sun. However,
greenhouse-based hydroponic systems use sunlight as a source of
light for plants. 5) Finally, the plant that is to be grown is another
component of the hydroponic system. In theory, all plants can be
grown using hydroponic systems. However, some plants are difficult
to grow using hydroponic because of the expenses involved.

Hydroponic
System

Figure 1: Components of a hydroponic system
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Figure 2: A typical Wireless Sensor Network (WSN)

In large-scale systems, the hydroponic system’s components
require more maintenance than traditional farming techniques. Au-
tomation is necessary to reduce maintenance costs and ensure ef-
ficiency. One of the avenues investigated by scientists is the use
of wireless sensor networks. A Wireless sensor network (WSN)
is a network of limited resources (such as processor, memory, en-
ergy) computing devices equipped with sensors for fine-grained
sensing of their environment [7]. WSN finds application in preci-
sion agriculture, military, health-care, and manufacturing industry
(8, 19 10} [11].

Figure 2] shows a typical WSN. It consists of Sensor nodes,
Relay nodes, actuators, Sink nodes, and workstations. The sensor
nodes are responsible for sensing the environment. The sensors usu-
ally connect to a computing device such as a microcontroller. The
microcontroller processes the signals it receives from the sensors.
Also, the sensor node has a short-range (typically 100 m) transmitter
that sends the sensed data to the sink node. Since the sensor node
is short-ranged, there is a possibility that it cannot reach the user.
Therefore, a relay node is necessary to forward information to the
sink node. The sink node is the gateway that connects the WSN to
the outside world. It connects to a workstation or the cloud. The
user/network administrator accesses the WSN’s data through the
workstation for storage and further analysis. The sink node also
receives information from the user, such as commands to the actua-
tors in the sensor networks. An actuator converts information into
action, thus manipulating the environment. For example, actuators
can open or close a valve, turn on or off lights, and the like.

1.1 Motivation

Green Farm [[12] is a small desktop hydroponic system designed for
growing vegetables at home. The system consists of a growth tray,
nutrient reservoir, light-emitting diodes (LEDs) for lighting, and
a ventilator fan. The microcontroller controls the lights and fans
[13]. Many other similar desktop hydroponic systems are widely
available in the market [14} [15 [16]. There are attempts to automate
greenhouse-based hydroponics systems: Saaid et al. [17, (18] devel-
oped an automatic pH control system for deep water culture (DWC)
hydroponics. The pH level of the nutrient solution must be in a
certain range to ensure healthy crops. The system uses an Arduino
Mega 2560 microcontroller to control the pH level of the system.
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The user inputs the appropriate pH level via a keypad. Then, the
microcontroller compares the reference pH with the value obtained
from the pH sensor. The system uses two tanks, one for acid and
another for a base solution. Control valves control the pH level of
the nutrient solution in the reservoir.

However, the technique is not scalable because of the large
number of wires required to connect the hundreds of sensors for
the system. It will also lead to an increase in energy consumption.
Moreover, there is redundancy in the data sent to the user, which
may overwhelm the user’s workstation. These problems can be
solved using WSN.

Unfortunately, there are few papers on the deployment of WSN
in hydroponics. Figure [3] summarizes the findings of our survey
paper [19]. Our findings have shown us that only 13% of the papers
we studied are related to WSN. Moreover, none of the papers investi-
gated the impact of scalability and energy harvesting on WSN-based
hydroponic systems. We believe it is because the papers use proto-
types for their analysis, which makes investigating scalability too
expensive and technically difficult. Hence, we develop a simulator
that will enable users to investigate energy harvesting and scalability
of WSN-based hydroponic systems. Subsection discusses the
contribution of the paper in details.

1.2 Contributions and Content

In this paper, we proposed a WSN-based automated hydroponic
system. It has the following contributions:

1. We developed an automated hydroponic system using clus-
tered WSN. The clustering technique allows the system to
scale up by grouping all sensors in one greenhouse under one
cluster head (CH).

2. We (to the best of our knowledge) proposed the first use
of ultra micro-hydro-turbines (UMHT) [20] for the energy
harvesting in WSN applications.

3. Also, a two-level energy harvesting technique is proposed.
First, solar energy is harvested from the sun to power the
submersible pump, ventilator fan, sensors, and actuators in
the reservoir. The sensor nodes carry out the second level of
energy harvesting. They scavenge energy from the flow of nu-
trient solution using UMHT or excess light in the hydroponic
system using mini-solar panels [21].

4. We also used data aggregation to reduce energy consumption
and transmission delay due to traffic. The sensors measure
environmental conditions such as temperature and humidity.
These parameters do not vary widely from one location to
another. Therefore, a function can be derived to calculate the
temperature and humidity of any position in the greenhouse.

5. We also developed an OMNET++ based simulator named
“Simponics”. It enables the study of hydroponic systems. The
modular simulator allows users to investigate the performance
of the hydroponic systems when scaled either vertically or
horizontally. Furthermore, users can add new sensors, actua-
tors, and transmitters.
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Figure 3: Experimental Setup for the proposed hydroponic system with Two Sensor nodes

The remaining parts of this paper are as follows: Section [2]
presents state-of-the-arts hydroponic automation techniques avail-
able in both the literature and the industry. Section [3] provides a
detailed description of the proposed system. Section [4] describes
the experiments and simulations carried out and analyzes the results
obtained from the two. Section [5|concludes the paper and presents
future works in the research.

2 Literature Review

Figure[I|shows a traditional hydroponic system. It consists of all the
five components mentioned in Section|l} The technique for deliver-
ing the nutrients’ solution to the growth tray determines the type of
hydroponic system. Table[I|shows the different types of hydroponic
systems currently available. Except for a non-reversed version of
a drip system (in which excess nutrient solution in the growth area
is allowed to evaporate), the remaining hydroponic systems require
nutrients to be renewed or replenished biweekly [22]]. However, this
is not the only chore needed for a successful hydroponic system.
One must ensure that; the pH is between 5.5 and 6.5 [23]], the pumps
are working, the pipes are not blocked, the nutrient solution is cir-
culating, the optimum temperature is stable, and there is adequate
lighting (if the system is indoors) [24]. Furthermore, farmers are
not used to these kinds of farming systems. Therefore, they must
learn how to farm as well as maintain the hydroponic system.

In a nutshell, hydroponic systems are not as scalable as tradi-
tional farming [26] because of the immense care they need. But,
researchers noted that automated hydroponic systems minimize sys-
tem maintenance costs. Thus, increasing its sustainability. Initially,
researchers started developing solutions using computer systems:
Some authors [27 28] monitor ions in the nutrient solution. The
systems use an array of ion-selective electrodes. However, the nu-
trient mixture sub-system is not automated. They also ignored the
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temperature and PH of the solutions. Both parameters are also nec-
essary for growing healthy plants. Thus, scaling up such systems
will be a difficult task.

To reduce energy consumption and improve flexibility, re-
searchers chose embedded systems. As mentioned in Section [T}
the researchers in [[17, [18]], used an Arduino Mega 2560 microcon-
troller and a pH sensor to monitor the pH level of a Deep Water
Culture (DWC) hydroponic system. They then inject acid or base
to control the acidity or alkalinity of the nutrient solution using
electric valves. In [29] 30] an electric conductivity (EC) sensor,
a water temperature sensor, and a water level sensor were added
to increase sustainability and efficiency. The level sensor prevents
the nutrient solution from spilling out of the reservoir. In [31], the
author added a humidity sensor and an LCD screen to improve plant
nutrient uptake and system control for the farmer, respectively. In
addition, the system allows the farmer to switch between manual to
automatic modes. Nalwade and Mote [32] replaced the LCD screen
with a GSM module so that farmers get SMS on the status of the
hydroponic system.

Alas, the embedded types of automated hydroponic systems are
not scalable because of the energy consumption incurred by many
sensors and the maze of wires connecting them. Moreover, main-
tenance and diagnostics difficulty will increase when the number
of sensors and microcontrollers increases. To increase the harvest,
farmers must scale up the hydroponic system. As such, researchers
use the Internet of Things (IoT). IoT is a connection of network-
enabled computing devices (i.e., things) to the Internet for data
acquisition, communication, and processing [33]. The advantage of
using IoT is that it allows the integration of numerous sensors into
the system via the Internet.

For example, in [34] the author proposed an Arduino Uno-based
monitoring system for an indoor hydroponic system for lettuce, red
spinach, and mustard pak choi plants. They used a combination of
Open Garden Shield (OGS) and Open Garden Hydroponics (OGH)
[35.136]. The OGS is an Arduino extension board consisting of a
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Table 1: Types of Hydroponic Systems in the Literature

Advantage

Disadvantage

S/No. Hydroponic Nutrient delivery

type

1 Wick Plant’s root take in the nutri-
ents via a wick.

2 Deep Wa- A growth tray floating on

ter  Culture nutrient solution on top of
(DWC) which the plants are sown.
3 Ebb and Flow The nutrient is pumped up to
(Flood and the growth area and excess
Drain) solution is removed by a pipe
just above the accepted level.

4 Drip Plants are fed via a drip sys-
tem.

5 Nutrient Film The growth tray is tilted

Technique such that the nutrient solu-

(NFT) tion is pumped to one end
and drained back to the reser-
voir at the other.

6 Aeroponics Plants’ roots are in the reser-
voir, and they are sprayed
with the nutrients.

7 Fogponics Similar to aeroponics but the

1) The roots have access to
both nutrients and air. 2) It is
easy to maintained.

1) The system is good for
plants that require a lot of wa-
ter. 2) It is easy to maintain.

Nutrient solution is oxy-
genated by the solution cir-
culation.

1) It can easily be customized
to suit the plant grown. 2)
There is enough oxygen for
the plants’ root.

Nutrient is oxygenated as it
circulated.

1) The roots have access to
both oxygen and nutrients.
2) Encourages more nutrient
uptake in the plants.

The system delivers small
quantity of water, which may
starve some plants.

1) The plant’s root have lit-
tle or no access to air. 2)
It is also prone to fluctua-
tions in pH and nutrient con-
centration in small-scale sys-
tems, which causes health
problems for the plants.

1) Failure of pump may lead
to plants dying. 2) System is
also known for causing root
disease [25]).

Relatively difficult to man-
age.

Relatively difficult to main-
tain.

Very difficult to manage.

droplets sprayed are smaller.

PH sensor, water temperature sensor, Electric Conductivity Sensor,
Light Sensor, ambient temperature, GSM / GPRS. A GSM shield
sends the data from the sensors to a remote server. For simplicity,
small-scale hydroponics come assembled. Moreover, a desktop
automated hydroponic system using IoTtalk [37] was developed in
[38, 39]. IoTtalk is an IoT platform that manages reconfigurable
multi-sensor devices known as MorSensor over the Internet[37]].
The systems allow hobbyists to manage hydroponic systems with-
out much experience of how they work. Admittedly, these systems
are not suitable for large-scale agriculture.

Therefore, in [40] the author used ThingSpeak. ThingSpeak is
like ToTtalk; it is an IoT platform that manages sensors through a
remote server in the cloud [41]. The system monitors water level,
humidity, and temperature with the help of Rasberry Pi 3 B+ and
Field-Programmable Gate Array (FPGA). In [42]], the author devel-
oped a larger model of the system. The system is modular. Thus,
allowing for easy maintenance. However, the system relies on com-
munication with a server that may not be available all the time.
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Also, a fixed threshold may not be optimal, since the need and con-
sumption rate of the plants’ change as they grow. Since IoT-based
hydroponic systems are known to have heterogeneous sub-systems,
the researchers in [43| 44] proposed an IoT-based hydroponic sys-
tem using publish-subscribe middleware over MQTT protocol. The
use of middleware allows heterogeneous sub-systems’ seamless
interoperability. Since the system connects to the Internet, then
cybersecurity is essential [45]]. Therefore, they integrated TLS/SSL
to encrypt MQTT packets.

However, some researchers argue that wireless sensor networks
(WSN) are a better solution for developing countries because of
their low cost and resilience [48]]. The concepts (i.e., WSN and IoT)
could be quite confusing, even though this paper has defined both
technologies. For clarity, Table 2] compares and contrasts WSN and
IoT [46]. The most important part of WSN-based network design is
the choice of a suitable transmission protocol that will ensure low
latency and energy consumption. One of the most widely used WSN
protocols is Zigbee [49]. They developed a Zigbee-based real-time
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Table 2: Comparison between WSN and IoT [46].

S/No. WSN IoT
1 Network coverage is confined within a local area. Aided by the Internet, the network coverage is wide.
2 The Network is self-organizing Nodes either access the network independently or as
determined by the backbone.
3 Networks must have a limited number of nodes. Network supports unlimited number of nodes.
4 Data is only processed by end nodes and aggregator  Data is processed by all nodes.*
nodes.
5 Higher energy management capabilities than IoT. Lower energy management compared to WSN.
6 Low level of heterogeneity. High level of heterogeneity.
T

smart hydroponic system. The system’s performance is satisfactory.
But, its performance degrades when the sensors are far from the
control station.

In [50], the author developed a Zigbee-based aquaponics moni-
toring system. An aquaponics system is a hydroponic system that
gets its nutrient from fish waste in a nearby aquarium [51]. The
system consists of Zigbee end nodes and a gateway. Each end node
contains a PIC16F877A microcontroller, which collects data from
the sensor connected to it. A Zigbee transceiver sends the data to the
control station, while the microcontroller uses the data to control the
aquaponics through some actuators. For example, the system uses
information from the Light Dependent Resistor (LDR) to decide
when to switch on the light via a relay switch; it also uses the data
from the temperature sensor to deduce when to turn on the cooling
fan; lastly, the microcontroller uses the data from the ammonia,
chlorine and pH sensors to determine when to turn on the pump or
replace the water in the system.

Based on the knowledge we gathered from our survey [[19]], the
WSN monitoring and control systems in the literature are not scal-
able. They lack energy harvesting, which ensures the sensor nodes
do not run out of energy. Also, they lack data aggregation, which
reduces redundant traffic in the network. Finally, they lack network
clustering, which also reduces traffic.

Granted, [oT systems are scalable. However, they require infras-
tructure that will enable access to the Internet. Such infrastructure
is unavailable in most rural areas in developing countries. Unfor-
tunately, these are where most farmers reside. Therefore, using
IoT is not a viable solution in such areas. In rural areas where
infrastructure is unavailable, the cost of installation, maintenance
(e.g., internet subscription), and system management are arduous
if not impossible for the farmers. In 2019 a study was conducted
to understand the economic viability of investment in hydroponic
systems, especially in emerging countries. The finding suggests that
before an investor ventures into hydroponic systems, they need to
consider high initial costs. Secondly, he must factor in the expense
of monitoring the system a specialist [52]]. This paper aims to bridge
the gap between these two risk factors through WSN automated
hydroponic systems. We do believe that WSN is a viable solution
for hydroponics automation in developing countries. Its reliabil-
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Recent technologies in IoT allow nodes to connect to a hub for data processing (e.g., Hue Bridge [47])

ity, self-configuration, and recovery from failure make it the right
technology for deployment in remote areas [S3]].

Another study quantifies the effect of desalinated seawater on
soil-based cultivation and hydroponic systems [54]]. They also in-
vestigated their energy consumption and greenhouse gas emissions.
They found that the use of NFT increases energy consumption ir-
respective of the water source. Additionally, there is a significant
increase in greenhouse gas emissions compared to soil cultivation.
However, the yield is higher [54]. The researchers only compared
energy consumption and gas emission of desalinated water in hy-
droponic systems. Other parameters like temperature and pH were
not studied. Thus, our research aimed at bridging this gap. We
want to investigate the overhead of sensors in both cluster-based
and multihop-based networks.

3 Proposed System

Figure 5] shows the proposed system. We viewed the deployment of
the WSN from two perspectives: (1) how the nodes were deployed
in the greenhouses as shown in Figure[Sa] and (2) how the deployed
nodes from the different greenhouses communicate with one another
to send data to the workstation (see Figure [Sb).

3.1 Greenhouse

Firstly, in each of the greenhouses, the sensor nodes were deployed
as shown in Figure [5a] Our proposed system is a modified NFT
hydroponic system. We chose NFT because it requires no growing
medium, timer, and air pump [19]. Thus, the system consumes
less energy while maintaining good plant health. The NFT uses
perforated pipes for the growth area. It also uses a light-emitting
diode (LED) and a reflector as a light source. Then, a submersible
pump delivers the nutrient solution from the reservoir to different
parts of the system. A rechargeable battery is used to power the
pump and the LED. The system uses solar panels to charge the
battery. As shown in Figure[5a] There are two solar panels; primary
and secondary. The earlier provide energy to the LEDs and pumps,
while the latter connects to the sensor nodes for energy harvesting.
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The sensor nodes measure temperature, humidity, electric con-
ductivity (EC), and pH. The sensor nodes use mini-solar panels [[21]]
to scavenge the excess light from the growth area. Only the light
that falls on the leaves helps in photosynthesis. Therefore, the light
that falls elsewhere is a waste. Hence, the mini-solar panel converts
the wasted light energy into electrical energy. Thus, improving the
efficiency of the system. We call them secondary solar panels be-
cause they feed on the unused light energy drawn from the primary
solar panel. Another source of energy wastage is the kinetic energy
and the potential energy of the nutrient solution pumped by the sub-
mersible pump. We used ultra-micro-hydro turbines (UMHT) [20]
to harvest the kinetic and potential energy of the moving fluid. A
UMHT is a credit card-sized turbine that converts fluid’s mechanical
to electrical energy. The sensor nodes sense the environment and
forward the data to a base station (BS). The BS then sends the data
to a workstation. The workstation serves as the control center where
the network administrator can monitor the hydroponic systems.

3.2 Network

Secondly, Figure [5b|shows the network topology of the proposed
system. In the figure, each of the greenhouses has several WSN
nodes deployed. The number and type of nodes depend on the
requirement of the greenhouse. A small greenhouse will have fewer
sensor nodes. Also, greenhouses that use DWC will have few or no
actuators since they do not have pumps and valves. Each greenhouse
has a cluster head (CH). The CH is responsible for collecting data
from other nodes in that greenhouse and forwarding them to the BS.
The BS then sends the data to the workstation.

The sequence diagram in Figure [6] shows how the proposed
system’s network works. It shows that the sensor nodes go to sleep
for a predetermined period (n sec). The sleep period depends on
the tolerance of the plants towards changes in the environmental
parameters. In [55], the author took measurements every 5 mins.
For fine-grain sensing, our proposed system wakes up every 60 s to
sense the environment. The system takes 6 s to complete the sensing
session because the slowest sensor is the humidity sensor, which
takes 6 s to complete its reading [56]. Whenever they wake up, the
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nodes will sense the environment and forward the results to the CH.
The CH gathers the data from the different sensor nodes, aggregates
them, and forwards the aggregated data to the BS. Note that the CH
and the BS do not go to sleep to avoid data loss.

5= (1)
i=1
R @)
i=1
= 3)
= Voo * (4)

The CH carries out the Data aggregation. Data aggregation is a
process for gathering data and summarizing it to reduce data redun-
dancy [57]]. For data aggregation of the temperature and humidity,
the system uses mean and standard deviation as shown in Equation
and ] respectively. We chose the mean and the standard deviation
because we are interested in how the temperature and humidity vary
across the greenhouse. The pH and EC are only measured at the
nutrient reservoir because the movement of the solution through the
system keeps the nutrient composition homogeneous. Therefore,
there is no need for data aggregation for these data. For a given
environmental parameter like temperature, the system uses Equation
[[]and 2] to calculate the sum and the sum of squares, respectively.
After the summation of all temperature values from all the sensor
nodes, the mean y and standard deviation o are calculated according
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to Equation [3|and [ respectively.

Algorithm 1: Data aggregation at the CH

Data: Readings from all Sensor nodes
Result: Aggregated data

1y<0;

2 n < Number of children ;

3 while (y < n) do

4 X;j < data i from sensor node j;

yey+1;

for (Environmental Parameters i in x;) do

Si ¢ 8+ Xij;

sS; — §8; + xl.zj

LI A

end

end

for (Environmental Parameters i in x;) do
Hi = si/n;

o= (ssi/(n=1) - ;

10
11
12

13
14 end

Algorithm [T] describes how the CH aggregates data it obtains
from its children. Each of the j sensor nodes in a greenhouse mea-
sures i different environmental parameters. The sensor nodes wake
up every 60 s and sense the environment. Then the data they obtain
is forwarded to the CH. Line [0l shows that the CH extracts the en-
vironmental parameters from each packet it receives. Each of the
parameters’ values and the square of the values are separately accu-
mulated with the respective parameters of the other sensor nodes as
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shown inline|/|and [8|respectively. For example, if the temperature
is the first parameter, then s; and ss; are the accumulated sum and
sum of squares of the temperature from all j sensor nodes. Then the
accumulated sum and sum of squares is s, and ss; if humidity is the
second parameter. The same goes for the remaining i parameters.
The CH knows the number of its children (n) in the cluster. Thus, it
knows when it has gathered all the data from all sensors (see inline
[3). Then, the CH uses the value of n to calculate  and o~ of each
parameter from s and ss. However, this is only possible when the
CH receives all the data from the nodes in its cluster. As shown in
line[I2)and[I3] u and o are calculated for each of the i parameters
using Equation [3|and 4] respectively. In the end, the CH obtains i
number of means and standard deviations. The CH then forwards
them to the BS, who then forwards them to the workstation.

The CH sends the aggregated data to the BS. The BS then for-
wards the aggregated data to the workstation. The received data is
processed, and the system uses the results to control the environ-
ment. For example, if the temperature is high, the system sends a
command to the actuator(s) to start the cooling fans to improve air
circulation and lower the temperature. As shown in Figure[6] the
workstation sends instructions to the controllers through the BS and
the CH. Whenever an actuator receives a command, it responds with
its state (e.g., on/off or open/close) as feedback to the workstation.
It allows the user/administrator to know what is happening in the
given greenhouse. The actuator sends its response to the workstation
through the CH and then the BS. Currently, our proposed simulator
has no actuators. However, they can be added by users, depending
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Figure 7: Experimental Setup for the proposed hydroponic system with Two Sensor nodes

on the scenario.

4 Discussion of Results

Simponics++ is an OMNET++ based simulator we developed to
investigate the performance of our proposed hydroponic system.
OMNeT++ is an object-oriented library and framework for devel-
oping a discrete event- and a modular network simulation based
on C++ programming language [58]]. The word “network” means
any system that consists of the interconnection of sub-systems. Ex-
amples of such networks are; queueing networks, communication
networks, and on-chip networks. The OMNET++ framework is
modular, which means that simulators can be developed by model-
ing the sub-systems independently and then connecting them like
LEGO blocks to form a complete system. Therefore, users can
easily modify our simulator to add, edit, or delete components (or
sub-systems) such as growth areas, sensors, actuators, transceivers,
and others. Simponics++ is available on GitHub for modification
and this experiment’s reproduction [59]].

Figure [/|shows the experimental setup for the proposed system.
On the left, in Figure is a typical non—clustered WSN. It con-
sists of two sensor nodes; the one at the top reads the temperature
and humidity of the greenhouse, while the other (at the bottom) is
connected to the nutrient reservoir to measure the pH and electric
conductivity (EC) of the nutrient solution. The network uses the
shortest path first technique to transmit data to the base station (BS):
the sensor at the top of the diagram sends its data to the node at
the bottom because it is closer to the BS. This node then sends the
data to the BS on behalf of the sensor node at the top. We use the
non-clustered network as a control experiment to compare with the
proposed system. The performances investigated are the energy
consumption and latency of the network. The energy consumption
rate of the components determines how long it monitors the hydro-
ponic system without the network shutting down. The latency of
the network determines the agility of the system in reporting and
responding to changes in the environment, such as pH, temperature,
light, and nutrient availability.

On the right is Figure which shows the proposed system.

www.astesj.com

The figure shows a cluster-based WSN with two sensor nodes: the
one at the top reads the temperature and humidity of the greenhouse,
while the other (at the bottom) is connected to the nutrient reservoir
to measure the pH and electric conductivity (EC) of the nutrient
solution. Both sensor nodes take readings of the environment. They
send the data directly to the cluster head (CH). The CH then ag-
gregates the data from both of the children before sending the data
to the BS. The BS then sends the reading to the workstation for
analysis, as explained in Section [3.2]

Ry, =71,829.88¢00%  _55<T <150 (5)

Table [3| shows the simulation parameters used in all the simu-
lations in this paper. The table’s columns show; the name of the
variables as coded in the simulator, the value for the variables, a
description of the variables, and the device or sensor to whom they
belong. Also, we have provided all the simulations carried out in
this paper on GitHub [59]. We set parameters for the different sen-
sors from their respective datasheets. The transceiver is a Zigbee
sensor mote whose characteristics are in [60]]. The thermistor is a
variable resistor whose resistance changes with the temperature. In
this paper, the thermistor is NTC 10k [66]. We derive Equation 3]
from the table in [66]]. It determines the resistance of the thermistor

(R;,) when given its temperature (7).

= -25.6 +614.41—2764.8 6<1<18
50 = 0 elsewhere

Concerning the photovoltaic cells, there is a need for solar irra-
diance from which the cells will harvest energy. We model the solar
irradiance in this simulation from the month of October in Nigeria,
as reported in [67]]. From the paper [67], Equation[6]is developed,
where ¢ is time in hours in the 24-hour format and f;(¢) is the solar
irradiance in W/m?.

We carried out four experiments to investigate the energy and
latency performances of the proposed system. Figure [§|shows the
topologies of the experiments. The experiments were set up in
Simponics++ as follows:

(6)
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Table 3: Parameters for the Simulation

S/No. | Name Value Description Device/Sensor
1 I, 32.0 mA Transmission current
2 I 25.5 mA Reception current
3 Viex 33v Transceivers voltage
4 rate 250 kbps Transmission rate
5 pktSize 1500 B Packet size in bytes Transceiver [60]
6 battery 3 number of AA size batteries
7 mu 2 inter-arrival rate
8 voltage 1.7v Voltage of battery AA
9 current 2750 mAh | Battery Current
10 \" Sv Supply voltage for sensor
11 I 50.0 mA Sensing current (A) . ..
12 T Is Minimlglm reading time is Is. Electric Conductivity [611162]
13 Lsicep 0.7 mA Current consumption during sleep
14 \" 5 voltage
15 1 2.5 mA Sensing current (A) consumed ..
16 T 6s Minimﬁm reading time is 6s. Humidity Sensor [56]
17 Lsicep 100 uA Current consumption during sleep
18 v 6 Supply voltage
19 1 170 mA current
20 T 1s time seconds Photo voltaic Cell [63]]
21 L 125 mm Length
22 w 63 mm Width
23 v 5 Supply voltage
24 1 14 mA current
25 T Is time seconds pH Sensor [6416J]
26 Lsjeep 2 mA Current consumption during in-
activity
27 v 5.0v Supply voltage .
28 R 10 kQ Regiit)(l)r in thge potential divider Thermistor
29 \% 50v Generated voltage . .
30 1 150 mAQ | Generated curreit (A) Ultra Micro Hydro Turbine [20]
31 T 60 s Sampling Time Sensor Nodes

1. A two (2) node non-clustered WSN developed. One of the

sensor nodes (SN) senses temperature and humidity and sends
the data to the BS through the other sensor node (SNT). The
BS then sends the data to the workstation. The sensor node
connected to the tank is known as SNT. It senses the pH and
electric conductivity (EC). It forwards sensed data to the BS,
which then sends it to the workstation. Figure [8alshows the
topology of the experimental setup.

. In the second experiment, two more sensor nodes; SN1 and
SN2. Both sensor nodes added are of SN type, meaning that
they sense temperature and humidity. Figure [8b] shows the
topology of the setup for this experiment: SN2 sends its data
to the BS through SN1, then SNT, while the SN1 sends its
data to the BS via SNT. However, SN forwards its data to the
BS in one hop. Whenever the BS receives a packet, it for-
wards it to the workstation immediately for data processing.

in (T)) above. Figure[8c|shows the setup. Both sensor nodes
send their data to the cluster head (CH). The CH waits until it
gathers and aggregates all information. Then it forwards it to
the BS, which then forwards it to the workstation for further
processing.

. In the final experiment, the number of nodes in the clustered

network of the proposed system was increased to four, as
shown in Figure The network consists of three sensor
nodes of type SN, labeled SN, SN1, and SN2. Also, there
is one SNT sensor node connected to the tank to sense pH
and EC, like in the experiment (EI) above. All nodes send
their data to the CH. The CH aggregates all the data into one
packet and sends it to the BS. Finally, the BS sends it to the
workstation for data analysis.

We repeated the experiments with solar panels installed in all

nodes (except the workstation). The solar panels installed on the

3. The third experiment is the proposed system. The system nodes are secondary (small size). They scavenge the light energy
consists of two sensor nodes SN and SNT, similar to the ones that missed the leaves.

www.astesj.com 9
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Figure 8: Energy of a Multihop over a Period of 30 Days

4.1 Energy Consumption

Studying the energy consumption of a WSN is very important. It
allows us to know how long the system lasts. There is no network
without energy. We compare the energy consumption of the pro-
posed system that of a multihop non-clustered WSN with the same
number of sensor nodes. The multihop WSN uses the shortest path
from any node to the BS. In this paper, we investigate the perfor-
mance of the proposed system (in comparison with the multihop
non-cluster WSN) as the number of nodes increase.

(ES - Ess + (1 + ZN)Etr)c)
T

E(t) = Eqpra — 1( +Py) (7)
E;,
i=1
Etx =~ Erx = Etrxa

®)

where E, =

S

www.astesj.com

Ifa=
fe= g ®
and = f (10)
— 1+2
Hence E() ~ Enpa — 1( 2= +£ 2N g wpy D

Figure [9] shows the results for energy consumption obtained
from the experiments without energy harvesting. The following
observations are vivid: First, the relationship between the energy
consumption of any node with time in any configuration is linear.
Equation [7) corroborates it. In the equation, E(7) is the instantaneous
energy consumption at the time (f). E,,, is the initial energy of
the battery when fully charged. E; is the sum of energy consump-
tion of each of the sn sensors connected to the node as described
by Equation[§] E, is the energy during transmission of data, and
E,, is the energy consumption due to packets received from the
N sensor nodes. Equation[TT]is a simplification of Equation[7] It

10
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Figure 9: Energy of the Proposed System over a Period of 30 Days

supports the simulation results that argue the relationship between
energy and time is approximately linear. The derivation for this
model is available in Appendix[6} Also, the model agrees with the
simulation on the y-intercept being E,,; and slope determined by
(2N + a + 1)E},/T + Pg,. The slope is the energy consumption rate
and is proportional to the number of children nodes, the energy con-
sumption of the sensors in the node (be it sleeping or sensing). Also,
it is inversely proportional to the sampling period 7. In general, the
energy consumption for the sensor nodes in the clustered network
is less because N = 0, meaning no sensor node has the overhead
of forwarding another sensor node’s data. Therefore, we are left
with (@ — 8 + 1)E,;/T + Py, The reduction is not well pronounced
because of @ >> N. It means that the sensor nodes consume the
same energy regardless of the size of the network in the clustered
network, as opposed to the non-clustered network, where the energy
consumption rate of any given sensor nodes increases by 2NE,,../T
whenever the number of children (N) for that node increases.

www.astesj.com

Second, the energy consumption of the sensor node at the tank
(i.e., SNT) is by far more than the energy consumption of any other
node in any case. It is due to the energy consumption of the EC
sensor, which consumes 250.0 mJ of energy when sensing data from
the environment, compared to the 4.25 mJ of energy consumed by
the humidity and temperature sensors (combined). To accurately
verify this claim, we compare the energy consumption rate of SN
and SNT in the case of the clustered network, since they are N = 0.
From Figure[9c] we obtain the slope of SNT and SN. We get 0.0185
Js~! for the SNT and 0.0013 Js~! for SN. It means that the SNT
sensor consumes 14 times more energy than SN. Therefore, low
power sensor nodes are necessary for a sustainable and scalable
smart hydroponic system.

The third observation is that if the same system changes from
non-clustered to clustered, the energy consumption at the BS dras-
tically falls. Thus, extending the life of the network. Note that if
the BS is dead, the network becomes useless. The clustered net-
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Figure 10: Energy Consumption Sensor Nodes with Energy Harvesting over a Period of 30 Days

work saves energy because data aggregation reduces the number of
communications between the BS and the other nodes.

The energy consumption experiment is repeated with energy
harvesting as shown in Figure[I0} we added a 125 mm by 63 mm
solar panel to the sensor nodes, cluster heads (CHs), and the base
stations (BSs). The solar irradiance is modeled after the solar energy
available in Nigeria in the month of October [[67]]. The experiment
tries to answer the question, “Is energy harvesting going to sustain
the networks?”. For the solar panel to suffice, it must satisfy Equa-
tion[T2] where f;(z) is the solar energy per unit area produced during
the day, A is the surface area, and E(¢) is the energy consumed in
24 hours (i.e., day and night) by the sensor node. Since the area of
the solar panel is 7.875 x 1073 m?2. Then the sensor node must not
consume more than 58.06 Wh or approximately 209.02 kJ per day
as expressed in Equation [I2]

www.astesj.com

18

f@OdtxA>EQW) at t=24 (12)
6

= E(24) <58.06 Wh (13)

Clearly, Figure [I0] shows that the solar panels quickly replenish
the energy consumption of both clustered and non-clustered net-
works. It is because the energy consumed by the sensor nodes does
not exceed 209.02 kJ daily. The daily energy consumption of the
SNT, which has the most energy consumption, is only 900 J daily.
Thus, the solar panel replenishes energy consumed as early as the
first two hours after sunrise. Then, the sensor nodes consume energy
directly from the solar panels, never to use the battery again until
sunset. Then the solar panel replenishes it in the morning. This
consume-replenish cycle is evident in the figures. However, in all
sub-figures in Figure[I0] the energy consumption of the first cycle is
followed by subsequent identical cycles. It is because the simulation

12
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starts at 0000 hours in the morning. Thus, in the first cycle, the
sensor nodes use the battery energy for six hours only. Then, it
is quickly replenished two hours after sunrise. The following day
the sun sets at 1800 hours. Hence, the nodes use the battery for 12
hours rather than the six hours the previous day. Thus, the sudden
increase in energy consumption of the battery in other days after the
first.

AE(I) ~ Emultihop(t) - Eclustered(t)
2(N-CH
~ (—)Etr)c
T
_2N(1 - CH/N)

~ trx
T

(14)

Figure[T1]zooms in on the waveform for 24 hours. We chose the
second day because the energy consumption is more than the first,
as we have seen earlier. The sub-figures are in two columns. The
left row shows the behavior of sensor nodes in the multihop network
(both 2 and 4 sensor node networks), and the right column shows
the behavior of the clustered network. In the first row, Figure[TTa]
and [TTB] show the energy consumption of the BSs in the different
experiments for the multihop and the clustered network, respec-
tively. Figure[ITa|shows that the energy consumption increases with
an increase in the number of sensor nodes. But, in the clustered
network in Figure[TTDb] the energy consumption is independent of
the number of sensor nodes in the network. This observation is in
line with the prediction of Equation[TT] All the BSs in the clustered
networks consume equal and less energy because the CHs behave
like their regional BS. By gathering data and aggregating it, the CH
reduces N several transmissions to one. Thus, reducing the work-
load of the BSs. Equation [T4]shows an approximation of the saved
energy. It shows that one can save more energy by putting more
nodes in a cluster while keeping a low number of CHs. However,
the cluster heads consume almost the same amount of energy as
the BS of the non-clustered (multihop) network because the CH
manages the same number of nodes as the BS in the non-clustered
network. Nevertheless, the clustered network continues to work
even if a CH is dead. In some implementations, the sensor nodes
vote for another CH.

The energy consumption of the sensor nodes is the same in
both cases as shown in Figure[TIc|and[TTd] except for the sensor
node SN1. SN1 consumes more energy than the others because
of the overhead due to its child SN2. This instance shows that the
clustered network helps the sensor nodes in the network to conserve
energy since they do not have any children to incur overhead on
them. However, it is noteworthy that the energy overhead due to
forwarding data (receiving and transmitting to the next hop) is ap-
proximately 9.11 mlJ. It is less than the energy consumption of the
sensors. It is evident in Figure [[Te]and [TTf} even though the SNT
nodes in the multihop network have children, their overhead is not
evident because of the energy overhead of the EC sensor. Thus,
the two figures look identical despite the packets the SNT sensor
nodes forward. In a nutshell, all the sensor nodes replenish their
energy and switch to using the solar panel for at least 10 hours
before switching back to the battery daily.
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15)
(16)

Actuster = AsN_.cH + AcH_Bs
/lmultihop =xXxAa

where {x : x is longest routes in the network}

Another matter of great importance in WSN-based hydroponic
systems is the latency of the system — how fast does the network
report an event? Latency is the time it takes data to reach the BS
from a sensor node. Monitoring plants’ health is a time-sensitive
matter. Therefore, the system’s latency provides an insight into the
scalability of both the cluster-based and the multihop-based WSN.
We carry out some experiments to investigate the latency of the two
systems. Figure[T2] shows the latency of the different experimental
setup: We label the latency of the CH to BS in a two sensor node
network as “Clustered BS 2”. Therefore, “Clustered BS 4 means
CH to BS latency of a clustered network with four sensor nodes in
the cluster. Similarly, the latency of sensor nodes to CH in two sen-
sor nodes per cluster and four sensor nodes per cluster are labeled
“Clustered CH 2” and “Clustered CH 4, respectively.

Regarding the latency of the multihop network, we label them
as; “Multihop 2” and “Multihop 47, which represent the latency of
a multihop network with 2 and 4 hop networks, respectively. In the
multihop network, the maximum latency depends on the latency
of the longest route to the BS as shown in Equation[T6] However,
the latency of the clustered network remains the same. The sensor
nodes in the network forward its data to its CH, who then forwards
the packet to the BS. Therefore, the latency of a clustered network
is equivalent to the time it takes data to move two hops, as shown in
Equation [[5]

Thus, the clustered network is more scalable since the latency
remains the same with an increase in the number of sensor nodes.
Nonetheless, the latency of the multihop network increases linearly
with an increase in the size of the longest route. Therefore, the
latency can only become high in the case of an industrial-scale auto-
mated hydroponic system with thousands of sensor nodes. Similarly,
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Figure 11: Energy Consumption Sensor Nodes with Energy Harvesting over a Period of 30 Days

the energy consumption of the sensor nodes in the clustered network the CH’s energy consumption increases linearly with the number
of nodes. Since there are few CH in a network, one can solve their

is constant regardless of the number of nodes in the network. But,
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energy overhead problem by providing more energy sources. How-
ever, for the multihop network, the energy consumption increases
for all nodes that have children. Therefore, it is too expensive to
provide more energy sources to the sensor nodes while maintaining
portability.

5 Conclusion and Future Works

In this paper, we simulated both cluster-based and multihop WSN
on an NFT hydroponic system. Within the limits of experimental
errors, we were able to conclude that, clustered network helps to
develop a scalable hydroponic system because the clustered network
saves approximately 2NE,..(1 — CH/N)/t of energy compared to
the multihop, where N is the number of sensor nodes and CH is the
number of cluster heads, and E,,, is the energy of the during trans-
mission. Also, the latency of the clustered network is approximately
equal to the time it takes a packet to move two hops. But, it increases
with an increase in the path length for the multihop network. In
the future, we shall add the plant growth model, fluid mechanics
for the flowing nutrient solution, and nutrient consumption rate of
different plants. We shall investigate how IoT and WSN could alle-
viate the contemporary hydroponics problems such as; maintenance
cost, installation cost, plant disease detection, and plant disease
prevention.

6 Derivation of a Model for the Proposed
System

The instantaneous energy consumed (E(#)) by the sensor node is the
sum of:

1. Energy consumed by sensors during sensing (Ej).

2. Energy consumed by sensors while sleeping (E ), when
sensor node is not sensing the environment.

3. Energy consumed by the sensor node during transmission of
data (E;,).

4. Energy consumed by the sensor node when forwarding data
from N number of children (Ey).

Other parameters are:

1. Initial Battery Energy (Ej,;).
2. Energy Consumed by the Sensor Nodes (Eg ).
3. Power consumed during sensing (Pjy).

www.astesj.com

E(t) = Epnir — Esn (17)
Let n = number of times the sensor nodes sense (18)
the environment over a period ¢
== E(t) = Eiptai—
(n(Es + Etx + N(Erx + Etx) + Esleep)
t
Butn =|—|]
T
-~ E(f) = Erora— (19)
t
(I._z__J(Ev + Etx + N(Erx + Etx) + Esleep)
where E, = Z E;, (20)
i=1
But, Esleep = Pyt — nPgts 21
t
= E(t) = Eiprar — L;J(Es + Ei+ (22)
N(Erx + Etx)) - P.mt - ants
Let Egg = Pty
t
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T
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