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 Mass media plays an important role in leading public opinion, including in the election of 
regional head candidates. The tendency of mass media coverage can be used as a 
parameter to measure the strength of each regional head candidate. To analyze the 
tendency of media opinion, sentiment analysis is needed. In this study, text mining 
techniques were used to analyze opinion sentiments of a regional head election in East Java 
from the national media perspective. The researcher used the Support Vector Machine 
algorithm to build a sentiment analysis model. News documents about candidates for the 
regional head in East Java 2018 were taken from national mass media samples, namely 
JPNN, Kompas, Detik and Republika. From the test results, the model built on Khoffifah's 
data as a candidate for regional head number one has a value of precision, recall and AUC 
of 0.927, 0.931 and 0.902, respectively. Furthermore, the model built on Gus Ipul's data as 
a candidate for regional head number two has a value of precision, recall, and AUC of 
0.940, 0.948 and 0.890 respectively. The models built on both data shows good performance 
with accurate estimation results. Based on the data obtained, the national media tends to 
have alignments to the regional head candidate number two namely Gus Ipul. 
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1. Introduction 

The development of the internet in this globalization era is 
growing rapidly, the internet plays an important role in various 
scientific disciplines, such as science, psychology, sociology, 
marketing, communication, and politics too [1]. Human needs on 
the internet and information are always developing, causing rapid 
technological advancements. Most people use the internet to 
access media, both online and social media. Online mass media 
such as jpnn.com, kompas.com, detik.com, republika.co.id, and 
others are online media that continue to grow along with the rapid 
growth of people who are aware of information flows. 

Recognized or not, opinions from national or local media can 
also lead to public opinion. Opinion in online media or social 
media plays a very large role in influencing habits or behavior 

towards the election of the head of state, regional head, or people's 
representatives both at the central and regional levels [2]–[5]. 
Online media is very accessible compared to print media because 
now everything is in your hands. 

In 2018 is a political year in several regions including East 
Java province. In 2018, it will also be the end of the term of office 
of the Governor of East Java, so that regional head election needs 
to be held for the period 2018-2023. The East Java regional head 
election is also in the spotlight for the people of Indonesia in 
addition to the DKI Jakarta regional head election and also West 
Java and Central Java regional head elections because the election 
in these regions become political barometer in this country. The 
two Governor candidates are Khofifah and Gus Ipul. 

The DKI Jakarta regional head election left an impression on 
how the votes for the pair Ahok and Djarot had to drop 
dramatically only due to religious sentiment and the issue of 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Ahmad Hanif Asyhar, UIN Sunan Ampel Surabaya, 
Indonesia, +62 82233250005, hanif@uinsby.ac.id  
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 2, 134-139 (2019) 

www.astesj.com   

https://dx.doi.org/10.25046/aj040218  

http://www.astesj.com/
mailto:hanif@uinsby.ac.id
http://www.astesj.com/
https://dx.doi.org/10.25046/aj040218


A.Z. Hamdi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 2, 134-139 (2019) 

www.astesj.com     135 

money politics on a few days before the voting. Here the role of 
media greatly influences candidates. The DKI Jakarta regional 
head election that has just finished raises an important note, 
namely the strong pulling of public opinion through the media. 
On national online media news in the pre-implementation and 
implementation of the DKI Jakarta regional head election, there 
were various opinions and responses with positive and negative 
sentiments. The problems that arise when analyzing all the results 
of sentiment and the classification of social media news or 
national online media manually, it takes a lot of time and effort in 
its implementation. From these problems, an opinion 
classification system is needed in the form of sentiment text on 
national mass media to predict the strength of the pair governor 
and deputy candidate early quickly and accurately [6]. Media 
news that available online can be used as a data source to predict 
the results of political elections. The influence of media opinion 
that has a major impact on public opinion, as happened in the case 
of elections in DKI Jakarta, needs to be considered in order to 
make predictions on the electability of governor elections.  

To analyze media opinion, sentiment analysis is needed [7]. 
Sentiment analysis is a branch of learning science in the text 
mining domain that studies analysis of the opinion, sentiment, 
emotion, attitude, an evaluation which is poured into textual form 
[7]. The use of sentiment analysis techniques is often used for 
product reviews, reputation management, analysis of a topic and 
so on[2]. Research that analyzes mathematically or 
computationally about online media sentiments about the election 
is rarely found. This is because the collection of news data through 
online media requires extra hard work compared to twitter data 
collection that can be easily accessed via the Twitter API.  

There are two main problems in this study. The first problem 
is because of the lack of negative data on media data, there will 
be an imbalance class. The problem obstacle is that there are so 
many features on news data that feature selection will be needed 
before going into sentiment analysis. In this research, by 
considering this problem, the classification of news sentiment in 
online mass media will be applied in politics, in a case study of 
regional head elections in East Java in 2018.  

2. Related Works 

In recent years, sentiment classification has become a 
principle problem in sentiment analysis research. Sentiment 
classification aims to determine the polarity of sentiment 
documents. The sentiment classification mostly focuses on 
English. Moreover, research focuses on film reviews, products, 
and others. In Mullen's research and also the research conducted 
by Wilson and the team [8], the supervised learning method was 
applied in the classification of film reviews. In the research 
conducted by Cui and the team [9], as well as the research 
conducted by Dave and the team [10], the sentiment classification 
was applied to product reviews. Sentiment research on 
Indonesian-language documents, especially in news article 
documents, was not found. In addition, sentiment analysis of 
documents is a problem because of the many ways opinions are 
developed in one document. News articles present a bigger 
challenge because news writers usually avoid overt attitude 

indicators. However, despite real neutrality, news articles can still 
bear polarity if they describe events that are objectively positive 
or negative. 

Today, sentiment analysis of the textual data is one of the 
interesting topics. Many researchers are working on the 
automated techniques of extraction and analysis of a huge amount 
of user-generated data, which is available in social media and 
online mass media. In [11], the authors proposed a way to get the 
pre-labeled data from Twitter which can be used to train an SVM 
classifier. They used the Twitter hashtags to judge the polarity of 
the tweet. To analyze the accuracy of the proposed technique, a 
test study on the classifier was conducted which showed the result 
with the accuracy of 85%. Support Vector Machine (SVM) 
method resulted in a relatively higher accuracy compared to other 
machine learning methods but was greatly influenced by the 
number of data sets, training data, testing data and the number of 
positive data and the negative. In this study, it was explained that 
the use of the SVM method successfully classifies documents. 
This is indicated by the high level of accuracy of the method used. 
Similarly, Priyavrat's research concluded that the Support Vector 
Machine (SVM) method also has a better level of accuracy 
compared to other machine learning methods, namely Naive 
Bayes, Decision Tree and Neural Network [12]. Based on some 
of the studies that have already been conducted, in this sentiment 
analysis study, the classification method that will be used is SVM. 
This is because the SVM method proved to be more resilient to 
noisy data that is relatively high compared to other methods. 

3. Proposed System 

In this study, sentiment classification will be carried out with 
text mining processing. The construction of the sentiment model 
uses the machine learning method, Support Vector Machine 
(SVM). There are two additional processes that aim to improve the 
performance of the SVM algorithm. The first process is to select 
features with the information gain method. Feature selection is 
very important because the news text domain has several tens of 
thousands of features. The second process is boosting to deal with 
class imbalances. The classification of data with unbalanced class 
divisions can cause a significant decrease in performance. The 
method used in the second process is adaptive boosting. The best 
SVM model is not only tested through kernel selection but also 
involves feature selection and boosting. This aims to determine 
whether feature selection and boosting can improve the 
performance of models in sentiment classification. 

3.1. Text Mining 

 Text mining is mining data in the form of text where data 
sources are usually obtained from documents. The purpose of text 
mining is to get useful information from a set of documents. The 
specific tasks of text mining include categorizing text and 
grouping text (text clustering). Based on the irregularity of the text 
data structure, the process of text mining requires several initial 
stages which in essence is to prepare so that the text can be 
changed to be more structured. Text mining can be considered as 
a two-stage process that begins with the application of structures 
to text data sources and continues with the extraction of relevant 
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information and knowledge from structured text data using the 
same techniques and tools like data mining. Therefore, it is not 
surprising that text mining and data mining will be at the same 
architectural level. The stages of text mining are shown in Figure 
1. 

 
Figure 1: Text mining stages [13] 

 The stages are (1) Document collection (2) Preparation (3) 
Text Transformation (4) Feature Selection (5) Mining Data 
Process (6) Interpretation/Evaluation [13]. In the text 
transformation stage, several studies have applied a combination 
of TF and IDF combinations, namely multiplying local and global 
weights (TF-IDF) [14], [15]. The TF-IDF method combines two 
concepts, namely the frequency of occurrence of a word in a 
document and the inverse frequency of the document containing 
the word. The IDF formula is shown by equation 1, while the TF-
IDF formula is indicated by Equation 2. 









=

df
Nidf log     (1) 

idfdttfdtw *),(),( =    (2) 

where tf (t, d) is the appearance of the word t in document d, N is 
the number of documents in the collection of document, and df is 
the number of documents containing term t. 

3.2. Feature Selection 

 In general, sentiment analysis becomes more difficult when 
the volume of text increases, due to the complex relationship 
between words and phrases. This is mostly because the text 
domain has several tens of thousands of features. Feature selection 
can make classification more effective by reducing the amount of 
data analyzed, as well as identifying features that are suitable for 
consideration in the process of making learning algorithms so that 
they can run in a faster and more efficient way. 
 Information gain is often superior to other feature selection 
methods [16]. Information gain measures how much information 
is present and the absence of a role word to make correct 
classification decisions in any class. Information gain is one filter 
approach that is successful in classifying text. 

3.3. Support Vector Machine 

Classification is the process of finding a model from a set of 
data [17], [18]. The purpose of classification is to make a decision 
by predicting a case based on the results of the classification 
obtained [19]. In the classification process, there are two 
processes carried out, namely the training process and the testing 
process. The classification method used is Support Vector 
Machine classification. The advantage of using SVM compared 
to other classification algorithms such as K-Means or Naive 

Bayes is that SVM finds decision boundaries that maximize the 
distance from the closest data points of all classes. SVM not only 
finds the limits of decisions but also finds the most optimal 
decision limits. 

 
Figure 2: Illustration SVM[20] 

 In the illustration, there are several data points that touch the 
highest margin line. These data points are referred to as support 
vectors. The data used in the SVM method is denoted by d

i Rx ∈

and the label is denoted by }2,1{∈iy  to li ,...,2,1= where l is the 
amount of data. 

There are several kernel functions [21] that will be tested in this 
study, they are: 

(1) The function of Linear Kernel 
The linear Kernel function is defined as: 

i
T
iii xxxxk =),(                                (3) 

(2) The function of the Polynomial Kernel 

Polynomial Kernel functions with degrees of d, where r and 
d are parameters defined as follows:

0,)(),( >+= γγ a
j

T
iji rxxxxk                  

(4) 

(3) Kernel Radial base Function (RBF) function 

The function of the RBF Kernel is also called the Kernel-
Gaussian function. The RBF Kernel function is defined as  

2
exp(),( jiji xxxxk −−= γ

                 
(5) 

whereγ is a positive parameter to set distance. 

(4) The function of the Sigmoid Kernel 

The function of the sigmoid kernel is defined as follows: 

),tanh(),( rxxxxk jiji += γ                    (6) 

where 1)(2)tanh( −= aa σ  and  
)exp(1

1)(
a

a
+

=σ  

3.4. Boosting Algorithm 

 Boosting algorithm is an iterative algorithm that gives 
different weights to the distribution of training data in each 
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iteration. Each boosting iteration adds weight to examples of 
classification errors and decreases the weight in the correct 
classification example, so it can change the distribution of training 
data effectively [22]. The Boost algorithm (adaptive boosting) is 
an algorithm that builds strong classifiers by combining a number 
of simple (weak) classifiers. The first model was built according 
to the classification method used. Each instance in the training 
dataset is weighted and the weight is updated based on the 
accuracy of the entire model and whether an instance is correctly 
classified or not. Subsequent models are trained and added until 
minimum accuracy is reached or no further improvement is 
possible. Each model is given a weight based on its skills and this 
weight is used when combining predictions from all models in the 
new data. 

3.5. Analysis Method 

There are two analyzes used in analyzing sentiments results. 
The first is the accuracy of model analysis, and the second is an 
analysis of patterns of media trends based on news topics. 

3.5.1. Evaluation method 

The accuracy of the model analysis can be seen from the value 
of precision and recall resulting from the confusion matrix. The 
more precision and recall values are close to 100, it indicates the 
more accurate this model in analyzing news sentiments, and vice 
versa. To find out the strength of the model in overcoming 
imbalance data, Area Under Curve (AUC) measurements were 
carried out. If the AUC value closer to 1, indicates a good model 
performance in classifying data [23] and vice versa. This study 
will evaluate the performance of SVM model through the 
accuracy based on precision, recall and AUC by doing: 1) testing 
four SVM kernels namely linear, polynomial, RBF and sigmoid, 
2) setting the number of features used in classification through the 
feature selection process and 3) adding the boosting process and 
vice versa into the construction of the model. 

3.5.2. News Topic Analysis 

Analysis of news topics will be shown by graphs compiled of 
word patterns in the news. The more words appear together in one 
document, the stronger the pattern of relationships will be. Based 
on the graph, media trends can be analyzed against two pairs East 
Java regional head candidates, namely Khofifah–Emil and Gus 
Ipul–Puti. 

4. Result and Discussion 

4.1. Data Presentation 

The news data relating to the candidates for governor of East 
Java 2018 is taken from the period of January 1, 2018, to June 26, 
2018. To obtain these data, carried out by accessing directly the 
data on news portals available online with national media samples, 
namely JPNN, Kompas, Detik and Republika. To find data 
relating to candidate governor with number one, Khofifah Indar 
Parawansa, the keyword "khalifah" was used. From the process of 
collecting data in the four national media, there were 998 data 
obtained. 

 
Figure 3: Sample data for Khofifah 

To find data relating to candidate governor number two, 
Saifullah Yusuf, the keyword "gus ipul" was used. From the data 
collection process in the four national media, 1082 data were 
obtained. 

 
Figure 4: Sample data for Saifullah Yusuf 

4.2. Data Processing 

The data obtained is labeled according to its tendency, 
whether it is positive sentiment or negative sentiment. Not all data 
was taken to construct the sentiment classification model. This is 
because the number of documents with positive sentiments is 
much greater than the number of documents provided with 
negative sentiments with a ratio of 52:1. Therefore document 
retrieval from positive sentiments is randomly around 30% of the 
positive sentiment document database with a ratio of 14:1 to the 
number of documents negative sentiment. Table 3 shows the ratio 
of the overall data and sample data to Khofifah and Gus Ipul 
database documents. It can be noted that all negative news 
population data are all sampled to build a classification model. 

Table 1: Sentiment ratio of overall data and sample data 
 

Database Positive 
Population 

Negative 
Population 

Positive 
samples 

Negative 
Samples 

khofifah 949 49 344 49 

gus ipul 1059 23 320 23 

 
The next step is pre-processing text, at this stage carried out 

of cleansing, folding case, stopword removal. After that, the 
tokenization and weighting of the tokenization data were carried 
out to partition the documents in the form of sentences. This is 
done so that the words in the news document can be given weights 
for each word. The word weighting method used is TF-IDF which 
is a development of the TF method. After TF shooting, the weight 
of each word is also multiplied by the IDF or the number of 
occurrences of the word in the relevant document. The less often 
a word appears in a document, the greater IDF value generated. 

After the word weighting is carried out, then the data is 
analyzed. To analyze data, two different scenarios were carried 
out, namely SVM without combination (pure SVM) and SVM 
method combined with the selection of information gain feature. 
The comparative process is carried out on the value of precision 
and recall generated when not using the feature selection method, 
and when using the feature selection method. Total features tested 
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with feature selection in the system included 500, 1000, 2000 and 
3000 features where the total features of Khofifah’s data were 
4764 features, and Gus Ipul's data were 4381 features 

4.3. Implementation of Text Mining Algorithm 

Comparison of SVM performance as an algorithm used in text 
mining with four different kernels namely linear, polynomial, 
RBF and sigmoid as shown in table 6. Based on the results of 
sentiment classification, it can be observed that in Khofifah's data, 
the best SVM model is in a linear kernel using feature selection 
with as many as 500 features The model also has the fastest 
execution time among other kernel models. Whereas in Gus Ipul’s 
data, the best SVM model is in the RBF kernel that uses feature 
selection with 500 features. Even though it has good performance, 
the model has the slowest execution time among other kernel 
models. Even though in the polynomial kernel, feature selection 
does not affect SVM performance, both in Khofifah's data and 
Gus Ipul's data, the best performance is obtained when boosting 
and selection features with as many as 500 features. This shows 
that boosting and feature selection can improve the SVM method 
classification performance.  

Table 2: Comparison of SVM performance with four different kernels 
 

Can-
didate 

Type of 
Boostin
g 

Kernel N 
attri
-
bute
s 

Presis
i 

Recal
l 

AU
C 

Tim
e (s) 

Khofifa
h 

with 
boosting 

Linear 500 0,927 0,931 0,90
2 

0,58 

 with 
boosting 

Polino-
mial 

476
4 

0,893       0,878 0,50
5 

1,73 

 with 
boosting 

RBF 500 0,930 0,934 0,89
9 

3,12 

 with 
boosting 

Sigmoi
d 

500 500 0,863 0,88
5 

1,65 

Gus 
Ipul  

with 
boosting 

Linear 500 0,931 0,942 0,79
3 

0,71 

 - Polino-
mial 

-  0,870 0,933 0,50
0 

0,33 

 with 
boosting 

RBF 500 0,940 0,948 0,89
0 

3,43 

 with 
boosting 

Sigmoi
d 

300
0 

0,940 0,936 0,86
5 

1,07 

4.4. Evaluation of the Text Mining Model 

Model evaluation was carried out by looking at the value of 
precision, recall, and AUC. The more value of precision, recall, 
and AUC is close to 1, the model is getting closer to the best 
performance. The best performance of the model in Khofifah's 
data achieved a precision value of 0.927, recall of 0.931 and AUC 
of 0.902 using SVM linear kernel. Whereas in Gus Ipul’s data, the 
best performance of the model reached a precision value of 0.940, 
recall of 0.948 and AUC of 0.890 using the RBF kernel. Precision, 
recall and AUC scores above 0.8 in both the Khofifah and Gus 

Ipul data indicates that the SVM model that is enhanced by feature 
selection and boosting can work well in classifying news 
sentiment data. From collecting news documents to building SVM 
models, various problems were found that made this research 
work not optimally, such as data imbalance, inappropriate polarity 
sentiment reading, and document sentiment not reflected in all 
sentences. 

4.5. Results of National media Trends 

Relationships that exist in the data of two candidates for the 
regional head in the four major national media in Indonesia 
namely JPNN, Kompas, Detik and Republika are visualized in 
figure 5. The names of the pair Gus Ipul – Puti are more frequently 
mentioned that the names of the pair Khofifah – Emil. It means 
that Gus Ipul is more dominant in the four online media. In 
addition, the name "Sukarno" which is the grandfather of Puti is 
also often referred to. This is one of the things that can strengthen 
the electability of the pair Gus Ipul and Puti. In addition, the 
names "megawati" and "pdip" are also often referred to as the 
main supporters of the pair Gus Ipul and Puti. There is also the 
name "risma" which when called is almost always related to Gus 
Ipul and Puti. This shows that Risma was one of the leaders who 
supported Gus Ipul and Puti. 

 

Figure 5: The results of the Khofifah-Gus Ipul data visualization on all four 
media 

Even so, in the majority of the news in the four online media, it 
was said that according to the survey institute, the electability of 
the pair Khofifah and Emil Dardak was still superior to Gus Ipul 
and Puti. In addition, in some news also stated that Khofifah and 
Emil had a target to gain a lot of votes from undecided voters. 
This is also supported by the fact that the pair Khofifah and Emil 
are considered as representations across generations x and y 
because of Khofifah's experience and the youth spirit brought by 
Emil. This is certainly one of the hallmarks of Khofifah and Emil 
in gaining the voice of undecided voters, the majority of which 
are from the younger generation. It was also stated that the way 
Khofifah-Emil campaign directly touched the lowest layer of 
voters. This makes the relationship and political identification 
between Khofifah-Emil and voters direct. 

4.6. Discussion 

Based on the news gathered from four major national media 
in Indonesia, namely in JPNN, Kompas, Detik and Republika, the 
number of positive news sentiments of Gus Ipul is more than the 
number of positive sentiments of Khofifah with a ratio of 53 %: 
47%. Negative news sentiment on Gus Ipul tends to be less than 
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Khofifah with a ratio of 32 %: 68%. From all the data obtained, it 
can be concluded that the number two governor candidate, Gus 
Ipul is superior to the national online media sentiment version 
rather than the number one candidate governor, Khofifah. This 
conclusion can be obtained based on the fact that: (1) candidate 
number two governor gets more attention from national media 
coverage with more evidence of data that mentions governor 
candidate number two, (2) percentage of news with positive 
sentiment towards Gus Ipul – Puti is more than Khofifah – Emil 
and the percentage of negative sentiment towards Gus Ipul – Puti 
is less than Khofifah – Emil. 

5. Conclusion 

Text mining method is a method that can be used to classify 
text documents, especially the classification of news document 
sentiments. To obtain an optimal architecture model and an 
accurate estimation, an experiment is performed. Model 
evaluation was carried out by looking at the value of precision, 
recall, and AUC. The best performance of the model in Khofifah's 
data reached a precision value of 0.927, recall of 0.931 and AUC 
of 0.902 using a linear kernel. Whereas in the Gus Ipul’s data, the 
best performance of the model reached a precision value of 0.940, 
recall of 0.948 and AUC of 0.890 using the RBF kernel. The 
values of precision, recall, and AUC obtained in both Gus Ipul 
and Khofifah's data are above 0.8, which indicates that the model 
has a good performance in classifying news sentiments. Based on 
the data obtained and processed from the four media, both JPNN, 
Kompas, Detik and Republika, the media more often mentioned 
the pair Gus Ipul and Puti than the Khofifah-Emil pair. 
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