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 Cloud computing recently emerged as an interesting model that enables computing and 
other related internet activities to take place anywhere, anytime. Cloud service providers 
centralize all servers, networks, and applications to allow their users’ access at any time 
and from any location. Cloud computing uses already existing resources like server, CPU 
and storage memory but runs on a new technology known as virtualization. The core idea 
of virtualization is to create several virtual versions of one single computing device or 
resource. This enables many user operating systems to work on such a single underlying 
piece of device. Network bandwidth is one of the critical resources in a cloud environment. 
Bandwidth management involves the use of techniques, technologies, tools, and policies to 
help avoid network congestion and ensure optimal use of the subscribed bandwidth 
resources while also being a bedrock of any subscription-based access network. Bandwidth 
management is being utilized by organizations to allow them to efficiently utilize their 
subscribed bandwidth resources. Bandwidth management deals with the measurement and 
control of packets or traffic on a network link in order to refrain from overburdening or 
overloading the link which can lead to poor performance and network congestion. In this 
paper, the highest development with respect to virtualization in cloud computing is 
presented. This study review papers available on cloud computing and relevant published 
literature in multiple areas like conferences, journals etc. This paper examined present 
mechanisms that enable cloud service providers to distribute bandwidth more effectively. 
This paper is therefore a study of virtualization in cloud computing, and the identification 
of bandwidth management mechanisms in the cloud environment. This will benefit 
forthcoming cloud providers and even cloud users.. 
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1. Introduction  

This paper expands upon the findings of the research carried 
out in the 2017 international conference on next-generation 
computing and information systems [1]. It expands on cloud 
bandwidth management, its mechanisms, and challenges.  Cloud 
computing means “almost anything can be accessed” [2]. This 
allows for ubiquitous, convenient, on-demand network access to 
customizable computing resources e.g. storage, networks, servers, 
services, applications etc. that service providers could quickly 
render with minimal intervention. Cloud computing is powerfully 
changing the manner in which organizations and enterprises 
perform IT-related activities. Cloud computing features like 
elasticity, scalability, multi-tenancy, resource pooling, lower 
initial investment, easy management, faster deployment, location 
independent, device independent, reliability, and security make it 
attractive to business owners and IT users [3],[4]. Cloud 

computing model permits outsourcing of computational resources 
in a way that is more effective. The huge computing power and 
storage size of cloud resources permit day-to-day internet users to 
perform their tasks on pay-as-you-go terms. Cloud data centers 
will keep expanding, as their client base becomes larger. 

In general, the Cloud massive network is built using an 
approach known as virtualization which permits the installation of 
different applications and operating systems unto physical 
hardware. It creates a different layer for the operating system (OS) 
to seat on, thereby separating the OS from the physical hardware 
and the core OS. Virtualization is done on the physical hardware 
by installing a hypervisor. A Hypervisor is a common technique 
used for the implementation of Virtualization. It permits for 
different operating systems to be installed on the same hardware. 
Though the operating systems coexist on the same physical 
hardware, they behave as each OS have its dedicated resources. 
Some of the types of Hypervisors include VMware ESX, KVM, 
Xen, and Hyper-V. Another emerging approach for implementing 
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virtualization is containerization commonly known as Container-
based virtualization or operating system virtualization [5].  

Cloud data centers normally have mechanisms for planning 
how their resources like computing space, memory, and bandwidth 
are released to the users. Bandwidth is required to distribute 
resources across different cloud networks. It is very important to 
maintain cloud bandwidth to meet up with the increasing request 
from cloud resources across data centers. On a cloud network, the 
bandwidth size requested by a customer is usually not assured [2]. 

For a satisfactory performance and fair usage of the network, 
bandwidth management is used to achieve this with the 
implementation and creation of network policies which ensures 
that the sufficient amount of bandwidth being required is readily 
available for those time-sensitive and mission-critical applications. 
It also avoids opposition between lower priority traffic and the 
critical applications for the limited network. With cloud tenants 
making greater use of cloud networking infrastructure in a shared 
manner, there is an increased desire and a growing concern on how 
to arrange, reserve and monitor the bandwidth in the cloud 
computing environment [6], [7]. 

Generally, bandwidth management involves the use of 
techniques, technologies, tools, and policies put together by an 
organization in order to ensure optimal utilization of the available 
bandwidth [8]. The reason for a network bandwidth management 
is to ensure the accurate bandwidth size is available and assigned 
to the accurate users and application at the right location and time 
[9].  Generally, without an active plan for ensuring bandwidth 
management, the available bandwidth regardless of its size can 
never be sufficient for the ever-increasing request of the users [10]. 
Also, Malicious Cloud Bandwidth Consumption (MCBC) which 
attack is a new type of attack that aims to consume the bandwidth 
maliciously causing the financial burden to the cloud service host 
can be mitigated or avoided when utilizing bandwidth 
management [11]. 

Different operating systems (Oss) are running simultaneously 
on a physical server is a process known as Virtualization and is 
carried out utilizing a hypervisor or virtual machine manager 
(VMM). The physical network resources require sufficient 
bandwidth to assign to the virtual machines (VMs) and optimal 
bandwidth allocation to VMs is very critical especially in today’s 
cloud data centers with massive networked VMs. Bandwidth 
management poses a significant tension especially within a cloud-
computing environment that permits the idea of VMs to have 
specific aims like load balancing and failure tolerance. High 
latency and a sharp drop in network speed are expected if there is 
no sufficient bandwidth after VM-migration. Every initiated data 
transfer that must take place over the internet requires bandwidth. 
For example, server to VMs data transmission over the internet 
requires bandwidth; this is one reason why network administrators 
must ensure accurate bandwidth management.  

The objective of this study is to analyze bandwidth 
management in a cloud-based computing and virtualization 
environment. Various area of virtualization and cloud computing 
will be discussed. This research will impart to the knowledge of 
cloud-based bandwidth allocation approaches and management. 
The remaining section of the research is as follows. Section 2 
examines related work. Section 3 discusses virtualization in a 
cloud environment and bandwidth management mechanisms. 
Section 4 concludes the paper and suggests future work. 

2. Related work 

In [12] the author suggested a solution in Bandwidth 
Management on Cloud Computing Network, to distribute available 
bandwidth according to user priorities and actual demand of data 
transfer to-from the cloud is proposed. Three key metrics: 
throughput, response time and utilization for monitoring and 
analyzing the network performance were presented. In [13], the 
authors proposed an approach that will only permit the guaranteed 
bandwidth size when providing the requested service. It also 
discussed how Linux kernel module called Linux TC can be used 
to manage the allocation of network bandwidth. In [14], the authors 
proposed having a formal definition for cloud-based applications 
that are free and open to all. The authors built a Cloud Resources 
Allocation Model named CRAM4FOSS for these free and opened 
applications. According to the authors, the proposed solution is to 
accurately certify the stability of allocating Cloud resources. In 
[15], the authors discussed the idea of an open source virtualization. 
Several other virtualization ideas are addressed and afterward, 
analysis of two open sources IaaS systems was presented. [16] 
discussed the idea of skewness to strengthen the manipulation of 
servers. [17] proposed an approach to introduce separation of 
VMM concept instead of kernels separation concept since it will 
enable suitable separation of cloud VMs. In [18], the authors 
concentrated on the idea of VM migration for cloud providers and 
reviewed VM placements in data centers alongside its limitations 
and advantages were conducted. 1n [19], the authors focused on 
virtualization and its application in radiology. In [20], the authors 
highlighted how virtualization affects information security.  In [21], 
the authors proposed a modular kind of the bandwidth manager 
that could rapidly adapt to unexpected changes that can be induced 
by the rates of dirty inactive applications or due to network 
congestion. The authors’ goal is to optimize bandwidth 
consumption and latency during live VM migration. [22] proposed 
a combined algorithm for optimal allocation which enables 
network bandwidth and VMs to minimize the cost affiliated with 
the users. A decision is made by the algorithm to restrain network 
bandwidth and VMs from some specified cloud providers. [23] 
Argued on the importance of stability and fair bandwidth 
allocation. The authors proposed a method to prevent interference 
between the underlying hardware and VMs.  In [24], the authors 
proposed an algorithm for dynamic bandwidth shaping while still 
maintaining the limitations on network resources. In [25], 
“Towards a Tenant Demand-aware bandwidth allocation strategy 
in the cloud data center” is discussed. The authors propose a 
strategy to handle the issue of over bandwidth subscription cloud 
datacenter. The main functions of the proposed system involve 
bandwidth prediction, bandwidth pre-allocation, and bandwidth 
gathering. In [26], the authors developed SpongeNet; which is a 
bandwidth allocation proposal that’s made up of three 
determinants. Component one is to provide an accurate, flexible 
and simple way for users’ requirements definition. Component two 
is an algorithm for merging policies to handle multiple goals. 
Component three is to guarantee fairness between dedicated and 
non-dedicated bandwidth users. In [27], the authors proposed a 
framework for predicting resource management to overcome the 
drawbacks of the reactive cloud resource management approach. 
In [28], the authors discussed the current trend and development in 
cloud computing and open source software. The authors found out 
that Open Source Software (OSS) like OpenStack provides the 
most comprehensive infrastructure in cloud computing and open 
source software.   
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3. Virtualization in Cloud Environment and Bandwidth 
Management 

3.1. Virtual Machines and Containers Technology 

A. Concept of Virtual Machines  

The infrastructure layer is the host of the virtual machines 
(VMs) within the cloud network. It is a component within cloud 
computing. The core concept of virtualization is to separate OS 
from the underlying hardware, it divides a physical hardware 
machine such as a server into multiple virtual machines. This 
makes it possible to run all types of operating like Linux, Unix, 
Mac OS, and Windows on a host or physical machine, that is the 
coexistence of different operating systems on the same physical 
machine. Bandwidth size that closely matches the actual task and 
needs of each VM can be assigned. It allows for maximum 
utilization of the host machine. Hypervisors also knew as Virtual 
Machine Managers (VMSs) are used to create and control VMs. 
The virtual machine is then tied to the hypervisors and not directly 
to the physical hardware. There are two types of hypervisors. 
Type-1 hypervisors remove an extra layer between the underlying 
host hardware and the virtual machines because it executes directly 
on physical hardware without a base OS and acts as the operating 
system on the hardware. Here, physical hardware without a base 
OS can be known as a bare-metal. Type-2 hypervisors are hosted 
hypervisors since the installation is done on top of the existing OS 
on the physical hardware. These hypervisors execute as 
applications and the host machine won’t need to be set up 
separately for setting up the virtual machines. Figure 2 depicts the 
Type-1 hypervisor and Figure 3 depict the Type-2 hypervisor [29]. 

 
Figure 1: Classification of Resource Management Techniques [32] 

 
Figure 2: Type-1 Hypervisor [29] 

 
Figure 3: Type-2 Hypervisor [29] 

B. Concept of Containers  

 Containerization is known as a virtualization technique which 
occurs within the OS level instead of the hardware level. 
Containers allow for easy migration between platforms and hosts 
compared to virtual machines and share a single OS kernel within 
an isolated environment [30]. This creates isolation confines 
within the application area instead of the server area which makes 
sure that if an error occurs within the single container, it won’t 
affect the whole server or VM but only that individual container. 
Container technology is continuously evolving and guarantees an 
easy to deploy, streamlined and secure means of enacting certain 
infrastructure requirements while offering offer an alternative to 
VMs and mitigates the compatibility issues between applications 
which exists within the same OS [31]. 

Cloud containers are trending within the IT world and are modeled 
to virtualize just one application. Linux is the only server OS that 
supports cloud containers presently and Hyper-V containers are to 
be integrated to Microsoft Azure after being introduced by 
Microsoft [1]. 

C. Characteristics, Application, Benefits of Virtualization 
In [1] it is highlighted the following characteristics of 

virtualization and its application areas as follows: 

• Partitioning: This is a key feature in virtualization, used to 
logically divide a physical hardware resource for the 
installation of different/several operating systems.  

• Isolation: Virtual machines coexist on the same physical 
hardware but each virtual machine exists separately from 
the core physical hardware and other virtual machines. 
With this feature, if there is a breakdown/downtime on one 
VM, the other active VMs will not be affected. Also, there 
is no data-sharing between VMs. 

http://www.astesj.com/
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• Encapsulation: The encapsulated process maybe a 
business service and VMs can be stored and labeled as a 
file for identifying its service type. This averts the issue of 
hindrance amongst the applications. Storage, memory, 
networks, application, operating systems, and hardware 
are some of the application areas of virtualization. Here, to 
separate a software implies placing that software in a 
separate virtual machine space or in a container so that it 
does not coexist with other operating systems. 

 Virtualization of hosts or physical machines provides the 
following benefits [1]: 

• Functional Execution Isolation: The hypervisor is assigned 
the responsibility of maintaining protection between the 
VMs and applications deployed on multiple VMs. 
Privileges may be given to users in their VM without 
violating the host integrity or isolation. 

• Enhance Reliability: Hypervisors provides greater 
reliability of hosted virtualized applications due to their 
live migration capabilities enabling them to be 
independent and reliable. 

• Customized Environment: Virtualization permits for the 
creation of customized space for a dedicated user, upon 
request for a customized and dedicated environment can 
be created and provided to handle a specific need. 

• Testing and Debugging Parallel applications: Testing 
parallel applications can leverage virtualized environments, 
as a fully distributed system could be emulated inside a 
single physical host. 

• Easier Management: Custom-made run-time environment 
can be migrated, started-up, shut down in a considerably 
variable way which depends upon the requirements of the 
person that is responsible for the essential hardware. 

• Ability to coexist with legacy applications. 

• VMs help to preserve binary compatibility in the run-time 
environment for legacy applications. 

3.2. Resource Management Techniques 

Cloud Resource management involves the procurement and 
release of cloud resources like physical hardware, storage 
space, virtual memory, and network bandwidth. Cloud 
resources can be physical or virtual components of limited 
availability. Resource management in virtualization 
environment and cloud computing is very critical. [32] used 
SLA-awareness, load balancing, energy efficiency etc. in the 
classification of resource management techniques, also 
depicted in figure 1. 

• Energy-aware RM techniques:  This involves minimizing 
the energy consumption by merging workload on a few 
numbers of physical servers. Virtual machines (VMs) on 
physical hardware with less load are migrated to other 
hardware that can accommodate more workload. This less 
loaded and idle hardware is then switched off to reduce the 

power expenses incurred by service providers and 
decreases Carbon dioxide (CO2) emission. [33] Presented 
a centralized control system for the allocation and 
management of all the concerned cloud resources. 
Resource Management (RM) choices are done hourly in 
order to reduce the subsequent effects. The choices can be 
based on the shutdown of the server, VM migration 
between multiple servers and powering up of the server.  

• Load-balanced RM techniques: This is an important feature 
of the system in any computing environment. It is made use 
of in order to explain the idea of distributing the workload 
or traffic request between many resources and can 
maximize the performance of available bandwidth. 
Operations are moved amongst the physical machines after 
the load balancing algorithm have been applied and the 
system efficiently balances the load amongst the cloud 
resources while the usage by each server is examined. Once 
there is an overload of server resources, it migrates some of 
these workloads to an underutilized server but in a situation 
whereby both are underutilized, one server gets all the 
workload transferred to itself while the other server will be 
left unutilized or on standby. If hypothetically speaking that 
the workload migration failed, the server itself can be 
scaled down or up accordingly. 

• SLA-aware RM techniques: Cloud-based Service 
Providers (CSPs) must strongly discourage the issue of 
violations, maintaining regular check during service 
provisioning to users. A service level agreement (SLA) is 
signed between the CSPs and customers which includes 
information such as the price, penalty clause that is 
enforced in an event of agreement violation and required a 
level of service(s). Authors in [34] proposed algorithms for 
capacity allocation in the hope of guaranteed SLA and 
handle fluctuating workloads which interfaces with the 
resource controllers that are geographically distributed 
while redirecting the network traffic load whenever 
congestion is observed. An application can also execute on 
different workloads and VMs equally allocated on the VMs 
if necessary. A workload analyst is utilized in order to 
predict future workload necessities throughout the 
workloads fluctuation and the capacity is altered on the 
premise of resultant predictions. Additionally, SLA 
violations can be mitigated by making sure that the 
response time is low when inter-VM communications are 
ongoing but if there is a higher response time, the VM is 
carried/moved to another physical machine.  

• Market-oriented RM techniques: This involves solutions 
that are beneficial to cloud service providers and market-
oriented. [35] Presented an RM technique where a SaaS 
service provider employs an IaaS service provider to serve 
its clients. Clients pay to the SaaS service provider for the 
services received and depending on the satisfaction level 
shown by the clients, a one-of-a-kind optimal function is 
utilized to calculate the amount that the user has to pay. 
According to [36], each cloud server has a dynamic 
voltage/frequency scaling (DVFS) module and it is 
assumed that a server cannot be switched on or off, also 
there is a common cost of VM migration 
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•  Network load aware RM: This technique reduces high 
network traffic that can degrade the overall network 
performance. It allows service providers to choose a data 
center that could fulfill the interests of the clients. A user 
sends a request to the service provider and resources are 
assigned using an adaptive resource allocation algorithm. 
These algorithms achieve this by selecting a data center 
either based on the distance between the user or based on 
the distance between the data center. After the data center 
is chosen, the work is allocated to one of the servers thanks 
to the VM. 

• RM techniques for the hybrid/federated cloud: In this 
technique, private cloud users are offered the benefit of 
utilizing the resources in a public cloud environment 
whenever there are insufficient resources to handle the 
needs of it, in-house users.  To address the issue of decision-
making on when to use public cloud resource, the authors 
in [37] presented a solution that is rule-based for hybrid 
clouds. Users’ requests are divided into two which are the 
critical data/tasks request that is granted higher precedence 
and secondary data/tasks request that are granted lower 
priority. The critical data/tasks are hosted on the private 
clouds for security while the task with low priority can 
utilize the resources of both private and public cloud. When 
the resources of the private cloud are exhausted, the public 
cloud resources would be utilized. 

• RM techniques for mobile clouds: Here, an energy efficient 
solution is presented to solve the problem of energy which 
is a major challenge in mobile systems. The authors in [38] 
proposed a technique to reduce the total power 
consumption. All the mobile devices primary job is to move 
the workload to one of the available servers in order to 
reduce the overall energy consumption. 

3.3. Cloud Bandwidth Allocation Mechanisms 
 

According to [2], bandwidth mechanisms used by Cloud 
providers in allocating bandwidth resource and ensuring load 
balancing include:  

• Fair-Share Bandwidth allocation: In this approach, the 
specific time interval is set for the flow of the defined data 
size between the host machine and virtual machines. The 
Throughput and Network weight are used to ensure 
fairness during the data flows. When the calculated fair 
share values reach the random acceptable values, the 
packets are transferred otherwise they are dropped.  

• Transmission Control Protocol (TCP): Here, packets are 
divided into segments and assigned a sequence number 
each to specify the order of the data. Transmission takes 
place at a specific time interval. An acknowledgment is 
received for every successful transmission otherwise, 
retransmission takes place. This approach is connection 
oriented and for end-to-end congestion controls.  

• Bandwidth Capping: in this approach, a specific 
bandwidth limit is set for the VM when transmission of 
data is happening simultaneously. 

• Secondnet: This approach guarantees the assignment of 
network bandwidth amongst every VM pair and the 
communication patterns between multiple pair of the VM 
can vary due to the time as well as the data 
received/transferred amongst them.  

• Netshare: Utilized in big data centers and function as a 
central system for allocating bandwidth in a virtual cloud 
network.  It lessens the tasks in data centers. Each Cloud 
customer is connected to various cloud network resources. 
Division of the network into slices is done and each of the 
slices is assigned bandwidth via the link connecting it to 
the cloud network. 

• Approximate Fairness- Quantized Congestion Notification 
(AF-QCN): This is a congestion control approach for data 
centers, delivered via a switch. The network bandwidth is 
shared among the transmitter’s connection to the VM. 

3.4. Bandwidth Management Benefits 

In [39] the author highlighted the following benefits using the 
Zscaler Bandwidth Control solution: 

• Prioritization of business applications: It limits the 
possible impact of bandwidth-intensive applications like 
streaming media, file sharing, and social media business 
applications. Bandwidth constraints and policies are 
checked and reconfigured to meet user requirement 

• Deliver a better user experience: features like 
segmentation of network traffic and retransmission 
provide a faster Internet connection and avoid loss of 
packet after a successful data transmission. 

• Reduce costs and simplify IT: Eliminate the need to install 
and manage additional hardware in-house and prevent 
bottlenecks due to the enforced cloud policies.  

In [26] the author highlighted the following benefits: 

• Work-conservation  
• Guarantees bandwidth 
• Practical enforcement 
• Fairness between tenants 
• Applicability to different contexts 
• Easy deployment 
• Precise and flexible requirement expression 
• Efficient bandwidth saving 

In [25] the author presented the following benefits: 

• Provides dynamic network management 
• Improves network efficiency 
• Easy integration.  

3.5. Cloud Bandwidth Management Challenges 

According to [40], as VMs scale bigger, utilizing more 
memory, higher bandwidth, the need to maintain optimal 
performance and health management tools become difficult for 
the existing management software. These tools require multiple 

http://www.astesj.com/


I. Odun-Ayo et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 4, No. 2, 221-227 (2019) 

www.astesj.com     226 

information about the different features of each VM, the 
underlying host storage infrastructure, machine, and networking. 
Supporting these tools and coordinating the activities of a large 
number of simultaneous users with management privileges 
require a secure connection in real-time with a high level of 
consistency and must be backward compatible. Scaling the 
bandwidth of the ever-increasing hundreds of VMs means 
improving the existing code for optimal performance. Since users 
are getting used to virtualization and migrating every one of their 
in-house server workloads/applications to virtual environments, 
the need to scale bandwidth capacity will continuously get bigger 
for the predictable future. The management software needed to 
scale bandwidth to reach the level of the users’ needs is highly 
challenging. [9] Presented the following challenges in the 
utilization of bandwidth and can become a problem for the 
existing management tools:  

• The absence of administrative support 
• Uncontrolled users’ downloads 
• Virus attacks 
• Higher demand compared to available bandwidth 
• Unreliable Internet service provider 
• Technical breakdowns 
• Different user bandwidth requirements 
• Too many network users 

4. Conclusion 
Cloud computing enables many organizations store, compute 

and retrieve/access their application from any location over the 
internet. This has shifts management core concern of maintaining 
in-house hardware resources and reduced the cost incurred. The 
concept of VMs-migration in cloud computing requires that the 
right bandwidth size must be made available on the host or 
physical machine. For example, when a VM is unable to serve its 
users request due to a technical failure on the host machine, the 
VM is moved to another physical machine to provide the needed 
services. VMs-migrated enables better management and 
optimization of the data centers and host machines. This paper 
focused on Cloud bandwidth management. An analysis of the 
concept of VM-migration and bandwidth management approaches 
was done. In conclusion, with the increasing number of cloud users 
and data centers, further research work for enhancing the 
bandwidth allocation approaches and management is required. 
This will further enhance the resource-sharing feature of the VMs. 
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