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 This study examined the performance of two proposed permutation methods for Chow test 
analysis and the Milek permutation method for testing structural break in linear models. 
The proposed permutation methods are: (1) permute object of dependent variable and (2) 
permute object of the predicted dependent variable.  Simulation from gamma distribution 
and standard normal distribution were used to evaluate the performance of the methods. 
Also, secondary data were used to illustrate a real-life application of the methods.  The 
findings of the study showed that method 1(permute object of dependent variable) and 
Method2 (permute object of the predicted dependent variable) performed better than the 
traditional Chow test analysis while the Chow test analysis was found to perform better 
than the Milek permutation for structural break. The methods were used to test whether the 
introduction of Nigeria Electricity Regulatory Commission (NERC) in the year 2005 has 
significant impact on economic growth in Nigeria. The result revealed that all the methods 
were able to detect presence of structural break at break point 2005. Also, the methods 
were used to test for structural break at January, 2015 for monthly reported cases of 
appendicitis in Nigeria. Result revealed that all the methods were able to detect presence 
of structural break at break point January, 2015.  
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1. Introduction 

Detection of structural changes in economics has often pose 
a long standing problem in econometrics [1]. However, most 
existing tests are designed for structural breaks. Some researchers 
argued that it’s un-likely that a structural break could be 
immediate and might seem more reasonable to allow a structural 
change to take a period of time to take effect. Hence, the 
technological progress, preference change, and policy switch are 
some leading driving forces of structural changes that usually 
exhibit evolutionary changes in the long term. 

Structural break examines a shift in the parameters of the 
model of interest. However, when the conditional relationship 
between the dependent and explanatory variables contains a 
structural break, estimates of model coefficients will be inaccurate 
across different regimes [2]. As such, estimations that do not 
account for structural breaks will be biased and inconsistent.  

 According to [3], one of the traditional methods of 
detecting structural break is the Chow test analysis. The Chow test  
as a method of detecting structural break has the ability of testing 
for equality of sets of coefficients in two regression models. In 
this situation, part of the maintained hypothesis of the test is that 
the error variances will be the same for the two regressions. If this 
is not the situation, then the Chow test may be misleading and this 
can result to a situation where by the true size of the test (under 
the null hypothesis) may not be equal to the prescribed alpha-level. 
Due to problem like this, the present study will be proposing 
permutation methods for Chow test analysis for detecting 
structural break in a linear model.  

The permutation test evaluates the probability of getting a value 
equal to or more extreme than an observed value of a test statistic 
under a specified null hypothesis. This is achieved by 
recalculating the test statistic after random shuffling of the data 
labels. Such tests are computationally intensive and the use of 
these tests never receive much attention in the natural and 
behavioral sciences until the emergence of widely accessible fast 
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computer. The basic idea behind permutation methods is to 
generate a reference distribution by recalculating a statistic for 
many permutations of the data. 

Permutation methods have been found very useful because of 
their flexibility, distribution-free nature and intuitive formulation, 
which makes it easy to communicate the general principles of 
such test procedures to users. 

One advantage of the permutation tests over their parametric 
counterparts is their solid foundations. This is because the validity 
of the parametric tests relies on random sampling while the 
permutation tests have their justification on the idea of random 
allocation of experimental units, with no reference to any 
underlying population[4, 5]. 

For researchers in the area of econometrics and users of the 
traditional Chow test, the most convincing reason to choose the 
proposed permutation methods for Chow test in determining 
structural break in linear models is because of the exactness of the 
p-value obtained using the permutation methods for Chow test 
instead of the approximated/asymptotic  significant value which 
is often obtained in other methods. Hence, the permutation 
method yields a more accurate prediction of how random a given 
result can be [6-7]. 

The objectives of this study is to compare the performance of 
the proposed permutation methods for Chow test analysis against 
the traditional Chow test and the Milek  permutation method for 
detecting structural break for the Gamma and Standard Normal 
distribution.    

2. Literature Review 

In [8], permutation test was defined as a type of non-
parametric randomization test in which the null distribution of a 
test statistic is estimated by randomly permuting the class labels 
of the observations.  

According to [9], permutation tests for linear model have 
applications in behavioral studies especially in situations where 
traditional parametric assumptions about the error term in a linear 
model are not tenable. In such situations, an improved validity of 
type I error rates can be achieved with properly constructed 
permutation tests. More importantly, increased statistical power, 
improved robustness to effects of outliers, and detection of 
alternative distributional differences can be achieved by coupling 
permutation inference with alternative linear model estimators. 

In [10], authors explored the framework of permutation-
based p-values for assessing the performance of classifiers. Their 
study examined two simple permutation tests, the first test which 
assess whether the classifier has found a real class structure in the 
data where the corresponding null distribution is estimated by 
permuting the observations in the data and the second test which 
examines whether the classifier is exploiting the dependency 
between the features in classification. They observed that the tests 
can serve to identify descriptive features which can serve as 
valuable information in improving the classifier performance. The 
findings of their study revealed that studying the classifier 
performance through permutation tests is effective. In particular, 
the restricted permutation test clearly reveals whether the 

classifier exploits the interdependency between the features in the 
data. 

According [11], permutation test require very few 
assumptions about the data and can be applied to a wider variety 
of situations than the parametric counterpart. However, only few 
of the most common parametric assumptions need to hold for non-
parametric test to be valid. The assumptions that are avoided 
include, the need for normality for the error terms, the need of 
homoscedasticity and the need for random sampling. With a very 
basic knowledge of sample properties or of the study design, 
errors can be treated as exchangeable and/or independent and 
symmetric and inferences that are not possible with parametric 
methods can become feasible. 

According to [12], permutation tests for structural change 
from the framework of [13] cannot only be derived for the simple 
location model but for both the nonparametric and parametric 
(model-based) permutation tests. Literally, they found that 
exchangeability of the errors might be a too strong assumption in 
time series applications where the dependence structure of the 
observations cannot be fully captured within the model. Although 
there are time series applications where the errors are not 
correlated, this assumption impedes the application of 
permutation methods to many other models of interest.  

In [14], author assessed the performance of his permutation 
for structural break alongside the Chow test, the Nyblom-Hansen 
test and CUSUM which were all used to detect structural changes 
in time series. The proposed Milek permutation method was used 
to detect a trend especially in process control and detection of 
changes in the average value. The result of the study showed that 
the proposed method was effective especially in the case of small 
structural changes. 

3.  Material and Methods   

 Method of Data Collection  

The source of data used for this study were simulation from 
the Gamma distribution and the Standard Normal distribution for 
sample size 15, 20, 25, 30, 40, 50, 60, 70, 80, 90 and 100. 
Secondary data collected from the National Bureau of Statistics 
and Central Bank of Nigeria (CBN) statistical bulletin on Real 
GDP and Electricity net generation in Nigeria was used to 
illustrate the methods. Also, secondary data on monthly reported 
cases of appendicitis were collected from the records of patients 
at Federal Hospital Kaura-Namoda, Zamfara State, Nigeria.  

  Chow Test   

 The Chow test is often used to determine whether there 
exist different subgroups in a population of interest. The 
single/full model of a Chow test is written as: 
 

   Y Xt t tβ ε= +                                                                  (1) 

 
where,  
Yt  : is nx1 random vector  called the response  
β : is (k+1) x 1 vector of unknown parameters . 
Xt : is n x (k+1) matrix of scalars  
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Recall that to estimate the regression parameters β  properly 
using the least-squares estimation, the assumption that n > p holds 
and X is of full rank. Here n is the number of observation while p 
is the number of regression coefficients.  

The null hypothesis, tested by Chow, states that two disjoint 
models with the sum of squares residual is:  
 

  11 1 1Y Xt t tεβ= +                                                                (2) 
 

  22 2 2Y Xt t tεβ= +
                                                            (3)

 

where, 
Y1t and Y2t : represents the random variable called the response or 
dependent variable for the first group and second group 
respectively. 

 β1 and  β2 : represents constants or parameters whose exact value 
are not known and thus must be estimated from the experimental 
data for the first group and second group respectively. 

X1t  and X2t : represents the mathematical variable called 
regressor or covariate or predictor independent non-random 
variable whose value are controlled or at least accurately observed 
by the experimenter for the first group and second group 
respectively.  
 
This suggest that model (2) applies before the break at time t, 
while model (3) applies after the structural break. 
 
The Chow test asserts that β = β1 1t  and β = β2 2t with the assumption 
that the model errors Ԑt are independent and identically distributed 
from a normal distribution with unknown variance [15]. The 
Chow test basically tests whether the single regression line or the 
two separate regression lines fit the data best.  
 
Taking advantage of the various F-test [16, 17], to test for 
presence of structural break in a given set of data, a special and 
useful application of the F test procedure is found in the Chow test 
statistic. We must understand that a structural break is when the 
coefficients of the model change with respect to a time parameter 
for the Chow test.  

Suppose we consider a simple case of (1), that is a simple linear 
model with one independent variable; 

   0 1Y xt t tβ β ε= + +                                             (4)                                                                          

Yt  : is the response variable   
β0  : is the intercept and β1  the slope 

tx  : represents the independent variable  
The corresponding two disjoint models as required by the Chow 
test are given as:  

    1 01 11 1 1b

Y xt t tb b
β β ε= + +                                          (5) 

 
2 02 12 2 2   

a a at t tY xβ β ε= + +                                        (6) 
 
where,  

ta: represents the time at break point and tb= ta-1, Y1tb and Y2ta : 
represents the dependent variables for the two disjoint models 
( Y ,Y Y1t 2t tb a ∈ ),  β01 and  β02  : represents the intercepts for the two 
disjoint models ( β , β β01 02 0∈ ),  β11 and  β12  : represents the slopes 
for the two disjoint models ( β , β β11 12 1∈ ),   ε1tb  and  ε 2ta  : 
represents the random error for the two disjoint models 
( ε , ε ε1t 2t tb a ∈ ), and  1tbx  and  2tax : represents the independent 
variables for the two disjoint models  ( ,  1ta 2tb tx x x∈ ). 

Recall that the residual sum of squares for the full model can be 
denoted as RSST,  

( )
2T

ˆRSST t tt=1
y y= −∑                                            (7) 

The residual sum of squares for the two disjoint models are  

( )
2tb

ˆRSS1 t tt=1
y y= −∑                                            (8)                                                                                  

( )
2T

ˆRSS2 t tt 1a

y y= −∑
=

                                         (9) 

Hence, the corresponding F-test is written as  
 

( ) ( ) ( )

( ) ( )

22 2tT Tb
ˆ ˆ ˆ kt t t t t tt=1 t=1 t =1a

F
2 2t Tb

ˆ ˆ (n +n -2k)t t t t 1 2t=1 t =1a

y y y y y y

y y y y

  
  

− − − + − ∑ ∑ ∑ 
     =

 
 

− + −∑ ∑ 
 
 

            (10) 

Thus, the general Chow test statistics in matrix form is given as   

 
-1 -1((Y Y - Y X (X X ) X Y - ((Y Y - Y X (X X ) X Y ) t t t t t t t t 1t 1t 1t 1t 1t 1t 1t 1tb b b b b b b

-1+ (Y Y - Y X (X X ) X Y )))2t 2t 2t 2t 2t 2t 2t 2ta a a a a a a a
kF  

-1((Y Y - Y X (X X ) X Y ) 1t 1t 1t 1t 1t 1t 1t 1tb b b b b b b

+ (Y Y - Y X (X2t 2t 2t 2t 2ta a a a

′ ′ ′ ′ ′ ′ ′ ′

′ ′ ′ ′

=
′ ′ ′ ′

′ ′ ′ -1X ) X Y ))2t 2t 2ta a a a
(n +n -2k)1 2

′

     

                                                                                                                                           

                  (11) 

Substituting, 
 

1 ( )    X XRSS Y Y Y X X Yt tT t t t t t t
−′′ ′ ′= −  

1 ( )    1 11 1 1 1 1 1 1
X XRSS Y Y Y X X Yt tt t t t t tb bb b b b b b

−′′ ′ ′= −
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1 ( )    2 22 2 2 2 2 2 2
X XRSS Y Y Y X X Yt tt t t t t ta aa a a a a a

−′′ ′ ′= −
 

 
Then, (10) will become 
 

(  -  (  )) /1 2 ( ,  - 2 )1 2(  ) / (  - 2 )1 2 1 2

RSS RSS RSS kTF F k n n k
RSS RSS n n k

+
= ≈ +

+ +
          (12) 

 
where,  

RSST: represents the residual sum of squares for the full model 

RSS1: represents the residual sum of squares for the first sub 
sample or first reduced model 

RSS2: represents the residual of the second sub sample or second 
reduced model,  

k: is the number of parameters,  

n1 and n2: represents the length of the two subsamples.  

  Procedure for Running the Chow Test 

The stages of running the chow test analysis are as follows: 

1. Firstly, run the regression using all the data, before and 
after the structural break. Collect the sum of squares 
residual for error RSST. 

2. Run two separate regression on the data before and after 
the structural break, collecting the RSS in both cases, 
giving RSS1  and RSS2. 

3. Using the three values, calculate the test statistic using  
(12) 

4. Find the critical values in the F-test tables, which has F(k, 
n1 + n2 -2k) degrees of freedom, where k is the number 
of regressors 

5. Take decision and conclude appropriately. The null 
hypothesis state that there is no structural break against 
the alternative hypothesis which state that there exist 
structural break. 

Decision Rule 

H0 will be rejected at the significance level α if 

  ( ,  - 2 )1 2F F k n n k≥ +  

The other criterion equivalent to the decision rule above is to 
compare the p-value for F-statistics with α and reject H0 if 

Pr( )  F α≤  

where P(F) is the asymptotic p-value and note that the rejection of 
H :  β  =   00 1   would mean that  is likely to be different from 0. 

A parametric test of significance of the Chow test can be 
carried out using an F-statistic under the assumption of normality. 
If this condition is not met, a permutation method becomes an 
alternative to perform the test. Under normality, one expects a 
permutation test to produce approximately the same results as the 
parametric F-test. So, the parametric F-test will be used as a 
reference to assess some important properties of the various 
permutation methods proposed in this study.  

  The Proposed Permutation Methods for Chow Test 

 The proposed permutation methods considered in this 

study include:  

1. Permute object of dependent variable Yt 

2. Permute object of predicted dependent variable Ŷt  

3.4. 1. Method 1: Permute object of dependent variable 
tY  

This method considers a situation where we permute the 
dependent variable  Yt in (4). For the permutation of  Yt we shall 
substitute *Y  Ytt =

 
to obtain (10) for the simple linear model 

situation while other variables remain unchanged *Yt  represents 
the permutated dependent variable of the full model) . The F-test 
statistic for the permutation of the object of dependent variable for 
the simple linear model is given as  

( ) ( ) ( )

( ) ( )

22 2
* ˆ ˆ ˆ

1 1 1
*

2 2
ˆ ˆ ( - 2 )1 21 1

tT Tb
y y y y y y kt t t t t tt t ta

F
t Tb

y y y y n n kt t t tt ta

  
  

− − − + − ∑ ∑ ∑ 
  = = =   =

 
 

− + − +∑ ∑ 
 = =
 

         (13) 

where, 

*
ty represents the permuted variable while other variables remain 

the same.  

The matrix equivalence of  (13) is given by  (14) 

* * * -1 * -1(( -  ( ) (( -  ( ) )1 1 1 1 1 1 1 1

-1( -  ( ) )))2 2 2 2 2 2 2 2
*

-1(( -  ( ) )1 1 1 1 1 1 1 1

 ( -  (2 2 2 2

Y Y Y X X X X Y Y Y Y X X X X Yt t t t t t t t t t t t t t t tb b b b b b b b

Y Y Y X X X X Yt t t t t t t ta a a a a a a a
kF

Y Y Y X X X X Yt t t t t t t ta a a a a a a a

Y Y Y X Xt t t tb b b b

′ ′ ′ ′ ′ ′ ′ ′−

′ ′ ′ ′+

=
′ ′ ′ ′

′ ′ ′+ -1) ))2 2 2 2
( - 2 )1 2

X X Yt t t tb b b b
n n k

′

+

     

                                                                                                                                                                      

                       (14) 

Substituting, 

( ) 1* * * * * RSS Y Y Y X X X X YYT t t t t t t t t
−′ ′ ′ ′= −  

1
-  1 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t tb b b b b b b b

− 
′ ′ ′ ′=  

   
1

-  2 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t ta a a a a a a a

− 
′ ′ ′ ′=  

   

1β
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Then, (14) can be simplified as  
*(RSS - (RSS +RSS ))/k1 2YT*= F(k,n +n -2k)F 1 2(RSS +RSS )/(n +n -2k)1 2 1 2

≈      (15) 

where,  
*RSSYT : represents the permuted residual sum of squares for the 

full model 

RSS1 : represents the residual of the first sub sample or first 
reduced model  

RSS2 : represents the residual sum of squares for the second sub 
sample or second reduced model,  

k: is the number of parameters,  

n1 and n2 : represents the length of the two subsamples 

ta: represents the time at break point and tb= ta-1 

 The procedure for running the permute the raw data of 
the dependent variable for the full model Yt is stated as follows:  

1. Compute the sum of squares residual for the single model and 
the sub sample as RSST, RSS1  and RSS2. Calculate the 
reference value of the F-statistic, F using  (12). 

2. Permute variable Yt at random to obtain *
tY  

3. Compute the sum of squares residual for the single model 
using *

tY  and the sub samples to obtain *RSSYT
, RSS1  and 

RSS2 as calculated in step 1, compute  using (15). 
4. Repeat step 2 and 3 large number *F  of times to obtain the 

distribution of *F under permutation. Add the reference 
value F to the distribution. 

5. For a one – tailed test involving the upper tail, calculate the 
probability as the proportion of values *F greater than or 
equal to F. In the lower tail, the probability is the proportion 
of values *F smaller than or equal to F. 

3.4. 2 Method 2: Permute object of the predicted dependent 

variable Ŷt   

This method considers permuting the predicted dependent 
variable of the full model.  In this method, the object of the 
predicted variable will be permuted and used to obtain the 
corresponding residual sum of squares. We shall express this 
method using the simple linear model before generalizing using 
the matrix form.  The F-test statistic for the permutation of the 
object of predicted dependent variable for the simple linear model 
is given as  

( ) ( ) ( )

( ) ( )

22 2
*ˆ ˆ ˆ

1 1 1
*

2 2
ˆ ˆ ( - 2 )1 21 1

tT Tb
y y y y y y kt t t t t tt t ta

F
t Tb

y y y y n n kt t t tt ta

  
  

− − − + − ∑ ∑ ∑ 
  = = =   =

 
 

− + − +∑ ∑ 
 = =
 

        (16) 

where, 

*ˆ
ty : represents the permuted predicted variable while other 

variables remain the same.  

The matrix equivalence of  (16) is given by  (17) 

-1 * -1(( -  ( ( ) ) (( -  ( ) )1 1 1 1 1 1 1 1

-1( -  ( ) )))2 2 2 2 2 2 2 2
*

-1(( -  ( ) )1 1 1 1 1 1 1 1

( -  (2 2 2 2 2

Y Y Y X X X X Y Y Y Y X X X X Yt t t t t t t t t t t t t t tb b b b b b b b

Y Y Y X X X X Yt t t t t t t ta a a a a a a a
kF

Y Y Y X X X X Yt t t t t t t tb b b b b b b b

Y Y Y X Xt t t t ta a a a a

′ ′ ′ ′ ′ ′ ′ ′−

′ ′ ′ ′+

=
′ ′ ′ ′ +

′ ′ ′ -1) ))2 2 2
( - 2 )1 2

X X Yt t ta a a
n n k

′

+

     

   (17) 

Substituting, 

( )** -1 -  ( )ˆRSS Y Y Y X X X X Yt t t t t t tYT
′ ′ ′ ′=  

1
-  1 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t tb b b b b b b b

− 
′ ′ ′ ′=  

   
1

-  2 1 1 1 1 1 1 1 1RSS Y Y Y X X X X Yt t t t t t t ta a a a a a a a

− 
′ ′ ′ ′=  

   
 

Then,  (17) can be simplified as  

*( -  ( )) /ˆ 1 2* ( , - 2 )1 2( ) / ( - 2 )1 2 1 2

RSS RSS RSS k
YT F k n n kF RSS RSS n n k

+
= ≈ +

+ +
         (18) 

where,  
*
ŶTRSS : represents the permuted predicted residual sum of squares 

for the full model 
1RSS : represents the residual of the first sub sample or first 

reduced model  
2RSS  represents the residual sum of squares for the second sub 

sample or second reduced model,  
k: is the number of parameters,  
n1 and n2: represents the length of the two subsamples 
ta: represents the time at break point and tb= ta-1 

                

 The procedure for running the permute the predicted 
dependent variable for the full model t̂Y  is stated as follows:  
1. Compute the sum of squares residual for the single model and 

the sub sample as RSST, RSS1 and RSS2.. Calculate the 
reference value of the F-statistic, F using (12). 

2. Permute variable Ŷt at random to obtain *Ŷt  
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3. Compute the sum of squares residual for the single model 
using *Ŷt  and the sub samples to obtain *RSS

ŶT
, RSS1  and 

RSS2 as calculated in step 1, compute  *F  using  (18). 

4. Repeat step 2 and 3 large number of times to obtain the 
distribution of *F under permutation. Add the reference value 
F to the distribution. 

5. For a one – tailed test involving the upper tail, calculate the 
probability as the proportion of values *F greater than or 
equal to F. In the lower tail, the probability is the proportion 
of values *F smaller than or equal to F. 

  Milek (2015) Permutation Method for Structural Break   

        In [14], the author proposed a permutation method for 

structural break as  

2-2 1
1

a
T b b

a
= +                                               (19) 

where,  

( )( )1 11
1

2( )11

k
t t y yt t tta k

t t tt

− −∑
==

−∑
=

, 
( )( )2 21

2
2( )21

n
t t y yt t tt ka k

t t tt k

− −∑
= +=

−∑
= +

, 

1 1 11b y a tt t= − , 2 2 2 2b y a tt t= − , 1
1

k
ytty t k

∑
== , 1

2

n
ytt ky t n k

∑
= +=

−
, 

1t =1t

k
t

t
k

∑
= ,  and 1

2

n
t

t kt t n k

∑
= +=
−

 

 

The testing procedure for the permutation test to detect a structural 
change at time t = k is as follows as described by [14] , was 
presented as:  
1. Establishment of the level of significance α 
2. Calculate the T0 value of statistic T based on simulated data.  
3. Executing the time series permutations of N times, then 

calculating the value of the test statistics.  
4. On the basis of the empirical distribution of the test statistics 

T, the asymptotic significance level (ASL) value is calculated. 
If ASL < α, then the hypothesis H0 is rejected, otherwise 
there is no basis to reject H0. As the number of repetitions of 
permutations assumed N = 1000. 

 Power performance of the Methods 

 To determine the power of the methods in this study, 
data were simulated from the gamma distribution and the 
standard normal distribution.  The null hypothesis was stated as: 

H0: There is no presence of structural break in the model or 
β =  β1 1t  

The power of the methods were examined using  the following 
criteria: 

1. The size of the samples n={15, 20, 25, 30, 40, 50, 60, 70, 
80, 90, 100} 

2. The break points were varied randomly to avoid bias 
3. The significant level (α) was set at 95% 
4. The permutation was set at 10, 000 permutations 

The power was reported as the rate (fraction) of rejection of the 
null hypothesis after 200 simulations. 

          number of rejection of H ( )oPower (P)
number of simulation (nsim)

α
=                                      (20)                                             

The value of power is expected to fall between zero and one 
( 0 P 1≤ ≤ ), and the decision rule is: the more closely the value of 
the power is to one, the better the method [18]. Hence, the method 
with its power more closely to 1 becomes the best method for 
detecting structural break.  

Also, the average power of the methods were calculated as: 

Sum of Power (P) 1Average Power
number of sample size points

S
Pii

S

∑
== =                      (21) 

where the number of sample size points, S= 1, 2, ..., 11 

Also, simple bar chart was used to express the visualization 
of the average power of the methods, where the method with the 
highest bar is considered the best method. Thereby, the height of 
the bar determines the magnitude or performance of the methods. 

  Data Presentation 

Table 1: Summary of Annual Real Gross Domestic Product and Electricity Net 
Generation from 1989-2015 

Year RGDP(“B” 
N) 

ENG (“B” 
kwh) 

Year RGDP 
(“B” N) 

ENG (“B” 
kwh) 

1989 236.7 12.251 2003 477.5 19.352 

1990 267.5 12.029 2004 527.6 23.171 

1991 265.4 13.613 2005 561.9 22.524 
1992 271.4 14.247 2006 595.8 22.109 
1993 274.8 13.913 2007 634.3 21.922 

1994 275.5 14.877 2008 672.2 22.680 
1995 281.4 13.889 2009 716.9 22.879 

1996 293.7 14.367 2010 775.3 23.143 
1997 302 14.697 2011 884 27.522 

1998 310.9 14.732 2012 888.9 29.240 
1999 312.2 15.432 2013 950.1 29.538 

2000 329.2 14.131 2014 955.2 29.697 
2001 357 14.837 2015 536.68 34.65 
2002 433.2 19.953    

Source: Central Bank of Nigeria Statistical Bulletin and National 
Bureau of Statistics Annual Abstract of Statistics for various years 
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Key: RGDP = Real Gross Domestic Product in billions of Naira 
and ENG=Electricity Net Generation in billion Kilo Watt per hour 

Table 2: Number of Monthly Reported Appendicitis cases for the period of 2011 
to 2017 

MONTHS 
YEARS 

2011 2012 2013 2014 2015 2016 2017 

January 7 8 4 8 5 4 2 

February 4 6 5 6 4 3 3 

March 7 8 3 4 3 2 1 

April 9 4 6 5 2 4 2 

May 5 9 4 4 4 5 1 

June 3 7 5 2 5 0 1 

July 9 9 1 7 5 3 1 

August 6 9 4 5 3 5 3 

September 7 7 5 5 0 3 2 

October 6 5 6 4 5 1 3 

November 9 8 7 7 4 2 2 

December 6 4 6 3 6 3 1 

Total 78 84 56 60 46 35 22 
 
Source: Federal Hospital Kaura-Namoda, Zamfara State, Nigeria, 
2018 

4.  Data Analysis and Result  

 In this section, the result of simulation was obtained for 
the various methods discussed in the previous section. Also, result 
of the real life application of the methods were equally presented 
in this section. The data analysis was done using computer 
program written in R. 

4.1.   Result of Data Analysis for  Gamma Distribution  

This section presents the power of the various methods using 
data generated from the gamma distribution at α=0.05. 

Table 3: Performance of the methods for  Gamma Distribution 

Sample 
Size / 
Methods 

Chow Method1 Method2 Milek 
(2015) 

15 0.42 0.8 0.56 0.04 

20 0.44 0.84 0.56 0.04 

25 0.68 0.9 0.58 0.04 

30 0.7 0.9 0.66 0.06 

40 0.82 0.94 0.72 0.06 

50 0.84 0.96 0.82 0.06 

60 0.84 0.96 0.86 0.06 

70 0.9 0.96 0.88 0.08 

80 0.9 0.96 0.88 0.08 

90 0.94 0.96 0.88 0.08 

100 0.94 0.97 0.9 0.14 

Average 
Power 

0.77 0.92 0.75 0.07 

Rank 2 1 3 4 

 

4.2.  Result of Data Analysis for  Standard Normal Distribution  

This section presents the power of the various methods 

using data generated from the standard normal distribution at  

α=0.05. 

Table 4: Performance of the methods for  Standard Normal Distribution 

Sample 
Size / 
Methods 

Chow Method1 Method2 Milek 
(2015) 

15 
0.56 0.92 0.52 0.2 

20 
0.56 0.92 0.52 0.2 

25 
0.58 0.92 0.54 0.2 

30 
0.58 0.92 0.54 0.2 

40 
0.6 0.94 0.56 0.2 

50 
0.6 0.94 0.56 0.2 

60 
0.58 0.94 0.86 0.28 

70 
0.7 0.95 0.86 0.6 

80 
0.7 0.96 0.88 0.8 

90 
0.73 0.98 0.88 0.8 

100 
0.74 0.98 0.88 0.8 

Average 
Power 

0.63 0.94 0.69 0.41 

Rank 3 1 2 4 
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Figure 1: Performance of the methods for the Gamma Distribution 

Table 5: Performance of the methods across the Distributions 

Methods 

Gamma 
Distributi

on  

Standard 
Normal 

Distribution  
Average Power for all 

distribution  

Ran
k 

Chow 
0.77 0.63 0.70 3 

Method1 
0.92 0.94 0.93 1 

Method2 
0.75 0.69 0.72 2 

Milek 
(2015) 

0.07 0.41 0.24 4 
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Figure 2: Performance of the methods for the Standard Normal Distribution 

4.3. Discussion of Result  

The result of the analysis presented in table 3 using data for 
the gamma distribution showed that Method1 performed best in 
terms of rejecting the null hypothesis when it is true at 95% 
Confidence level while the least performing method was the 
Milek, since their corresponding performance/rank were obtained 
as Method1 = 1, Chow= 2, Method2=3  and Milek (2015) =4. The 
findings was presented in figure 1 and it was revealed that the 
performance of the methods increases as the sample size increases.  

Similarly, it was found from the result presented in table 4 for 
the standard normal distribution that Method1 performed best in 
terms of rejecting the null hypothesis when it is true at 95% 
Confidence level while the least performing method was the 
Milek, since their corresponding performance/rank were obtained 
as Method1 = 1, Method2 = 2, Chow=3  and Milek  = 4. The 
findings was presented in figure 2 and it was revealed that the 
performance of the methods increases as the sample size increases.  
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Figure 3: Performance of the methods across  the Gamma and Standard Normal 

Distribution 

Also, Method1 was found to perform better than the other 
methods across the distributions (see table 5). The performance of 
the methods were in the following order of magnitude Method1=1, 
Method 2=2, Chow=3 and Milek = 4.  

4.4. Real Life Application of the Methods  

Example 1: Real Life Application of the Methods  for Small 
Sample Situation 

Secondary data collected from the National Bureau of 
Statistics and Central Bank of Nigeria (CBN) statistical bulletin  
on Real GDP and Electricity net generation in Nigeria from 1989–
2015 was used to illustrate the methods (see Table 1). This 
example was considered as small sample case since the data 
points/number of observation were 27. The methods were used to 
test whether the introduction of Nigeria Electricity Regulatory 
Commission (NERC) in the year 2005 has significant impact on 
economic growth in Nigeria. This implies testing for structural 
break at year 2005. The method 1, 2 and Milek (2015) 
permutation methods were performed for 10, 000 permutation. 
The result obtained was summarized in table 6.   

Table 6: Performance of the Methods  for example 1 

Methods  
Chow Method1 

(Ref= 
849.087) 

Method2 
(Ref= 

849.087) 
Milek (2015) 
(Ref= 409.81) 

P-value 0.000 
0.005 0.005 0.005 

The result of the example 1, real life application presented in 
table 6 found a Chow test value of 849.087 which was used as the 
reference value for the proposed permutation methods for Chow 
test. The result revealed p-values of 0.005, 0.005, and 0.005 for 
Method 1, Method 2 and Milek respectively. This result implies 
that all the methods were able to detect the presence of structural 
break at break point 2005.  

Example 2: Real Life Application of the Methods for Large 
Sample Situation 

This example employed secondary data collected from the 
records of patients at Federal Hospital Kaura-Namoda, Zamfara 
State. The data comprises of monthly reported cases of 
appendicitis from 2011 to 2017. This example was considered as 
large sample case since the data points/number of observation 
were above 30. The methods were used to test whether there exist 
structural break at point 49. This implies testing for structural 
break at January, 2015 when the President Buhari administration  
started (ta=49). The method 1, 2 and Milek permutation methods 
were performed for 10, 000 permutation. The result obtained was 
summarized in table 7.   

Table 7: Performance of the Methods for example 2 

Methods  

Chow 
Method1 
(Ref= 
526.79) 

Method2 
(Ref= 
526.79) 

Milek 
(2015) 
(Ref= 
486.94) 

P-value 0.000 0.0049 0.0196 0.0194 

The result of the example 2, real life application presented in table 
7 found a Chow test value of 526.79 which was used as the 
reference value for the proposed permutation methods for Chow 
test analysis. The result revealed p-values of 0.0049, 0.196, and 
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0.0194 for Method 1, Method 2 and Milek respectively. This 
result implies that all the methods were able to detect the presence 
of structural break at break point 49.  

5.  Conclusion 

      This study proposed two new permutation methods for Chow 
test analysis. The study compared the performance of the 
proposed permutation methods against the traditional Chow test 
method and the Milek permutation for structural break using the 
gamma distribution and the standard normal distribution. 
Method1 was found to perform better than Method2 followed by 
the traditional Chow test analysis for both the gamma and 
standard normal distribution. While the Chow test analysis was 
found to perform better than the Milek permutation for structural 
break.  

      The result of the example 1, revealed that all the methods were 
able to detect presence of structural break at break point 2005. 
Hence, we conclude that the introduction of NERC in 2005 has 
significant effect on economic growth in Nigeria with regards to 
electricity net generation. Similarly, the result of the example 2, 
revealed that all the methods were able to detect presence of 
structural break at break point 2015. This indicate that the 
emergence of the president Buhari administration has significant 
impact on the number of reported cases of appendicitis at Federal 
Hospital Kaura-Namoda, Zamfara State, Nigeria.    

      In view of the outcome of the study, it is recommended 
Method1 (permute the dependent variable of the full model) be 
used for detecting structural break in linear models until future 
studies proves it otherwise.   
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