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 The major problem in electric utility is Electrical Theft, which is harmful to electric power 
suppliers and causes economic loss. Detecting and controlling electrical theft is a 
challenging task that involves several aspects like economic, social, regional, managerial, 
political, infrastructural, literacy rate, etc. Numerous methods were proposed formerly for 
detecting electricity theft. However, the previous works considered only the one 
dimensional (1-D) energy consumption data which apprehended the periodicity and were 
found inefficient in storing and retrieving the memory that resulted in a lower accuracy rate 
of detection. Hence, this research study intends Convolutional Neural Network combined 
with Bidirectional Long Short Term Memory based Recurrent Neural Network (CNN-RNN-
BiLSTM) for overcoming the aforementioned problems in the detection of electricity theft. 
The CNN captures the global variables of 1-D data and identifies the non-periodicity and 
periodicity of 2-D electricity consumption records. RNN-BiLSTM extends the memory 
storage capacity of the neural network with bidirectional flow of information, thereby 
allowing learning order dependencies.  The proposed method results of the predicted values 
of the electricity theft show better accuracy rate with reduced time during the training phase 
and reduced number of epochs. The proposed model helps to discriminate the customers 
for preventing fraudulent activities in the usage of electric power. The validation of the 
proposed method is carried out by comparing the method with the existing Support Vector 
Machine (SVM) and multi-class SVM models. The comparative results prove that the 
proposed CNN-RNN-BiLSTM model of electricity theft detection works efficiently. 
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1. Introduction  

Electricity has become a basic need in our life. Losses often 
occur during the transmission, generation, and distribution of 
electricity. The losses in the electricity supply to consumers, refer 
to the quantity of electricity introduced into the distribution and 
transmission grids that are unpaid by the users. The losses of 
electricity can be classified into technical losses (TLs) and Non-
Technical losses (NTLs) [1]. Advanced Metering Infrastructure 
(AMI) they enable energy companies to obtain active energy, 
phase current and voltage, apparent energy, and Reactive lead from 
smart meter deployed at home [2]. Smart meters (SM) collect the 
active energy from the real-time, and reveal the user habits and 
behavior at home to forecast the financial loss. For example, if the 
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daily energy is low, then the user is not at home. To disclose the 
theft detection is addressed in this work. Smart meters allow 
functions to perceive Non-Technical Loss (NTL), which was very 
difficult in previous days. Now SM even out functions that often 
measures the energy consumption (EC), and gives the better 
perceptive of customer consumption behavior [3]. 

Non-Technical losses occur due to loads and conditions when 
the Technical losses calculation become unsuccessful to consider 
or due to the triggering of the external factors. Non- Technical 
losses are tedious to evaluate since these losses are not frequently 
considered by the system operatives and therefore have no verified 
data existed [4]. One of the fundamental NTLs is the theft of 
electricity. This theft involves bypassing of the electricity meter, 
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hacking the meter, or tampering the meter reading [5]. Electricity 
theft results in a great revenue fall of power company because of 
the surging electricity, the dense load of electrical systems, and it 
brings threats to public safety. 

In many developing countries, at many distribution feeders, 
electricity theft is openly visible. In the past, indiscriminate 
machine learning methods have been employed for detecting 
electricity theft. However, convenient variables are created from 
meter readings, and the performance will be optimal [6]. The 
existing methods have some concerns that need to be addressed 
further. For Artificial Intelligence (AI) based methods, due to the 
difficulty in building a labeled dataset of electricity thefts, the 
application of classification methods is limited. Since the 
clustering algorithms are unverified, tampered load profiles with 
normal figures cannot be identified, ensuing in low accuracy of 
prediction. For the state-based methods, the measurement data and 
system information acquisition are much more difficult to obtain 
[7]. For deep learning approaches, since the scalability of the 
framework is arbitrary, the network can end up being unstable. 
Furthermore, the weights fed to the layers of the network have the 
underfitting of the model that tends to increase the number of 
epochs for training the model. Epoch is defined as the number of 
iterations related to the samples of the dataset. For training a 
network with a large dataset and a reduced number of epochs, 
memory storage becomes an important concern for the 
classification model of the network. 

2. Literature Review 

This section includes a survey of electricity theft detection 
methods proposed by researchers formerly. The studies can be 
categorized into hardware-based and non-hardware based 
solutions to the detection of electricity theft. Non-hardware based 
solutions include AI and machine learning techniques. 

Nizar et al. applied the Extreme Learning Machine (ELM) for 
electricity theft detection [8]. The ELM-based technique extracts 
forms of customer behavior using their previous consumption data 
in kWh and perceives abnormal deeds. The performance of the 
classifier was compared with OS-ELM and SVM for validation. 
However, the classification rate of testing phase was found low for 
this approach. 

In [9], the authors recommended a multi-class SVM which was 
trained to identify a sample of load profiles whether it is malicious 
or normal. This paper addressed and solved the imbalanced 
training by generating a synthetic dataset. The algorithm also uses 
silhouette plots to identify the different distributions in the dataset. 
One limitation of the machine learning approach is that it is 
vulnerable to contamination attacks. 

In [10], the authors proposed an optimum-path forest (OPF) 
based unsupervised NTL detection methodology and compared 
with other popular clustering methods including k-means and 
GMM. OPF has attained the most accurate results while 
considering both the applications on two datasets composed of 
industrial and commercial profiles of irregular and regular 
consumers. However, clustering techniques are not cost-effective. 

In [11], the researcher suggested for distribution lanes from 
current and real power measurements using linear regression 
technique; subsequently, NTL of all lane is measured in accordant 

with the estimated resistance value to find the electricity theft. 
Limitation of this method is that correlating more than two 
independent factors with dependent factor becomes complicated in 
the linear regression model. 

In [12], the authors proposed for distribution load transformer 
is employed in detecting meter tampering using state estimation-
based technique. The variation in the measured values and the 
estimated values is assessed to make suspicious details of 
consumers with metering issues. Customer meter data in 
conjunction with intelligent devices measurements in smart 
distribution grid are used for DSE and NTL detection without 
additional meter investment at points of delivery. 

In [13], the researchers presented a probabilistic methodology 
NTL assessment in the distribution system. The sensitivity of 
technical loss when related to the load variation is derived, and the 
probabilistic distributions of total loss and technical loss are 
evaluated. This approach is suitable only for countries that have 
scarce resources and is not suitable for smart grid applications. 

In [14], the authors recommended a deep-learning-based real-
time technique for the finding of electricity thefts was projected. 
This paper utilizes real-time data and its state vector estimator 
(SVE), and computes the occurrence vector and state vector and 
the topology of the power system, and a detection scheme based 
on broad belief network assist the SVE identifies the false data 
injection (FDI). However, possible FDI attacks are not imposed on 
the network.  

In [15], the researchers proposed Principal Component 
Analysis (PCA) based Theft Detection system to identify energy 
theft in AMI. This approach was then compared with SVM 
classifier to validate the supremacy of PCATD performance. But 
the results obtained from PCA are found to be inconsistent under 
change of constraints.  

The study conducted in [16] detect the anomalous behavior in 
customer-defined patterns using an SVM classifier. However, the 
study relied on monthly measurements of the demand, and the 
detection window is approximately taken for two years. 
Additionally, the algorithm was found to show low performance 
while detecting any theft cases that are not viewed as unexpected 
variations. 

Beyond the concept of machine-learning algorithms, 
techniques based on game-theory have been applied in [17], 
identified the fraud was executed between the utility company and 
fraud-committing consumers. The primary problem with these 
approaches is the struggle in the formulation of practical and 
realistic utility functions for the players involved. 

In [18], the authors proposed a model that exploits the time-
series nature of the customers' electricity consumption to 
implement a Gated Recurrent Unit (GRU)-RNN. As an 
improvement to RNN, random search analysis in the learning stage 
has been adopted. In [19], the authors suggested a deep neural 
network (DNN)-based customer-specific detector, that implements 
a sequential grid search analysis in its learning stage for tuning 
hyperparameters. Wide-ranging investigations are performed 
based on openly accessible originally energy consumption 
database of 5000 customers. These approaches suffer from 
inefficient memory for storage and retrieval. 
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In [20], the author proposed DNN with transfer entropy 
measure-based anomaly detection for both sensor measurements 
and innovative sequences, that can be assessed in a data-driven 
fashion without relying on a model of the underlying dynamic 
system. The results of the simulation indicated that the method 
takes a longer time for computation. 

In [21], the authors recommended a novel data analysis method 
for detecting false data injection attack mitigation (FDIA) based 
on a data-centric model using the margin setting algorithm. The 
performance of the suggested methodology is presented 
employing the six-bus power network in a measurement system of 
the wide-area environment through simulation. However, it 
handles only a limited data for the period of the identification 
process.   

In [22], the authors proposed to identify cyber-attacks in 
Cyber-Physical systems using a novel unsupervised approach, 
combining LSTM-RNN for behavioral-based intrusion detection. 
This model not only identifies the attacked sensor, but also detects 
the irregularities in the CPS. The limitation of this method was that 
the ability to validate the false positives was found less. 

In [23], the authors proposed ANN-based intrusion detection. 
The MLP is trained to employ packet traces of internet, and then it 
is evaluated based on its capability to resist DoS/DDoS attacks. 
The study spotlight on the normal and threat patterns classification 
on an IoT Network. But the mean absolute error obtained for MLP 
was found to be high. 

3. Proposed Methodology  

In this section, the Electricity Theft Detection and 
Implementation using CNN-RNN-BiLSTM model are discussed. 
The advancement of the methodology proposed such work consists 
of the following fundamental stages: 

• To construct a network for ensuring enhanced storage of 
memory along with cache memory and for the retrieval 
of the system. 

• To build a balanced system for reducing the training time 
and epochs. 

• To detect electricity theft in the Indian distribution 
system.  

Electricity Theft Detection 

 Electricity Theft Detection study is categorized into two 
types:  Data-driven solution and Hardware-based solution. The 
hardware-based solution met with failure due to severe weather 
conditions and difficulty in maintaining the devices. The data-
driven solution has attained more attention  

nowadays. The data-driven is planted on data fusion from 
sensors and AMI. The methodology uses SM data for convolution.  

Data attributes 

 The following are the important attributes of electricity 
consumption behavior from 41 meters dated 1/1/2017 to 16/2/2018 
with the frequency of every 15 minutes that the users consume 
energy daily. The attributes namely; R, Y, B phase current and 
voltage, active energy, apparent energy, reactive lag, reactive lead, 
PF, and label. 

CNN  

 A CNN structure transforms the input work into an output 
work using a stack of the discrete layer. CNN comprises of an input 
layer, multiple hidden layers, and output layer; whereas the hidden 
layer embraced of pooling layer and convolutional layer [24]. The 
receptive field is the zone of the input matrix that influences a 
precise unit of the network. The convolutional layer which 
comprises of the less receptive field and it can extend up to full 
depth of  

input, and it is composed of kernels or filters. Each filter is 
convolved using height and width of input at onward pass, and it 
produces the 2D activation map of the filter. The pooling layer 
reduces the parameters, network computation, and controls the 
overfitting. The pooling function employed in the proposed 
method is maximum pooling.  

The pooling layer accepts the volume of size 𝑊𝑊 × 𝐻𝐻 × 𝐷𝐷, and 
produces a volume of size 𝑊𝑊′ × 𝐻𝐻′ × 𝐷𝐷.' 

𝑊𝑊′ = 𝑊𝑊−𝑒𝑒
𝑠𝑠+1

        (1) 

𝐻𝐻′ = 𝐻𝐻−𝑒𝑒
𝑠𝑠+1

        (2) 

𝐷𝐷′ = 𝐷𝐷        (3) 

Where 𝑒𝑒 is the spatial extent and 𝑠𝑠 is the stride. The pooling 
layer operates independently on every depth of the input slice and 
resizes it in the spatial dimension. Due to these advantages, the 
CNN network is used for extracting the convolution features 
efficiently. 

RNN 

  In RNN the memory formed through recurrent 
connection. In feedforward networks, inputs are connected, and it 
is also independent. It exhibits vital behavior for sequential 
classification in a time sequence. Consider an input classification 
X = (X1, ..., XT), a standard RNN evaluates the hidden vector 
classification h = (h1, ..., hT) and output vector classification Y= 
(Y1, ..., YT ) by repeating the below equations from t = 1 to T [25]: 

ℎ𝑡𝑡 = 𝐻𝐻(𝑊𝑊𝑥𝑥ℎ𝑋𝑋𝑡𝑡 + 𝑊𝑊ℎℎℎ𝑡𝑡−1 + 𝑏𝑏ℎ)     (4) 

𝑦𝑦𝑡𝑡 = 𝑊𝑊ℎ𝑦𝑦ℎ𝑡𝑡 + 𝑏𝑏0)       (5) 

where, 

𝑊𝑊  - weight matrices (e.g., 𝑊𝑊𝑥𝑥ℎ  is the input-hidden weight 
matrix),  

𝑏𝑏 - denote bias vectors (e.g., 𝑏𝑏ℎ is the hidden bias vector) and  

𝐻𝐻 - hidden layer function. H is usually a sigmoid function. 

Bidirectional LSTM (BiLSTM) 

Long Short Term Memory (LSTM) Recurrent Neural 
Networks (RNN) have been solved the problem of vanishing 
gradients in RNNs. The LSTM structure composed of memory 
blocks and block consists of three multiplicative units such as 
input, forget and output gates and one or more self-associated 
memory cells. The multiplicative units afford incessant analogs of 
reading, write, and rearrange functions for cells. An LSTM is 
similar to RNN, but the main difference is the memory blocks are 
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used in the hidden layer instead of nonlinear units. To avoid the 
vanish-gradient issue and to access and store data for a long time 
of period, the multiplicative gates used in LSTM. Consider that the 
input gate rests closed (0) the cell will not be overridden by the 
fresh inputs, and can be set accessible for the next sequence, by 
opening the output gate.  

 
Figure.1: Methodology of CNN-RNN BiLSTM 

Traditionally RNN has the problem for vanishing and 
exploding the gradients. The issue is due to the weight proportional 
to the gradient of error. During backpropagation, gradients 
multiply with small values leads to earning smaller values. LSTM 
does not suffer from any gradients, and it also controls the cell state 
retains in memory and passes the output. An activation function is 
a function that defines the output of each node. A sigmoid 
activation function is used in the design. A sigmoid activation 
function is an 'S' shaped curve function that ranges between 0 and 
1. 

i =  σ(xtUi +  st − 1Wi)                      (6) 

f =  σ(xtUf +  st − 1Wf )                   (7) 

o =  σ(xtUo +  st − 1Wo)                    (8) 

where, 

xt is the input data sequence, the i-input gate is the gate that 
allows the input data to enter the network, the f-forget gate is 
responsible in deciding whether to keep the data or delete the data 
which is no longer useful, and o-output gate produces the output to 
be sent to the hidden state. The formula for each gate is formulated 

using the weight matrix (W), time sequence (U) and a sigmoidal 
activation function to push the values between a certain interval. 

CNN-RNN-BiLSTM 

 This paper proposes a CNN-RNN-BiLSTM method for the 
detection of electricity theft. A hybrid wide and deep CNN and 
RNN is proposed with memory extension rendered by BiLSTM 
network. The Wide CNN component can capture the convolution 
features of 1-D electricity consumption data. And the Deep CNN 
module can recognize the non-periodicity and periodicity of the 
electricity consumption records.  

BiLSTM based RNN offers enhanced memory storage with 
bidirectional information flow, and make the retrieval and the 
memory storage and recovery are possible for long term 
dependencies. The retrieved layer occurs with six classes. 

The architecture of the proposed system 

Fig 1 shows the flow diagram of the proposed CNN-RNN-
BiLSTM prediction model. Data from 41 smart meters are 
collected and given to the Convolution layer. The convolutional 
layer convolves the 1-D electricity data and produces 2-D 
electricity consumption data. And the pooling layer reduces the 
number of parameters. This working flow of Convolution and 
Pooling layer is depicted in Fig 2. L is the number of attributes, M 
is the number of feature values from the convolution layer and 
pooling layer. Attributes considered in work are phase voltages, 
phase currents, active energy, apparent energy, reactive lag, 
reactive lead, and power factor. 

 
Figure. 2 Convolution and Pooling layer 

The length of the input vector 𝑓𝑓 is n, and that of the kernel 𝑔𝑔 is 
m. The convolution of input vector and kernel function 𝑓𝑓 ∗  𝑔𝑔 is 
defined as:  

(𝑓𝑓 ∗ 𝑔𝑔)(𝑖𝑖) = ∑ 𝑔𝑔(𝑗𝑗) ∙ 𝑓𝑓(𝑖𝑖 − 𝑗𝑗 + 𝑚𝑚
2

)𝑚𝑚
𝑗𝑗=1                (9) 

These convolved values passed through max pool layer. The 
maximum value obtained from pooling layer is chosen as the 
convolution feature. The convolution features are loaded onto the 
input layer of RNN. The general structure of RNN is given in Fig 
3. 

RNN consists of 3 layers, namely, Input layer, Hidden layer, 
and Output layer. Input cells get convolution features and pass to 
the hidden or recurrent layer. It consists of neurons x1, x2, x3, etc., 
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which gets the input data sequences. The hidden layer contains the 
hidden units h1, h2, etc., which hold the activation functions that 
define the output of the neurons in the recurrent layer. The neurons 
in the output layer y1, y2, etc., will send the predicted values of 
electricity theft as the output. Each cell of RNN in the proposed 
prediction model is a BiLSTM memory cell, whose structure is 
displayed in Fig 4. 

 
Figure 3. Structure of RNN 

 
Figure 4. Structure of BiLSTM 

The information flow in a BiLSTM is bidirectional, unlike the 
LSTM. BiLSTM cells acquire bidirectional long term 
dependencies among time steps or sequential data. These previous 
long term dependencies are useful for predicting the next state. 

 
Figure. 5 CNN-RNN-BiLSTM 

Fig. 5 shows the architecture of the proposed CNN-RNN-
BiLSTM prediction model. Input data is sent to CNN for 
convolution. Convolution features extracted using CNN are sent to 
RNN-BiLSTM. The outputs of the model are the detected values 
of electricity theft. 

The voltage and current threshold values for different tamper 
types are given in Table 1. 

Table 1. Occurrence threshold values for different Tamper types 

S. NO TAMPER TYPE OCCURRENCE 
THRESHOLDS 

1 Link Miss phase-
wise 

Vx < 60 % Vref and Ix > 5 % 
Imax 

2 CT Bypass Iavg> 2% IBasic and Ix 
>2.5% IBasic 

3 CT Open phase-
wise 

Vx > 60% Vref and Ix< 0.5% 
Imax 

4 Current Unbalance Vavg > 60% Vref and Iavg > 
1: 

5 Voltage Unbalance Vavg > 66 % Vref 

6 Current Reversal 
phase-wise 

Vavg < 60% Vref and Net PF 
> -0.5: 

Six classes are achieved based on Vref=240V, Ibasic=10A, 
Imax=40.0A, Iavg=Average of three-phase currents and the 
tampers are link miss-phase wire, CT bypass, CT open phase-wise, 
current unbalance, voltage unbalance and current reversal phase 
wire. 

4. Result and Discussion 

Evaluation of the proposed energy theft detection using 
abnormal conditions scheme is done using MATrix LABoratory 
(MATLAB) The energy usage data comes from Smart Meter Data.  

Table 2. Results obtained 

Class Labels Six classes of fault 
types 

No. of Observations 6000 

Control classes [5x1] double 

Correct Rate 0.9712 

Error Rate 0.0288 
Classified Rate 1 
Specificity 0.9929 
Sensitivity 0.9990 
Positive Predictive 
Value 

0.9640 

Negative Predictive 
Value 

0.9998 

Positive Likelihood 139.7162 
Negative Likelihood 0.0010 

Prevalence 0.1608 
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4.1. Experimental Data 

Dataset taken for this study is the real-time data communicated 
by 41 numbers of three phases four-wire smart meters having a 
unique number, and the data is sent to the Data Collection Unit 
(DCU) of Chhattisgarh State Electricity Board Raipur. Totally 
231637 data for every 15 minutes’ interval of time from 1/1/2017 
to 16/2/2018 is considered.  

4.2. Testing 

Then the network is tested using the 6000 data. Each label 
consists of 1000 data. The tested results are obtained from 
MatlabR2018a are given in Table 2. 

The Fig.6 shows the confusion matrix accuracy of 97.1%. 

 
Figure 6. Proposed confusion matrix 

4.3. Parameter Study  

The Fig.7 shows the accuracy and loss of RNN-BiLSTM. 

 
Figure 7. Accuracy and loss of RNN-BiLSTM 

First Smart meter(SM) data are taken as label and balanced. 
Using the Convolutional Neural Network (CNN), the convolution 
feature of dataset is extracted. In CNN, we used two layers called 
Convolution and pooling layer to extract the convolution feature. 
Here, CNN works well for identifying simple patterns within the 
smart meter data, which will be employed to form higher complex 
patterns within higher layers. A one dimensional CNN is very 
efficient to derive the location of feature from shorter (fixed-
length) sections of the entire data set and where the location of the 
feature within the section is not of high significance. The extracted 
feature from the convolutional feature is used in the RNN-
BiLSTM network to predict the class of fault. In RNN-BiLSTM 
networks, information can be accessed both in forward and reverse 
direction. These forward and reverse feature in RNN-BiLSTM 
have to access the past as well as the future information. This has 
been effectively employed in many practical applications like 
language translation, future prediction, image captioning, etc., 
Using the Bidirectional LSTM we feed the learning algorithm with 
smart meter data once from the beginning to end and once from 
end to the beginning. There are debates here, but it usually learns 
faster than one-directional approach, although it depends on the 
task 

Here the loss (error) reduces from 2 to 0, and the accuracy 
shows increase the value from 0 to 100. Hence it shows our 
proposed CNN-RNN-BiLSTM shows the efficient accuracy of 
100% for the original Training Dataset. 

The proposed system is compared with the existing technique 
and proved the accuracy of 97.1%. Table 3 given below represents 
the compared result of the proposed with the existing methods, and 
Fig. 8 represents the accuracy score of the proposed method [27]: 

Table.3 Validation of proposed system 

Algorithm Arguments 
Accuracy 

Score 

Combined CNN model 100 epochs 0.9267 

Single CNN model 100 epochs 0.9218 

Simple DNN model 100 epochs 0.9145 

Linear SVC 
kernel: linear 

function 0.9178 

Random Forest Max depth: 7 0.9164 

Logistic Regression penalty: L2 0.9141 

Proposed Model 
Convolution 

BiLSTM 0.9712 

The sensitivity, specificity, and accuracy for the proposed CNN-
RNN BiLSTM are calculated using the confusion matrix which 
comprises of False Positive (FP), True Positive (TP), False 
Negative (FN), and True Negative (TN). Accuracy, sensitivity, and 
specificity are calculated using the following formulae.  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

    (10) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

       (11) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇

       (12) 
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Figure 8. Accuracy score of CNN-RNN BiLSTM 

The calculated values are found to be high for the proposed 
classifier. The specificity, sensitivity, and accuracy obtained for 
the proposed method are 99.29%, 99.9%, and 97.12% respectively. 
Fig 9 shows the performance assessment of the proposed 
framework: 

 
Figure 9. Performance evaluation of CNN-RNN BiLSTM 

The performance of the proposed CNN-RNN-BiLSTM is 
compared with existing methodologies in the literature. Table 4. 
provides the comparative analysis of the performance parameters 
of the proposed model with two other models, namely, Support 
Vector Machine (SVM) and Multi-class SVM. 

Table. 4 Performance comparison table 

Method Accuracy (%) 

SVM [16] 60 

Multi-class SVM [9] 94 

Proposed 97.1 

From the table, it is inferred that the proposed CNN-RNN-
BiLSTM theft prediction model has better performance compared 
to the existing models.  

5. Conclusion 

In this paper, the detection scheme of theft using the abnormal 
changes in electric values measures in the smart meter is proposed. 
The proposed electricity theft detection model is based on the 
combination of CNN and RNN-BiLSTM network, which detects 
whether the metering data has an abnormal behavior or not. The 
model predicts the abnormalities in consumer's power 
consumption behaviors and classifies the behavior based on six 
classes. The proposed neural network model achieved an accuracy 
of 100% in training phase and 97.1% in testing phase. The use of 
technique proposed in this paper will help power utilities to predict 
theft in lesser time and higher accuracy. Hence in the future, this 
theoretical approach to the detection of electricity is to be tested 
for real time practical application. And the use of hybrid spike 
neural network for electricity theft detection model is presumed to 
improve the performance of detection effectively. 
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