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ABSTRACT

Recently, augmented reality (AR) technology has been applied to the inter-
action technology between human and virtual objects. In AR interaction
technology, it is necessary for users to be able to manipulate virtual objects
intuitively. Thus, we focus on manipulating virtual objects directly with the
user’s bare hands in this study. On the other hand, in AR technology, since

Keywords: the 3-dimensional (3D) model is superimposed on the image of the real
Augmented Reality (AR) space afterwards, it is always displayed on the front side than the user’s
Virtual object hand (occlusion problem). Thus, it becomes an unnatural scene in some
Occlusion problem cases. In this study, this system detects hand area of the user by extracting
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depth information, color information and using canny edge detection in the
user’s hand. Thus, this system performs hidden surface removal along the
area of the user’s hand by considering the object-context relations between
the user’s hand and the virtual object. In the evaluation experiment, it is
confirmed that the hidden surface removal in this study make it possible
to distinguish between finger boundaries and to clarify and process finger
contours. This work is an extension of the paper entitled “Hidden Surface
Processing for Interaction of Hand and Virtual Objects Using Leap Motion
Controller” published in 2018 International Conference on Information
and Communication Technology Robotics (ICT-ROBOT).

1 Introduction by the AR is superimposed on the image of the real space af-
terwards, the 3D model is always displayed on the front side
and user’s hand is hidden by virtual objects. Thus, the scene
may become an unnatural scene, and the user cannot see
the object-context relations of the virtual object and his/her
hand, and feels that it is difficult to manipulate the virtual

objects.

Augmented reality (AR) is used in many fields including
education, medicine and entertainment, and its applications
became widespread [[1} 2 3]]. Also, the interaction with the
virtual objects is required in those papers. Therefore, we
think that more precise virtual object manipulations in AR

will be performed in the future.

On the other hand, since hands are our main means of in-
teraction with objects in real life, AR interfaces should also
be able to be for free hand interaction with virtual objects.

Furthermore, it is important to be able to adapt to more
detailed tasks by hand in order to handle a wide range of
fields such as medical care and education.

In the conventional study [4], by putting a marker, a
special glove, etc. on a user, the user’s position information
was acquired and interaction with a virtual object was real-
ized. However, these methods may give the user a sense of
discomfort such as weight due to wearing. Therefore, bare
hand interaction is required.

However, since the 3-dimensional (3D) model displayed

In the existing study [5], the system used transparent 3D
models and the 3D models followed each fingers of the user
based on the depth information of the user’s hand. In this
way, they performed hidden surface removal and tackled the
occlusion problem. However, since the 3D models which
follow the user’s fingers are larger than the finger, a wider
range than the actual finger was displayed on the front (see
Figure[I). In addition, no description has been given of a
case where there is a multiple virtual objects in the existing
study.

In other related study [6]], using the Kinect sensor in
order to obtain depth information of the user, hidden surface
removal was realized when an arm was inserted between
multiple virtual objects. Also, it was the same even when
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it came to deformable virtual object. However, the Kinect
sensor is a sensor that roughly recognizes human motion
and depth information, and the study didn’t focus on the
interaction between hands and virtual objects.

Figure 1: Hidden surface removal in existing study

In this study, we use Leap Motion Controller to acquire
depth information of the user’s hand. Additionally, this sys-
tem acquires RGB (Red, Green and Blue) information from
the web camera. Based on these pieces of information, the
contour of the hand is extracted to realize hidden surface
removal along the contour of the hand.

In this study, we aim to cope with more detailed virtual
object manipulations by conducting hidden surface removal
along the outline of the user’s hand. Moreover, we conduct a
manipulation of grasping a virtual object of primitive model
by hand and confirm whether it works properly.

2 Proposal

In order to conduct hidden surface removal along the contour
of the user’s hand, this system detects hand area of the user
by extracting depth information, color information and edge
detection in the user’s hand.

First, in order to extract hand area, we use the RGB im-
age based on color information. Next, based on the depth
information of the hand, a blue point group is created on
the thumb, and a green point group is created on the other
fingers. These point groups are displayed at their positions
only when the hand is in front of the virtual object. In addi-
tion, the hidden surface removal along the fingers is realized
by using the hand area extracted first and the result of edge
detection. Also, in order to cope with multiple virtual ob-
jects and distinguish the object-context relations of the blue
point group and the green point group, we use the Z-buffer
method.

In this way, when the user’s hand is near from camera
than the virtual object, the user’s hand is correctly displayed
on the front side of the virtual object, and the user can grasp
the anteroposterior relationship between the user’s hand and
the virtual object.

2.1 System Component

This system consists of a Web camera, the Leap Motion Con-
troller, PC and AR marker. In this study, since this system
needs accurate position information of user’s fingers, we use
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the Leap Motion Controller that can acquire various data
relating to user’s hand with high accuracy.

The purpose of use of each of the devices shown above
is as follows:

e Web camera: Acquisition of real image and recogni-
tion of marker.

e The Leap Motion Controller: Obtaining 3D coordi-
nates of the user’s fingers.

e Monitor: Video output.

e AR marker: Acquisition of position and tracking of
virtual objects.

The Leap Motion Controller and the webcam both use
camera features, which causes the camera features to in-
terfere with each other. Therefore, this system addresses
this problem by using network programming. This system
acquires data of 3D coordinates of the user’s fingers with
the Leap Motion Controller on the server side. In addition,
this system sends the data to the client side. On the other
hand, this system acquires images with the Web camera, and
conducts image processing and video output using the data
which received from the server side on the client side.

This system controls the position and orientation of the
virtual objects is by recognizing the AR marker. Therefore,
the AR marker needs to be recognized by the web camera.
However, when the user manipulates virtual objects, the AR
marker may be covered by his/her own hand. Therefore, this
system adopts a method of treating Marker A to Marker F
as one marker (see Figure |Z|) Thus, even when a part of
the marker is covered, the virtual objects can be displayed
properly.

We place the Leap Motion Controller on the position of
Marker B. This system displays the virtual objects on the
position of Marker C and Marker G (see Figure[2).

Leap Motion Controller

Virtual Object

Figure 2: AR marker

2.2 Development Environment

We use ARToolKit for AR marker recognition and camera
control. And, we develop this system using OpenGL for
displaying virtual objects and OpenCV for various image
processing. Here, the resolution of the camera is 320 x 240
pixels.
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2.3 Flow of Image Processing

The processing flow comprises of several steps as shown
in Figure[3] In Figure 3] the block of light red background

indicates that it is generated image.
Get position information of the

| ‘ user’s hand with the Leap Motion

Get RGB image with Web camera

to enerate Image Considering
conversion Depth Information

Generate image which HSV image
always displays virtual

objects on the front side

enerate image
using Canny method

‘ Determination of “skin color” ‘

enerate binary image
ek " f 0

(“skin color” area is white)

Noise removal

Generate Image which always display
the user’s hand on the front side
T

|

Figure 3: Flow of image processing in this system

2.4 Processing of Camera Image

This system gets RGB image with the web camera (see Fig-
ureEI). In this study, in order to use the HSV (Hue, Saturation
and Value) color space often used in the processing of color
images, this system converts RGB images to the HSV color
space.

—_—

[ & |
o)

Figure 4: RGB Image

2.5 Generation of Binary Image
2.5.1 Determination of “skin color”

This system needs to extract the area of skin color for de-
tection of the user’s hand area. At first, this system puts
red point on the finger which are the closest to the camera
(see Figure[3). A certain range is given to the HSV value
obtained from the pixel of that point, and it is defined as
skin color”.

Next, this system detects the user’s hand area as binary
images.
The procedure is shown below.

1. Get the 3D coordinates of the proximal phalanx of
the finger which are the closest to the camera with the
Leap Motion Controller.

. Generate images that red point is plotted around the
acquired position.

3. Obtain the 2D coordinate value of pixel units in the
red point.

. In Figure[d] this system gets average values of HSV
in the pixel values corresponding to the coordinates
acquired in step 3.

. Apply an appropriate range to each value of Hue, Sat-
uration, Value and decide it as “skin color”.

2.5.2 Noise removal

The binary image generated by this system contains salt and
pepper noise at first. Therefore, this system conducts erosion
and dilation twice in 8-neighbor in order to remove noise.

However, that alone cannot remove the noise sufficiently
(see Figure |§[) This is because, in this method, this sys-
tem has to conduct erosion and dilation multiple times in
order to remove loud noise. However, it needs complicated
calculation.

Therefore, regarding to the loud noise, this system re-
moves the noise in the area of the hand by conducting the
following processing (see Figure[7).

1. Determine white area including red point (which is
put on the finger which is closest to the camera) as
hand area.

2. Fill the inside of the hand area with black and the
outside of the hand area with white.

3. Invert white and black.

In this way, all noise in the hand area is removed (see
Figure[8).

Figure 5: Red point
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Figure 6: Result image including noise
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gers, this system generates images plotting blue point group
(following the position of the thumb) and green point group
(following the position of a finger other than the thumb).
Blue point group displays at the positions of each joint of
the thumb when the user’s thumb is front of the back object

(see Figure[10).

Figure 10: Blue point group following the thumb

In addition, green point group displays at the positions
Figure 7: Noise removing process of each joint of the fingers except thumb when the user’s
fingers except thumb are front of the back object (see Figure

Figure 11: Blue point group and green point group following the whole
hand

Furthermore, this system makes it possible to handle mul-
tiple virtual objects of different depths. The object-context
relations between the back virtual object and the hand of the
2.6 Generate Image Considering Depth Informa- User is determined depending on whether or not blue point

tion group and green point group are displayed. On the other

hand, the object-context relations between the virtual object

This system acquires 3D coordinates of the distal bone, mid- on the near side and the user’s hand is determined by using

dle phalanx, basal bone and metacarpal bone of the user’s the Z-buffer method. Using the Z-buffer method, when a fin-

hand (see Figure[9) with Leap Motion Controller. ger is positioned behind the virtual object, blue point group

and green point group following the position of the finger

are hidden by the virtual object. In this way, this system can

determine the object-context relations between the user’s

hand and the virtual objects even if there are multiple virtual
objects.

Figure 8: Noise removing

Distal phalanges

Proximal phalanges

2.7 Generate Images which Always Display The
Hand in Front of Virtual Objects

Metatarsals phalanges

This system synthesizes the original RGB image (see Figure
[[2}a) only in the white area in Figure [I3]to the image in
Figure 9: Hand joint Figure [[2}b. Thus, this system generates images that the
user’s hand is always displayed on the front of the virtual

Based on the acquired position information of the fin- object (see Figure[I2}c).
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Figure 12: Generation of images which hand is displayed front

Figure 13: Binary image

2.8 Generate Result Images

The area in Figure[I2}b corresponding the area of the blue
point group, the green point group and the red point group
(in the case where the position of the proximal phalanges
of thumb is in front of the virtual object) of Figure [I4}a are

replaced with the image shown in Figure [I4}b (Figure [[2}c).

Thus, based on the depth information, this system generates
images that the hand is displayed in front of the virtual object

(see Figure[I4}c).

Figure 14: Generation of result images

2.9 Distinction between Fingers Using Canny
Edge Detection

The white area in Figure [I3]indicates the hand area. How-
ever, no distinction between fingers is made from this image.
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Therefore, if hidden surface removal is conducted based
on this image, even if only the thumb should be subjected
to hidden surface removal like Figure [15} other fingers are
involved and processing is conducted.

Figure 15: Involved other fingers

Therefore, we need edge detection of the user’s thumb
in order to solve this problem.

Edge detection is the name for a set of mathematical
methods which aim at identifying points in a digital im-
age at which the image brightness changes sharply or more
formally, has discontinuities. The point at which image
brightness changes sharply are typically organized into a set
of curved line segments termed as edges.

We need to detect finger edge in order to distinguish
between thumb and other fingers. Furthermore, at the time
of the edge detection, the edge must be one clear line, since
the area of the thumb extracted by edge detection is filled in
the area surrounded by the edges in the later processing.

In this study, we use Canny edge detection algorithm
[7] to find an edge of the user’s thumb. Because it provides
better results and efficiency than other available algorithm
when we want to detect clear edges [8]].

Canny edge detector uses two thresholds and if the in-
tensity of that pixel is below that lower threshold than it is
assigned “0” value that can be none edge and if the inten-
sity of any pixel is above that the higher threshold than it is
assigned “1” value and can be edge.

In this study, we distinguish the thumb from the other fin-
gers. In order to detect the thumb, the thumb is surrounded
by an ellipse, and the inner area surrounded by it and the
boundary displayed by edge detection is extracted. The area
is the thumb area (see Figure [16).

Figure 16: Extraction of the thumb area

The following process is conducted to detect the thumb.

1. Get two coordinates of upper left end and lower right
end of blue point group (see Figure[I7}-a).
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2. Make an ellipse based on a line connecting the two
points (which are the coordinates acquired in step 1).

3. Overlap the ellipse surrounding the thumb on the im-
age generated based on the Canny edge detection (see

Figure[T7}b).

4. Fill the area surrounded by the ellipse and the edge
in Figure [I7}b which corresponding to the position
including the red point group in Figure[I7}a with gray.

5. Regards this gray area as the thumb area.

In this way, this system generates result image (see Fig-

ure[T7}c).

Figure 17: Distinction between the thumb and the other fingers

3 Experimental Results

We executed this system to confirmed whether hidden sur-
face removal along the fingers is possible or not.

First, we checked whether this system can cope with
multiple virtual objects. In this system, the object-context
relations between the back virtual object and the hand of
the user is determined depending on whether or not blue
point group and green point group are displayed. In order
to confirm whether this is properly processed, we placed
the virtual object at position C in Figure 2] and performed
manipulation that a user grabs the virtual object. On the
other hand, the object-context relations between the virtual
object on the near side and the user’s hand is determined
by using the Z-buffer method. In order to confirm whether
this is properly processed, we placed the virtual object at
position G in Figure 2] and performed manipulation that a
user grabs the virtual object.

Furthermore, we performed grasping manipulations on
virtual objects of 3D primitive figures from various direc-
tions in order to confirm whether this system is applicable to
virtual objects of various shapes.

3.1 In the case of an object behind

Since only the thumb comes to front side than Marker C, the
blue point group follows only the thumb (see Figure[I0) and
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draw the thumb properly on the front of the virtual object
(see Figure|[T8).

o B8 ©«W
— e ——

Figure 18: Result at the position of C in the AR marker

3.2 In the case of an object in front

This system conducted the hidden surface removal consid-
ering multiple virtual objects by the Z-buffer method. The
blue point group follows only the thumb and the green point
group follows the other fingers (see Figure [TT). Besides,
only the point group of the thumb was drawn on the front of
the virtual object by the Z-buffer method. As a result, it was
possible to draw only the thumb on the front (see Figure T9).

The blue point group and green point group in Figure
[[T]are based on the depth information of the user’s fingers.
Also, the anteroposterior relationship between the blue point
group and the green point group is correctly displayed by the
Z-buffer method. In this way, when the thumb is positioned
behind the other fingers, the green point group is displayed
on the front side of the blue point group.

o n

Figure 19: Result at the position of G in the AR marker

3.3  Various trials

We tested three movement patterns for each 3D objects. Here,
we use cube (see Figure[20), cone (see Figure[21]) and torus
(see Figure[22)) as 3D primitive objects.

In this section, we display the virtual object at position
B.

Each movement is as follows.

1. Grip the virtual object from the side.
2. Grip the virtual object from the top.

3. Grip the virtual object while the user’s thumb is be-
hind the other fingers.

The results are shown below. Here, “Grip the virtual
object from the side”, “Grip the virtual object from the side”,
and “Grip the virtual object from the side” in order from the

left in Figure [20]- Figure 22]
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Figure 20: Cube

Figure 21: Cone

Figure 22: Torus

4 Consideration

We confirmed that this system can perform correctly hidden
surface removal even when a user manipulates multiple vir-
tual objects by Z-buffer method from the experiment result.
In addition, we also confirmed that this system is effective
for virtual objects of various shapes.

The distinction between the virtual object and the user’s
hand was not clear when using the Z-buffer method when
considering the depth between the virtual object and the
user’s hand. Therefore, if there is only one virtual object or
if the depth coordinates of the virtual objects are all at the
same position, it is better to have blue point group follow
the thumb of the user only than to have blue point group and
green point group follow the palm of the user’s hand.

Regarding gripping the virtual object from the side (see
Figure[20), it was confirmed that the hidden surface removal
was accurately distinguished without involving a nearby fin-
ger.

Regarding gripping the virtual object from the top (see
Figure [21)), sometimes the hidden surface removal of the
base of the thumb did not work well, and a virtual object was
displayed superimposed on the thumb. This is because the
area of the thumb extracted by the Canny method is smaller
than the area of the real thumb.

Regarding gripping the virtual object while the user’s
thumb is behind the other fingers (see Figure[22), it was con-
firmed that the hidden surface removal was properly treated
even when the fingers other than the thumb were on the near
side. This is an effect of the present system because the
determination of the skin color is conducted on the foremost
finger. Also, at this time, since the blue point group is moved
to the back from the green point group, processing such as
the Canny method for the thumb is ignored.
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5 Conclusion

The future of AR as interaction technology in users and
virtual objects looks bright. In recent years, AR has been
applied to a wide range of fields such as education, medicine,
entertainment and a guide for various tasks. Among them,
the user directly manipulates virtual objects with their bare
hands. In the future, we expect further development of
interaction manipulation, and more detailed virtual object
manipulation will be required.

Thus, we proposed and implemented hidden surface re-
moval along the fingers, aiming at being able to apply to
more detailed works about interaction manipulation in AR.
In this study, we paid attention to detection the contour of
the hand to realize hidden surface removal along the user’s
fingers. In this system, processing based on hand depth infor-
mation, color information and edge detection is conducted
to detect hand contours.

As for edge detection, the Canny method was used to
reduce noise and obtain a clear contour. By these processes,
appropriate hidden surface removal was realized without
involving other fingers.

In the evaluation experiment, it was shown that it can
cope with multiple virtual objects. In addition, we tested
various grip methods for virtual objects of various shapes,
and showed that they manipulate normally.

As future works, since the generation of binary images
is not stable at the time of skin color detection, it needs
the solution. Moreover, since the contour of the thumb is
interrupted at the time of the Canny edge detection, it needs
to set more appropriate threshold in Canny edge detection.
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