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 In agile manufacturing, due to the desire to meet customer’s requirements, processing times 
are stochastic because operations could be done by robots or humans. This can cause several 
problems in scheduling the jobs, and it is necessary to select the dispatch rule with the least 
change in costs and times, to respond quickly to different processing times. In this work, 
some experimental tests are carried out through a simulation algorithm and the runs are 
made in a robot with 6 jobs where the delivery dates and the probability distribution of the 
processing times are known. The dispatch rules are compared, varying the ratio of Holding-
Penalty cost in different proportions to analyze how the total cost is affected, which is the 
novelty of this work. It was found that the most robust rule is the Shortest Processing Time 
(SPT) no matter if HC>PC or PC<=HC;  with less variance in cost and the least average 
completion time compare with the others.   With the mean lowest cost and that simultaneously 
minimizes early, and late production average time is the Earliest Due Date (EDD), when 
processing times are stochastic. As the dispatch rules present different degrees of sensitivity 
according to the cost relationship, it is convenient to explore which is the Holding-Penalty 
Cost relationship, that provides greater robustness and not just selects the least expensive 
rule. 
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1. Introduction   

In a manufacturing system, scheduling jobs on a single 
machine consists of sequencing them through a dispatch rule; that 
establishes the order of processing based on parameters such as the 
delivery date, the order of arrival or the processing time. In this 
sense, the objective of job scheduling is the performance 
optimization metric in terms of time or cost [1-3]. 

On the other hand, agile manufacturing refers to the production 
approach to re-spond quickly to uncertain aspects such as process 
technologies, customer demand or changing requirements; to 
achieve this, flexible manufacturing systems are used. In these 
systems, operations sequences and dispatch strategies are very 
important to respond in an agile manner [4]. In the present work, 
the process times are studied as stochastic variables, since this has 
significant effects in the flexible manufacturing system [5], 
allowing to measure how robust the solution is when processing 
times are used according to a certain probability distribution. Such 
measures can prevent wrong decisions [6]; although these times 
may vary due to clients requiring certain specifications and tasks 

can be done by a human or a robot. Additionally, diverse customer 
requirements make it difficult to accurately estimate processing 
times. 

Agile manufacturing requires managing change with flexibility 
while main-taining high service levels, just-in-time deliveries, and 
low production costs [6,7]. Given the above, for a manufacturing 
company that produces under an agile approach, it will be of 
interest to know the sensitivity of the total cost of each sequencing 
rule with respect to variations in the unit costs of maintaining 
inventory and penalties for late deliveries. The goal of analyzing 
such sensitivity is to control and ensure the agility of the 
production system in a changing environment. In this sense, 
knowing the sensi-tivity of the total cost for each sequencing rule 
would allow, for example, to determine improvement objectives in 
the inventory and material handling system to maintain early 
production at a lower cost. Also, the sensitivity analysis would lead 
to establish negotiation strategies with customers on penalty 
policies for late production and select the sequencing rule that 
minimizes the two above costs and, at the same time, provides 
greater robustness in an environment that makes these costs vary. 
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For this reason, the motivation of this article is to present a 
sensitivity analysis that will serve as an instrument to support 
decision-making in the selection of sequencing rules. Particularly, 
when the costs of early and late production vary due to a changing 
environment, it is important to select the priority rule that is the 
more robust. Changing the processing times is motivated by the 
fact that the sequencing problems not only have a combinatorial 
structure, but also a temporal structure [8]. More specifically, 
changing the processing time of activities will also change the 
completion time of the jobs later, changing its delivery date, the 
parameters used to decide the optimal se-quence (such as the 
average number of late jobs) and, therefore, the optimal sequence. 
Sensitivity analysis in this area is important because we live in an 
environment where processing times can change [9,10], as in agile 
manufacturing. 

The article is structured as follows. In section 2, a brief analysis 
of the state of the art on agile manufacturing, stochastic dispatch 
rules, and their sensitivity analysis is carried out. In section 3, the 
problem and the method used to simulate production runs with 
stochastic processing times are described. In section 4, the 
simulation results are presented, analyzing the sensitivity of the 
total cost per sequencing rule in two steps: first, three cases of the 
Holding Cost - Penalty Cost relationship (greater than, less than 
and equal to) are identified and how they impact the total cost. 
Once it is observed whether the cases are significant for the 
selection of sequencing rules, one of the two costs is varied while 
the other remains fixed to observed how the total cost changes. 
Finally, in section 5, the results obtained and their applicability in 
companies that produce under an agile approach are discussed. 

2. Literature review 

Since 1990, research has been done on sensitivity problems of 
sequencing prob-lems, for example, in[11-13]. The precedence of 
operations has been studied in [14] and [15], the sensitivity of 
sequencing problems in parallel machines has also been 
experimented in [16].  In [17] the researchers examine single 
machine problems considering time intervals and discrete 
processing times, [18] and [19] also analyze similar cases. Cost 
sensitivity is important because costs are not always adequately 
estimated or vary due to changing customers’ requirements. Thus, 
it must be resolved what would happen if these costs change [20]. 

There are works that present the choice for accepting or 
rejecting a job according to its penalty depending on its cost. For 
example, in [21]  the researchers use a single machine with 
stochastic processing times. In [22] test priority rules with 
stochastic process times are used, but without considering cost. 
These authors show that the priority rules in a single machine with 
stochastic processing times are of current interest, because the 
single machine models have properties that more complex models 
have [4]. For example, a more complicated system that have a 
bottleneck is similar to a single machine model. Agile 
manufacturing deals with high human mix between humans and 
robots in collaborative manufacturing facilities, which creates 
uncertainty in job processing times [23-25]. Therefore, it is 
necessary to respond quickly to unforeseen customer demands. In 
this kind of manufacturing systems there is also a need of active 
and proactive schedules [26], in which the decision maker thinks 
(or rethinks) in how the activities need to be prioritized to be ready 

for any possible scenario [27]. This high variation of production 
requirements makes it challenging to find the optimal solution at 
the lowest cost [28], or to find the most robust solution. For this, 
in [23] is proposed a sequencing and dispatch method for facilities 
where humans and robots are mixed, while handling uncertainty in 
process times to minimize the variability of the solution. In [28] 
the authors optimize the production line that works with parallel 
machines that work at different speeds, whereas in [29] propose an 
adaptive sequencing and dispatch method for human-robot 
collaborative manufacturing sys-tems where policy is dynamically 
adjusted using petri nets. 

In [30] they suggest a mathematical model for the sequencing 
problem in a mixed model with high variety. To achieve this, the 
authors developed a heuristic solution to minimize the variability 
of the workload. In [27] performed a robust programming in the 
automatic supply chain presenting a hybrid store flow with job 
shop type processes, where multiple objectives are handled in the 
presence of capacity changes. In [31], they performed an 
optimization through simulation that allows dealing with the 
programming of vehicles and machines in a flexible system with 
stochastic elements included. Furthermore, a genetic algorithm is 
used to reduce the number of replicas. In [32] the authors worked 
with an assembly line where multiple products were manufactured 
with different demand, delivery dates and the variation in the 
material, to minimize the makespan and the cost of penalty for late 
delivery. Table 1 presents a comparison of these works and the 
proposal. 

Table 1: Comparison of the relevant aspects of articles that address the 
Sequencing Problem in Agile. Own elaboration 

Work 
Uncertainty 

and 
robustness 

Multiple 
machines 

Use 
simulation 

Optimized 
objective 

Costs 
sensitivity 

[23] yes yes yes Variability in 
the solution no 

 [28] no yes yes 
Multiobjective 

(production 
and energy) 

no 

 [29] yes no no Idle time no 

[30] no yes no Workload no 

[27] yes yes no Makespan no 

[31] yes         yes yes 
Multiobjective 

(makespan, 
tardiness) 

no 

[32] yes yes no Multiobjective 
(variation in 

material, 
no 
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makespan, 
penalty cost) 

Proposal yes no yes 

Total cost, 
total early and 

late 
production 

time 

yes 

These works present different methodologies for agile 
manufacturing. What is different about the proposal in this article 
is the cost sensitivity analysis, since the total cost as a performance 
metric allows to control and ensure an agile manufacturing system 
in a changing environment in a viable way. Additionally, to check 
the robustness of the solution in the dispatch rules, stochastic 
processing times with a normal distribution are used through the 
inverse transform method1 that is explained in [33]. The normal 
distribution for the processing times is used because the 
convolution property that it has, and the sum of the processing 
times is needed as it will be explained later, and, last but not least, 
each of these times has a normal distribution. Given two normal 
probability density functions 𝐺𝐺1 = (𝜇𝜇1,𝜎𝜎12) and 𝐺𝐺2 = (𝜇𝜇2,𝜎𝜎22), it 
is proved in the literature [34] that the convolution of these two 
functions is a normal probability distribution function with mean 
𝜇𝜇1 + 𝜇𝜇2 and variance 𝜎𝜎12 + 𝜎𝜎2,

2. This article presents jobs that need 
to go through a manufacturing robot with different processing 
times, but sometimes need to be processed by humans to meet 
customer’s requirements. The method to perform the sensitivity 
analysis is presented in section 3. 

The research questions are the following: 

RQ1. If lead times are stochastic, what is the priority rule for 
assigning jobs that should be chosen to minimize costs? 

RQ2. If processing times are stochastic, what is the most robust 
priority rule, that is, with less variability in terms of costs? 

3. Method  

3.1. Problem description  

Let be a problem of one robot (𝑚𝑚 = 1), with 𝑛𝑛  jobs to be 
processed. Additionally, 

𝑋𝑋𝑗𝑗 = stochastic processing time of the job  𝑗𝑗  in an arbitrary 
distribution. 

𝑑𝑑𝑗𝑗 =  the due date of the job 𝑗𝑗,  represents the shipping or 
completion date, and the completion of a job after a due date is 
allowed with a certain penalty. 

𝑐𝑐𝑗𝑗 = time in which the job 𝑗𝑗 is completed 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 =the completion of the last job or makespan 

 
1 In this case, the inverse transform method is used to generate the simulation 
runs and generate different processing times. This method is used because if the 
cumulative function of the probability distribution is known, its application is 
simple to use. The method is as follows: 

Assume we want to generate a random variable 𝑋𝑋 with a cumulative distribution 
function (𝐶𝐶𝐶𝐶𝐶𝐶) 𝐶𝐶𝑋𝑋. The inverse transform sampling algorithm is defined as [33]: 

 

To make the decisions, the priority rules listed below are used. 

𝑆𝑆𝑆𝑆𝑆𝑆 = Shortest processing time, jobs are sorted according to 
processing times in ascending order. 

𝐿𝐿𝑆𝑆𝑆𝑆 = Longest processing time, jobs are sorted according to 
processing times in descending order. 

𝐸𝐸𝐶𝐶𝐶𝐶 = Earliest due date, the jobs enter the sequence according 
to the earliest due date and finish on the latest. 

𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 = First Coming First Served, the first that arrives is the 
first that is processed, 

Due to the fact the job times are stochastic, these rules are 
compared using two considerations described in [4]: 1) stochastic 
dominance based on the expected value and 2) dominance based 
on the variance. 

1) Dominance based on the expected value 

1.1) The random variable X1  is larger in expected value than 
X2  if E(X1  ) ≥ E(X2). 

1.2) The stochastically longest (most likely) random variable 
X1 is compared with X2  if P(X1 > t) ≥ P(X2 > t ) for 
all t. 

2) Dominance based on a variance 

The random variable X1  is larger in variance than X2  if 
Var(X1) ≥ Var(X2).. 

Dominance based on expected value and variance order form 
another dominance call increasing convex ordering. To avoid 
confusion, in this case a stochastic comparison is made using 
Makespans subject to different scenarios (different processing 
times). 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 =  max (𝑥𝑥11,𝑥𝑥21, … , 𝑥𝑥𝑛𝑛1) 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2 =  max (𝑥𝑥12, 𝑥𝑥22, … , 𝑥𝑥𝑛𝑛2) 

If  𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 ≥ 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2  then ( 𝐸𝐸(𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 ) ≥ 𝐸𝐸(𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2 )                             (1) 

and their expected values are compared through the following 
performance measures (E = expected value) 

       𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗−𝑑𝑑𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑 𝑙𝑙𝐴𝐴𝑙𝑙𝐴𝐴                          (2) 

         𝐸𝐸𝑠𝑠→∞ �
∑ 𝑑𝑑𝑗𝑗−𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑 𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙𝑑𝑑                    (3) 

        𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑙𝑙𝐴𝐴𝑙𝑙𝑐𝑐𝑙𝑙𝑐𝑐𝑐𝑐𝑛𝑛 𝑙𝑙𝑐𝑐𝑚𝑚𝐴𝐴            (4) 

          𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

∑ 𝑋𝑋𝑗𝑗𝑛𝑛
𝑗𝑗=1

� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑗𝑗𝑐𝑐𝑗𝑗𝑑𝑑 𝑐𝑐𝑛𝑛 𝑑𝑑𝑑𝑑𝑑𝑑𝑙𝑙𝐴𝐴𝑚𝑚               (5) 

1. Generate a random number 𝑈𝑈 ∼ 𝑈𝑈𝑛𝑛𝑐𝑐𝑈𝑈(0,1)  
2. Let 𝑋𝑋 = 𝐶𝐶𝑋𝑋−1(𝑈𝑈)  

Then, 𝑋𝑋 will follow the distribution governed by the (𝐶𝐶𝐶𝐶𝐶𝐶) 𝐶𝐶𝑋𝑋.  which was the 
desired result. 
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In addition, the total cost is calculated considering the Holding 
Cost (𝐻𝐻𝐶𝐶), which is the cost of keeping a unit in inventory, and the 
Penalty Cost (𝑆𝑆𝐶𝐶), the cost of not delivering a unit on time. Then, 
the expected value of the costs is given by 

 𝐸𝐸𝑠𝑠→∞(𝐿𝐿𝐴𝐴𝑙𝑙𝐴𝐴𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 ∗ 𝑆𝑆𝐶𝐶 + 𝐸𝐸𝐴𝐴𝐴𝐴𝑙𝑙𝑐𝑐𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 ∗ 𝐻𝐻𝐶𝐶) =
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑆𝑆𝑐𝑐𝑙𝑙𝐴𝐴𝑙𝑙 𝐶𝐶𝑐𝑐𝑑𝑑𝑙𝑙                                                                 (6) 

�
∑ 𝑐𝑐𝑗𝑗 − 𝑑𝑑𝑗𝑗𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐿𝐿𝐴𝐴𝑙𝑙𝐴𝐴𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 

                 = �
∑ 𝑑𝑑𝑗𝑗−𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐸𝐸𝐴𝐴𝐴𝐴𝑙𝑙𝑐𝑐𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 

3.2. Method case study 

To exemplify the analysis method, the following case is 
proposed. Let suppose a robot that receives six jobs simultaneously 
and whose processing time corresponds to a normal distribution, 
with a mean, a standard deviation, and a known delivery date for 
each job. It is intended to minimize the total time of early and late 
production, and consequently, the total cost associated with 
holding inventory and penalties from customers. Likewise, it is 
considered that the robot has no setup interruptions during the 
processing of the six jobs and that the holding and penalty cost per 
unit are both the same for all the jobs. 

The method to perform the sensitivity analysis of the total cost 
is based on the construction of a simulator of production runs with 
stochastic processing times, which receives the following inputs: 

• A set of six jobs that arrive simultaneously. 
• A mean and a standard deviation for the processing time 

of each job, assuming that the times follow a normal 
distribution. 

• A due date for each job. 
• An early production inventory holding cost and a late 

production penalty cost, per piece per day and pervasive 
for all jobs. 

• As an example, the following parameters of the problem 
to perform the simulation are considered. 
Table 2: Parameters used in the simulation of production runs. Own 

elaboration. 

Job Average 
(days)  

Standard 
deviation 

(days) 

Probability 
distribution 

Due date 

 (days) 

A 4 1 Normal 34 

B 10 1 Normal 25 

C 2 0.5 Normal 18 

D 14 1 Normal 30 

E 12 1 Normal 14 

F 6 1 Normal 22 

Given the above parameters, the stochastic processing times 
are simulated through an inverse normal distribution function, 
whose calculation involves a random probability variable. 
Subsequently, the sequencing of jobs is performed in the robot 
based on the dispatch rules First Come First Served (FCFS), 
Shortest Processing Time (SPT), Longest Processing Time (LPT) 

and Earliest Due Date (EDD). Finally, the total cost of the system 
per rule is obtained, whose calculation is the sum of the cost of 
keeping the early jobs in inventory and the penalty cost of the late 
jobs. This algorithm is presented in Figure 1, since it is not proving 
a theorem, perhaps with other examples the solution could change, 
but the algorithm of analysis is the same. 

 
Figure 1: Algorithm to simulate production runs with stochastic processing times. 

Own elaboration 

As the next step in the analysis, the behavior of the total cost 
of each rule with respect to the three cases of the Holding Cost - 
Penalty Cost relationship will be identified in such a way that the 
runs will be carried out as: 1) Holding Cost will be defined at $4 
and the Penalty Cost at $2 for the case greater than; 2) $2 and $4 
for the case less than; and 3) $3 and $3 for the case equal to. Once 
it has been verified if the cases of the Holding Cost - Penalty Cost 
relationship affect the total cost of the rules, then the degree of the 
sensitivity will be analyzed in each of the cases that were 
significant. To do this, the holding cost will be varied in a range of 
values between $ 1 and $ 500, while the penalty cost is fixed at $ 
1. Subsequently, the penalty cost will be varied in the same range, 
while the holding cost remains fixed at $1. This sensitivity analysis 
of the total cost of the system will be carried out for each of the 
rules. Thus, the objective of this method is to observe how the total 
cost of the system changes when the following factors change: the 
sequencing rule used, the cases of the Holding Cost - Penalty Cost 
relationship, and the ratio between these costs (for example, $5 of 
Holding Cost and $1 of Penalty Cost is a 5:1 ratio). It is important 
to mention that a previous work deals with a scheduling model 
taking in account earliness/tardiness penalties [35], along with 
fuzzy processing times, but without considering the Holding Cost 
Penalty Cost ratio. 

4. Results  

4.1. Analysis of the holding cost – penalty cost relationship use  

To begin with, it is important to analyze the three cases that 
could occur in the unit cost relationship per day for early and late 
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production presented before: Identifying the behavior of the total 
cost of the system for each of these three cases will allow to define 
if the change in the Holding Cost - Penalty Cost relationship is 
significant for the selection of sequencing rules in terms of the total 
cost. 

In the first place, the behavior of the total cost is analyzed for 
the three cases of relationship Holding Cost – Penalty Cost; for 
which, the following runs were carried out in the simulator. 

• 100 runs for the case Holding Cost = Penalty Cost in a 1:1 
ratio 

• 100 runs for the case Holding Cost > Penalty Cost in a 2:1 
ratio 

• 100 runs for the case Holding Cost < Penalty Cost in a 1:2 
ratio 

Table 3: Results of the relevant parameters of each dispatch rule for each case 
of the Holding Cost – Penalty Cost relationship. Own elaboration. 

Case Paramet
ers FCFS EDD SPT LPT 

Holdin
g Cost 

= 
Penalty 

Cost 

Total 
Cost 

(294.11, 
298.4) 

(119.4, 
124.9) 

(283.3, 
287.7) 

(291.4, 
303.1) 

Average 
days 
early 

(7.26, 7.58) (1.31,1.51) (9.55 9.86 (2.44,2.63) 

Average 
days late (8.84 9.21) (5.17,5.57) (6.02,6.31) (13.66,16.3) 

Average 
completi
on time 
(min) 

(25.11 25.75) (27.51,28.0) (20,20.56) (34.95,38.5) 

Average 
jobs in 
system 

(3.18, 3.22) (3.48, 3.52) (2.53, 2.57) (4.42, 4.46 

 

Holdin
g Cost 

< 
Penalty 

Cost 

Total 
Cost 

(302.7, 
308.43) 

  
(262.8, 
267.9) 

(358,  
373.8) 

(143.99, 
151.7) 

  
Average 

days 
early 

(7.155 7.44) (1.26,1.46)) (9.39 9.66) (2.40, 2.61) 

Average 
days late  (8.91, 9.24) (6.15, 6.43) (6.15, 6.43) (13.67,14.3) 

Average 
completi
on time 
(min) 

(25.32, 25.9) (27.68 28.22) (20.3, 20.8)  (34.9, 35.6) 

Average 
jobs in 
system 

(3.18969, 
3.22358) 

(3.48454, 
3.51598) 

(2.56231, 
2.59381) 

(4.40619, 
4.43769) 

      

Holdin
g Cost 

> 
Penalty 

Cost 

Total 
Cost 

(281.5, 
285.3) 

(98.3,  
101.8) 

(301.8, 
306.3) 

(224.96, 
234.21) 

Average 
days 
early 

(7.01, 7.31 (1.31, 1.51) (9.41, 9.63) (2.3596, 
2.5765) 

Average 
days late (9.054, 9.363) (5.33, 5.704) (6.16, 6.43) (13.9,  14.5) 

Average 
completi
on time 
(min) 

(25.59, 26.07) (27.67,28.21) (20.39,20.8) (35.25,  
35.87) 

Average 
jobs in 
system 

(3.20,3.23) (3.4, 3.49) (2.55, 2.58) (4.41, 4.44) 

It is necessary to mention that 40 runs are enough to have 
accurate results, but 100 are made to ensure their reliability. The 
simulator obtains the average value of all the runs for the following 
parameters in each rule: total cost, average days early, average 
days late, average completion time and average jobs in the system. 
Although the parameter of interest is the total cost, it is relevant to 
identify the behavior of the other parameters for each rule in each 
case of the relationship. Confidence intervals were made at 95% 
reliability, in every sample it was tested if the data were adjusted 
to a normal distribution, since the population variance was not 
known, the student's t-distribution was used [36]. The results of the 
analysis are shown in Table 3. 

The interpretation of the results of this analysis is as follows: 

• As can be seen, the magnitude of the total cost presents 
variations from one case to another in each rule, which will be 
studied in detail in the next section when carrying out the 
sensitivity analysis of the total cost in each case. For now, it is 
relevant to note that the performance of the sequencing rules 
does change depending on the case in which the cost 
relationship is found. 

• In this sense, in the Holding Cost = Penalty Cost case and the 
Holding Cost < Penalty Cost case the same effect is observed 
when the order of the sequencing rules is analyzed in terms of 
total cost and even in the terms of the other parameters. For 
both cases the order of the sequencing rules from lowest to 
highest cost is: EDD, SPT, FCFS and LPT. However, the 
performance of the rules changes for the Holding Cost > 
Penalty Cost case, since the order of these rules from lowest 
to highest cost is EDD, LPT, FCFS and SPT. 

• Given the above, it can be established that the three cases of 
the relationship Holding cost - Penalty cost identified can be 
grouped into only two significant cases for the selection of 
sequencing rules according to their performance: Holding cost 
> Penalty cost and Holding cost ≤ Penalty cost.  

• Optimal rule: In any case of the Holding Cost - Penalty Cost 
relationship, the rule that generates the lowest total cost is 
EDD; this is because this rule minimizes the average earliness 
time and the average tardiness time in all cases. 

• Most expensive rule: This rule depends on the two significant 
cases identified: 

1) When the Holding cost  ≤ Penalty cost, the rule with the 
worst performance in terms of the total cost is LPT. This is 
because LPT is associated with the highest average 
completion times; therefore, this results in the highest delay 
times of the four sequencing rules. 

2) When Holding Cost > Penalty Cost the worst-performing rule 
is SPT. This is because SPT is associated with the lowest 
average completion times; therefore, this results in the 
highest early times of the four sequencing rules. 
 

4.2. Sensitivity analysis of the total cost 

As shown in the previous analysis, there are only two 
significant cases of the relationship Holding cost - Penalty cost for 
the selection of sequencing rules. Due to this, the sensitivity 
analysis of the total cost will be applied with respect to these two 
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cases for each of the four rules studied. The objective is to vary 
one of the two costs while the other remains fixed to change the 
ratio and visualize the effect of this change on the total cost when 
their relationship is found in one case or another. 

In the first place, the case Holding Cost > Penalty Cost is 
analyzed, performing the following runs on the simulator: 

• 100 runs for the Holding Cost > Penalty Cost in a 5:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in a 10:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in 50:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in a 100:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost case in a 500:1 
ratio 

As shown, there are runs for cases where Holding Cost 
is 5 times greater than Penalty Cost, 10 times greater, 50 
times greater, etc. It is worth mentioning that in a practical 
approach a very large ratio may be unrealistic, but it was 
analyzed for experimental purposes. Table 4 shows the 
average total costs of each sequencing rule with respect to 
each of the simulated ratios; in the same way, in Figure 2 
these results were graphed by rule. 

Table 4: Average total cost per sequencing rule for each ratio of the Holding 
Cost > Penalty Cost case. Own elaboration. 

Holding 
Cost: 

Penalty 
Cost Ratio 

Quotient 
Average Total Cost 

FCFS EDD SPT LPT 
05:01 5 274.47 73.21 323.3 157.63 
10:01 10 493.38 111.73 612.87 221.32 

50:01:00 50 2,240.00 423.12 2,884.80 837.49 
100:01:00 100 4,393.56 835.98 5,719.99 1,594.16 
500:01:00 500 22,155.67 4,042.66 28,723.70 7,850.70 

Slope 44.2324 8.0252 57.3925 15.5683 

 

 
Figure 2: Sensitivity of the average total cost with respect to the costs ratio for 

the Holding Cost > Penalty Cost case. Own elaboration 

To obtain the equations in Figure 2 a simple linear regression 
was performed for each rule, in which the total cost was used as 
the response variable and the Holding Cost: Penalty Cost ratio as 
the explanatory variable, whose regression model is the following: 

𝑌𝑌 =  𝛽𝛽0 +  𝛽𝛽1𝑥𝑥 +  𝐴𝐴 

The parameters 𝛽𝛽0  and 𝛽𝛽1  were estimated with the least-
squares method in order to define a line that fits the data by 
minimizing the sum of squares of the regression errors [34]. In 
particular, the estimation of the parameter 𝛽𝛽1 represents the slope 
of the line or in this case, the degree of sensitivity of the total cost 
with respect to the change in the Holding Cost: Penalty Cost ratio. 

The above evidence shows that with a higher holding cost, the 
total cost grows linearly at different speeds according to the 
applied sequencing rule. According to the slopes obtained in the 
regression of the data, it is noted that the least sensitive rule is EDD 
increasing $ 8.03 for each unit that increases the Holding Cost: 
Penalty Cost ratio, while the most sensitive rule is SPT increasing 
$ 57.39 per each unit that increases that ratio. That is, when 
Holding Cost > Penalty Cost the SPT rule is 7.15 times more 
sensitive than EDD; the other sensitivity relationships between 
rules are found in Table 5. Likewise, a grouping between the rules 
is observed, with EDD and LPT being notoriously less sensitive 
than FCFS and SPT for this case. 

Table 5: Sensitivity relationships between the sequencing rules for the Holding 
cost > Penalty cost. Own elaboration. 

Case: Holding Cost > Penalty cost 

Rule sensitivity: 
Regarding the rule: 

EDD LPT FCFS SPT 

SPT 7.15 3.69 1.3 - 

FCFS 5.51 2.84 -   

LPT 1.94 -     

EDD -       

 

Second, the case Holding Cost ≤ Penalty Cost is analyzed, 
performing the following runs on the built simulator: 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 1:1 
ratio 

• 100 runs for the Penalty Cost case≤ Holding Cost in 5:1 
ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 
10:1 ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in 50:1 
ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 
100:1 ratio 

• 100 runs for the Penalty Cost case ≤  Holding Cost in 
500:1 ratio 

It is worth mentioning that for the analysis of this case, the 
Holding Cost - Penalty Cost relationship was inverted to obtain an 
integer ratio comparable to the previous case. In this context, Table 
6 shows the average total costs of each sequencing rule for each of 
the simulated ratios and in Figure 3 the data plotted by rule is 
presented. 

 

http://www.astesj.com/


E.E. Tapia et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 62-72 (2022) 

www.astesj.com     68 

Table 6: Average total cost per sequencing rule for each ratio of the Holding 
Cost ≤ Penalty Cost case. Own elaboration. 

Penalty 
Cost: 

Holding 
Cost 

Quotient Average Total Cost 

 Ratio  FCFS EDD SPT LPT 
01:01 1 98.71 40.84 95.29 99.65 
05:01 5 314.92 170.44 244 432.55 
10:01 10 593.02 339.96 434.08 855.11 

50:01:00 50 2,771.24 1,643.66 1,921.44 4,231.30 
100:01:00 100 5,584.92 3,381.25 3,872.48 8,635.48 
500:01:00 500 27,703.64 16,749.71 19,236.98 42,487.58 

Slope 55.3371 33.4991 38.3847 84.957 

 

 
Figure 3: Sensitivity of the average total cost with respect to the cost ratio for the 

Holding Cost  ≤ Penalty Cost case. Own elaboration 

As in the previous analysis, the parameters 𝛽𝛽0 and 𝛽𝛽1 of the 
regression equations in Fig. (3) were estimated through the least-
squares method, where 𝛽𝛽1  is the parameter that represents the 
degree of sensitivity of the total cost with respect to the change in 
Holding Cost: Penalty Cost ratio for each rule. 

For this case, it can be interpreted that the higher the Penalty 
Cost is, the total cost grows linearly with different slopes 
depending on the dispatch rule implemented, similar to the 
previous case. Again, the least sensitive rule is EDD with an 
increase of $33.50 for each unit that increases the Penalty Cost: 
Holding Cost ratio, while the most sensitive rule is LPT with an 
increase of $ 84.96 for each unit that increases the ratio. Being then 
2.54 times more sensitive LPT than EDD when Holding Cost <= 
Penalty Cost. Like the previous analysis, the other sensitivity 
relationships between rules for this case are found in Table 7. 
Furthermore, the EDD and SPT rules have a similar sensitivity in 
both cases: Holding Cost > Penalty Cost case and Holding Cost ≤ 
Penalty Cost case. 

Table 7: Sensitivity relationships between the sequencing rules for the Holding 
cost <= Penalty cost. Own elaboration. 

Case: Holding Cost ≤   Penalty Cost 

Rule 
sensitivity: 

Regarding the rule: 

EDD SPT FCFS LPT 

LPT 2.54 2.21 1.54  

FCFS 1.65 1.44   

SPT 1.15    

EDD     

Once the analysis has been carried out for both cases, it is 
possible to reach the following conclusions: 

• As demonstrated, a sequencing rule can present different 
degrees of sensitivity depending on in which of the two 
significant cases of the Holding Cost - Penalty Cost 
relationship this rule is found. For example, EDD is the 
optimal rule in terms of total cost for all the proportions. 
However, it presents a lower sensitivity and the lowest 
total costs when it is in the Holding Cost > Penalty Cost 
case than when it is in the Holding Cost ≤ Penalty Cost 
case, as shown in Figure 4. 

• In the Holding Cost <=Penalty Cost case, EDD is the rule 
that has the lowest total cost (RQ1) however SPT is the 
rule that is less sensitive to cost variation as can be seen in 
Fig 4 (RQ2). 

• Furthermore, it can be observed in Figure 4 that all the 
rules are less sensitive in the Holding Cost> Penalty Cost 
case, except the SPT rule which is less sensitive in the 
Holding Cost ≤Penalty Cost case (RQ2). 

• That is, when the total cost is the parameter to optimize in 
a changing environment, it is not only possible to choose 
the most economical sequencing rule, but it is also 
convenient to look for a Holding Cost - Penalty Cost 
relationship that provides less sensitivity to changes of 
those costs. This will not only ensure lower-cost 
production but will also allow the production system to 
respond more robustly to changes in the economic 
environment in this case the less sensitive is SPT rule. 

 

 
Figure 4: Comparison of the sensitivity of the total cost for each case of the 

Holding Cost - Penalty Cost relationship by sequencing rule, own elaboration 

• Furter, in Appendix A, the parameters of the simulation run 
where different Holding Cost - Penalty cost relationships are 
handled, the EDD is the rule that generates the lowest costs 
(RQ1), however if they are compared with the standard 
deviation, the STP it is the most robust or the one with the 
least variation in costs (RQ2). 

5. Discussion 

Based on the obtained results, this section studies the 
applicability of the sensitivity analysis of the total cost of the 

http://www.astesj.com/


E.E. Tapia et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 62-72 (2022) 

www.astesj.com     69 

sequencing rules within organizations that manufacture under an 
agile approach. This study starts from the fact that sequencing rules 
are applied in a changing environment that constantly causes a 
variation in the penalty costs of late production and the holding 
costs of early production. Due to the above, it is relevant to point 
out how these costs could vary and how the sensitivity analysis 
could help make better decisions. 

Consider the following numerical example to demonstrate the 
variation of penalty costs in a changing environment: 

• During the negotiations of a manufacturing organization with 
a customer, it was determined as a policy that after the first 5 
days of delay, a penalty of 2% of the volume value of the parts 
will be paid for each additional day of a delay; considering 5 
business days in a week. It is not allowed to exceed 45% of 
the value of the pieces and in case of exceeding it, the contract 
will be canceled. 

• Consider that the value of each piece is $100 and that the 
manufacturing company must make quarterly deliveries of 
batches that vary in size from period to period, due to 
changing customer requirements. 

• Suppose that this quarter the company delivers a batch of 
1,000 pieces 10 days late, so the penalty would be 5% of the 
total value of $ 100,000; that is, $5,000 would be paid. As 
result, the unit penalty cost is $5 for each piece of this batch 
delayed 10 days; therefore, the penalty cost for each piece per 
day is $0.5. 

• The following quarter, the company delivers a batch of 2000 
pieces 25 days late, which implies a penalty of 20% of the total 
value of $200,000; that is $40,000. Thus, the unit penalty cost 
of $20 for each piece is delayed 25 days; therefore, the penalty 
cost for each piece per day is $0.8. 

• Now consider that the next period, the company delivers a 
batch of 3,000 pieces 25 days late as well; that is, again 20% 
of the total value of the lot amounting to $ 300,000. This 
means that a penalty of $60,000 will be paid, the penalty unit 
cost also being $20 for each piece delayed 25 days; hence, the 
penalty cost for each piece per day returns to $0.8. 

• Then it is observed that the penalty cost per product does not 
depend on the volume of late parts, as shown in the second 
and third quarters of the example. The lot size can vary, but if 
the number of days late is kept constant, arithmetically the 
penalty unit cost will always be the same. 

• Given the above, it can be established that the unit penalty cost 
depends directly on the number of days of delay, for a policy 
like the one used in this example. However, it should be noted 
that variations in batch sizes could affect this cost indirectly, 
as larger, and fluctuating batches may require more time to 
complete and deliver. 

 

On the other hand, there are multiple works that propose 
various mathematical models to calculate the Cost of Maintaining 
the inventory [37,38]. However, more works agree that the 
traditional method is to establish this cost as a percentage of the 
value of the product and keep it constant for each item and for each 
unit of time. In fact, in the literature, it is mentioned that this 
percentage ranges between 12% and 34% of the value of the 
product, or a reference to similar organizations, or an industry 
average is used [39,40]. Although previous works point out that 

the traditional method has deficiencies to adequately estimate the 
Cost of Maintaining the inventory in practice, this approach is 
commonly found [41].  Due to the above and for the sake of 
simplicity, the traditional method is used to exemplify the Holding 
cost variance in a changing environment, although the exercise 
could be adapted to a mathematical model with greater precision. 

To understand the variation of Holding Cost in a constantly 
changing environment, consider the following example: 

• Continuing with the situation raised above, the 
manufacturing company offers the basic model of its 
product at $ 100 per piece. However, customer 
requirements tend to vary from one period to another and 
they request parts with additional finishes and machining, 
larger dimensions, different materials, etc. This changes 
the manufacturing cost and, therefore, the value of the 
product. 

• Consider that the company has taken a traditional approach 
to define its Holding cost based on an industry average, 
representing 25% of the value of its product. 

• In this sense, its base model has an annual inventory cost 
of $ 25 for each part. Considering that the company works 
260 days a year, there is a holding cost per piece per day 
of $ 0.1 for the base model. 

• Suppose that in the first quarter of the year, the customer 
ordered a batch of parts with additional machining and 
larger dimensions, increasing the value of the product by  
$200 per part. Since 25% of the product value is held fixed, 
these parts have an annual inventory cost of $ 50 for each 
part and an inventory cost per part per day of $ 0.2 for this 
special specification model. 

• In this way, the Holding cost increases proportionally to 
the value of the product, which is reasonable considering 
that a more valuable product may incur higher risk costs 
(such as obsolescence or damage), space costs, service 
costs (such as insurance or taxes) and even capital costs 
[13]. 

Variations in holding and penalty costs may be subject to other 
factors in addition to those described above. Nonetheless, in this 
study these conditions will be used to explain how the decision-
maker could use sensitivity analysis to control and ensure the 
agility of the manufacturing system at a low cost. As an example, 
a tool was built in Excel that allows calculating the maximum 
number of days that a batch can be delayed to keep the Penalty 
Cost below the holding cost and thus remain in the case it presents 
lower sensitivity of the total cost with respect to the variations of 
these two costs. This calculator is based on the penalty policy that 
was described in this section and through the Solver tool, the 
maximum value of days of delay is found that meets the restriction 
Holding Cost > Penalty Cost. 

In Figure 5 the tool built is shown, assuming that for a certain 
quarter there is a Holding Cost of $ 0.80 per piece per day and the 
values defined in the penalty policy described above are used. As 
can be seen, the calculator determines that the delivery of that 
batch cannot be more than 24 days late, so that the Penalty Cost 
does not equal or exceed $0.80. 

As explained in previous sections, EDD is the optimal 
sequencing rule to use when the total cost is the parameter to 
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minimize. However, in a changing environment characterized 
mainly by the variation of customer requirements, in Agile 
Manufacturing, it is necessary to look for a Holding Cost - Penalty 
Cost relationship that provides greater robustness to the variations 
of these two costs. Through the sensitivity analysis of the total cost 
of the sequencing rules, it was shown that the SPT rule is more 
robust in terms of cost (RQ2) although EDD has the less cost 
(RQ1); therefore, it is convenient that the Penalty Cost can be kept 
varying below the Holding Cost. Otherwise, it is necessary to 
shorten delivery times through different Lean techniques, 
production planning and control, work-study, set-up time 
reduction techniques, theory of restrictions, etc. [42]. 

 
Figure 5: Calculator that determines the maximum number of days of delay to 

keep the Penalty Cost below the Holding Cost. Own elaboration 

6. Conclusions 

This article presents a sensitivity analysis that serves as an 
instrument to take decisions in the selection of sequencing rules 
when inventory maintenance and penalty costs vary in a changing 
environment, with the objective of reducing the total cost and to be 
prepared if costs vary like in Agile Manufacturing. Speaking about 
agile manufacturing, recent works propose the sequencing and 
dispatch method for facilities where humans and robots are mixed, 
while handling uncertainty in process times. However, these works 
do not present a cost sensitivity analysis; the total cost as 
performance metrics allows to control and ensure an agile 
manufacturing system in a changing environment. 

The problem of the study are jobs that are to 
be handled by robots whose processing times follow a normal 
distribution with known mean and standard deviation, and that 
sometimes need to be handled by humans to meet customer 
requirements. Delivery dates are also known. The objective is to 
minimize the total time of early and late production, and 
consequently, the total cost associated with keeping the inventory 
and penalties from customers. Jobs are sequenced in the robot 
based on FCFS, SPT, LPT y EDD dispatch rules. Finally, the total 

cost of the system per rule is obtained, whose calculation is the 
sum of the cost of keeping the early jobs in inventory and the 
penalty cost of the late jobs. 

In order to carry out the sensitivity analysis by a rule, first the 
effect on the total cost of the three identified cases of the Holding 
Cost - Penalty Cost relationship was analyzed. After verifying that 
this relationship was significant for the performance of the rules, 
in each case the Holding Cost was varied, while the Penalty Cost 
was fixed and vice versa. In this sensitivity analysis, it was 
observed how the total cost of the system changes when the 
following factors vary: the sequencing rule used, the case of the 
Holding Cost - Penalty Cost relationship, and the ratio between 
both costs.  

It was observed that when Holding Cost = Penalty Cost and 
Holding Cost < Penalty Cost, the same effect occurred in the order 
of the sequencing rules in terms of the total cost. In this sense, for 
both cases, the order of the sequencing rules from lowest to highest 
cost is EDD, SPT, FCFS and LPT. On the other hand, for the case 
Holding Cost > Penalty Cost, the order of the rules EDD is the best 
in terms of cost (RQ1); but the SPT rule is the is the most robust 
rule with respect to cost ratio (RQ2), no matter if HC>PC or 
PC<=HC.  

Subsequently, the degree of the sensitivity of each rule 
regarding the movement of costs is analyzed. It can be concluded 
that a dispatch rule may have different degrees of sensitivity 
depending on which of the two significant cases of the Holding - 
Penalty costs relationship that rule is. For example, EDD is the 
optimal rule in terms of the total cost for all cases; however, it has 
lower sensitivity and lower total costs when it is in the case of 
Holding Cost > Penalty Cost than when it is in the case of Holding 
Cost ≤  Penalty Cost. Therefore, when the total cost is the 
parameter to be optimized in a changing environment, it is not only 
possible to choose the most economical sequencing rule, but also 
to look for a Holding Cost - Penalty Cost relationship that gives 
less sensitivity to changes in costs in this case the SPT rule. 

Likewise, the applicability of the presented analysis was 
verified. As a result, a situation was exemplified in which the 
Holding Cost and the Penalty Cost vary due to changes in customer 
requirements, either in terms of specifications or volumes 
requested. Finally, an Excel calculator was built based on the 
proposed penalty policy. With this tool, the decision-maker can 
estimate the maximum number of days that the delivery of a batch 
can be delayed to keep the Penalty Cost below the Holding Cost 
and, thus, maintain the cost ratio in the case with less sensitivity to 
total cost; through the sensitivity analysis of the total cost of the 
sequencing rules, it was shown that the EDD rule is the least in 
cost, but the SPT is the most robust. Therefore, it is convenient that 
the Penalty Cost is kept varying below the Holding Cost. As a 
result, it is shown that the present sensitivity analysis can provide 
tools for decision making with the objective of reducing costs in a 
volatile environment like Agile Manufacturing. Future work 
includes running the simulation with stochastic processing times 
for 2 or more robots and performing cost sensitivity analysis. 
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Appendix A: Table A1. Simulation runs parameters for the sequencing rules, relations Holding cost- Penalty cost. Own elaboration.  The least cost or time are marked 
in yellow. 

  TOTAL COST AVERAGE DAYS EARLY AVERAGE DAYS LATE 
HC=PC  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 

MAX  324.4881235 159.0649771 304.1401985 361.5915067 9.912862035 2.640428787 11.30611191 3.078288766 11.64958743 8.293383618 8.370011627 17.7434017 

MIN  269.4675854 93.83961847 258.7406446 204.7959859 5.929719946 0.329820153 7.797001287 0.549866767 7.351259754 3.317095678 4.461616566 10.73084639 
AVERAGE  295.9967842 123.8274527 283.858605 299.6363908 7.337228696 1.345874035 9.448980918 2.579146079 9.107037095 5.533428893 6.320941582 14.06732008 
STD 
DEVIATION 

 10.61578264 13.45057393 9.40800032 28.42537755 0.790493168 0.550270608 0.704534444 0.421483501 0.892360632 1.020459122 0.773334962 1.508090353 

HC>PC  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  321.6185449 121.4161522 329.7350998 267.873387 9.215549884 2.735021624 11.10431407 3.195712621 11.23147009 7.581213156 8.257477955 17.3450959 
MIN  255.6703199 74.60981282 274.4851095 148.4552078 5.782360796 0.354050164 7.959006166 0.403796765 7.547518384 3.355770855 4.179971215 9.627967166 
AVERAGE  285.5580209 98.48834681 306.0853378 233.6423299 7.308896674 1.334116661 9.585475621 2.595375742 9.178708394 5.539128913 6.336160241 14.27944268 
STD 
DEVIATION 

 13.42551567 9.093664242 12.65321384 21.18601861 0.821322253 0.522455631 0.756768639 0.359164673 0.858823468 0.948782963 0.780414382 1.508620402 

HC<PC ,1:2  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  346.4918455 191.3116839 295.6890169 437.8827827 9.860566425 2.64315815 11.48715793 3.614426578 11.13822482 7.477871505 7.795189753 17.11489466 
MIN  279.9573365 107.4291879 234.1946599 266.1847722 5.733020676 0.257090708 7.920432015 0.289420557 7.312814433 3.212898738 4.61296948 10.53840262 
AVERAGE  305.5619438 147.877337 265.3672044 365.9036277 7.300247549 1.362278386 9.528820181 2.512579533 9.081623882 5.480416516 6.292556759 13.98969472 
STD 
DEVIATION 

 14.44116885 19.60831141 12.91847467 39.80919538 0.728912431 0.498289029 0.681353507 0.536132671 0.818519923 0.973099995 0.702941228 1.608135218 

HC<PC ,1:5  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  771.2391279 534.0932703 615.7264943 1082.057959 10.12094097 2.378698691 11.17871365 3.10322638 11.60266095 8.813328601 8.60104996 17.53572437 
MIN  527.7697303 179.9565962 364.6675416 635.9896343 6.225267756 0.230852835 8.071665664 0.451310384 6.932092255 2.523536866 4.111256227 9.994507034 
AVERAGE  635.065533 347.8043775 493.1168762 873.4279955 7.320651607 1.337947633 9.53168712 2.523160935 9.120295229 5.529150099 6.312277179 14.05250107 
STD 
DEVIATION 

 48.51650324 61.79903466 42.28943217 94.57595663 0.753230454 0.504640931 0.691182842 0.519925797 0.920097777 1.105834774 0.805122863 1.586317445 

  AVERAGE COMPLETITION TIME AVERAGE # OF JOBS IN THE SYSTEM     

HC=PC  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.39254348 31.70440494 24.40634367 39.23171969 3.388672672 3.6922126 2.772364825 4.613928352     

MIN  21.43453355 24.7810502 17.40844952 31.76413541 2.875157031 3.267978801 2.386071648 4.227635175     

AVERAGE  25.60314173 28.02088819 20.705294 35.32150733 3.19795433 3.501324266 2.585361927 4.414638073     

STD 
DEVIATION 

 1.579414546 1.459410985 1.384070457 1.552461303 0.094879817 0.085319822 0.077229507 0.084910239     

HC>PC  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.27805098 30.69744624 24.01644808 38.68958606 3.514627799 3.723434761 2.751288772 4.594023707     

MIN  22.16530183 24.75859184 17.71207083 32.08965043 2.971601957 3.292437219 2.405976293 4.248711228     

AVERAGE  25.70314505 28.03834559 20.58401795 35.51740027 3.206229139 3.499382508 2.566464174 4.433535826     

STD 
DEVIATION 

 1.582475432 1.371870566 1.440746399 1.497465592 0.099730279 0.090110885 0.084910239 0.084910239     

HC<PC ,1:2  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  28.67818878 30.51744867 23.29668814 38.73831039 3.467306334 3.700168464 2.751738523 4.656152823     

MIN  21.28558134 24.40307392 17.17548402 31.72285427 2.95824624 3.294826101 2.343847177 4.248261477     

AVERAGE  25.61470967 27.95147146 20.59706991 35.31044852 3.206632604 3.500258504 2.578060907 4.421939093     

STD 
DEVIATION 

 1.443181146 1.370470114 1.264624175 1.639137979 0.085388479 0.079226785 0.079387808 0.079387808     

HC<PC ,1:5  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.17937168 32.20553242 24.1290919 38.87618297 3.388797917 3.708073203 2.730439123 4.585361866     

MIN  20.64448461 23.97817151 16.97914676 30.80123935 2.930944572 3.36616493 2.414638134 4.269560877     

AVERAGE  25.63297696 28.0245358 20.61392339 35.36267347 3.204937427 3.505027166 2.578060907 4.423623345     

STD 
DEVIATION 

 1.578312146 1.529210243 1.406674794 1.639137979 0.085388479 0.074121777 0.071673752 0.071673752     
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