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 Emotion is the most important component of being human, and very essential for everyday 
activities, such as the interaction between people, decision making, and learning. In order 
to adapt to the COVID-19 pandemic situation, most of the academic institutions relied on 
online video conferencing platforms to continue educational activities. Due to low 
bandwidth in many developing countries, educational activities are being mostly carried 
out through audio interaction. Recognizing an emotion from audio interaction is important 
when video interaction is limited or unavailable. The literature has documented several 
studies on detection of emotion in Bangla text and audio speech data. In this paper, 
ensemble machine learning methods are used to improve the performance of emotion 
detection from speech data extracted from audio data. The ensemble learning system 
consists of several base classifiers, each of which is trained with both spontaneous 
emotional speech and acted emotional speech data. Several trials with different ensemble 
learning methods are compared to show how these methods can yield an improvement over 
traditional machine learning method.  The experimental results show the accuracy of 
ensemble learning methods; 84.37% accuracy was achieved using the ensemble learning 
with bootstrap aggregation and voting method. 
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1. Introduction 

Emotions play an important role in understanding human 
behaviors, thoughts, and actions. There is a plethora of 
applications such as human-to-human communication [1], 
human computer interaction [2], affective computing [3], remote 
patient monitoring system [4], etc. where emotion detection is a 
vital part for decision making, problem solving or understanding 
the mental state of a subject. Human emotions can be divided 
into primary and compound emotions. Primary emotions consist 
of eight types of emotions such as anger, fear, sadness, disgust, 
surprise, anticipation, acceptance, and joy. Compound emotions 
can be derived by conjugating two or more primary emotions. 
On the other hand, emotions may vary not only from person to 
person but also in different contexts, communities, cultures, and 
languages. This work detects emotions from Bangla speech data 
extracted from audio. 

Working with Bangla speech data to detect emotions is quite 
difficult and different in terms of accent, pitch, rhythm, 

intonation, pronunciation, and voice modulation. Selecting the 
right set of features is necessary to correctly classify emotions 
from Bangla speech data. There are several feature extractions 
approaches such as perceptual linear prediction (PLP), linear 
prediction coding (LPC) and Mel-frequency Cepstrum 
Coefficients (MFCC), which have been used for speech 
recognition from speech data. In this study, MFCC is used to 
extract features from Bangla audio speech data collected from 
Bangla speaking participants. 

Literature has documented numerous traditional machine 
learning approaches to classify an emotion from different types 
of data such as text, audio, video, image, brainwaves, etc. There 
are few notable works that detect emotions from Bangla speech 
data [5]-[9]. In [5], the authors have investigated the optimum 
number of MFCCs to recognize an emotion from speech data 
and suggested that MFCCs should be 25. In [6], the authors have 
developed a Gated Recurrent Unit (GRU) based deep neural 
network model to classify users' comments on Facebook pages. 
The authors have collected 5,126 Bangla comments and 
classified them into six classes: hate speech, communal attack, 
inciteful, religious hatred, political comments, and religious 
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comments. The accuracy of GRU based model is 70.10%. In [7], 
the Recurrent Neural Network (RNN) is used to classify six 
emotions: joy, sadness, anger, surprise, fear, and disgust from 
Bangla speech and achieved 51.33% accuracy. In [8], Gaussian 
Mixture Model-Hidden Markov Model (GMM-HMM) and Deep 
Neural Network-Hidden Markov Model (DNN-HMM) are used 
to search emotions from 49 different speakers of a vocabulary of 
500 unique words. The performance criterion of the models is 
considered Word Error Rate (WER) and achieved 3.96% WER 
for GMM-HMM, whereas 5.30% WER for DNN-HMM. In [9], 
an ensemble method of several supervised classifiers has been 
used to classify emotions from speech data and achieved 70% 
accuracy. We can see that the existing works have not achieved 
significant accuracy in detecting, and/or recognizing emotions 
from audio data. This work uses ensemble machine learning 
methods to detect four types of emotion such as happy, sad, 
angry, and neutral. Different trials of ensemble machine learning 
methods have been conducted to achieve better accuracy. The 
specific contributions of this work are as follows: 

• Bangla speech data collection with a careful avoidance in 
data biases. 

• Implementation of a noise reduction module which has been 
used during pre-processing. 

• Apply a different set of ensemble machine learning methods 
to achieve better accuracy in emotion detection. 

The rest of this paper is organized as follows. Related 
research is given in the next section. Dataset information is 
given in section 3. After that, the detail of the proposed method 
is described in section 4. Following the methodology, results and 
analysis are drawn from the experiments. Then a conclusion is 
drawn. 

2. Related Work 

From the last few decades, enormous research works have 
been accomplished in the field of emotion detection, recognition, 
and/or classification. Emotional intelligence is widely used to 
develop an emotionally aware healthcare monitoring system or a 
safe driving system or during computer games. This section will 
focus on reviewing different studies on emotion detection as 
well as studies other than the English language. 

2.1. Study of Speech Emotion Detection 

In [10], the authors developed a machine learning model for 
automatic emotion detection from speech. The model is used to 
monitor public emotions. The authors chose a manually annotated 
dataset and represented it as text using a vectorization method. 
Deep learning methods, convolutional, recurrent neural networks, 
and perception are used to detect emotions in textual data. The 
accuracy of the obtained classification model is quite low, which 
is 77% for random forest, 74% for regression, and 73.5% for 
naive Bayesian classifier. 

In [11], the authors presented an ANN approach to predict 
emotion in the field of Music Emotion Recognition. 167 voices 
were analyzed, and 76 features were extracted from International 
Affective Digital Sounds Dataset (IADS). This audio dataset was 
segmented into three parts for the purpose of training (70%), 
validation (15%) and testing (15%). In the prediction stage, the 

ANN model accounted for 64.4% in arousal and 65.4% in 
valence. The result showed that the shallow neural network 
performs better than the regression model. 

In [12], the authors presented a method for detecting emotion 
using speech using IoT based deep learning. The authors 
implemented a real time system based on IoT, and then 
classified emotions. The authors proposed an integrated deep 
learning model named Speech Emotion Detection (SED) using 
2D convolutional neural network. The accuracy rate achieved by 
SED is approximately 95%. 

In [13], the authors presented a new set of acoustic features 
for automatic emotion recognition from audio. The author 
proposed a feature based perceptual quality metric which is 
based on the masked perceptual loudness. The features 
computed emotion based on emotional difference such as 
“happy/excited”, “angry/anxious”, “sad/bored”, and 
“relaxed/serene” in the reference set of data. The authors used 
the proposed set referred as a perceptual feature set that consists 
of a 9-dimensional feature vector with 7 low level and 2 
statistical descriptors. GMM and SVM classifiers are used for 
computing emotions. A decision rule to be interpreted as an S-
MV rule was proposed by the authors and it showed an 
improved recognition performance specially for valence which 
was valid in both acted and natural emotions. 

In [14], the authors explained architecture for modeling 
conversation through language models encoding, and 
classification stages. The authors used transfer learning through 
the universal language modeling that is composed of Bi-LSTM 
units. The authors also list the hyperparameters which are used 
for building and training these models. The F1-score of this 
model is 0.7582. 

The EmoDet2 system is presented in [15] to detect emotion 
using a deep learning approach. EmoDet2 takes English textual 
dialogue as an input, and from text it detects four types of 
emotion such as happy, sad, angry, and others.  The authors 
combined neural network architecture and BiLSTM neural 
network to obtain substantial improvement over the baseline 
model. The performance of EmoDet2 is quite satisfactory, with 
an F1-score of 0.78. 

In [16], the authors developed a system to detect emotion 
from the Roman Urdu text. The authors developed a 
comprehensive corpus of 18k sentences that converged from 
distinct domains, and annotated it with six different classes. The 
authors also applied different baseline algorithms like KNN, 
Decision tree, SVM, Random Forest on their corpus. The 
authors gained an accuracy rate of 69.4% and an F-measure of 
0.69. 

A method to recognize emotion collected from social media 
like Twitter is described in [17]. The authors classify English 
text into six different emotions which are happiness, sadness, 
fear, anger, surprise, and disgust. The authors used natural 
language processing and machine learning classification 
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algorithms. The authors also managed to create a large bag of 
emotional words along with their emotion-intensities. The 
authors achieved an accuracy of 91.7% for SMO and 85.4% for 
J48. 

In [18], the authors presented a model to detect multiclass 
emotion detection from Bangla text. The authors used a 
Multinomial Naïve Bayes (MNB) classifier with various features. 
The model can classify three emotions: happy, sad, and angry 
from text with an accuracy of 78.6%. 

In [19], the authors explained a machine learning method to 
recognize four major types of human emotions which are anger, 
sadness, joy, and pleasure. The authors incorporated 
electrocardiogram (ECG) signals to recognize emotions. The 
authors combined four ECG signal-based techniques which are 
heart rate variability, empirical mode for decomposition within 
beat analysis, and frequency spectrum analysis. The frequency 
spectrum analysis used in this work is proposed in this work. By 
comparing it with the best biosensor-based model, this ensemble 
model attained an accuracy rate of 10.77%. 

In [20], the authors presented a framework of Long Short-
Term Memory (LSTM) and 2D Convolutional Neural Network 
(CNN) to detect emotion from physiological signals acquired 
using wearable, low-cost sensors. In [21], the authors used two 
ensemble classification schemes: stacked generalization and 
unweighted voting for spoken emotion recognition. Stacked 
generalization is an approach to combining predictions from 
multiple classifiers. In an unweighted voting method, the class 
predictions of the base-level classifiers are abridged and the class 
which gets majority votes is selected as the final class. Numerous 
deep learning architectures have been used in [22] for emotion 
detection from both speech and text data. 

Most of these works have been conducted to recognize 
emotions in English language, which could not be useful for 
detecting emotions in languages other than English. 

2.2. Study of speech emotion detection in languages other than 
English 

Beyond the English language-based speech emotion 
detection studies, researchers have worked on many other 
languages such as Persian [23], Urdu [24], Arabic [25], Hindi 
[26], etc. Since each language has different kind of expressions to 
show emotional states, generalizing emotions for all languages 
would be a difficult task. Hence, speech emotion detection 
systems are generally developed language-dependently. As native 
speakers of Bangla language, we choose to work on emotion 
detection from spoken Bangla using our own dataset.  

3. Dataset 

To detect different emotions from speech audio data, we 
needed to develop an emotion speech dataset. In this work, we 
have collected data from 20 participants, of which 12 are males, 
and 8 are females. All participants are native speakers of Bangla 
language. Table 1 and Table 2 show the detailed information of 
participants’ age, gender, and occupation. We have collected data 
from different age groups ranging from 18 to 32 years, and with 
different occupations such as job holder, student, businessman, 

and self-employed. We have collected 452 samples and the 
duration of each sample is from 3 to 5 seconds. We have labeled 
these samples in four emotional categories based on the type of 
speech data. The emotion categories are angry, happy, sad, and 
neutral. We have recorded the speech audio data on smartphones. 
Since the participants had different models of smartphone, we 
had to convert the recorded data into one common audio format. 
In this work, we have converted the data into wav format. The 
volume of our dataset is not large compared to other datasets such 
as RAVDESS multimodal database [27]. However, we could 
achieve a good accuracy with fewer samples of data that is 
discussed in the result section. 

Table 1: Age and gender of the participants 

Gender Age Total 
18-22 23-27 28-32 

Male 04 05 03 12 
Female 03 04 01 08 

Table 2: Occupation of the participants 

Gender Occupation 
Job 

Holder 
Student Business Self-

Employed 
Male 02 06 01 03 
Female 01 05 00 02 

4. Methodology 

Voice is the prominent medium to communicate. Our 
objective is to detect the emotion from audio data using several 
machine learning models including traditional, and ensemble 
models. We have gone through a number of pre-processing steps 
before training our dataset. The pre-processing is done to 
remove any unwanted noises from the audio data. We will 
discuss each phase of pre-preprocessing in the next subsection.  

 
Figure 1: Architecture of the proposed methodology 
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A block diagram of emotion detection methodology is shown 
in Figure 1 where the pre-processed data go through the feature 
extraction phase. Here, we extract several voice features such as 
MFCC, MEL, contrast, tonnetz, etc. After the feature extraction 
phase, the audio data are sent to ensemble machine learning 
models for training. After training the models, our next step is to 
detect different types of emotions from test data. 

4.1. Pre-processing 

Pre-Processing is a technique that transforms raw data into 
understandable format. It is not suitable for feature extraction 
modules with raw data directly because the data are collected 
from different platforms and environments. Our dataset was 
collected in various formats such as MP3, MP4 AAC, M4A, 
WMA, FLAC, OGG, etc. Also the dataset was not properly 
labeled, and was contaminated with a lot of extra unwanted 
noises. In order to simplify the further steps, we processed the 
dataset and cleaned them as follows: 

• Data Labeling: Our dataset is formatted based on RAVDESS 
multimodal database [27] of emotional speeches and songs. 
Each of the 452 samples has been labeled based on the 
speech emotion data. The filename consists of a 7-part 
numerical identifier (e.g., 03-01-05-01-02-01-12.wav). These 
identifiers define stimulus characteristics of the speech data. 
Third identifier of the filename is defined as Emotion (e.g., 
01 = neutral, 03 = happy, 04 = sad, 05 = angry). For example 
in the filename: 03-01-05-01-02-01-12.wav, the 3rd 
identifier is 05, and is referred to emotion angry. The other 
identifiers are not necessary for this study. 

• Audio Transcoding: We have used the librosa module to 
convert the audio data. This module returns WAV audio 
format from raw data such as MP3, MP4 AAC, M4A, WMA, 
FLAC, OGG etc. Audio transcoding is done to convert 
different audio formats to one common audio format. 

• Noise Reduction: Noise reduction is the process of removing 
noise from a signal. Noise reduction techniques exist for 
audio and images. In this work, a python module pydub is 
used for audio segmentation to remove extra noise from 
audio data. 

• Stereo to Monaural: Monaural or monophonic sound (mono) 
reproduction is sound intended to be heard as if it is 
emanating from one position. Mono channel is used when 
there is only one source of audio, and the stereo channel is 
used when there are multiple sources of audio. Since we are 
only taking speech data without contamination of any music 
or instruments, we have converted stereo to mono channel to 
reduce the usage of bandwidth and storage space. We have 
used FFmpeg multimedia framework for converting our 
audio data from stereo to mono.  

• Frequency Downsampling: We downsampled the  audio data 
to adjust frequency to 16kHz using FFmpeg multimedia 
framework. 

4.2. Feature extraction  

Choosing a suitable set of features is an important step in 
detecting emotions from speech data.  Speech features can be 

divided into spectral, excitation, acoustic features [25]. We have 
selected several features such as MFCC, Chroma feature, LFCC, 
LPC, RC, Contrast, Tonnetz, etc. We use a minimal set of 
features to reduce the complexity in emotion detection. Since 
there is no general agreement on the right number of features for 
detecting emotions from speech data, we have chosen features 
that are effective and computationally efficient. 

4.3. Train model 

After the feature extraction phase, the extracted features are 
used to train machine learning models. In this stage, different 
machine learning models are trained using the dataset. For this, 
the dataset is split into 85% for training and 15% for testing. 
Since the volume of our dataset is small, we have split the 
dataset based on empirical findings. After training a model, the 
dataset is gone through the testing phase to evaluate model’s 
accuracy.  

4.4. Detection of emotion  

Machine learning classifiers have been used in predicting, 
recognizing, and detecting the desired target of a given dataset. 
In this work, we have trained and tested traditional and ensemble 
machine learning models to detect emotions from Bangla speech 
audio data.  

4.4.1. Traditional Machine Learning Models 

Five traditional machine learning models are used in this 
work. They are Multi-Layer Perceptron (MLP), K-Nearest 
Neighbors (KNN), Decision tree (DT), Random Forest (RF), and 
Support vector machines (SVM). These machine learning 
approaches are used in detecting different emotional states such 
as happy, sad, angry, and neutral from the extracted speech data.  

4.4.2. Ensemble Machine Learning Model  

Ensemble machine learning model is a combination of 
different sets of models. It provides a final output by combining 
several outputs of different ML models. Hence, ensemble 
machine learning model gives more accurate performance. The 
final decision can be taken by the ensemble model by using 
different methods such as hard voting, bootstrap aggregations, 
boosting, etc. It provides more accurate results by relying on a 
decision tree rather than one model as shown in Figure 2. 

 

In Figure 2, there are 5 weak learners that are L1, L2, L3, L4 
and L5. They are going through training models to become a 
vigorous learner as L*. 

Figure 2: An example ensemble method 
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In this work, we used a bagging ensemble model. Bagging 
(Bootstrap Aggregation) is generally used to reduce the 
contradiction. In bootstrap aggregation, multiple similar 
algorithms are trained separately, and then merge them all to 
determine the model’s average. We used five different types of 
algorithms for the bootstrap aggregation method. In Figure 3 
shows ensemble method with bootstrap aggregation. 

 
Figure 3: An example of Bootstrap Aggregation 

In Figure 3, we have provided an original dataset. The 
bootstrap aggregation process generates multiple subsets which 
are D1, D2, D3, … Dn from the given dataset. On each subset, a 
machine learning algorithm is fitted. The fitting algorithm is 
then trained using multiple subsets to produce various models 
which are C1, C2, C3, … Cn. The produced models are called 
weak learners or base models. Now, we have our multiple base 
models which are trained in parallel at this stage.  In the last 
stage, the multiple predictions made by the base models are 
combined to produce a single final model which is C*. The final 
model C* will have low variance and a high accuracy score. 

5. Result and Discussion 

In order to evaluate the performance of our work, we have 
considered precision, recall, and F1-score for each emotion class 
and then we have calculated the average accuracy. We have 
experimented with different ML models to find out which model 
performs better in terms of detecting emotions with higher 
accuracy. 

We have tested multiple machine learning models for our 
work. Since these machine learning models failed to give our 
desired result, we go with ensemble methods with bootstrap 
aggregation that not only give the better accuracy but also 
improve the stability of machine learning models, prevent model 
overfitting, and reduce variance. 

Table 3 gives the precision, recall and the weighted-average 
F1-scores for the multiclass classification using ensemble model 
with SVM, MLP, KNN, DT and RF classifiers for training 
dataset. In Table 3, DT with ensemble model performs better 
than other classifiers with an average accuracy of 99% 
approximately. 

Table 4 shows the precision, recall and the weighted-average 
F1-scores for test dataset. The RF model gives slightly better 
accuracy than other models, which is 78%. Here, we also see 
that, DT has the accuracy score of 77%, while KNN has 74%, 

and MLP has 71% accuracy. On the other hand, precision, recall, 
f1-score and accuracy percentage are quite low for the SVM 
classifier compared to other classifiers. SVM gives only 65% 
accuracy. 

Table 3: Comparison of different ensemble ML models for training dataset 

ML 
Model 

Emotion Precision Recall F1- 
score 

Average 
accuracy 

Decision 
Tree 

angry 1.00 0.98 0.99 0.99 
 happy 0.94 0.98 0.96 

neutral 0.99 0.97 0.98 
sad 0.98 1.00 0.99 

Random 
Forest 

angry 1.00 0.98 0.99 0.96 
happy 0.89 0.97 0.93 
neutral 0.92 0.96 0.94 
sad 0.97 0.99 0.98 

KNN angry 1.00 0.98 0.99 0.98 
happy 0.94 0.98 0.96 
neutral 0.99 0.97 0.98 
sad 0.98 1.00 0.99 

MLP angry 0.96 0.98 0.97 0.93 
happy 0.90 0.95 0.93 
neutral 0.91 0.93 0.92 
sad 0.95 0.86 0.90 

SVM angry 0.98 1.00 0.99 0.97 
happy 0.93 0.97 0.95 
neutral 0.97 0.99 0.98 
sad 0.95 0.97 0.96 

Table 4: Comparison of ensemble ML models for test dataset 

ML 
Model 

Emotion Precision Recall F1- 
score 

Average 
accuracy 

Decision 
Tree 

angry 0.85 0.73 0.79 0.77 
happy 0.79 0.75 0.77 
neutral 0.71 0.79 0.75 
sad 0.75 0.81 0.78 

Random 
Forest 

angry 0.64 0.94 0.79 0.78 
happy 0.95 0.57 0.76 
neutral 0.69 0.71 0.70 
sad 0.79 0.94 0.87 

KNN angry 0.76 0.80 0.78 0.74 
happy 0.83 0.57 0.70 
neutral 0.68 0.78 0.73 
sad 0.67 0.81 0.74 

MLP angry 0.63 0.73 0.68 0.71 
happy 0.79 0.71 0.75 
neutral 0.77 0.69 0.73 
sad 0.65 0.77 0.71 

SVM angry 0.55 0.69 0.62 0.65 
happy 0.61 0.71 0.66 
neutral 0.65 0.57 0.61 
sad 0.76 0.69 0.71 

As we progressed, we see that we are not getting our desired 
result. So, we have applied an ensemble voting classifier for 
better accuracy. The intuition behind using hard voting is that to 
label the emotion that has been chosen most frequently by the 
classification models.  
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Hard voting is the simplest case of majority voting. Here, we 
label a class ŷ via majority (plurality) voting of each classifier Cj: 

𝑦𝑦 � =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚{𝐶𝐶1(𝑥𝑥),𝐶𝐶2(𝑥𝑥), . . . ,𝐶𝐶𝑚𝑚(𝑥𝑥)} 

Here C represents the models. We combine our five models 
in the voting classifier to get better performance in detecting 
emotions. 

Table 5: Accuracy of ensemble methods with voting 

In Table 5, we have calculated the F1-score of four types of 
emotions: a79.5% for angry, 86.25% for happy, 84.75% for 
neutral and 87% for sad emotions. The average accuracy is 
84.37% using the voting classifier. So, we can say that if we test 
any sample of Bangla speech data, we can get the success rate of 
emotion detection of 84.37%. During evaluation of ensemble 
model in our work, we have found that the size of the dataset, 
the number of features, and the classifiers affect the detection of 
emotions to some extent. 

In Figure 4 and Figure 5, we have showed the ensemble 
bootstrap aggregation model accuracy for training and test 
dataset respectively. In our emotion recognition journey, we try 
to find out which classifier detects emotion accurately, so we 
have compared the ensemble classifiers and traditional 
classifiers. In Figure 5, we clearly see that our ensemble 
classifier gives better performance compared to traditional 
classifiers. 

 
Figure 4: Ensemble bootstrap aggregation training model accuracy 

In Figure 6, we have shown the emotion detection success 
rate using ensemble model with voting. From our observation, 
we can say that by using ensemble voting method, we can get 
better accuracy in compared to traditional methods, which is 
84.37%.  

 

 
Figure 5: Comparison between begging classifier and traditional classifier 

 
 Figure 6: Accuracy of ensemble method with voting 

6. Conclusion 

In this work, we have explored emotion detection in Bangla 
language. We have presented an ensemble machine learning 
model with voting to detect emotion from speech data. The 
ensemble learning model with voting outperformed traditional 
machine learning models with better accuracy. However, our 
dataset has fewer samples of speech data. The amount is not 
sufficient to achieve a better result. Therefore, in future, more 
data samples would be considered for detecting broad ranges of 
emotions from Bangla speech data. 
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