
Advances in Science, Technology and Engineering Systems Journal
Vol. 8, No. 1, 63-77 (2023)

www.astesj.com
Special Issue on Innovation in Computing, Engineering Science & Technology

ASTES Journal
ISSN: 2415-6698

An Efficient Way of Hybridizing Edge Detectors Depending on Embedding
Demand
Habiba Sultana*, A. H. M. Kamal

Computer Science and Engineering, Jatiya Kabi Kazi Nazrul Islam University, Mymensingh, 2220, Bangladesh

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 29 August, 2022
Accepted: 01 January, 2023
Online: 24 January, 2023

Keywords:
Steganography
Edge detection
PSNR

Edge detection-based image steganography schemes usually embed data in edge pixels only.
However, some schemes embed data in non-edge pixels as well. In that case, the schemes
embed more bits in the edges than in the smoothed areas. In all cases, the schemes perform
large changes in a tiny area of the image during small data embedding. Detecting such local
modifications is comparatively easier for a steganalyzer. As a result, it is preferable to distribute
bits evenly across the image. Again, the schemes struggle to hide large messages in a cover
image due to the algorithmic approach of hiding a fixed number of bits per pixel. In this research,
we have overcome that problem by employing multiple edge detectors in generating a resultant
edge image. Depending on the embedding needs, we have checked whether a single edge
detector is sufficient to help in conceiving all bits or not. If it is not possible for a single-edge
detector, we have hybridized them. Hybridization of edge images is performed either by logical
AND, OR or OR with dilation. When the message size is very small, we have generated the
resultant edge image by doing a logical AND operation among the edge images. That strategy
have reduced the number of edge pixels as well as helped in distributing the to-be-embedded bits
over the image in a more evenly manner. Similarly, to meet a larger embedding demand, we have
performed a logical OR operation among the same edge images to increase the number of edge
pixels. Even, to meet more embedding demand, we have dilated the OR-resultant image. These
processes were carried out dynamically in the research according to an embedding demand.
The experimental results deduce that this scheme embeds 92.37%, 73.92%, 74.78%, and 9.60%
more bits than four competing methods. Similarly, for small embedding demand, the proposed
scheme demonstrates 37.45%, 46.87%, 44.21%, and 55.56% higher PSNR values than the
others. Moreover, statistical analyses state that this scheme demonstrates stronger security
against attacks.

1 Introduction

In steganography, an embedding method implants a secret in a cover
media such as a text file, digital image, audio, video, IP protocol,
bio-signals, DNA sequence, etc [1]. By implanting secrets in a
media, these methods modify the contents of that cover media. That
modified media is then known as stego media. As a cover media,
digital images are widely used in steganography because of their
higher degree of redundant information [2]. The performance of
image steganography is mainly measured by a set of features like
payload, imperceptibility, and security of stego image [3]. Steganog-
raphy methods work in either spatial domain, transform coefficients
or created residues [1]. In the spatial domain, the confidential in-
formation is concealed in either pixel values or to their processed
values [4]–[6]. There a very commonly used method is least signifi-

cant bit (LSB) substitution. In the transformed domain, the schemes
first transform image contents, e.g., by wavelet transform, Fourier
transform, etc., and then implant secrets in these coefficients [7]. In
residue-based methods, the schemes implant secrets, generally, in
pixel value differences (PVD) and prediction errors [8].

In terms of blindness, these schemes are categorized as re-
versible [6], [9]–[21] and irreversible [4, 5], [22]–[33] groups. In
reversible steganography, the receiver rebuilds the cover image from
the stego image in addition to extracting the desired secret mes-
sage. On the other hand, the irreversible schemes extract the secrets
only. Irreversible schemes are easy to implement and provide higher
embedding capacity. For this, our research focuses on irreversible
techniques. We concentrate our research target on the spatial domain
only.

Machine learning is frequently used in cancer and kidney stone
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detection, image retrieval, and brain stroke [34]–[39]. Many of
such applications use edge detection algorithm for localizing and
visualizing target area in image and data. Before applying machine
learning, if one wishes to implant privacy-preserving and security-
related data [40]–[42] in the detected edge information that could be
a promising technique to be used in the tele-medicine applications.
Therefore, it is interesting to associate an edge detection method to
divide the image contents into the edge and non-edge areas and to
hide the data there [5, 6, 10, 31, 43].

In [22], [24], [33], [6], [2], the author used Canny edge detector
to identify edge and non-edge pixels. All of the schemes used the
LSB substitution method to hide data bits. In [25], [28] the author
worked with different authors and applied a Canny edge detector in
both cases to detect edge pixels. In [25] and [28], authors implanted
data bits using reduplicated exploiting on the modification direction
(REMD) and hybrid Hamming codes, respectively. In [8], the au-
thor employed a Canny edge detector as well and applied exclusive
OR operation as a part of their embedding process. In [23], the
author did the same but partitioned the image first into blocks. In
addition to data implantation tasks, these schemes tried to their own
ways to maintain a better visual quality in their stego images. In [3]
and [31], the author used hybrid edge detection techniques in their
data hiding process. They measured pixel value differences (PVD)
first to decide the number of implanted bits per pixel and then used
the LSB substitution method for data hiding. In [30], the author
associated the Canny edge detector and PVD in their data hiding
technique as well.

In [1] and [27], the author employed fuzzy edge detector to
detect edge pixels and then used LSB substitution approach to im-
plant the secrets into these detected edge pixels. In [1], the author
used a chaotic method as a pre-processing task to encrypt the secret
message.

Some authors first used multiple edge detectors using diverse
edge operators, e.g., Canny, Sobel, and Fuzzy operators, and then
hybridized these edge images to increase the number of edge pixels
[4] in the resultant edge image. They used the LSB substitution
method in their data implantation phase. To minimize the distor-
tion of [4], in [26], the author divided the image into blocks and
thereafter, they applied a hybridization process to these detected
edge images. In [31], the author used another hybrid edge detection
technique. He, additionally, performed a morphological dilation
operator in their data-hiding phase to increase embedding capacity.
In [32], the author hybridized the edge images by logical AND
operator to increase the stego image quality while implanting small
sized messages. In [5], the author proposed another edge detection
based steganography method. They tested their scheme for Canny,
Sobel, and Fuzzy-based edge detectors. They used the renown LSB
substitution method to implant data bits. In [29], Ghosal proposed
a steganography scheme using the Kirsch edge detection method
where they implanted the message bits into each triplet of pixels.
Therefore, the embedding capacity is low.

In this study, we have proposed a new hybrid edge detection-
based embedding process where it embeds more bits in edge pixels
than non-edge ones. The proposed scheme employs multiple edge
detection methods and finds the best detector for what the demanded
message bits are just conceivable. Depending on embedding de-
mand, it determines whether a single edge detector is capable to

help in hiding entire secrets. If the size of the secret message is too
small or very high than the embedding capacity by using a single
edge detector, it hybridizes the edge images in both cases. When
the message length is too small, the proposed scheme hybridizes
edge images by logical AND operator to reduce the number of edge
pixels. The number of edge images is employed in the AND opera-
tion depending on the message length. The resultant edge image
helps the embedding algorithm to distribute the secret bits in the
cover image more evenly. Again, to implant a large-size message, it
performs a logical OR operation among the edge images to increase
the number of edge pixels in the resultant edge image. Even, if
OR is unable to implant the whole secret message, the scheme
employs a morphological dilation operation to further increase the
number of edge pixels in the resultant edge image. The scheme
does that hybridization and dilation operation dynamically realizing
the length of the secret message and computing the embeddable
bits through that resultant edge image. Experimental results show
that our proposed scheme performs better than the other competing
methods for all the performance measuring parameters.

Contributions of this research are listed below:

• This scheme dynamically chooses the best one of the four
different embedding techniques depending on the message
length.

• We have allowed the scheme to implant a different number
of bits in edge and non-edge pixels according to embedding
demand.

• Our proposed method increases the visual quality of stego
image and embedding capacity as well. At the same time, it
shows strong resistance against statistical attacks.

The rest of this paper is organized as follows: section 2 concisely
presents the related works. The proposed method is described neatly
in section 3. Section 4 demonstrates the simulated results of our
scheme. The results of testing the robustness of the proposed scheme
against attacks are devoted in section 5. Finally, section 6 concludes
the article.

2 Related Works

2.1 A Brief on Edge Detectors

The sharp changes in the image brightness are called the edges or
boundaries of the image. Edges may exist in horizontal, vertical, or
diagonal directions. The method which is used to detect the edges
of an image is called edge detection. A filter, known as kernel or
operator is used to identify the edges in an image. Very commonly
used edge detectors are canny, sobel, log, Prewitt, kirsch, laplacian,
and fuzzy. Generally, edge detectors are used in pattern recognition,
feature extractions, and image morphology. In the field of detection-
based, edge detectors are used to improve the security of data hidden.
These schemes first detect the edge pixels and non-edge pixels in a
cover image and implant only edge pixels or both categories. We
have studied a good number of articles on that state art. Among
those, we found the works of [5], [31], [33] and read them very
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carefully and attentively and built the foundation of our proposed
work on them.

2.2 Single edge-based image steganography

In [5], the author proposed an edge-detection-based steganographic
method. This scheme copied the cover image and cleared n−bits
LSBs from it. Then it applies various popular edge detectors such
as canny, Sobel, fuzzy, etc., and generates an edge image. This
scheme classifies the contents of cover image pixels as edge and
non-edge pixels based on that edge image. This scheme then im-
plants x bits of secrets into edge pixels and y bits into non-edge
pixels and generates a stego image. This is the embedding process.
In the extraction phase, the receiver extracts the secret messages
from the stego image using the reverse process of embedding.

2.3 Hybrid edge-based image steganography

In 2018, Rasol [33] proposed an image steganography using a hy-
brid edge detection technique. In this scheme, the authors apply
canny and Sobel edge detection methods and generate edge area.
They combined those edge areas using logical OR operation. On
the other hand, they also add a special character at the end of the
message and convert it into binary according to ASCII. Then they
embed x bits into the edge area and y bits into the non-edge area
using the LSB method and thus generate a stego image and send it
to the receiver. The receiver performs the reverse of the embedding
process and extracts the secret message.

2.4 Dilated hybrid edge-based image steganography

In [31], the author proposed a dilated hybrid edge detection-based
image steganography scheme. This method has three phases such
as preprocessing, embedding, and extraction. Like as [5], this
scheme also copies the cover image and cleared n−bits LSBs from
it. This scheme then applies m−number of edge detectors such as
e1, e2, ......, em and combine two edge detectors using logical OR
operation. This scheme also used morphological operators such as
dilation to increase the number of edge pixels. Based on the dilated
hybrid edge image, all the contents of the cover image pixels are
classified as edge pixels and non-edge pixels. The XOR operator
is used in the embedding process to improve security. This scheme
implants x bits information in edge pixels and y bits into non-edge
pixels and generates a stego image. In the extraction phase, the
receiver extracts the secret message using the reversible method of
embedding.

2.5 Edge-based image steganography

In [32], the author proposed an image steganography method based
on hybrid edge detection. This scheme all most similar to setiadi’s
method [31]. The difference between those schemes is, [32] is
applicable for small message sizes with maintaining good visual
quality and [31] has good embedding capacity with maintaining
visual quality. The scheme [32] used logical AND operation instead
of logical OR operation.

Table 1 gives a summary of this work.

Table 1: Summary of related works. Uses of multiple edge detectors and dilating the
hybrid edge image are the key distinguishing features of this scheme.

Criteria [32] [5] [33] [31]
Cleared LSBs? Yes Yes No Yes
Hybridize edge images? Yes No Yes Yes
Dilate edge image? Yes No No Yes
Use an edge detector? Yes Yes Yes Yes
Encrypt message? No No Yes Yes
Embed as (x,y) bits? Yes Yes Yes Yes
Message type? Text Binary Text Text

3 Proposed method
The proposed work consists of three phases: pre-processing, data
embedding, and data extracting. The description of these phases is
given below:

3.1 Pre-processing phase

As our target is to implant the message in both edge and non-edge
pixels, we perform single edge detectors or hybridize edge detectors
based on message length mL and maximum achievable payload. We
take an instance of the cover image and cleared n− bits LSBs from
it. Then we apply m− number of edge detectors. We select the best
suitable edge detector in the following way:

rE =


E when m L > P s and m L < P h
AND(E 1,E 2....E m) when m L ≤ P s
OR(E 1,E 2....E m) when m L ≥ P h
dilation(E) otherwise

(1)
We select single edge detector E when message length mL is

greater than the probable highest payload Ph and less than the prob-
able smallest payload Ps. When message length mL is less than Ps

then we hybridize two or more edge images using AND operation.
we also hybridize two or more edge images using OR operation
when message length mL is greater than the probable highest pay-
load Ph. In another case, we used morphological operator dilation
when the message length is large. Let the cover image is C and an
instance of it by I. We first clear n−bits of LSBs from every pixel
of I by equation(2).

I(i, j) = I(i, j) − f (I(i, j), 2n); (2)

where function f returns the remainder value when one divides I(i,j)
by 2n.
We have applied m−number of edge detection operators, e.g., canny,
sobel, fuzzy, Robert, Prewitt, log, etc on the cleared image I to
detect edge pixels, separately. We have generated the edge image
by equation (3).

eI(i) = ψ(I,Ω); (3)

where ψ is one of the m edge detection operators, i.e.,
Ωϵ{canny, sobel, log, f uzzy,Robert, Prewitt, etc.} and 1 <= I <=
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Figure 1: Preprocessing and embedding Phase.
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m and ψ returns the edge image eI from I for a specific edge de-
tector Ω. We also make all possible combinations of edge images
if needed. We performed logical AND, OR, or dilation operations
in each group. Each edge image is a binary image. For each pixel,
the edge image holds a 0 or 1. A 1-in-edge image means the corre-
sponding pixel of I is in the detected edge.
We compute the maximum achievable payload Pi by using equation
(4). Payload is the total embedded bits.

Pi = ePN ∗ x + neN ∗ y; (4)

Where ePN is the edge pixel and neN is the non-edge pixels and
x and y are the number of embedded bits, 1 <= x <= 5 and
1 <= y <= 4.
We then sort Pi in ascending order i.e. P1 < P2 < P3 < ........... < Pi.
We calculate the total embedded message length mL by equation
(5).

mL = length(message); (5)

Next, we check which one first meets the requirement of embedding
payload mL, say Pk using equation (1). Pk is the resultant edge
image.
Those are the pre-processing stage. This is illustrated in Figure (1)
up to (4) blocks.

3.2 Data embedding phase

Now it is the time to implant secrets in the image I. The pre-
processing and embedding process is illustrated in Figure (1). The
data implantation steps are as follows:

• An algorithm is developed to classify edge and non-edge pix-
els and their location in I based on resultant edge image Pk

by equation (6).

[ePN, ePNP, neN, neNP] = F(I, Pk); (6)

Where F returns edge pixels ePN, their positions ePNP, non-
edge pixels neN and their positions neNP in I. The function
F performs in following:
Function F(I, Pk)
Compute the size of image I. Let it is (h,w)
[ePN, ePNP] = Ge(I, Pk, h,w)
CPk = (Pk − 1) ∗ (−1)
[neN, neNP] = Ge(I,CPk, h,w)
return [ePN, ePNP, neN, neNP]
Where Ge is defined below.
Function Ge(Q,R, h,w)
k = 0
for i = 1toh
for j = 1tow
if R(i, j) == 1
R1(k) = Q(i, j)
R2(k, 1) = i,R2(k, 2) = j
return R1,R2

• Now, we implant x bits and y bits of secrets in each edge
and non-edge pixel, respectively of the cover image by the

LSB substitution method. Let x bits of information be bx and
y bits of information are by. In that, the substitution task is
performed by equation (7).S (s, t) = I(s, t) + ϕ(bx)

S (u, v) = I(u, v) + ϕ(by)
(7)

where ϕ(bx) stands for decimal conversion of binary bx.
s = ePNP(i, 1), t = ePNP(i, 2), u = neNP( j, 1), v =
neNP( j, 2) and 1 ≤ i ≤ No O Edge Pixels, 1 ≤ j ≤
No O f nonEdge Pixels. Here bx will be different for each
of the s and t. The same is true for by. This means that each
time a different bx and by of the secret will be implanted. That
stego image S is then sent to a receiver end. The receiver end
next extracts the implanted secrets from S .

3.3 Data extraction phase

In the extraction phase, the receiver receives the stego image and
stego key. The receiver gets the necessary information from the
stego key such as the number of cleared bits n, the name of selected
edge detectors, the number of bits embedded in edge and non-edge
pixels, and message length. Like the sender, the receiver copies the
stego image S to I. It then clears n bits of LSBs from I by equation
(1). Let, that n−LSBs cleared image is also I. The scheme that
applies m− number of edge detectors on I from stego key. We have
then separated the edge and non-edge pixels and their corresponding
positions in I by equation (6). Next from each of the edge and non-
edge located pixels, i.e., from (s, t) and (u, v), we have measured dx

and dy using equations (8) and (9).

dx = S (s, t) − I(s, t); (8)

dy = S (u, v) − I(u, v); (9)

Here s, t, u, v, i, and j are defined in the previous subsection. Next,
we extracted the binaries of the secret by equation (10).bx = ϕ

−1(dx)
by = ϕ

−1(dy)
(10)

Where ϕ−1 means binary conversion of decimal value dx.

4 Result analysis and discussion
In this section, we show the experimental results conducted to eval-
uate the performance of the proposed scheme with the works of
Sultana [32], Bai [5], Rasol [33] and Setiadi[31]. We first selected
ten frequently used images, an image dataset, and a message dataset.
We set up our experiment and then analyzed the results.

4.1 Experimental Setup

We worked on MATLAB’s edition R(2017a) on windows 7. The
experiments were performed on a desktop that is specified by an
Intel (R) Core (TM) i5-8500T CPU @ 2.10 GHz 2.11 GHz pro-
cessor and RAM of 8.00 GB. In the proposed system we used two
different types of input data one is the secret message, i.e. to be
implanted data, and the other is the cover image. We first collected
some sample messages from different sources, as shown in Table 2.
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The sample message could be a text, binary, or any other format. We
used our prepared function ConBin to convert the non-binary input
data to binary. For example, text data is converted to binary from
the ASCII values of the text contents. We work for different sizes
of message lengths. As a cover media, We collected ten frequently
used standard images as shown in Figure 2 to conduct all our pri-
mary experiments. We also used 499 images of the BOSS dataset.
We converted the color of the images to grayscale and resized them
to 512 x 512. As the contents of the dataset are images, we worked
with intensity values of pixels. Thus the final inputed values to our
embedding algorithm are binary for secret message and pixel values
for cover media. We measured the performance of the schemes
by several feature values, such as edge pixel generation capability,
embedding capacity, peak signal-to-noise ratio (PSNR), structural
similarity index matrix (SSIM), standard deviation, correlation co-
efficient, entropy, cosine similarity, and Pixel difference histogram,
etc.
Table 2 is given as a message dataset of this work.

Table 2: List of message dataset with message length and type

DatasetName Message Length Message Type
SupervisorMessage 398833 text
M1 274661 binary
M2 442483 text
M3 693637 binary

A supervisor Message is a text-type message from my supervi-
sor. The message is
Though the life of a Ph.D. researcher is a matter of struggle, it is
enjoyable as well. Bethe cause finding some novelty is always chal-
lenging and overcoming such challenge gives a researcher heavenly
happiness........,.

4.2 Mathematical Representation of Feature values

Let the number of edge and non-edge pixels in a cover image are
ePN and neN, respectively. Then the maximum achievable payload
PL is defined by equation (11)

PL = ePN ∗ x + neN ∗ y; (11)

Where x and y are the numbers of bits embedded in the edge and
the non-edge pixels. We also measured the capacity. Capacity can
be defined as the number of implanted bits per pixel. Embedding
capacity EC is measured by equation (12)

EC =
P

h ∗ w
; (12)

Where, P is the total number of implanted bits in the cover image,
h and w are the image height and width. Maintaining image qual-
ity is a challenging task and for this purpose, we used PSNR and
SSIM which are commonly used image distortion measurement
parameters. PSNR is measured by equation (13)

PS NR = 10 log10
2552

MS E
; (13)

where,

MS E =
1

h ∗ w

w∑
i=1

h∑
j=1

(S i, j −Ci, j )2; (14)

here, S is the stego image and C is the original cover image. Next,
SSIM is calculated by equation (15)

S S IM =
(2µcµs +C1)(2σcs +C2)

(µ2
c + µ

2
s +C1)(σ2

c + σ
2
s +C2)

(15)

here, µc and σc are the mean and variance of pixel values in the
cover image. Likewise cover, µs, and σs are the same for the stego
image. C1 and C2 are two constants and we set C1 = 0.0001 and
C2 = 0.0009 for experiment. There are many methods of analyz-
ing the robustness against various attacks. Famous techniques are
entropy measurement, standard deviation measurement, analyzing
correlation among the pixels, checking the cosine similarity between
the cover and stego image, and histogram of the Pixel difference
between the stego and cover image. The entropy is measured by
equation (16)

H = −
∑

k

Pk log2(Pk); (16)

Where, Pk is the probability associated with gray value k and
1 ≤ k ≤ 255.
Standard deviation is defined by equation (17)

s =

√√√
1

N − 1

N∑
i=1

(xi − x)2. (17)

Where N is the number of data points, xi each of the values of the
data, and x is the mean of xi.
Population correlation is defined by equation (18)

Pcs =
σcs

σcσs
; (18)

Where σc and σs are population standard deviations in cover C and
stego S. Again, σcs is the co-variance between the cover and stego
image. Equation (19) gives us the cosine similarity values

fcos sim(C, S ) = cos θ =

∑h
i=1
∑w

j=1 C(i, j)S (i, j)√∑h
i=1
∑w

j=1 C(i, j)
√∑h

i=1
∑w

j=1 S (i, j)
;

(19)
Where C and S are cover and stego images.

4.3 Experimental results and discussions

In the experiment, we first applied canny, sobel, log, Prewitt, and
Roberts edge detectors in five LSBs cleared images to identify edge
and non-edge pixels. Canny, sobel, log, Prewitt, and Roberts-based
edge detector functions of MATLAB return an edge image for a
given input image. The edge image is a binary image. The obtained
edge images generated from ten input images, are shown in Table 3.
In the previous section, according to the embedding rules we im-
plant x bits of information in edge pixels and y bits of information
in non-edge pixels and that represent as a tuple (x, y) where x > y.
Table 4 summarises the number of edge pixels that were found in
ten sample images by different methods. Table 4 provided statistics
collected from 5-LSBs cleared images.
We calculated the maximum achievable payload of each edge image
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Figure 2: Sample cover images.

Figure 3: Stego images for the cover images of Figure 2.

www.astesj.com 69

http://www.astesj.com


H. Sultana et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 63-77 (2023)

Table 3: Edge images generated from ten cover images. The images were formed for Canny, Log, Prewitt, Sobel, and Robert edge detectors from 5-LSBs cleared images
(n=5).

ImageName Methods
Canny Log Prewitt Sobel Roberts

F16.jpg

babon.jpg

basket.jpg

boat.jpg

brbra.jpg

lena.jpg

livingroom.jpg

pepper.jpg

walkbridge.jpg

wheel.jpg
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which is shown in Figure 4. That figure states that canny is the
highest and Prewitt is the lowest value of the maximum achievable
payload. At the same time, for the experimental purpose, we take
four sample messages and the length are 398833 bits, 274661 bits,
442483 bits, and 693637 bits. We demonstrate various experimental
results for those messages.
We analyzed the performance in embedding capacity as well. Em-
bedding capacity is graphically shown in Figure 5 for 499 images
of the BOSS dataset.
We also analyzed the visual quality and structural originality of
stego images. Visual quality is measured by PSNR values and is
sketched in Figure 6 for a message length of 398833 bits. PSNR
value in our scheme is higher than the others which are 37.45%,
46.87%, 44.21%, and 55.56%. It is clear from the diagram that
the proposed scheme has a higher PSNR value than the competing
schemes. The structural similarity index value, SSIM, for message
length = 398833 bits is listed in Table 5. The table confirms that the
SSIM values of all the schemes are both high and very close to each
other.
Table 7 and Table 8 contain the values of PSNR and SSIM for
message lengths 274661 bits, 442483 bits, and 693637 bits. We
analyzed the time complexity of diverse schemes by measuring their
required data embedment times for a message length of 398833 bits.
The time complexity of the schemes is measured experimentally
and tabulated in Table 6.

Table 4: A comparison of the number of edge pixels on various edge detectors for
cleared images (n=5).

ImageName Methods
Canny Log Prewitt Sobel Roberts

F16.jpg 24966 19532 8119 7786 5239
babon.jpg 38383 26700 2700 1966 26603
basket.jpg 31560 21967 8603 9145 5323
boat.jpg 26991 21406 4555 14018 23576
brbra.jpg 26941 19099 4536 4010 1595
lena.jpg 24884 19391 12270 12229 21061
livingroom.jpg 35543 25742 12253 11998 7049
pepper.jpg 25860 19595 4686 14211 21890
walkbridge.jpg 45563 28134 8405 9388 4685
wheel.jpg 27745 20467 8726 8870 8544

Table 5: SSIM values when message length = 398833 bits.

ImageName SSIM values
Proposed [32] [5] [33] [31]

FF16.jpg 0.993 0.992 0.975 0.984 0.961
babon.jpg 0.972 0.971 0.924 0.946 0.911
basket.jpg 0.997 0.995 0.987 0.989 0.979
boat.jpg 0.993 0.962 0.964 0.980 0.948
brbra.jpg 0.994 0.995 0.966 0.986 0.945
lena.jpg 0.987 0.954 0.953 0.973 0.928
livingroom.jpg 0.997 0.994 0.986 0.988 0.978
pepper.jpg 0.990 0.950 0.954 0.979 0.933
walkbridge.jpg 0.998 0.996 0.986 0.989 0.984
wheel.jpg 0.996 0.994 0.989 0.990 0.982

Figure 4: Maximum achievable payload based on diverse edge detectors where x = 4
and y = 3. The figure states that canny has the highest achievable payload than log,
Prewitt’s, sobel, and Roberts.

Figure 5: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of capacity in the BOSS image dataset.
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Table 6: Elapsed time for message length = 398833 bits.

ImageName Elapsed time
Proposed [32] [5] [33] [31]

F16.jpg 13.32 13.32 13.32 13.47 12.20
babon.jpg 13.45 13.23 13.66 13.75 9.89
basket.jpg 13.69 13.38 13.61 13.59 11.01
boat.jpg 13.28 13.41 13.50 13.68 11.18
brbra.jpg 13.18 13.00 13.49 13.32 11.37
lena.jpg 13.19 13.43 13.52 13.45 11.51
livingroom.jpg 13.48 13.39 13.58 13.72 9.72
pepper.jpg 14.38 13.39 13.47 13.47 11.26
walkbridge.jpg 13.60 13.27 13.81 13.85 9.44
wheel.jpg 13.49 13.42 13.43 13.46 11.64

Figure 6: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of PSNR when message length = 398833
bits. The figure states that the proposed scheme dominates the other competing
schemes.

Table 7: SSIM values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.994 0.967 0.948
boat.jpg 0.991 0.953 0.924
pepper.jpg 0.988 0.941 0.905

[32]
F16.jpg 0.993 0.992 0.992
boat.jpg 0.972 0.962 0.962
pepper.jpg 0.962 0.950 0.950

[5]
F16.jpg 0.978 0.975 0.975
boat.jpg 0.972 0.964 0.964
pepper.jpg 0.963 0.954 0.954

[33]
F16.jpg 0.987 0.984 0.984
boat.jpg 0.985 0.980 0.980
pepper.jpg 0.982 0.979 0.979

[31]
F16.jpg 0.969 0.957 0.955
boat.jpg 0.961 0.940 0.929
pepper.jpg 0.953 0.924 0.913

Figure 7: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of Correlation coefficients when message
length = 398833 bits.

Table 8: PSNR values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed
F16.jpg 62.47 51.19 42.69
boat.jpg 54.96 46.28 41.79
pepper.jpg 57.92 50.40 46.89

[32]
F16.jpg 53.12 52.78 52.78
boat.jpg 48.00 46.88 46.88
pepper.jpg 52.58 51.08 51.08

[5]
F16.jpg 52.95 52.23 52.23
boat.jpg 48.16 47.20 47.20
pepper.jpg 52.17 50.96 50.96

[33]
F16.jpg 53.63 52.93 52.93
boat.jpg 48.73 47.93 47.93
pepper.jpg 55.10 54.37 54.37

[31]
F16.jpg 46.37 44.16 43.91
boat.jpg 46.11 43.73 43.15
pepper.jpg 50.69 48.13 47.51

Table 9 contains the time complexity for message lengths
274661 bits, 442483 bits, and 693637 bits.
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Figure 8: Difference of standard Deviations of cover and stego images when message length = 398833 bits. The figure states that the differences are very small and close to
each other.

Table 9: Elapsed time of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 13.18 13.48 14.12
boat.jpg 12.95 13.58 15.07
pepper.jpg 12.90 14.16 14.69

[32]
F16.jpg 11.72 13.69 13.27
boat.jpg 10.29 13.33 13.38
pepper.jpg 10.51 14.13 13.68

[5]
F16.jpg 10.86 13.41 13.54
boat.jpg 10.68 13.42 13.33
pepper.jpg 11.17 13.65 13.59

[33]
F16.jpg 11.47 13.52 13.35
boat.jpg 11.21 13.52 13.38
pepper.jpg 11.53 13.42 13.32

[31]
F16.jpg 8.59 13.36 13.91
boat.jpg 7.66 12.04 13.88
pepper.jpg 7.23 12.78 14.25

Table 10: Correlation values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.999 0.998 0.996
boat.jpg 0.999 0.997 0.995
pepper.jpg 0.999 0.998 0.996

[32]
F16.jpg 0.999 0.999 0.999
boat.jpg 0.998 0.998 0.998
pepper.jpg 0.999 0.998 0.998

[5]
F16.jpg 0.998 0.998 0.998
boat.jpg 0.998 0.998 0.998
pepper.jpg 0.999 0.998 0.998

[33]
F16.jpg 0.999 0.998 0.998
boat.jpg 0.999 0.998 0.998
pepper.jpg 0.999 0.999 0.999

[31]
F16.jpg 0.998 0.997 0.996
boat.jpg 0.997 0.996 0.996
pepper.jpg 0.998 0.997 0.997
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Table 11: Standard deviations values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 1.49 1.45 0.38
boat.jpg 0.71 0.76 0.50
pepper.jpg 2.58 2.65 2.77

[32]
F16.jpg 1.65 1.66 1.66
boat.jpg 0.74 0.77 0.77
pepper.jpg 2.86 2.87 2.87

[5]
F16.jpg 1.46 1.46 1.46
boat.jpg 0.72 0.74 0.74
pepper.jpg 2.61 2.62 2.62

[33]
F16.jpg 1.46 1.46 1.46
boat.jpg 0.34 0.35 0.35
pepper.jpg 2.59 2.59 2.59

[31]
F16.jpg 0.53 0.47 0.47
boat.jpg 0.85 0.80 0.83
pepper.jpg 2.93 2.93 2.97

5 Robustness of the proposed scheme
against attacks

We statistically analyzed our scheme using various parameters such
as correlation coefficient, standard deviation, entropy, cosine similar-
ities, and pixel difference histogram to check its robustness against
various attacks, We first measured correlation coefficients ρsC be-
tween the cover and stego image for message length 398833 bits.
ρsC = 0 stands for no relationship between two images. ρsC > 0
means a positive correlation between the cover and stego image and
lies perfect relationship when it reaches 1. Similarly, a negative
value of ρsC indicates a negative relationship. Results of ρsC are
depicted in Figure 7. Through proposed method shows a higher
correlation value, its difference from others is insignificance.

Figure 9: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31]in terms of Cosine similarity when message length =
398833 bits.

Figure 10: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of entropy values when message length =
398833 bits.

Table 12: Cosine similarity values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.9999 0.9998 0.9997
boat.jpg 0.9999 0.9997 0.9995
pepper.jpg 0.9999 0.9997 0.9995

[32]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9998 0.9998 0.9998
pepper.jpg 0.9998 0.9997 0.9997

[5]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9998 0.9998 0.9998
pepper.jpg 0.9998 0.9998 0.9998

[33]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9999 0.9998 0.9998
pepper.jpg 0.9999 0.9998 0.9998

[31]
F16.jpg 0.9998 0.9998 0.9998
boat.jpg 0.9997 0.9996 0.9995
pepper.jpg 0.9997 0.9996 0.9995

Rather, as with others, it represents a higher correlation between
cover and stego image. We also measured the standard deviation of
pixel values from, their mean, separately in cover and stego image
is σc and σs for message length 398833 bits. We then calculated
their difference by sigma=σc − σs. Ideally, σd should be zero for a
non-tempered image. The results are shown in Figure 8.
Table 10 and Table 11 contains the values of correlation coefficients
and standard deviations for message length 274661 bits, 442483
bits, and 693637 bits.
To verify further with similar statistics, we measured cosine similar-
ities between the cover and stego images for a message length of
398833 bits. That value is 1 for two identical images and 0 for two
fully mismatched images. The results are demonstrated in Figure 9.
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The figure illustrates that our proposed method shows higher values
than the other competing schemes.
We computed, the entropy values H as well in cover and stego
images for message length 398833 bits. Next, we calculated their
differences. That difference value is zero for two identical images.
Results are plotted in Figure 10. The figure shows that none of the
results are greater than 0.04, i.e., these are very small and close to
zero.

Figure 11: Performance comparison of the proposed scheme with Sultana, Bai, Rasol,
and Setiadi in terms of pixel difference histogram when message length = 398833
bits for basket cover image.

Table 12 and Table 13 contains the values of cosine similar-
ity and entropy for message length 274661 bits, 442483 bits, and
693637 bits.

Table 13: Entropy values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.027 0.040 0.052
boat.jpg 0.030 0.046 0.068
pepper.jpg 0.028 0.029 0.046

[32]
F16.jpg 0.024 0.031 0.031
boat.jpg 0.020 0.039 0.039
pepper.jpg 0.011 0.024 0.024

[5]
F16.jpg 0.022 0.033 0.033
boat.jpg 0.023 0.040 0.040
pepper.jpg 0.014 0.025 0.025

[33]
F16.jpg 0.022 0.032 0.032
boat.jpg 0.019 0.028 0.028
pepper.jpg 0.021 0.029 0.029

[32]
F16.jpg 0.021 0.043 0.048
boat.jpg 0.019 0.048 0.069
pepper.jpg 0.0008 0.032 0.044

We also used, another statistical tool pixel difference histogram
(PDH) to identify the stego images. The PDH of the original images
and corresponding stego images are shown in Figure 11 and Figure
12 for message length 398833 bits.
Thus, it can be deduced from the results of these experiments that
our method is strong enough to protect against attacks on implanted
data.

Figure 12: Performance comparison of the proposed scheme with Sultana, Bai, Rasol,
and Setiadi in terms of pixel difference histogram when message length = 398833
bits for peppers cover image.

6 Conclusion
The edge-detection-based embedding schemes, generally, implant
either in edge pixels only or a different number of bits in edge and
non-edge pixels. Few of them use multiple edge detectors and hy-
bridize them to increase the number of edge pixels in the resultant
edge image. Even, either maintaining the visual quality of stego
image or meeting the embedding demand is still functioning as a
challenging matter. This research overcomes that problem by real-
izing the situation and then dynamically choosing the number of
implanted bits per pixel, the required edge detectors, and the best
hybridization technique.

Edge detectors are selected and their hybridization is performed
based on message length. This scheme, thus, increases or decreases
the number of edge pixels and fixes the number of implanted bits
per edge and non-edge pixels according to the embedding demand.
The experimental result deduces that this scheme embeds 92.37%,
73.92%, 74.78%, and 9.60% more bits than [32], [5], [33], [31], re-
spectively. Similarly, for a small embedding demand, the proposed
scheme demonstrates 37.45%, 46.87%, 44.21%, and 55.56% higher
PSNR values than [32], [5], [33], [31], respectively. Moreover, the
statistical analyses state that this scheme exhibits stronger security
against attacks.
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In our future work, we wish to apply this high-performing em-
bedding scheme in electronic kit development for use in healthcare
and forensic-related applications. We also plan to apply a machine
learning algorithm for segmenting the image areas into different
complex levels so that we can implant a different number of bits in
those staged areas, i.e. levels.
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