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 Sleep stage performs a vital role in people’s daily lives in the detection of sleep-related 
diseases. Conventional automated sleep stage classifier models are not efficient due to the 
complexity linked to the design of mathematical models and extraction of hand-engineering 
features. Further, quick oscillations amongst sleep stages frequently lead to indistinct 
feature extraction, which might result in the imprecise classification of sleep stages. To 
resolve these issues, deep learning (DL) models are applied, which make use of many layers 
of linear and nonlinear processing components for learning the hierarchical representation 
or feature from input data and have been used for sleep stage classification (SSC). Therefore, 
this paper proposes an ensemble of voting-based DL models, namely the recurrent neural 
network (RNN), long short-term memory (LSTM) and gated recurrent unit (GRU), with 
activation Regularization (AR) functions for SSC. The penalty addition of L1, L1_L2, and L2 
on the layers of the model fine-tunes it in proportion to the magnitude of the activation 
function in the model by reducing overfitting. Subsequently, the presented model integrates 
the results of every classification model to the max voting combination rule. Finally, 
experimental results of the proposed approach using the benchmark Sleep Stage dataset are 
evaluated using various metrics. The experimental results illustrates that the Ensemble RNN, 
Ensemble GRU, and Ensemble LSTM models have achieved an accuracy of 85.57%, 87.41%, 
and 89.01%, respectively. 
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1. Introduction  

Sleep acts as a vital part of the physical health and quality of 
human lives. Sleep diseases, like obstructive sleep apnea (OSA) 
and insomnia, might result in daylight drowsiness, depression, or 
even mortality [1]. Thus, there is a need to design an efficient 
method for diagnosing and treating sleep-related diseases. The 
study of sleep-related diseases is labeled "sleep medicine," which 
was once a significant medical field and has been included in 
various medical challenges. It consists of two major categories of 
sleep namely, rapid eye movement (REM) sleep and nonrapid eye 
movement (NREM). The REM and NREM sleep stages are 
adjacent and alternated by the sleep procedure on a regular basis, 
and unbalanced cycling or the absence of a sleep stage results in 
a sleep disorder [2]. Inappropriate sleep disorders result in inferior 
quality of sleep, which is frequently ignored and emphasized that 
sleep-related issues are a forthcoming worldwide health problem 

[3]. Sleep stage classification is the initial phase of the diagnosis 
of sleep-related diseases[4] . The critical stage in sleep research is 
collecting the polysomnographic (PSG) information from the 
patient at the time of sleep. The PSG information comprises 
electromyography (EMG), electroencephalography (EEG), bio-
physiological signal, electrocardiography (ECG), and respiratory 
efforts. Until recently, the sleep stage score had to be physically 
determined by human experts [5].  

A human expert's ability to manage slower changes in 
background EEG is limited, and he or she learns the distinct 
guidelines for scoring sleep stages from multiple PSG recordings 
[6]. Moreover, the calculations by the sleep expert are inclined to 
inter and intra- observer variability, which influences the quality 
of the sleep stage score. This substantiates the need for sleep stage 
scoring using Artificial Intelligence (AI) techniques[7]. 

Sleep stage classification has been studied for several years, 
and different advanced techniques and medical application areas 
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have been established. ML techniques used for SSC are artificial 
neural networks (ANN), support vector machines (SVM), dual-
tree, K-means clustering, and empirical mode decomposition 
(EMD). However, these traditional methods rely on the detection 
of biological signals [8]. The manual features are created from the 
EEG signal, which has a tendency toward local optimization. 
Moreover, the patterns of brain signals are complex compared to 
the present knowledge of human beings, which might result in 
data loss in the manual way of extracting features. Additionally, 
feature extraction is a difficult and lengthy process. It also 
necessitates excessively long working hours for experienced 
experts. The convenience and accuracy of sleep stage 
classification techniques are critical issues in the analysis of sleep-
related diseases.  

In recent times, different studies have utilised deep learning 
(DL) models, which are motivated by the biological imitation 
outcomes of the visual cortex of mammals. In contrast to the 
conventional technique, it decreases the difficulty of the network 
and weight count due to its shared weight networking model, 
which is equivalent to a biological NN. Additionally, it reduces 
the calculation process because of its capability of classifying the 
EEG data without hand-crafted feature extraction. 

This paper presents DL models with AR regularisation 
functions and ensemble DL models for sleep stage classification. 
At the initial stage, the required features were extracted from the 
single channel and normalized. Following this, the proposed 
model employed three DL models, namely, the recurrent neural 
network (RNN), long short-term memory (LSTM), and gated 
recurrent units (GRU), for classifying the sleep stages. At last, the 
presented model integrates the results of every classification 
model using the max voting combination rule to generate an 
optimal outcome. The experimental analysis was performed to 
highlight the improvements of the proposed model over the 
existing models. 

The construct of the paper is detailed as follows: Section 2 
summarizes an overview of the existing work based on deep 
learning techniques for sleep stage classification. Section 3 
provides an overview of the proposed work for SSC using DL 
models, various Regularization, and ensemble techniques. Section 
4 discusses the dataset details, implementation details, and 
performance evaluation of the proposed work. Section 5 provides 
conclusion on performance on proposed model on sleep stage 
dataset.  

2. Related works 

The author proposed an NN-based CNN with an attention 
scheme for automated sleep stage classification. The weighted 
loss function employed in the CNN model handled the class 
imbalance problem for sleep stage classification [9].  Developed 
an automated DL-based sleep stage classification model utilizing 
EEG signals that automatically extracted the time-frequency 
spectra of the EEG signals. The Continuous Wavelet Transform 
(CWT) technique was used for extracting the RGB color images 
of the EEG signal. The transfer learning of the pre-trained CNN 
was utilised to classify the CWT images according to sleep levels 
[10].  

Developed an orthogonal convolutional neural network 
(OCNN) for learning rich and efficient feature representation. The 
Hilbert-Huang transform was used to extract the time-frequency 
representation of the EEG signal, and OCNN was used to classify 
the sleep stages [11]. An effective ensemble method to classify 
distinct types of sleep stages. The classification technique was 
employed an integration of the EEGNet and BiLSTM models for 
learning the distinct features of EEG and EOG signals, 
respectively [12].  

In the past few decades, the sleep stage classification process 
has gained significant attention. Machine learning techniques 
such as multiclass SVM, and linear discriminant analysis were 
applied for classifying sleep stages [13]. Proposed a technique for 
detecting sleep stages based on iteration filtering. The amplitude 
envelope and instantaneous frequency (AM-FM) were applied for 
classifying the sleep stages, and an average accuracy of 86.2% 
across five sleep stages was achieved[14] .  

The author proposed a novel sleep stage recognition method 
based on a new set of wavelet-based features extracted from 
massive EEG datasets. The integrated SVM technique and CNN 
model were employed on the EEG signal for extracting features 
and classifying the sleep stages. It was implemented to learn task-
oriented filters to classify data depending on single-channel EEG 
without utilizing previous domain information [15].  

The author proposed a deep CNN framework extracted data 
from raw EGG signals and classified the sleep stages using the 
SoftMax activation function[16]. Smart technology for sleep 
stage classification was developed, data were trained using two 
different fuzzy rule algorithms for classifying sleep stages and 
studying the new patient’s record. But it ignores the connection 
between the current stage and its adjacent sleep stage and does not 
capture the transition rules among the sleep stages [17].  

An Elman RNN was proposed for automatically classify 
sleep staging systems. This system classified different sleep 
stages based on energy features (E) of 30 s epochs extracted from 
a single channel's EEG signals [18]. The author proposed 
DeepSleepNet model extracted time-invariant features from the 
EEG signal using CNN and bi-directional LSTM and learned the 
stage transitions rule. Also, the two-step training algorithm was 
used to lessen class-imbalance problems and encode the temporal 
information of the EEG signal into the model [19]. The author 
developed a mixed neural network (MLP and LSTM), the 
temporal physiological features of the signal were extracted using 
power spectral density (PSD), and the extracted features were 
classified using an MLP and LSTM [20]. The sequential feature 
learning model was developed using a deep bi-directional RNN 
with an attention method for single-channel automated sleep stage 
classification. The time-frequency features were extracted from 
the EEG [21]. 

The sleep stage classifier technique was proposed, the 
temporal (59) and frequency domain (51) characteristics of the 
EEG signal were extracted using the PSD approach, and the 
extracted features were classified using the C-CNN and attention-
based BiLSTM models [22]. The author proposed SleepEEGNet 
combines the CNN and BiLSTM models to extract the time and 
frequency features and capture the sleep transition between the 
epochs in a single-channel EEG signal. The new loss function 

http://www.astesj.com/


S. Kaliyapillai et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 84-94 (2023) 

www.astesj.com     86 

technique in the SleepEEGNet decreases the effects of the class 
imbalance problems [23]. 

The author developed a classification framework for automatic 
sleep stage recognition from a combination of male and female 
human subjects. Then the ResNet structure automatically extracts 
the frequency features from the raw EEG signal [24]. 

Transfer learning-CNN was developed for classifying the sleep 
stages. The time and frequency features were calculated using 
PSD estimation and statistical techniques from the EEG and EOG 
signals. The EEG feature set and the set of fused features of EEG 
and EOG signals were separated and converted into image sets 
using a horizontal visibility graph (HVG) in Euclidean space. An 
image of HVG is classified into different sleep stages using 
transfer learning-CNN [25]. 

3. Proposed Sleep Stage Classification Model 

The workflow involved in the proposed model for SSC is given in 
Figure. 1. The figure shows that the initial stages of the processing 
of input EEG data involve data extraction of sub-band frequency 
and data normalization. Followed by three DL models with activity 
regularization techniques are used for the classification of EEG 
signals for SSC. Finally, the max voting ensemble method is 
applied to determine the performance of the optimal sleep state 
classification results of the presented model. 

3.1. Data acquisition and Preprocessing  

The multichannel time series data is extracted from different 
channels of EEG (Fpz-Cz), Pz-Oz, and EOG. The EEG signal is 
recorded by positioning the electrode in accordance with the 
International 10-20 systems. The EEG data from a single EEG 
channel (Fpz-Cz) is considered for this research work. The steps 
for extracting the EEG signal data that is fed into the DL model 
are narrated as follows: 

• The extracted EEG signal (time series) of 30-
sec epochs is fed as input to the  DL models. 

• The continuous raw signal is converted into 
sequential data of 30 s epochs is segmented, and stages of S1, S2, 
S3/4, wake, and REM are assigned in each epoch based on the 
annotation file in the AASM standard. 

• Since each segment(fragment) of 30 s epochs 
was sampled at 100Hz, and 3000- time points (30*100) for five 
stages, are extracted. 

The power spectral density (PSD) technique is applied to extract 
different sub-bands frequencies (35 features) from the EEG signal 
to identify each stages correctly. The signal is then normalized to 
have a zero mean and unit variance for each of the 30-second 
epochs and divided by each segment's power spectral density of 
each frequency band (0.5 to 30 Hz) by each segment's total power 
spectral density. The power spectral intensity of the kth is 
measured by Eq. (1). 

PSI𝑘𝑘 = � |𝑋𝑋𝑖𝑖|,    𝑘𝑘 = 1,2, … … . ,𝐾𝐾 − 1

⌊𝑁𝑁(𝑓𝑓𝑘𝑘+1 𝑓𝑓𝑠𝑠⁄ )⌋

𝑖𝑖=⌊𝑁𝑁(𝑓𝑓𝑘𝑘 𝑓𝑓𝑠𝑠⁄ )⌋

                       ( 1 ) 

 

 
Figure 1: Overall Process of Proposed DL model 

3.2. DL Models 

The DL models LSTM, GRU, and RNN are discussed in the 
following section. 

3.2.1. RNN Model 

RNN is a kind of NNs with loops that permits persisting data from 
the past in the neural network system. In Figure. 2, the center 
square signifies a NN that takes input 𝑥𝑥t at present time step 𝑡𝑡 and 
provides the value ℎt as an outcome. The loop in the model allow 
to utilize data from the previous time step for producing output at 
the present time like step 𝑡𝑡. So, it is the state that the decision 
develops at time slice 𝑡𝑡 − 1  influences the decisions to be 
developed at time step 𝑡𝑡. Thus, the RNN output for the novel 
information is based on the present input and recent past output 
data [26]. The RNN output computation depends on the frequent 
computation of the outcome using Eqn. (2)-(3): 

ℎt = 𝐻𝐻(𝑊𝑊𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎt−1 + 𝑏𝑏ℎ)   + AR             (2) 
𝑦𝑦t = 𝑊𝑊ℎℎt + 𝑏𝑏𝑦𝑦                                       (3) 

 
where 𝑥𝑥𝑡𝑡  implies the input order at the current time step 𝑡𝑡, 𝑦𝑦t 
represents the output order at time step 𝑡𝑡, and ℎ signifies the order 
of the hidden vectors in the time step 1 to T. 𝑊𝑊 and 𝑏𝑏 denotes 
weight matrix as well as bias correspondingly.  

 
Figure 2: Loop structure of RNN 
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3.2.2. LSTM Model 

Hochreiter and Schmidhuber introduced the LSTM networks in 
1997 [27].LSTM is a different kind of RNN with memory cells. 
These memory cells are important to manage long-term 
dependencies on the information. The chain like architecture of 
LSTM is as shown in Figure 3 and specific memory cells from 
LSTM. All large square blocks imply the memory cell. The cell 
states are an important portion of the LSTM model which are 
represented through the horizontal line moving with the top of cell 
from the Figure. It executes in all cells from the chain of LSTM 
networks. The LSTM takes the possibility of adding or deleting 
data in the cell state. This function is completed by other 
architecture in LSTM known as gates. The gates are computed 
using the sigmoid 𝜎𝜎  activation function (demonstrated by 𝜎𝜎  in 
Figure. 3) and point-wise multiplication function (illustrated ⊗ in 
Figure. 3). They are 3 gates that manage data to pass with the cell 
state. The forget gate is responsible to remove information from 
the cell state. Besides, the input gate is accountable for appending 
information to the cell state. The output gate elects the data of the 
cell state to the outcome. 

 

Figure 3: Architecture of LSTM model 

The computation in the typical single LSTM cell can be 
expressed by: 

𝑓𝑓t = 𝜎𝜎�𝑊𝑊𝑓𝑓 . [ℎt−1, xt] + 𝑏𝑏𝑓𝑓�                                                 (4) 
it = 𝜎𝜎(𝑊𝑊i. [ℎt−1, xt] + 𝑏𝑏i)                                                   (5) 

𝐶̃𝐶𝑡𝑡 = tanh(𝑊𝑊𝑐𝑐 . [ℎt−1, xt] + 𝑏𝑏𝑐𝑐)                                                (6) 
𝐶𝐶t = 𝑓𝑓𝑡𝑡 ∗ 𝐶𝐶t−1 + 𝑖𝑖t ∗ 𝐶̃𝐶𝑡𝑡                                                       (7) 
ot = 𝜎𝜎 (𝑊𝑊𝑜𝑜. [ℎt−1, xt] + 𝑏𝑏𝑜𝑜) + AR                                  (8) 

ℎt = ot ∗ 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝐶𝐶t)                                                     (9) 
 
where the activation function utilized is sigmoid function (𝜎𝜎) and 
hyperbolic tangent function (tanh), it, 𝑓𝑓t, 𝑜𝑜t  signifies the input 
gate, forget gate, output gate respectively, 𝐶𝐶t, 𝐶̃𝐶𝑡𝑡 ,ℎ𝑡𝑡  memory cell 
current content, new cell state, hidden state correspondingly. 
Every W and b refer to the weight matrix and bias, respectively.  

 

3.2.2. GRU Model 

The GRUs are the other kind of RNNs with memory cells. The 
GRU also takes a gating scheme for controlling the flow of data 
with cell state but takes few parameters and does not comprise an 
output gate. The GRU has 2 gates, 𝑟𝑟 implies the reset gate, and 𝑧𝑧 
represents the update gate is as shown in Figure 4. The reset 𝑟𝑟 gate 
controls the new input data and decides how much of the past 
information should be forgotten. The update gate updates the 
information of the previous state and carries that information (data) 
for a prolonged period [28].  

 
Figure 4: Structure of GRU model 

The subsequent formulas are utilized in GRU outcome 
computations: 

𝑟𝑟𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑟𝑟)                                (10) 
𝑧𝑧𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑧𝑧) + AR                    (11) 

ℎ�𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ(𝑟𝑟𝑡𝑡 ⊙ 𝑏𝑏𝑧𝑧) + 𝑏𝑏ℎ                  (12) 
ℎ𝑡𝑡 = 𝑧𝑧t ⊙ ℎ𝑡𝑡−1 + (1 − 𝑧𝑧𝑡𝑡) ⊙ℎ�𝑡𝑡                       (13) 

 
In Eqs. (10)-(13), 𝑥𝑥t, ℎt, 𝑟𝑟t, 𝑧𝑧t  implies the input vector, output 
vector, reset gate, and an updated gate correspondingly. Every 𝑊𝑊 
variable refers to the weight matrix, and 𝑏𝑏 signifies the bias. The 
following section discusses various regularization techniques. 

3.3. Regularization Functions 

Overfitting is a prominent issue in the deep learning model, which 
prevents from completely generalizing the models to fit perfectly 
on the validation set during training. During the initial stage of 
training, the validation error decreases typically along with the 
error on the training set. However, the validation set error will 
increase as the model starts to overfit the data. Overfitting in the 
learning curve while training the model is as shown in Figure 5. 
The learning curve is a graphical plot of learning the data and 
diagnosing the model's learning performance through loss values 
(y-axis) with respect to epochs (x-axis). The performance of the 
deep learning model creates a vast gap, resulting in random 
fluctuations between the training loss (high performance) and the 
validation loss (lower performance) while training and evaluating 
the model. 

The overfitting of data happens because of the following reasons. 

The model comprises of more than one hidden layer stacked 
together with nonlinear information processing to learn the 
association between input and output data and the learning of the 
association is a complex process.  

• Additionally, deep neural networks' loss 
function/cost function is highly nonlinear and not convex [29].  

 

Figure 5: Overfitting (Learning curve) 
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3.3.1. Purpose of regularization 

In the literature, to overcome the overfitting problem, various 
regularization techniques are adopted. The “activity 
regularization” technique is applied to the DL models to improve 
the performance to a great extent, mainly when an overfitting 
problem occurs [30]. It can be applied either to the hidden layers 
or the output layers of the DL models. It aids minor changes in the 
weight matrix of the learning approach while learning the data and 
thus reduces generalisation errors.  

3.4. Various Regularization techniques 

In this section various activation regularization techniques are 
discussed below. 

L1 activation (Activity) regularization (AR): The L1(AR) 
technique is applied to the activation function in the DL model. 
L1 Regularization is calculated as the "sum of the absolute 
activation values." The L1 AR causes the activation values to be 
sparse, thus allowing specific activations to reach zero. The L1 
norm may be a more commonly utilised activation Regularization 
penalty [31]. 

L2 activation (Activity) regularization: L2 (AR) Regularization 
is calculated as the "sum of the squared activation values." L2 
Regularization keeps the magnitude of activations small, allowing 
specific activation values other than zero [32]. 

In this research work, L1, L2, and L1_L2 Regularization 
techniques alone are used for the experiments, which aid in better 
decision-making and prediction. This technique aids in improving 
the learning process in the DL models, thereby reducing 
generalisation errors. 

3.4. Ensemble techniques  

The ensemble technique combines the decisions/predictions from 
multiple models to make a final prediction and is used to enhance 
the model's performance. The simple ensemble techniques of 
majority voting is as shown in Figure 6.  

 
Figure.6: Simple Ensemble Techniques 

Majority (max) ensemble voting 

In max voting technique, the output of the multiple DL 
models is combined using the max-voting technique to make final 
predictions/decisions. The model classifies the instance to 1 and 
0 otherwise for the 𝑗𝑗𝑡𝑡ℎ class of the 𝑡𝑡𝑡𝑡ℎ model [33].  

�𝑑𝑑𝑡𝑡,𝑘𝑘 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗=1𝐶𝐶
𝑀𝑀

𝑡𝑡=1

 �𝑑𝑑𝑡𝑡,𝑘𝑘

𝑀𝑀

𝑡𝑡=1

                                              (14) 

where  t = 1,2, … . ,𝑀𝑀, M- is the number of model classifiers and 
k=1,2……., C, C -is the number of classes.  

 

4. Implementation 

4.1. Dataset Details 

The sleep staging datasets from the physionet consist of 197 
recordings of PSG signals, including 153 sleep cassettes (SC) of 
healthy patients and 44 sleep telemetry (ST) patients with 
medication. The details associated with the sleep dataset for 15 
subjects are as given in Table 1. The sleep dataset contains bipolar 
channels (Fpz-Cz and Pz-Oz). The single channel (Fpz-Cz) 
indicates that the brain activity related to sleep stage connectivity 
is located in the cerebral midline. The DL model quickly learns 
the sequential features from a single channel (Fpz-Cz) to 
minimize the processor’s load and computational time. The 
channel selection process involves choosing a single channel for 
the sleep stage classification process. This work using three DL 
models to automatically classify sleep stages using a single 
channel (Fpz-Cz) from EEG signals (physionet.org). 

Table 1. Dataset Details 

Dataset Wake 
(W) 

S1 
(N1) 

S2 
(N2) 

S4 
(N3-
N4) 

REM Total 
Epochs 

Sleep-
EDF-18  8006 635 3621 1299 1609 15,170 

 
In this dataset, 10% of patients do not have alpha waves 

during w. Sleep stage scoring is a time series (sequential) 
problem, so it depends on temporal features and previous epochs 
of the sleep stages (the N2 stage depends on the N1). The 
benchmark sleep stage dataset (physionet) was used in the 
experiment to assess the performance of the DL models. This 
research work used recordings of data from fifteen (15) subjects, 
ages 25 to 101. The original recording consists of sleep stages 
labeled as W (wake), 1, 2, 3, 4, M (movement time), R (REM), 
and unknown (?). For experimental purposes, only five stages, 
viz., wake, REM, 1, 2, 3, and 4, are considered. In addition, 
movement time and unknown stages are not taken into 
consideration. Stages 3 and 4 are considered a single stage 
according to AASM standards. The DL model's performance is 
measured using accuracy, recall, F-score, precision, and kappa 
coefficient. 

4.2. Platform used for Implementation. 

Keras is one of the deep learning libraries that supports the 
implementation of complicated pre-packaged architectures like 
RNN, GRU, and LSTM. The DL model experiments were 
conducted on an Intel Core i5 processor with 16 GB of RAM. The 
deep learning models were developed using the Python 
programming language. The training parameters for the SSC 
dataset are tabulated in Table 2. The parameters of each DL model 
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were fixed by conducting several experiments and considering 
various combinations; the model that produced the best results 
was saved for this research work. 

Table 2. Experimental design and Training parameters 

Parameter Value 
Batch size, Epochs, and optimizer 32, 100 and SGD respectively 
Layer one Sequential input layer 
Layer 2 RNN/LSTM /GRU 90 (Number of neurons) 
Layer 3 RNN/LSTM /GRU 50 (Number of neurons) 
Layer 4 Fully connected layer 10 (Number of neurons) 
Layer 5 Output layer 5 SoftMax AF 

 

5. Performance Evaluation 

5.1. Experiments using RNN with (or) without 
regularization (WR) 

The comparative result analysis of RNN model is evaluated with 
and without regularization as depicted in Table 3. The 
performance of the model is computed in terms of precision-
recall, f-measure, training loss, validation loss, validation 
accuracy and training accuracy is given in Table 7. From the graph 
shown in Table 3, the performance of RNN-WR (without 
regularization) shows that there is a high gap and random 
fluctuation between validation loss and training loss, which 
indicates the onset of overfitting, as shown in Tables 3 (a) and 7. 

Table 3. RNN learning curve with and without regularization 

  

  

 
 

  

  
 

In order to overcome the overfitting problem in the RNN model, 
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shown in Table 3. (d) and 7. The RNN models with and without 
the regularization effect were integrated using the max voting 
technique to make the final prediction of ensemble models. At 
last, ensemble RNN achieved lower validation and training loss 
indicates no sign of overfitting as shown in Table 3 (e). Also, the 
ensemble model exhibit on-par performance with the effect of 
adding combined regularization (L1_L2) for sleep stage 
classification in the RNN model, as shown in Table 3. (c) and 7. 

5.2. Experiments using LSTM with (or) without regularization 

Table 4 shows the LSTM model's comparative result analysis. 
The LSTM model results are evaluated using metrics such as 
training loss, validation accuracy, validation loss and training 
accuracy, which are also computed and reported. As shown in 
Tables 4 (f) and 7, the performance of LSTM-WR (without 
regularization) for sleep stage classification during training 
predicts the output with a lower training loss and a higher 
validation loss, indicating the sign of overfitting. Overcome the 
overfitting problem in the LSTM model, the L1 norm activity 
Regularization technique with a penalty value of 0.001 was 
applied to the LSTM layer. It is observed from Table 7 that LSTM 
with L1 Regularization achieved a loss difference of 0.0231, 
which indicates validation loss is reduced and slightly closes the 
gap between the training and validation losses in the sleep stage 
classification, as shown in Tables 4 (g) and 7.  

Table 4. LSTM learning curve with and without regularization 
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The LSTM models with and without the Regularization effect 
are combined using the max voting technique to make the final 
prediction of ensemble models. At last, ensemble LSTM attained 
higher performance with lower validation and training losses, 
which achieved a loss difference of 0.0013, indicating no sign of 
overfitting, as shown in Tables 4 (j) and 7. To conclude, the 
ensemble LSTM model exhibits higher performance and closes 
the gap between training loss and validation loss for SSC. 

5.3. Experiments using GRU with (or) without regularization 

Table 5 depicts the GRU model's comparative result analysis. 
From the graph shown in Table 5, the performance of GRU-WR 
(without Regularization) for the sleep stage classification model 
attained a lower training loss and a higher validation loss, which 
discloses the sign of overfitting, as shown in Tables 5 (k) and 7. 
Overcome the overfitting problem in the GRU model, the L1 
norm activity Regularization technique with a penalty value of 
0.001 was applied to the GRU layer. 

It is observed from Table 7 that GRU with L1 Regularization 
achieved a loss difference of 0.0231, which indicates validation 
loss is reduced but failed to close the gap between training and 
validation loss in the sleep stage classification process, as shown 
in Tables 5 (l) and 7. 

In addition, the L1_L2 norm activity regularization technique 
with a penalty value of 0.001 was applied to the GRU layer. It is 
observed from Table 7 that GRU with L1_L2 Regularization 
achieved a loss difference of 0.0018, which effectively closed the 
significant gap between the training and validation loss, thus 
increasing validation accuracy, as shown in Tables 5 (m) and 7.  

Table 5. GRU learning curve with and without Regularization 
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Table 7. Result analysis of DL models on sleep stage dataset 
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WR 74.33 76.67 75.48 0.7090 76.62 0.7329 73.71 

RNN-
L1 83.12 84.52 83.81 0.3310 83.62 0.4730 80.92 

RNN-
L1L2 85.41 89.21 87.27 0.2112 86.10 0.2264 85.03 

RNN-
L2 87.01 87.13 87.06 0.2242 85.78 0.2831 83.90 

Ensem
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RNN 
85.82 89.84 87.78 0.2093 86.88 0.2221 85.57 

GRU-
WR 82.71 86.42 84.52 0.3115 84.42 0.4123 81.27 

GRU-
L1 88.09 89.36 88.72 0.2205 86.10 0.2436 84.14 

GRU-
L1L2 87.84 90.09 88.95 0.2060 87.90 0.2078 86.95 

GRU-
L2 87.94 89.48 88.7 0.2023 86.45 0.2181 85.25 
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88.45 89.88 89.16 0.1977 88.08 0.2029 87.41 

LSTM-
WR 85.48 87.10 86.28 0.3533 85.45 0.5682 81.97 

LSTM-
L1 

   
87.98 88.78 88.38 0.2551 86.56 0.2782 84.55 

LSTM-
L1L2 88.10 89.07 89.38 0.1420 88.75 0.1531 87.98 
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L2 89.12 87.34 88.22 0.2225 87.21 0.2345 86.17 
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(E-
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88.98 90.76 89.86 0.1201 89.18 0.1214 89.01 

 

Table 7 indicates the sleeping stage classification outcome of the 
different DL models with ensemble techniques. Figures. 7 
illustrates the result analysis of different DL models with 
ensemble techniques on the sleep stage dataset.        

 

Figure. 7: Accuracy analysis of DL models for sleep stage 

The ensemble models such as Ensemble RNN, Ensemble GRU, 
and Ensemble LSTM models have accomplished maximum 
validation accuracy of 85.57%, 87.41%, and 89.01%, 
respectively. Among the three DL models, the Ensemble-LSTM 
has established outstanding results and is considered a suitable 

model for sleep stage classification concerning good f-measure, 
higher accuracy of 89.01%, and lower validation loss. 

Table 6. Per-class performance achieved by E- LSTM Models on SSC Dataset 

Sleep 
stage 

Predicted on SSC dataset Evaluation metrics (%) 
 

W1 N1 N2 N3 REM Precision Recall F-
measure 

W1 7726 206 42 32 21 96.25 96.58 96.19 
N1 94 350 78 5 87 56.29 45.51 50.57 
N2 90 104 3286 81 60 90.26 82.70 86.77 
N3 76 24 140 1019 40 78.44 88.87 85.13 
REM 60 146 163 32 1208 75.07 88.71 85.02 
Overall Accuracy=89.01 % Kappa=0.838 

Table 6. shows the per-class performance achieved by the 
ensemble LSTM model for the sleep stage dataset (single 
channel). The diagonal values in the confusion matrix represent 
True Positive (TP) and imply that the number of sleep stages is 
correctly classified. The table shows the classification 
performance of each stage in terms of precision, recall, overall 
accuracy, kappa, and f-score. The model performs better for 
stages W, N2, N3, and REM, except for N1. It may be because the 
N1 stages have fewer epochs than the other stages. However, 
ensemble LSTM achieved better performance when compared 
with other state-of-the-art models (cascaded, Elman, attentional 
RNN) except for the N1 stage, as shown in Table 8. The reason is 
that other models classified sleep stages using fewer sleep stage 
epochs. The kappa (k) values showed a significant level of 
agreement between the E-LSTM model and the sleep expert.  
Table. 8. Comparative Accuracy analysis of the proposed E-LSTM with existing 

models 

Models Overall Metrics Per-class F-Score 
Sleep 
stage 
total 

(Epochs) 

Accuracy 
(%) 

kappa W S1 S2 S3 REM 

Attentional 
RNN 

- 79.1 0.762 75.5 27.3 86.6 85.60 74.8 

Elman 2880 87.20 - 70.8 36.7 97.3 89.70 89.5 
Cascaded 10280 86.74 0.79 95.29 61.09 85.48 84.80 83.74 
Proposed 
E-LSTM 

15170 89.01 0.838 96.19 50.57 86.77 85.13 85.02 

 

 

Figure. 8: Accuracy Analysis of the proposed E-LSTM with existing models 

Table 8 shows a brief comparison of the ensemble models' 
results with those of existing models. In terms of accuracy, Figure 
8 compares the proposed E-LSTM model to existing models. 

Using the SleepEDF -18 dataset, the attentional RNN model, 
cascaded, and Elman RNN were used in the literature for SSC. 
The proposed ensemble LSTM model's performance is compared 
with that of the existing model, and the results are reported in 
Table 8. The results show that the attention mechanism has 
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accomplished a lower accuracy of 79.10%. Cascaded and Elman 
RNN models have obtained moderate accuracy of 86.74% and 
87.20% [34], respectively. 

As previously mentioned, it is evident that the Ensemble 
LSTM model outperforms the other model on the SSC. The 
experimental result reported that the ensemble LSTM had attained 
a higher classification accuracy with a good F-score. Hence, the 
performance of the E-LSTM model for SSC is observed to be a 
better model than other models reported in the literature. 

6. Conclusion 

This paper has effectively designed an ensemble of voting-
based DL models with Regularization functions for sleep stage 
classification. At the initial stage, the input EEG data is pre-
processed in stages such as channel extraction, feature extraction, 
and data normalization. Subsequently, three DL models, namely 
the RNN, LSTM, and GRU models, are employed for the 
classification of EEG sleep stages. A comprehensive set of 
simulations was done to validate the effective sleep stage 
classification outcome of the presented model, highlighting the 
superior outcome of the presented model. The obtained 
experimental results highlighted the improvement of the 
presented model on the test EEG sleep state dataset. While 
training the applied DL models, activity Regularization 
techniques are used to mitigate the overfitting problem. The 
proposed model overcame the overfitting problem that affected 
the model's performance. The DL model with activation 
Regularization techniques was used to close the gap between 
validation and training loss, which improved the model's 
performance. The max voting technique is used to determine the 
optimal SSC efficiency of the presented model. The experimental 
results showed that the ensemble RNN, ensemble GRU, and 
ensemble LSTM models had achieved an accuracy of 85.57%, 
87.41%, and 89.01%, respectively, for sleep stage classification. 
In the future, bio-inspired optimization algorithms can be 
employed to determine the optimal weights in the voting 
technique. Additionally, the sleep stage is a sequential time series 
of various sleep stages (sub-bands), so one stage depends on the 
previous stage. 
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