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 The article presents a simulation of obstacle detection based on noise-free optical flow 
images for motion control of mobile robots. The detection of hazardous areas in optical flow 
images is accomplished by dividing multiple layers of optical flow vectors into equal parts. 
Based on the results of calculating the average magnitude of the vectors in the divided parts 
and using a solution of comparing these average magnitudes with each other, the robot can 
figure out obstacle position to avoid and guide the robot to a safe direction.The experiments 
are simulated on Matlab program to test the performance of the system. The simulated office 
environment with many obstacles randomly arranged along the corridors is used to test the 
ability to recognize obstacles to avoid. Simulation results related to different obstacle density 
scenarios are analyzed to demonstrate the stability of obstacle detection from the noise-free 
optical flow images. 
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1. Introduction  

There are many solutions for reconstructing 3D structure based 
on optical flow vectors of 2D images taken by camera(s) mounted 
on mobile robot. However, the proposed solutions are not be 
feasible if the optical flow image contains noise vectors. One of 
the approaches to remove noise in optical flow vectors introduced 
at the conference ICECCME-2022 [1] makes it possible to study 
optical flow images on unstable light conditions based on an 
optical flow noise filter with dynamic thresholds computed by 
relatively comparing between the average magnitude value of 
optical flow vectors and an outlier magnitude value. After 
removing noise vectors, optical flow imaging can be used for 
mobile robots to observe the working environment and perform 
complex tasks. Derived from noise-free optical flow images, this 
article is the next extension of [1] in aspect of experimental 
simulation of obstacle detection from the noise-free optical flow 
images to help mobile robots move safely in a simulated indoor 
office environment. 

Over the past decades, mobile robots have been widely used in 
many production areas such as industry [2] and agriculture [3], in 
service activities such as search and rescue [4] and in offices [5]. 
Mobile robots have proven to be effective in supporting humans 
through their ability to move flexibly and safely in various ways 
such as by wheels [6], crawlers [7], omnidirectional wheels [8]. 
Many kinds of sensors such as infrared [9], ultra-sonic [10] and 

laser [11] have been applied to help mobile robots recognize the 
surrounding context and make corresponding decisions according 
to the set requirements. Among the studies of the sensor-based 
recognition on mobile robots, image-based recognition solutions 
have been studied a lot thanks to their ability to recognize many 
objects with different shapes, sizes and distances [12].  

Based on the acquired images, the robot performs 2D or 3D 
scene reconstruction to identify objects to distinguish between a 
target (to approach) and an obstacle (to avoid). However, image 
processing often has to deal with the difficult problems of 
processing time and noise in captured images [13]. The optical 
flow vector-based identification solution is researched on the idea 
of biomimetic mimicry of bees in observing, acquiring and 
processing dynamic image information [14]. Technically, classical 
techniques of optical flow recognition usually use the method of 
comparing the difference in vector density of the left half with that 
of the right half to determine the direction of the obstacle [15].  

In this study, the obstacle detection solution based on optical 
flow images filtered out noise vectors will be tested on a simulated 
environment with some situations related to different density of 
obstacles. The movement trajectory of the robot is automatically 
recorded to analyze and evaluate the safe movement when passing 
through the areas arranged many obstacles randomly. 

The next content is organized as follows: Firstly, the optical 
flow processing is introduced. Then, the solution of locating 
obstacle from noise-free optical flow images is analyzed.  After 
that, the simulation of optical flow-based mobile robot moving and 
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avoiding obstacles in a simulated office is depicted and analyzed. 
Finally, the conclusion are drawn. 

2. Optical flow processing 

The processing of real optical flow vectors is shown in Figure 1a 
and that of simulation noise-free optical flow vectors is illustrated 
in Figure 1b. The multi-layer segmentation of the optical flow 
vectors depicted in Figure 1 can be explained as the following 
schedule:  

In the first processing stage, the optical flow image is divided 
into four equal parts Q1, Q2, Q3 and Q4. Mathematically, the 
average magnitude matrix of optical flow vectors in the first 
processing stage is formulated as follows: 

1 21

3 4

Q Q
Q Q

 
=  

 
Q   (1) 

 
Figure 1: Segmentation of real (a) and simualtion (b) noise-free optical flow 

images. 

 

Figure 2: Segmentation in the second processing stage. 

Figure 2 illustrates the second stage of multi-layer 
segmentation of optical flow vectors. In this stage, the four first 
processing parts are divided into four smaller parts Q1i, Q2i, Q3i and 
Q4i, where i = 1…4. The average intensity matrix of the optical 
flow vectors in the second processing stage has the following form:  
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13 14 23 242

31 32 41 42
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By the similar way, in the nth processing stage, the four parts of 
the (n-1)th processing stage are divided into four smaller parts of 
the deeper layer of the processing, that means  Q1, Q2, ... and Qn  
are matrices of average magnitude of optical flow vectors in 
processing stage 1, 2,... and n, respectively. 

3. Locating obstacle from noise-free optical flow images 

To detect obstacle position during robot movement, various 
depth-based recognition methods [12] and [16] are implemented 
by processing images captured by a single camera mounted on the 
mobile robot. Similarly, optical flow vector images are analysed 
after multi-layer segmentation to locate the obstruction areas and 
obtain depth information through qualitative calculations. In other 
words, the basic principle of determining the location of obstacles 
is to identify a part of the image having the average Qi bigger than 
the others in the magnitude matrix of optical flow vectors. 

Figure 3 illustrates the way for locating the obstacle based on 
the multi-layer segmentation of optical flow vectors. It is easy to 
see in Figure 3a that in the first processing stage, part Q4 has the 
biggest magnitude due to covering the obstacle. In the second 
processing stage shown in Figure 3b, parts Q42 and Q44 have the 
biggest magnitudes because the obstacle fills all these parts 
compared to half filling in parts Q41 and Q42.  

 

Figure 3: Locating obstacle from optical flow image: a) layer-1; b) layer-2. 

As shown in Figure 4, an optical flow vector ijr  contains two 
components projected onto axes OU and OV as follows: 

U Vij ij ijr u e v e= ⋅ + ⋅
     (3) 

where Ue  and Ve   are unit vectors, uij and vij are amplitudes of a 
vector ijr  projected on axes OU and OV, respectively. 

 

Figure 4: Projecting an optical flow vector ijr  onto axes OU and OV 
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Let consider Q44 containing 16 optical flow vectors arranged in 
four rows and four columns by the following matrixes: 

11 12 13 14

21 22 23 24
44

31 32 33 34

41 42 41 44

u u u u
u u u u
u u u u
u u u u

 
 
 =
 
 
 

u   (4) 

11 12 13 14

21 22 23 24
44

31 32 33 34

41 42 41 44

v v v v
v v v v
v v v v
v v v v

 
 
 =
 
 
 

v   (5) 

By averaging all amplitudes uij and vij in each column, we have 
the average value Ujµ  and Vjµ  as follows: 

Uj
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where n is number of components at column j. As the illustration 
in Figure  4, n = 4 and j = 1…4. 

From equation (4) and (6), let compare the average value Ujµ  
of all uij in one column and replace the biggest average by 1, we 
have the matrix of obstacle direction as follows:  

U44

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 1

 
 
 =
 
 
 

obstacle  (8) 

Similarly, from equation (5) and (7), let compare the average 
value Vjµ of all vij in one row and replace the biggest average by 1, 
we have the following matrix of obstacle direction as follows:  

V44

0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 1

 
 
 =
 
 
 

obstacle  (9) 

Based on the equation (8) and (9), the mobile robot can locate 
the most dangerous area in the noise-free optical flow image. 

4. Simulation 

4.1. Simulation setup 

The mobile robot control system with a camera is simulated on 
the Matlab program and organized into functional modules as 
illustrated in Figure  5. The two coordinate systems including the 

mobile robot’s coordinate system (body frame) related to the 
motion parameters of the simulated mobile robot and the office’s 
coordinate system (inertial frame) related to the office 
environment are shown in Figure  6. 

 

Figure 5: Simulated control system of mobile robot 

 

Figure 6: Two coordinate systems and motion parameters of mobile robot 

The motion in the simulated mobile robot’s coordinate system 
(OXYZ)R can be defined from the office’s coordinate system 
(OXYZ) as follows: 

z
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where 

- v, ω, and θ are the linear velocity, angular velocity, and 
rotational angle of the robot’s coordinate system related to the 
office’s coordinate system, respectively. 

- x , y , and θ  are the linear velocities and the rotational 
angular velocity, respectively because the variable x, y and θ are 
positions and rotational angle of the robot , respectively. 

- Rz is the rotation matrix on the Z-axis. 

The simulated robot has a width of 50 cm and a length of 60 
cm. The office is simulated as shown in Figure  7 to test the robot's 
ability to move through the recorded camera images. The top view 
of the simulated office in Figure 7a shows that there are four rooms 
in the central area and some doors connecting the rooms to the 
corridor surrounding the office. The side view of the office in 
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Figure 7b provides door (entrance) and ceiling height information. 
The width of the entrance is 130 cm and the height of the ceiling 
is 350 cm. A typical camera image is extracted to visualize the 
robot's view of the work area as the illustration in Figure 7c. 

The main objective of the experiments is to test robot’s ability 
to avoid obstacles randomly arranged along the road in different 
situations based on the result of noise-free optical flow recognition.  

 

Figure 7: Simulated office for testing obstcle avoidance of mobile robot 

4.2. Simulation results 

The simulation is performed by the Matlab program with the 
computer speed 3.40GHz of Intel(R) Pentium(R) 4 CPU and the 
image processing is carried out by the GPU NVIDIA GeForce 
GTX 260 1.24GHz with segment size 32 x 32 pixels. 

a) Simulated environment image without obstacles 

Before testing the robot’s ability of obstacle detection, we 
should review the typical contexts without obstacle in the 
simulated office situations related to walls, corners, doors and 
corridors.  

Optical flow images are shown in Figure  8 when the robot 
copes with the walls: the straight view of the camera to a wall 
(Figure  8a) and the slanted view of the camera to the wall (Figure  
8b).  

 

Figure 8: Optical flow images of wall: a) straight view, b) slanted view 

Optical flow images are depicted in Figure  9 as the robot 
approaches the corners of the office: straight view of the corner 

center (Figure  9a) and slanted view of the corner center (Figure  
9b). 

 

Figure 9: Optical flow images of corner: a) straight view, b) slanted view 

Optical flow images are illustrated in Figure  10 as the robot 
approaches the doors of the office: straight view of the door center 
(Figure  10a) and slanted view of the door center (Figure  10b). 

 

Figure 10: Optical flow images of door: a) straight view, b) slanted view 

Optical flow images are sketched in Figure  11 during the robot 
following the corridors of the office without any obstacle: straight 
view of the corridor (Figure  11a) and slanted view of the corridor 
(Figure  11b). 

 

Figure 11: Optical flow images of corridor: a) straight view, b) slanted view 

The statistical data of optical flow images are shown by 
colorful 3D histograms in Figure  12 for different distances (right 
horizontal axis) including near (blue), middle (yellow) and distal 
(red) for different objects including walls (A1), corners (A2), doors 
(A3) and corridors (A4) in 4 depth stages of optical flow vector 
processing (vertical axis) to evaluate tilt angles between the 
camera and the observed object by measuring the ratio of the mean 
value between the left optical quadrant and the right optical 
quadrant (nearest horizontal axis). 

It is easy to see that the optical flow vectors in these situations 
are distributed differently between images despite the absence of 
obstructions. However, in the cases of close distances to the 
objects, the robot still has to avoid the nearest object as if avoiding 

Typical view 
of camera 

Y 

X 
Z 

a) 

b) 

c) 
Side view 
of office 

Top view 
of office 

20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

a) b) 

30 ͦ

a) b) 
20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

30 ͦ

a) b) 
20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

30 ͦ

20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

a) 
20 40 60 80 100 120

10

20

30

40

50

60

70

80

90

b) 

30 ͦ

http://www.astesj.com/


M.N. Anh / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 3, 244-249 (2023) 

www.astesj.com     248 

an obstacle. Based on the ratio between the left parts and the right 
part, the principle for avoiding obstacle is that the robot travels to 
the direction containing the smaller average value between left and 
right optical flow parts. 

 

Figure 12: Ratio of average values between left and right optical flow parts. 

b) Simulation test with low obstacle density 

In the first test, the robot moved along a corridor containing 
several obstacles randomly arranged along the path illustrated in 
Figure 13. On the moving trajectory, the robot has to detect 
obstacles through the noise-free optical flow vectors.  

 

Figure 13: Robot avoids single obstacles 

The robot movement is automatically recorded and depicted by 
a colorful truth-ground line. Along this line, several images are 
extracted to demonstrate that the robot has moved from the right 
to the left of the corridor and avoided a close front left obstacle 
(Figure 13a), a close right obstacle (Figure 13b), and a far front 
right obstacle (Figure  13c). The line with the three extracted 
optical flow images show the obstacle positions detected from the 

optical flow vectors and the robot succeeded in moving safely by 
avoiding the two detected obstacles. 

In the second test, the robot travelled along a different part of 
the corridor. It has to avoid not only a single obstacle but also a 
pair of obstacles on the corridor. The robot movement trajectory is 
automatically recorded by a colorful truth-ground line as shown in 
Figure  14. Along the line, several images are taken out to prove 
that the robot has moved from the right to the left of the corridor. 
The robot avoided a close front obstacle (Figure  14a), a pair of 
obstacles (Figure  14b) in far distance, and a pair of obstacle and 
wall (Figure  14c). 

 

Figure 14: Robot avoids a pair of obstacles 

The successful movements of the robot in the two first tests 
verify the robot’s ability of obstacle detection based on the optical 
flow vectors taken from the simulated images. 

c) Simulation test with high obstacle density 

In the third test, the robot performed the more difficult task of 
safe movement through the corridor containing much more 
obstacles randomly arranged in a cramped area.  

 

Figure 15: Robot avoids many obstacles in a cramped area 
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Technically, the solution of dividing the optical flow vector 
into multiple layers allows the robot system to compare the average 
magnitude of a part with other parts in the same layer. That means 
it can detect multiple obstacles at the same time and estimate the 
distance through the magnitude of the average vector. As a result, 
the robot can choose the appropriate (possibly suboptimal) 
movement direction to avoid obstacles. 

The moving trajectory of the robot through the narrow area 
with many obstacles is automatically recorded by the colored line 
illustrated in Figure  15. Along this line, two images are extracted 
to represent the movement trajectory of the mobile robot after 
avoiding the closest obstacle on the left (Figure  15a), passing the 
area with high obstacle density, and avoiding another close 
obstacle on the right (Figure  15b) before leaving the danger area 
successfully. 

5. Discussion and Conclusion 

The above simulation results not only show the stability of optical 
flow perception in different situations, but also show that the 
obstacle position detection based on optical flow is independent 
of the robot's speed. Thanks to the simple calculation method 
based on the average vector comparison method, the robot does 
not need large memory to store complex database of obstacle 
characteristics such as shape and size. 

In other words, the simulation results of obstacle detection 
based on optical flow free-noise images for mobile robot 
demonstrate that the recognition of dangerous area in the optical 
flow image is able to perform through the multi-layer processing 
of optical flow vectors in to many equal parts. By simply 
comparing the average magnitude values of the divided parts, the 
mobile robot can figure out obstacle positions to guide the robot 
follow a suitable safe way. 

The limitation of the simulation results is that the mobile robot 
copes with static obstacles, but not dynamic obstacles. This 
indicates that in the next phase, the research team need to build an 
actual mobile robot to test in real environments with dynamic 
obstacles to more accurately assess the stability of the optical flow-
based recognition method. 

Furthermore, in the future the real tests will be performed in a 
complex indoor environment with unstable lighting conditions to 
estimate the ability of optical flow-based recognition. 
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