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 The diversity of manuscripts according to their contents, forms, organizations and 
presentations provides a data-rich structures. The aim is to disseminate this cultural 
heritage in the images format to the general public via digital libraries. However, 
handwriting is an obstacle to text recognition algorithms in images, especially cursive 
writing of Arabic calligraphy. Most current search engines used by digital libraries are 
based on metadata and structured data manually transcribed in Ascii format. In this article, 
we propose an original method of pattern recognition for searching the content of Arabic 
handwritten documents based on the Word Spotting technique. Our method is both effective 
and simple, it consists in extracting a set of features from the words we segment in the target 
images and comparing them with the features of the words in the requested images. The 
principle of the method is to characterize each word with the Speeded Up Robust Features 
algorithm whose goal is to find all occurrences of query words in the target image even in 
the case of low-resolution images. We tested our method on hundreds of pages of Arabic 
manuscripts from the National Library of Rabat and the Digital Library of Leipzig 
University. The results obtained are encouraging compared to other methods based on the 
same Word Spotting technique. 
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1. Introduction  

This article is an extended version of an oral communication 
presented in 2019 at the 5th International Conference on 
Optimization and Applications (ICOA2019) [1]. 

Virtual libraries, developed by research institutions, are a 
means of preserving documentary heritage in the form of images. 
The old manuscripts preserved in these libraries are consulted by a 
minority of people because of the image content that is inaccessible 
by search engines. Some techniques used for indexing manuscript 
images include metadata, annotation and transcription.  
Metadata provides a means of describing the content of 
manuscripts in image form. On the other hand, the transcription or 
annotation of manuscripts offers an alternative to partially deepen 
the search in the content of the images. However, these techniques 
are very limited in requiring a considerable effort to reproduce the 
content of images in text format (ASCII) and do not offer a 
thorough and complete search. We find that copiers use the same 
writing style in old manuscripts. Each word or element (letter, 
pseudo word, calligraphy, etc.) is repeated several times in the 
corpus of Arabic manuscripts.  In the absence of photocopiers at 

that time, most Arabic manuscripts are reproduced several times 
by the same copiers with the same styles of Arabic calligraphy 
(Naskh, Kufi, Diwani, Thuluth, Roqaa, etc.) 

The idea is to reduce the number of elements to be transcribed 
manually when entering the content of images in Arabic 
manuscripts that use the same writing style.  Our objective is to 
compare elements (content) of Arabic manuscripts based on a 
robust method. Comparing the content of manuscript images 
requires a multi-step process, each word or element being 
characterized by a unique signature. This signature must be 
invariable and must adapt to changes in scale, rotation, geometric 
variations and illumination. The extraction of the features of words 
or elements in the form of a signature, thus facilitates the 
automation of annotations or the complete transcription of Arabic 
manuscripts.  Several research studies have been carried out in the 
field of access to the content of manuscripts in image form. 
However, most of this work is based on binary images, which 
results in a huge loss of information in the images. To overcome 
this problem, we used grayscale images to extract useful features 
in Arabic manuscript images. To this end, we have based ourselves 
on multi-scale theory using grayscale images to ensure maximum 
reliability when extracting all the features of the segmented words. 
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In this paper, we present an original method for identifying the 
content of Arabic manuscript images.  This method is based on the 
Word Spotting technique which allows the search for similar 
words in a target image to that of a query image. We used the 
Speeded Up Robust Features algorithm (SURF) [2]. This 
algorithm allows to extract the features of the images based on 
local invariant descriptors / detectors (at scale changes, rotation, 
luminosity variations, etc.). The SURF algorithm is known in an 
area of computer vision with its robustness and speed to detect and 
describe points of interest in 2D images. Arabic manuscripts 
presented in image form contain information that is repeated 
several times. The Word spotting technique we use allows us to 
search for similar words in the same manuscript in order to 
facilitate its identification, indexing or transcription. 

2. Related Work  

There are several recent projects, allowing the cataloguing and 
digitization of ancient manuscripts based on the metadata 
technique. We can mention the project called "Cultural Heritage" 
of the Digital Library of the Leipzig University [3]. This is a 
project aimed at the online dissemination of Arabic, Turkish and 
Persian Islamic manuscripts. The presentation of these 
manuscripts is in the form of high definition images, in different 
formats.  Indexing and searching in the databases of this digital 
library are in Trilingual services (German, English, Arabic).   
Most of the current research work is focused on researching the 
content of manuscript images. Among the most commonly used 
methods, the Word Spotting technique which allows the 
identification of words in images. There are recent studies that 
address the problem of indexing manuscripts and the recognition 
of cursive writing, namely: 

In several studies [4-9], the authors treat the Word Spotting 
technique as regions of interest composed of words in which each 
character follows its model. The indexing and recognition of words 
are done by a probability calculation of regions of interest formed 
by characters. Each candidate region of interest is classified using 
one of the following methods: Dynamic Time Warping (DTW) or 
Hidden Markov Models (HMM) [10]. Despite the possible 
changes in words caused by character models, the results are 
interesting. Another work [11] which concerns the search for 
words based on annotations in medieval manuscripts. The 
techniques used are the basis of the Neural Networks (NN) and 
Hidden Markov Models (HMM) methods. The major problem 
with this method is the manual aspect of the production of 
annotations or transcription.    

Other works that deal with word search based on the measure 
of similarity. The words, images are characterized according to 
their shapes using generic descriptors [12]. Among the shape 
descriptors that is used for word detection we can mention 
Histogram of Oriented Gradients (HOG) [13]. This description 
provides a means to describe and detect characteristics of 
handwritten words in [14]. 

In recent works [15-19], word detection is based on the SIFT 
algorithm [20,21]. This SIFT descriptor uses points of interest to 
describe the shapes of the words to be detected. The main problem 
with this technique used for word detection is the execution time 
and the false matching of the interest points of the images. Despite 
the excellence of the method for characterizing image words, like 

what is done in computer vision for the detection of 3D objects. 
The limitations of this method for word detection in 2D images can 
be improved by inserting other steps such as pre-processing. 

In the general case, methods for detecting objects in images are 
represented by several research projects, particularly those in the 
field of image processing and computer vision. These methods are 
classified according to three approaches: contour, model-based 
and local extrema detection.  

The first approach provides a means to detect storytellers based on 
the location of the shapes of the objects in the image. This 
approach exploits the geometric properties of objects in the image 
as corners to detect storyteller points. The second model-based 
approach provides a mapping of a theoretical model to points of 
interest in the intensity function. The latter approach provides a 
means to characterize and detect local extrema. Each extremum 
corresponds to points of strong intensity variations in the image. 

2.1. Contour approach  

The H. Moravec [22] detector is one of the older ones used for 
the interest points. This type of detector is highly dependent on 
containers and its major problem is its sensitivity to noise. 

An advanced version of the H. Moravec detector by C. Harris 
and M. Stephen [23] is named the Harris detector. It’s a corner 
detector. It is invariable to translation, to rotation. However, it does 
not provide good results in the case of change of illumination. 
Further improvements to the Harris detector were made by Mohr 
and Schmid [24]. P. Montesinos [25] has developed this detector 
to process even colour images. Other improvements were made by 
Y. Dufournaud [26] to make this detector invariable to changes in 
resolution. A highly advanced version of the Harris detector was 
developed by Mikolajczyk [27] to detect points of interest in scale 
space. This method consists of using Gaussian smoothing to get 
the points that have a local maximum in the scale space. A further 
improved version of the Harris detector that is invariable to affine 
transformations was developed by Harris-affine [28]. 

2.2. Theoretical signal model approach 

The theoretical signal model approach was developed by 
Schmid [22]. It consists in bringing together shapes of objects in 
images with theoretical signal models to obtain more sub-pixellic 
precision. This approach allows to locate points in the shapes of 
complex objects and not only for corner detection. Rounded shapes 
such as circles and curves present an obstacle for corner detectors.  
Rohr [29, 30] developed a blur model based on the convolution of 
a Gaussian with a binary model to detect the junctions of lines. 
This model is based on several parameters for corner angles, 
namely the orientation of the symmetry axis and the opening. This 
model is also based on dot position, grayscale and blur. The 
adjustment of these parameters allows to obtain a theoretical signal 
approximating the observed signal in such a way as to obtain a 
result closer to the real. Corner detection is based on the least 
squares method in order to minimize parameters by offering a 
more precise model.  

R. Deriche and T. Blaszka [31] optimized the processing time with 
the improvement of the Rohr method. The principle of their 
methods is based on the exponential function instead of using the 
Gaussian function. P. Brand and R. Mohr [32] improved 
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localization quality based on a theoretical model close to the signal 
by fine transformation. This reconciliation is performed with 
alignment tests, epipolar geometry calculation and 3D 
reconstruction. The authors announce that test results can achieve 
an accuracy of 0.1 pixels.  
G. Giraudon and R. Deriche [31, 33, 34] proposed a theoretical 
corner model to increase detection accuracy. This model is used to 
track the behaviour of each detector. The authors demonstrated the 
relationship between responses in scale space and the position of 
the actual characteristic. 

2.3. Approach based on local extrema 

The approach based on local extrema allows to locate points of 
interest in the corresponding scale space. Several detectors have 
been processed in the literature and are widely used to locate local 
extrema. We quote some methods for detecting points of interest 
to characterize objects in the image:  

T. Lindeberg [35] among the first who worked on scale space. 
The automatic scale detection method is used to characterize the 
points detected at the corresponding scale. The detected points are 
located at the maximum magnitude of the Laplacian. They 
correspond to the peak points of the scale characteristic of the 
associated local surface. This scale is determined in the main 
direction of dominant curvature.  

The Scale Invariant Feature Transform (SIFT) method is 
presented by Lowe in [20, 21]. This method is based on the 
detection of points of interest corresponding to the local extrema. 
The principle of the method is based on the differences of the 
Gaussian DOG to detect invariable robust points in corresponding 
scales.  

A study realised by Mikolajczyk and Schmid [36], proposed a 
method for the detection of invariable points of interest called 
Harris-Laplace. It is based on the former Harris detector, thus 
providing a localization of the local extrema. This method allows 
to keep only the local extrema at the neighbourhoods of the 
characteristic ladders in the form of invariable robust points of 
interest.  

Another study realised by H. Bay et al [3], proposed a point of 
interest detection method based on the Speed Up Robust Features 
(SURF) algorithm. The method is also based on the location of 
local extrema as the other methods mentioned above: SIFT [21] by 
Lowe and Harris-Laplace [36] by Mikolajczyk. The authors of the 
SURF method have shown that their algorithm is more powerful, 
more robust. SURF’s response time is largely optimized compared 
to the two SIFT and Harris-Laplace algorithms.  

A recent study was developed by B. Bagasi et al. [37], It 
concerns the comparison between the SURF algorithm and the 
BRISK algorithm [38]. This is a study that deals with searching for 
images by content. It concerns the search for images by similarity 
in manuscript images without segmentation. 

3. The Proposed Method 

OCR optical character recognition software allows the 
conversion of characters in the image into the code (ASCII). These 
OCRs are only valid for printed text even though the recognition 
rate is not optimal for Arabic printed characters. 
In this paper, we propose a method of searching the text in images 
of Arabic documents like that used in images of Latin manuscripts. 
In this context, due to the lack of methods for recognizing 

manuscripts, it is difficult to access their content in image form. 
Annotation or transcription techniques require considerable effort 
when entering text equivalent to the content of manuscript images. 
For this reason, these techniques can be automated by adding the 
Word Spotting method. Our goal is to facilitate the identification 
of the words in each scanned manuscript in the form of images. It 
is a question of characterizing by a signature each handwritten 
element (word, pseudo-word, letter). This signature must be 
unique for words that are identical.  The objective is to eliminate 
redundancies in repeating elements.   

3.1. Principles of the proposed method 

The method of identifying and searching for Arabic 
handwritten elements is illustrated in schematic form by a block 
diagram.  We have an input target image containing one page of a 
manuscript and two types of input queries for which the proposed 
method uses the text query or image query containing the word to 
be searched. In the case, of the text entry that is common, we used 
a database in XML format containing the features of the words of 
each manuscript processed. In case the input is in the form of an 
image, we use the direct extraction of the features of the request 
image. In other words, our method is based on text-image 
matching for identification of the contents of the manuscripts. In 
the following we deal with the case of comparison of input query 
images with a target image.  

After the feature comparison operations, the results are 
provided in a final step as an output, thus locating the detected 
words. The following figure shows a block diagram of the 
proposed Word spotting method: 

 

 

Figure 1: Synoptic diagram of the proposed Word Spotting method 

Target image Pre-processing 

Greyscale image Projection 

Lines segmentation 

Feature Extraction Query image 

isolated characters pseudo words 

Words segmentation 

Feature Extraction Classification 
and Decision 

Word Spotting Results 

Query text 

XML database 
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• Acquisition and pre-processing 

The first step is the acquisition of the manuscript in image form. 
Professional scanners make it possible to provide images with 
acceptable resolutions without damaging the manuscripts by the 
light emitted during scanning. Most often we obtain an image that 
contains two pages (left and right) in its raw state. We used as test 
images, manuscripts from the BNRM National Library in Rabat, 
Morocco. We also used images from a database of the Refaiya 
family [39] at the library of the University of Leipzig. The 
following figure shows the test image we used. 

 
Figure 2: Original image [39] 

After scanning, a series of pre-processing is required. Knowing 
that the scanned images are in their raw state in folders. Raw 
images take up a lot of space on storage disks. Image compression 
is necessary to reduce the storage capacity on the disk and speeds 
up processing time.  Most of the professional scanners dedicated 
to manuscripts contain software and image processing algorithms. 
Other pre-processing must be applied to manuscript images such 
as: straightening, curvature correction, level spreading, contrast 
enhancement or detail enhancement, etc.  

  
Figure 3: Left and right pages after pre-processing 

In this article, we used the image on the right-hand side of the 
page.  In most cases, Arabic manuscripts are written in different 
colours. We see in this example, that we have the colours of the 
red and black writing. The purpose of extracting text from the 
physical medium without losing important information. Colour 
segmentation of the image is an effective solution. It consists in 
selecting the pixel ranges in different colour layers. The most 
appropriate solution for our case is to segment each layer of the 
image separately and to assemble these layers with threshold 
values used. The HSV (Hue, Saturation, Value) space offers a 
simple way to detect thresholds. It allows easily distinguish 
intensity, saturation and hue.  

 
Figure 4: Colour segmentation 

• Line segmentation  

The Word Spotting method requires a line segmentation [40] 
and subsequently a word segmentation to be able to locate the 
words to be searched in the image.  In the first step, we will convert 
the colour image to a grayscale image whose purpose is to have a 
1D signal. The projection algorithm [41] provides an effective way 
to facilitate line detection despite its sensitivity to noise. In this 
case, we use grayscale images instead of binary images because 
the projection of binary images [42] is very sensitive to line 
overlaps. It is widely used in the case of printed text because of the 
remarkable spacing between the lines. For our case, the projection 
of the grayscale image is represented by summing the intensity I at 
the coordinates of the image (x,y) to have the function of f(y) 
according to the following relation: 

The function f (y) represents the projected profile of image I. 
The calculation of the sum of pixels x along the y-axis is shown in 
Figure 5. Smoothing is essential to remove additional noise from 
the f (y) function. The convolution of a Gaussian with this function 
allows to filter the high frequency noise as in [41].   

The grayscale image projection profile provides several useful 
information about the text in the image. It allows to illustrate the 
various characteristics like the basic lines (minima), the heights of 
the lines and the background of the image (maxima). In this case, 
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the texture effect is not considered because we have added a pre-
processing step as a colour segmentation. The maxima noted on 
the curve represent the spacing between the lines. The maxima 
(local) can be calculated by applying the derivative of the p(y) 
function. 

 
Figure 5: Line projection profile 

The detection of local extrema facilitates the localization of the 
beginning and the end of lines. The following image shows the 
segmentation of the lines: 

 
Figure 6: lines segmentation 

• Word segmentation 

The image in Figure 4, which is segmented in colour. It will be 
made binary by applying a global thresholding method. Among the 
thresholding methods, there is that of optimal Otsu thresholding 
[43] which we can apply thanks to the bimodal nature of the 

histogram of this type of image. As an effect, the resulting image 
is affected by binary noise. As a solution, binary morphological 
filtering reduces the effect of this generated noise. We have already 
identified the text lines in the previous step of line segmentation.  
Dilation by applying a morphological filter of the binary image 
along each line allows the merging of pseudo-words and characters. 
The projection technique at the level of each line provides words.  
Overlapping characters prevent segmentation by this projection 
technique. The application of labelling of related components at 
the level of each line of the binary images makes it possible to 
locate isolated characters, pseudo-words and words. This method 
is also sensitive to noise, but it is effective. Additional noise from 
small areas is not considered by our algorithms. The following 
figure shows an example of segmentation of handwritten elements 
by applying labelling of related components (words, pseudo-words 
and characters). 

 
Figure 7: Words and elements segmentation results 

• Feature extraction 

Arabic calligraphy has undergone several evolutions. It is 
considered an art of millennial history. The forms of Arabic letters 
follow refined rules. They change shape according to their position 
in the words (initial letter, median letter, final letter or isolated 
letter). Vowels can be designated by diacritical signs on words. 
Filtering of these diacritic signs is necessary to increase the quality 
of segmentation and recognition of words.    
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In most Arabic manuscripts, the writings follow uniform patterns 
according to the rules of the calligraphers. In many cases, these 
models are only the best-known fonts such as (Kufi, Andalus, 
Thuluth, Naskh, etc.). Words in manuscript images can be repeated 
several times with the same writing styles. The idea is to search for 
similar words in the same manuscript or in a collection of a 
calligrapher whose purpose is to use the occurrences of these 
words by our method. 

Our objective is to choose such a method to extract the 
characteristics of words to be searched in manuscript images. We 
note that such a choice must be justified according to several 
constraints. In the literature, several approaches deal with 
recognition of forms. We opted for the use of invariable local 
detectors and descriptors to identify the forms of word writing.  We 
justify the choice of these detectors by their acceptable response 
times and by their efficiency. On the other hand, we tested other 
methods, and could not obtain good results such as the theoretical 
signal model approach or the contour approach. We have the same 
character of the Arabic manuscript text that changes shape which 
makes the storyteller unstable. We opted for the approach based on 
local extrema because it uses points of interest recognized by their 
efficiency and by their optimised calculation times. In the literature, 
several approaches based on local extrema such as SURF 
descriptors offer a means of detecting these interest points.  

In our case, the detection of words in images of Arabic 
manuscripts must take into consideration the styles of scripture. 
The approach using local extrema detection is based on variations 
in light intensity. However, in the case of small variations in light 
intensity, especially in manuscripts with almost identical 
intensities, the detection of word characteristics will be low. 
Another parameter to consider is the algorithmic cost and detector 
reliability. For example, the SIFT detector offers the interest points, 
with a higher computation time than the SURF detectors. That’s 
why we use SURF’s interest points to characterize the words in our 
Word Spotting method.  

• Classification and matching 

The degree of similarity of two words concerns the comparison 
of the characteristics of these two words. In our case, the 
characteristics of the words are based on SURF interest points. 
Comparison between points of interest requires a choice of the 
appropriate method to optimize processing time. Interest points of 
are characterized by their properties and their associated descriptor 
vectors. We compare these interest points in two stages:  
The first is to compare the trace sign of the Hessian matrix. This 
sign is from the Laplacian. It provides information on the meaning 
of blobs. Subsequently, two interest points to compare should have 
the same sign, if not different points. 

The second is to compare the descriptor vectors of two interest 
points. Among the methods that can be used, the Euclidean 
distance or the Mahalanobis distance. The comparison is based on 
the calculation of distance and the correlation between these 
vectors.  

4. Results and Discussion 
 Among the methods that are based on the Word Spotting 
technique we can mention the HADARA80P method [44] which 

uses a dataset of 80 pages available on the internet [45] including 
images in Tiff format at high resolution. The documents handled 
are 9th century Arabic manuscripts. The authors of this method use 
three types of requests: by string, by polygon and by image which 
includes 25 test requests. Compared to the HADARA80P results, 
our proposed method provides satisfactory results even for low 
resolution images. However, the HADARA80P method requires 
high-quality images of about 300 dpi, especially when it comes to 
keyword images. In this case, images exceeding 50MB capacity 
can make their broadcasts difficult on the internet. 
In our case, we used a microcomputer whose features is: CPU i5 
Quad Core with a frequency of 2.4 GHz, 3 MB cache, 4 GB RAM 
and operating system Windows10 64-bit. We did tests on hundreds 
of pages and as well as on the dataset of HADARA80P. With 
twenty images request, we have achieved 95.27%-word matching 
accuracy with a run time of up to 910 ms for high memory capacity 
images. 

Our method is to characterize the Arabic manuscripts. It 
identifies handwritten elements such as words, pseudo-words, 
isolated characters. The manuscripts we process are in the form of 
2D images. The physical medium used in most manuscripts has a 
uniform texture and produces small variations in light intensity. 
However, ink generates large variations in light intensity. Indeed, 
the SURF points of interest used by our method characterise the 
text instead of the texture. Small variations in light intensity have 
a negligible effect on the detection of SURF interest points in 
manuscript images. 

4.1. Word Matching 

Word matching goes through several stages. These steps 
include extracting the features of words as interest points.  Each 
word is represented by a set of interest points. These points are 
invariable to changes in scale, geometric variations, rotations and 
brightness variations. These invariances are shown by tests 
applied to the different words that are considered areas with a set 
of interest points.  Regarding the effect of the texture of the 
physical medium was shown by the queries images 1, 2 and 4 on 
the table. In this case, we show as well that the texture allows to 
provide a negligible number of points. In addition, the accuracy 
of word matching depends on the number of interest points 
detected on each word. Many interest points allow to refine the 
description of each search word. To have high accuracy when 
matching words, it is necessary to use high quality images without 
increasing the execution time when searching for words. 

The table shows the number of points detected on each query 
image. For this purpose, the interest points of the query images 
are located by small blue disks on these images. About the number 
of matching points between each query image and the target 
image is shown in the last column of the table.  

The query images are compared with the target image with 
several of points detected in the target image equal to 773. We 
have a maximum of match points equal to 423 of the query image 
number 4 in the target image. However, the query image number 
1 gives a minimum number of match points equal to 89. 

The following figure shows all the query images used in the 
previous table. The target image is the one in the middle of the 
figure. 
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Figure 8: Histogram matching of interest points 

Table 1: Experimental results of the matching points in query images with a 
target image 

Query 
number Invariance Interest 

points Query image Matches 
points 

1 
Scale 

invariance 
732 

 

89 

2 
Illumination 
invariance 

1782 

 

107 

3 
Rotation 

invariance 
1046 

 

191 

4 
colour 

invariance 
927 

 

423 

4.2. Application development  

 It is an application that is developed based on all the steps 
mentioned above (line segmentation, word and pseudo-word 
segmentation, feature extraction, classification). The extraction of 
the features is performed at the level of both query and target 
images. Word segmentation is an important tool to guide 
classification and identification.  We used the SURF algorithm for 
the detection and description of features in the context of points of 
interest. This algorithm is known for its speed and robustness of its 
interest points in terms of invariance to scale changes, rotation, 
geometric variations and luminance. The following figure shows 
the interest points located in the target image and the query image 
on the left. 

 
 

Figure 9: Four query images and the target image in the center 

 
Figure 10: Interest points represented in the query images and in the target image 

 The objective is to develop a tool that allows access to the 
content of digitized Arabic manuscripts. The tools available for 
indexing handwritten documents in image form are very limited. 
In most cases, it is a search in databases describing the content of 
images with metadata. Our goal is to develop an application to 
identify text contained in images whose main interest is to integrate 
the Word Spotting technique for the search of occurrences of 
image word in handwritten documents. For this application, there 
are two possible cases: 

 In a first case, the query image words are compared with those 
of the target image. Our method is based on interest points. 
However, an interest point belonging to a query image may 
belong to several words of the target image. Hence the need to 
segment the words of the target image and extract the features 
of each segmented word. Our interest is to search for all 
occurrences of a word image query in all pages of the same 
manuscript. The results of this research are acceptable despite 
some rejections due to segmentation problems in case of 
overlapping lines.   

 In a second case, the query words can be text in ASCII format. 
This involves searching for the equivalent of text words in a 
database that stores the features of these words. Subsequently, 
the search for words in the target image is based on the features 
of the search words in the database. 

Target  

❶ 

❷ ❹ 

❸ 
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The following figure shows the application we developed for 
the Word Spotting method. In the example, the comparison of the 
image query "history 'Al Hikayat' الحكایة" with a page image of an 
Arabic manuscript. The number of occurrences of this query image 
is equal to five times. As a perspective, we can expand this 
application to automate page annotations or help with transcription.   

 
Figure 11: Word Spotting results 

Conclusion 

In this article, we have highlighted a method of searching for 
words in Arabic manuscripts. Most existing software (OCR) for 
Arabic text is only valid for printed text.  
To this aim, we have proposed a word identification method based 
on the Word Spotting technique. The strength of this method lies 
in extracting the robust features of segmented words (or other 
elements: characters, pseudo-words). We use the invariant local 
detectors and descriptors of the SURF algorithm to extract the 
points of interest characterizing the words. The physical paper (or 
parchment) of the document has a negligible effect on the 
appearance of false points of interest belonging to the texture of 
the manuscript.  

We have applied our method to hundreds of Arabic 
manuscripts from the National Library of Rabat and the Digital 
Library of Leipzig University. The test results of our method are 
excellent although some are very degraded. The limits of our 
method are in the case where the styles of writing and the fonts 
are varied, especially in the case the baldness of the lines where 
segregation is impossible. 
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