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 The paper presents an analytical study on a wireless traffic dataset carried out under the 
different approaches of machine learning including the backpropagation feedforward 
neural network, the time-series NARX network, the self-organizing map and the principal 
component analyses. These approaches are well-known for their usefulness in the modeling 
and in transforming a high dimensional data into a more convenient form to make the 
understanding and the analysis of the trends, the patterns within the data easy. We witness 
to an exponential rise in the volume of the wireless traffic data in the recent decade and it 
is increasingly becoming a problem for the service providers to ensure the QoS for the end-
users given the limited resources as the demand for a larger bandwidth almost always exist. 
The inception of the next generation wireless networks (3G/4G) somehow provide such 
services to meet the amplified capacity, higher data rates, seamless mobile connectivity as 
well as the dynamic ability of reconfiguration and the self-organization. Nevertheless, 
having an intelligent base-station able to perceive the demand well before the actual need 
may assist in the management of the traffic data. The outcome of the analysis conducted in 
this paper may be considered in designing an efficient and an intelligent base-station for 
better resource management for wireless network traffic. 
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1. Introduction   

Today, the communication has become an integral part of the 
daily activities for everyone. For example, the services such as 
video on demand (VoD), downloading music, stream video data, 
voice over IP (VoIP) and live video conference calls have become 
a part of the daily activities of the users. Such applications need a 
high quality of service, particularly for voice in real time. 
Resultantly, a lot of wireless technologies such as 3rd Generation 
(3G), wireless fidelity (Wi-Fi), Worldwide Interoperability 
Microwave Access (WiMAX), Global System for Mmobile 
Communications (UMTS) and the Evolution of the Long-Term 
(LTE) are growing to meet the accelerated needs of the users to 
provide them anywhere, anytime access to the Internet. In the 
recent past, the main point in the telecommunications sector is the 
next generation wireless networks (NGWNs). These networks 
consist of different techniques to gain access to the network to 

provide unlimited access to the internet, global roaming, high-
speed and an increased user satisfaction. 

The NextGen Wireless Networks are a combination of circuit-
switched networks, various services, and packet switching. It is 
covering a wider area in which the user can take advantage of 
different wireless networks to improve the call quality. NextGen 
comprises of the services independent of the core technologies 
related to transport [1, 2]. It can be defined as a complex process, 
easily accessible, convenient and converging economic, efficient 
and flexible, personal and real, reliable and secure [3]. 

The fundamental technical issues for the NextGen Wireless 
Networks include end-to-end QoS, mobility management, energy 
efficiency, call admission control, resource allocation, and 
security. This has encouraged many researchers to develop the 
QoS models for the NextGen Wireless Networks [4]. In mobility 
the connected base station cannot support the ongoing session, and 
it has to handover the session to the new base station [5]. Under 
the wireless communication, most of the network equipment 
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operate on battery power and with the limited resources just not 
capable to provide the energy to keep the equipment alive for 
extended time period [6]. Controlling calls in wireless 
communication is a process of administering the traffic volume. 
The decision of whether a new call has to be admitted, delayed, 
dropped or forwarded to a neighboring network is decided by this 
sub-system. The incoming traffic can further be split into real time 
i.e. video and voice, and non-real time i.e. images, text, etc. [7]. As 
the NextGen Wireless Networks are distributed and open 
architectures so it offers easy access to the services, information 
and the resources together with constant abuse from the fraudsters, 
hackers and crime units [8]. User identification based on the IP 
layer can be easily tampered within such networks. The packets 
sent over the network can be easily identified with a "borrowed" 
IP address, which grants the unauthorized users to mimic the valid 
ones. These intruders abuse services and gets benefit with the 
expenditures of legitimate users, who do not know the actual 
situation [9]. Such intruders can get a valid electronic serial 
number and mobile identification number during the registration 
process of the call. They can duplicate the same number on the 
other handset and utilize the services in the name of real user. A 
mobile node utilizes Mobile IP and Session Initiation Protocol 
(SIP) under subscriber mobility [10]. The installation of small cell 
base stations on the existing macro cellular systems is presented as 
a solution for an optimized coverage, offloading traffic and to 
boost the capacity of the next generation wireless networks in [11]. 
A comprehensive overview of the machine learning approaches 
used to address different issues in the wireless sensor network is 
provided in [12]. The researchers supported the use of machine 
learning techniques to better monitor the dynamic behavior that 
emerges out of the sensor network over time. For enhanced traffic 
management, the researchers performed classification of the traffic 
data through supervised machine learning approaches [13]. For 
mobile big data, the challenges of computing capabilities, 
spectrum efficiency and backhaul / fronthaul link capacity are 
discussed in [14]. The study presented different opportunities and 
the bottlenecks in the design of the scalable wireless systems to get 
adapt to the big data.  

The foremost issue in the NextGen Wireless Networks is 
guaranteeing the QoS and provision of requisite resources to the 
connected subscribers from the service provider at any time. This 
claims the network reliability, bandwidth, timeliness, jitter, fault 
tolerance and seamless mobility among heterogeneous access 
networks. These needs are the driving factors for the NextGen 
Wireless Networks. Particularly, VoIP will be the most popular 
application in the future. It demands high QoS for the moving user. 
In this regard, many problems exist to make the NextGen Wireless 
Networks fully resourceful and well-matched with the existing 
services and technologies. For the moving subscribers providing 
the required service, by sustaining the adequate QoS while 
considering the various networks as well as the global roaming is 
a tricky job. The appearance of the irregular needs in the NextGen 
Wireless Networks require an effective assurance to satisfy the 
subscribers.  

To ensure the QoS for the subscribers, an understanding of the 
behavior of the network traffic is necessary. This would assist in 
following an adaptive policy for using the available network 
resources to guarantee QoS at an optimal level. To analyze the 
network traffic behavior, we used the self-organizing map and 
further employed the principal component analyses. An intelligent 
module within a base-station could be embedded with the 

outcomes of the analysis to take adaptive decisions intelligently. 
The module would estimate the future requirements of the 
bandwidth for a base-station as per the previous history and 
commit in advance the requisite resources from the backhaul 
network for the guaranteed bandwidth provision to the end-users. 
The real time data of a 3G wireless network established by the 
Pakistan Telecommunication Co. LTD i.e. CDMA2000 1xEV-DO 
Rev is used in this study. 

2. Intelligent Base Station 

A schematic diagram of an intelligent base station is shown in 
Figure 1. 

Following are the components of this intelligent model: 

• Monitoring Unit: This component monitors the data 
transferred from the Base Station to the connected 
subscribers periodically.  

• Storage Unit: This component stores the observed data in 
the memory to use for another component of this model i.e. 
Intelligent Forecasting Unit.  

• Intelligent Forecasting Unit: This component is the heart of 
the model, which facilities in forecasting of upcoming 
demands on the Base Station in a specific hour. It uses the 
previous stored data from the storage unit for predicting the 
upcoming resources requirement and subsequently 
forwards the request to the backhaul network in advance to 
allocate the forecasted bandwidth allocation. 

                   
              Figure 1: Intelligent base station model 

3. Neural Network Based Analysis 

The ANNs, owning a proven learning paradigm can be used 
effectively to develop such intelligent agent [15-27]. Three 
different NNs are tested to understand the patterns and the behavior 
lying within the network traffic data. The backpropagation 
feedforward neural network and the nonlinear autoregressive with 
external input neural network are used to better learn the demand 
time-wise. Whereas the self-organizing map is used to learn the 
key parameters to focus on. The training data comprises of the six-
month wireless traffic data acquired from the Pakistan 
Telecommunication Company Ltd. The training data comes in 
periodic shape i.e. hourly data with reference to the week-days and 
an average accumulative throughput in a particular hour. The 
mathematical models of the three NNs are given as under. 

Y = F2(LW2,1F1(IW1,1P + b1) + b2)                                 1a 
 

𝑋𝑋𝑘𝑘+1 =  𝑋𝑋𝑘𝑘 −  𝑎𝑎𝑘𝑘𝑔𝑔𝑘𝑘       1b 

𝐸𝐸 = 𝑀𝑀𝑀𝑀𝐸𝐸 = 1/𝑁𝑁∑ (𝑡𝑡𝑖𝑖 − 𝑎𝑎𝑖𝑖)2𝑁𝑁
𝑖𝑖=1                            1c 
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𝑔𝑔𝑘𝑘 = 𝜕𝜕𝐸𝐸𝑘𝑘
𝜕𝜕𝑤𝑤𝑖𝑖,𝑗𝑗

                    1d 
 

Y(t) = F(Y(t-1), ..., Y(t-n), X(t-1),..., X(t-n))             2 
 

iW(q) = iW(q-1) + α(P(q) – iW(q-1))             3a 
 

Ni(d) = {j, dij ≤ d}                                 3b 
The (1) define the feedforward neural network completely. The 

(1a) defines a three layered architecture with LW as the layer 
weights, IW as the input weight matrices and P as the input vector 
The sub-equation (1b) gives the learning rule to update the network 
parameters wherein Xk represents the vector of the current weights 
and the biases, gk is the current gradient and ak is the learning rate. 
The (1c) defines the mean square error (mse) which is also one of 
the stopping criteria used during the training phase. The (1d) 
defines the relation how to determine the gradient. The system of 
nonlinear autoregressive with external input (NARX) is defined in 
(2). In our case, the previous two terms (of both the input & output) 
are taken into account to calculate the current term. The model uses 
the same learning rule as given in (1b). The system of (3) provides 
the rule to update the weights of the winning neuron as well as of 
the neighboring neurons in a neighborhood d’ defined in (3b). All 
of the three models are programmed and tested in Matlab.  The 
used parameters are given in the following tables Table-1, Table-
2 and Table-3 against each model.  

The results of all the three models provide a very clear 
understanding of the relations among the variables embedded in 
the data. The function approximation performed by the 
feedforward model (1) provides a strong evidence of the relation 
between the output variable (throughput) and the input-vector 
(comprising of eight input elements). The training-performance for 
the feedforward model went perfectly well as shown in Figure-2 
as all the three segments of the training data sets, i.e., the training, 
the testing and the validation got to converge optimally. The value 
of ‘R’ achieved in this case is R = 0.9867 (regression value).                                                          

The NARX model (2) is also found capable of learning the 
underlying behavior of the network traffic data. The function 
Bayesian Regularization is used for training purpose as it produces 
the better generalization for a complex and noisy data. The 
principle of adaptive weight minimization is followed to stop the 
training. In this model, the previous two states of the input-time-
series and the target-time-series are taken into account to predict 
the next value in the output-time-series. The regression value is 
found to an acceptable level as R=0.983. An important graph of 
the NARX model, i.e., the time-series response is shown in      
Figure-3. A close similarity can be seen between the outputs and 
the targets. The lower part of the graph shows the error graph 
which is found well within the confidence interval. The objective 
of testing the SOM model over the traffic data is to reduce the data-
dimensionality to see which variables are more intrinsic to the 
resource-requirement. A network of 100 neurons fully mapped the 
underlying data space. The impact of the variables on the network 
is fully conveyed in the input weight-planes. All the input weight-
planes corresponding to the input variables are given in the              
Figure-4. The weight-planes for the input-1 to the input-7 contain 
most of the part as dark regions indicating zero or lower values for 
the weights between the network-neurons and that particular input. 
This would suggest the days of the week are not to play much role 
in deciding the network resource management as the traffic varies. 
The weight-plane for the 8th input variable, i.e., the hours, 
comprised of more bright spots and fewer dark ones presenting a 

strong connection strength with the network-neurons. The                            
9th weight-plane owns much of the bright spots as compared to the 
rest of the weight-planes showing the resilient connections with 
the neurons of the network. 

(Dataset Distribution-%) 
Training/Testing/Validation (70)(15)15) 

ANN Architecture 8-25-1 

No. of input neuron 8 

No. of hidden layer 1 
No. of output neuron 1 
Training Algorithm Levenberg-Marquardt 

Error performance function MSE 

Maximum Epochs 1000 

   Table. 1. Parameters used for Feedforward ANN Model 

(Dataset Distribution-%) 
Training/Testing/Validation (70)(15)15) 

ANN Architecture A 3-layered time 
delay network 

No. of input neuron 8 

No. of hidden layer 1 

No. of output neuron 1 

Training Algorithm Bayesian 
Regulation 

Error performance function MSE 

Maximum Epochs 1000 

            Table. 2. Parameters used for NARX Model 

SOM Architecture 10 x 10 

Neighborhood size 3 x 3 

No. of input neurons 9 
No. of output neurons 100 
Training Algorithm Batch weight / Bias 

Error performance function MSE 
Maximum Epochs 200 

     Table. 3. Parameters used for SOM Model 

  
              Figure 2. Feedforward Training Performance 
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4. Principal Component Analysis  

The principal component analysis is regarded as one of the 
fundamental approach to simplify the data. A wide use of this 
approach has been reported in the relevant literature [28-29-30]. 
The approach basically transforms a redundant data comprising of 
linearly correlated variables into a non-redundant dataset of 
orthogonal (uncorrelated) variables. The transformation results 
into a projection of the existing data to a new data-space where 
each axis corresponds to an orthogonal variable, i.e., principal 
component. The principal components are arranged in terms of 
their variance, i.e., the first component (axis) holds the maximum 
variance, the second component, being orthogonal to the first 
component, holds the second-highest variance along its axis and so 
on. This projection highlights the real trends within the data which 
drive the overall behavior of the data. In the following, the results 
of the approach are presented conducted on wireless traffic dataset. 
The dataset is comprised of nine variables.   

 

 

 

 

 

 

 

 

 

 

 

 

 

           Table 4. Variances of Principal Components 

The variance and the variance-percentage for each principal 
component is given in the Table 4. This shows only the very first 
principal component contributes more in terms of variance as its 
share is 17.85 %. Most of the principal components, i.e., from 2 to 
7 have almost a constant share of variance whereas the last two 
components present negligible share. Figure-5 provides a 
graphical representation of the share of each principal component 
variance-wise. In general cases, the first three or four principal 
components are considered enough to represent much of the 
variance in the data but in our case except the very last two 
principal components, all of the first seven principal components 
contribute significantly in the variance. In Figure-6 all the nine 
variables are represented as vectors wherein the direction and the 
length of each vector shows the contribution of each vector to the 
first two principal axis. For example, the first principal component 
along the horizontal axis, has the positive coefficients for the 
variables Hr. (hour), Throughput, Sunday, Saturday, Friday and 
Thursday. This gives an idea that more variance occur in these 
days. The maximum variance are for the variables Hr. and the 
Throughput as both are also in complete parallel to the component’ 
axis.  This also shows that the variables Mon, Wed and Tue have 
no influence on the first principal component as these fall on the 
negative side of the horizontal axis. The second principal 

component, on the vertical axis, has positive coefficients for the 
variables Mon, Wed, Sun, Sat, Hr. and Throughput whereas the 
negative coefficient for Tue, Fri and Thu. The PCA analysis shows 
the main driving forces behind the variances in the data come from 
the variable Hr., Throughput and the days like Thu, Fri, Sat and 
Sun. These results are in complete compliance with the findings of 
self-organization map presented in Figure-4. The weights of the 
network out of the input-9 (Throughput) and the input-8 (Hr.) are 
much stronger as compared to the weights from the remaining 
inputs. Also the weights from the input-4, input-5, input-6 and 
input-7 (correspond to Thu, Fri, Sat and Sun) contain slightly more 
grey areas as compared to the weights from the remaining 
counterparts, i.e., input-1, input-2 and input-3 which correspond to 
Mon, Tue and Wed. 

5. Results and Discussion 

The results of all the three models provide a very clear 
understanding of the relations among the variables embedded in 
the data. The function approximation performed by the 
feedforward model (eq. 1) provides a strong evidence of the 
relation between the output variable (throughput) and the input-
vector (comprising of eight input elements). The training-
performance for the feedforward model went perfectly well as 
shown in Figure-2 as all the three segments of the training data 
sets, i.e., the training, the testing and the validation got to converge 
optimally. The value of ‘R’ achieved in this case is R The NARX 
model (eq. 2) is also found capable of learning the underlying 
behavior of the network traffic data. The function Bayesian 
Regularizationis used for training purpose as it produces the better 
generalization for a complex and noisy data. The principle of 
adaptive weight minimization is followed to stop the training. In 
this model, the previous two states of the input-time-series and the 
target-time-series are taken into account to predict the next value 
in the output-time-series. The regression value is found to an 
acceptable level as R=0.983. An important graph of the NARX 
model, i.e., the time-series response is shown in Figure-3. A close 
similarity can be seen between the outputs and the targets. The 
lower part of the graph shows the error graph which is found well 
within the confidence interval. The objective of testing the SOM 
model over the traffic data is to reduce the data-dimensionality to 
see which variables are more intrinsic to the resource-requirement. 
A network of 100 neurons fully mapped the underlying data space. 
The impact of the variables on the network is fully conveyed the 
input weight-planes. All the input weight-planes corresponding to 
the input variables are given in the Figure-4. The weight-planes for 
the input-1 to the input-7 contain most of the part as dark regions 
indicating zero or lower values for the weights between the 
network-neurons and that particular input. This would suggest the 
days of the week are not to play much role in deciding the network 
resource management as the traffic varies. The weight-plane for 
the 8th input variable, i.e., the hours, comprised of more bright 
spots and fewer dark ones presenting a strong connection strength 
with the network-neurons. The 9th weight-plane owns much of the 
bright spots as compared to the rest of the weight-planes showing 
the resilient connections with the neurons of the network. The 
results from PCA analysis confirm the neural-network based 
modeling. The analysis presented here as a case study for the 
network traffic data shows a strong potential to employ the 
machine learning techniques to manage the network traffic. With 
the surging rate of network traffic across different platforms and 
networks, the provision of QoS has become an issue for the service 
providers especially for the telecom industry. The communication 

Principal 
Components Latent Explained (%) 

1 1.60 17.85 

2 1.16 12.96 

3 1.16 12.96 

4 1.16 12.96 

5 1.16 12.96 

6 1.16 12.96 

7 1.14 12.73 

8 0.41 4.590 

9 1.53e-28 1.70e-27 
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has taken multi-dimensional shape, i.e., voice, video, text, etc., all 
being delivered over the same infrastructure. Though, new 
paradigms for the increased band-width, improved communication 
protocols, etc., are being worked on in parallel yet the efforts 
should also be made to better plan the network traffic within the 
same framework to ensure the maximum optimum use of the 
existing resources. In this regard, the machine learning approaches 
may play a significant role to assist the service providers in dealing 
with the traffic management. More research is required in this 
context to develop robust traffic planning.  

6. Conclusion  
The behavior of the wireless traffic data is studied under neural 
networks and the principal component analysis. The three ANN 

models used include backpropagation feedforward, the time-series 
NARX and the self-organizing map. The FF model and the NARX 
model showed the potential to closely model the relation between 
the throughput and the other variables. The results from the SOM 
model showed the dimension reduction in the original data by 
presenting strong weight diagrams for only the two inputs while 
representing the remaining inputs with average weight strengths. 
The results from the principal component analysis further verify 
the results from the SOM. The results of all this study could be 
incorporated in designing an intelligent module at a network base 
station to provide adaptive services for the better resource 
management, hence improving the efficiency of the network.

                                    
                                                                           Figure. 3. Time series response of NARX model      

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4. Some weight planes for the inputs 
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Figure. 5 Variance-Percentage of principal components 

                        
Figure. 6 Projection of all the variables onto the first two orthogonal principal components 
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