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 Recent standards, legislation, and best practices point to data center infrastructure 
management systems to control and monitor data center performance. This work presents 
an innovative approach to address some of the challenges that currently hinder data center 
management. It explains how monitoring and management systems should be envisioned 
and implemented. Key parameters associated with data center infrastructure and 
information technology equipment can be monitored in real-time across an entire facility 
using low-cost, low-power wireless sensors. Given the data centers’ mission critical nature, 
the system must be reliable and deployable through a non-invasive process. The need for 
the monitoring system is also presented through a feedback control systems perspective, 
which allows higher levels of automation. The data center monitoring and management 
system enables data gathering, analysis, and decision-making to improve performance, and 
to enhance asset utilization. 
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1. Introduction 

There is significant room for improvement in current practices 
that address data center performance relative to benchmarks. A 
novel data center infrastructure monitoring approach was 
introduced in a paper originally presented at the 7th IEEE Annual 
Computing and Communication Workshop and Conference 
(CCWC) in 2017 [1], for which this work is an extension. 

A data center is defined as a facility with all the resources 
required for storage and processing of digital information, and its 
support areas. Data centers comprise the required infrastructure 
(e.g., power distribution, environmental control systems, 
telecommunications, automation, security, fire protection) and 
information technology equipment (e.g., servers, data storage, and 
network/communication equipment). Data centers are complex 
and highly dynamic. New equipment may be added, existing 
equipment may be upgraded, obsolete equipment may be removed, 
and both prior and current generation systems may be in use 
simultaneously. Increasing reliance on digital information makes 

data centers indispensable for assuring data is permanently 
available and securely stored.  

Data centers can consume 40 times more energy than 
conventional office buildings. IT equipment by itself can consume 
1100 W/m2 [2], and its high concentration in data centers results in 
higher power densities. By 2014, there were around 3 million data 
centers in the U.S., representing one data center for every 100 
people [3]. These data centers consumed approximately 70 billion 
kWh, or 1.8% of total electricity consumption [4]. Data center 
energy consumption experienced a nearly 24% increase from 
2005-2010, 4% from 2010-2014, and is projected to grow by 4% 
from 2014-2020. In 2020, U.S. data centers are projected to 
consume about 73 billion kWh [4]. Emerging technologies and 
other energy management strategies may reduce projected energy 
demand. 

Technical issues and human errors may threaten a data center. 
Power and environmental issues are especially important, and 
might affect performance. Human errors can be diminished 
through monitoring, automation, and control systems. Intangible 
losses, such as business confidence and reputation are difficult to 
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quantify. When problems arise, data centers may shut down for a 
period of time. The cost of downtime depends on industry, 
potentially reaching thousands of dollars per minute. The average 
cost associated with data center downtime for an unplanned outage 
is approximately $9,000 per minute, an increase of 60% from 2010 
to 2016 [5]. 

According to legislation, standards, best practices, and user 
needs, data centers must satisfy stringent technical requirements in 
order to guarantee reliability, availability, and security, as they 
have a direct impact on asset utilization and data center 
performance. In order to comply with such requirements, 
equipment needs continuous monitoring, control, and maintenance 
to assure it is working properly. A data center infrastructure 
management (DCIM) system can be summarized as collectively 
comprising a suite of tools that can monitor, manage, and control 
data center assets [6].  

The emerging Internet of Things (IoT) makes it possible to 
design and implement a low-cost, non-invasive, real-time 
monitoring and management system. IoT can be understood as a 
global infrastructure enabling the interconnection of physical and 
virtual “things” [7]. Gartner forecasts more than 20 billion 
connected things by 2020 [8]. According to Cisco, 50 billion 
devices will be connected to the internet by 2020, and 500 billion 
by 2030 [9]. Each device includes sensors collecting and 
transmitting data over a network. These new trends help to 
reevaluate how to monitor and manage data center infrastructure 
and IT equipment. IoT makes it possible for a data center 
monitoring and management system to be deployed rapidly 
through a non-invasive process, helping to establish an integrated 
strategy towards performance improvement, while lowering risk. 

2. Background 

Since the deregulation of telecommunications in the U.S. 
(Telecommunications Act of 1996), a number of standards and 
best practices related to telecommunications, and more recently to 
the data center industry have emerged. Appropriate standards are 
essential in designing and building data centers, including national 
codes (required), local and country codes (required), and 
performance standards (optional). Governments have enforced 
regulations on data centers depending on the nature of the business. 
Different entities have also contributed to generate standards, best 
practices, and recommendations for the industry. These 
organizations include: U.S. Department of Energy; U.S. 
Environmental Protection Agency; U.S. Green Building Council; 
European Commission; Japan Data Center Council; Japan’s Green 
IT Promotion Council; International Organization for 
Standardization; International Electrotechnical Commission; 
American National Standards Institute; National Institute of 
Standards and Technology; the Institute of Electrical and 
Electronics Engineers; National Fire Protection Association; 
Telecommunication Industry Association; Building Industry 
Consulting Service International; American Society of Heating, 
Refrigerating and Air-Conditioning Engineers; the Green Grid; 
and the Uptime Institute. 

Recent standards for data centers make general 
recommendations that should be taken into consideration for data 
center infrastructure management. The ANSI/BICSI 002 standard 
“Data Center Design and Implementation Best Practices” [10] 
provides a chapter for DCIM with general recommendations for 
components, communication protocols, media, hardware, and 
reporting. The ISO/IEC 18598 standard “Information Technology 

- Automated Infrastructure Management (AIM) Systems - 
Requirements, Data Exchange and Applications” [11] includes a 
section on DCIM. Intelligent Infrastructure Management systems 
comprise hardware and software used to manage structured 
cabling systems based on the insertion or removal of a patch (or 
equipment) cord. This standard should increase operational 
efficiency of workflows, processes, and management of physical 
networks, helping to provide real-time information related to 
connectivity from cabling infrastructure (e.g., switches, patch 
panels). 

Legislators have been increasingly concerned about how data 
centers perform. Federal data centers alone consume about 10% of 
total U.S. data center consumption. The Energy Efficiency 
Improvement Act of 2014 (H.R. 2126) [12] forces federal data 
centers to review energy efficiency strategies, with the ultimate 
goal of reducing power consumption and increasing efficiency and 
utilization. Likewise, in 2016, the Data Center Optimization 
Initiative required federal data centers to reduce their power usage 
below a specified threshold by September 2018, unless they are 
scheduled to be shutdown as part of the Federal Data Center 
Consolidation Initiative. To help data centers comply with 
legislation faster and more effectively, manual collection and 
reporting must be eliminated by the end of 2018. Automated 
infrastructure management tools must be used instead, and must 
address different metric targets, such as energy metering, power 
usage effectiveness, virtualization, server utilization, and facility 
monitoring [13]. The U.S. Data Center Usage Report of June 2016 
[4] highlights the need for future research on performance metrics 
that better capture efficiency. Most recently, the Energy Efficient 
Government Technology Act (H.R. 306) [14] of 2017 required the 
implementation of energy efficient technology in federal data 
centers, including advanced metering infrastructure, energy 
efficient strategies, asset optimization strategies, and development 
of new metrics covering infrastructure and IT equipment. 

Data center infrastructure management systems have been 
driven mainly by private industry. Previous experience in building 
automation systems, building management systems, energy 
management systems, facilities management systems, and energy 
management and control systems have enabled private industry to 
deploy similar solutions for the data center sector. However, these 
are not solutions explicitly designed for data centers. The leading 
companies who offer data center infrastructure management tools 
include Nlyte Software, Schneider Electric, and Emerson Network 
Power [15]. In addition, there are several reports from private 
industry with general guidelines and recommendations [16-24]. 

 Academic work in data center infrastructure management 
includes research for specific areas, such as energy management 
systems [25]; distribution control systems [26]; modeling and 
control [27]; power efficiency [28-29]; power consumption 
models [30-31]; power management [32]; data center networks 
[33]; wireless network optimization [34-36]; thermal and 
computational fluid dynamics models [37-38]; wireless sensors for 
environmental monitoring [39]; power monitoring [40]; corrosion 
detection [41]; and improvement strategies, such as big data [42], 
genetic algorithms [43], and machine learning [44]. No previous 
work presents guidelines to develop a comprehensive data center 
monitoring and management system, considering recent advances 
in technology and the mission critical nature of this highly dynamic 
sector. 
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3. Data Center Monitoring and Management 

3.1. Concept of Operations 

This section describes quantitative and qualitative 
characteristics and objectives of the data center monitoring and 
management system. The system is envisioned to be reliable, non-
invasive, wireless, sensor-based, low-cost, and low-power. It 
provides real-time measurements that enable the creation of a real-
time data map for each parameter. It measures power usage across 
equipment, environmental and motion parameters across the 
physical space of the data center, and IT resource usage. This 
underscores the need for developing innovative approaches to 
reliable and non-invasive real-time monitoring and management. 

Data center performance analysis requires understanding of 
facilities and IT equipment. Table 1 outlines the main components 
of a data center, categorized by power delivery and power 
consumption (e.g., IT equipment, environmental control systems, 
and other). 

Table 1: Components of a data center 

Component Description 
Power delivery 
systems 

Different sources of energy 
Generators 
Switch gear 
Automatic transfer switches 
Electrical panels 
UPS systems 
Power distribution units 
Remote power panels 
Distribution losses external to IT equipment 

IT equipment Servers 
Storage systems 
Network / communication equipment 

Environmental 
control systems 

Chillers 
Cooling towers 
Pumps 
Ventilation 
Computer room air handling units 
Computer room air conditioning units 
Direct expansion air handler units 

Other Structured cabling systems 
Automation systems 
Lighting 
Security 
Fire systems 

Real-time data collection can add value in several areas, 
including data center infrastructure control and management; 
performance optimization; enhancement of availability, reliability 
and business continuity [45]; reduction of total cost of ownership 
[46]; optimization of asset usage; and predictive analytics. A real-
time monitoring and management system can highlight areas to 
reduce energy consumption, increase efficiency, improve 
productivity, characterize sustainability, and boost operations. The 
practice may also help to avoid or defer expensive facility 
expansion or relocation, via optimization of the current facility. 

At least two classes of sensing devices are needed for data 
gathering: power sensing devices and environmental / motion 
sensing devices. For power sensing, we focus on non-invasive 
methods. Environmental data such as temperature, humidity, 
airflow, differential air pressure, lighting, moisture, motion, 
vibration, and cabinet door closure measurements are also 
required. Table 2 summarizes the requirements for these sensing 
devices. 

Table 2: Requirements for sensing devices 

Requirement Description 
Reliability Due to the dynamic nature of data centers, the equipment 

shall be reliable and easy to install, relocate, or replace. 
Wireless Wireless data transmission using a radio transceiver 

reduces the use of cables in the data center. To avoid 
interference with existing equipment in the data center, 
wireless monitoring devices should have low-power 
transmissions, low data transmission rates, and non-
overlapping frequency ranges [47]. 

Real-time Sensing data in real-time helps to build situational 
awareness tools, such as reports and dashboards, which 
lead to immediate and more informed actions, reducing 
downtime and operating expenses. 

Low-power Low-power sensing devices enable an extended lifecycle 
before replacing batteries, reducing maintenance. 

Battery 
operated 

Battery operated devices eliminate the risk of connecting 
devices to an outlet, which could conflict with critical 
loads. 

Low-cost Low-cost microcontrollers and sensors make monitoring 
technologies available to all data centers. 

 Obtaining real-time data can be challenging, especially in 
existing data centers that lack adequate instrumentation [48]. For 
sampling purposes, several factors must be considered. If the 
sampling rate is too high, excessive data could be collected. 
Conversely, if the sampling rate is too low, relevant data for real-
time monitoring and prediction may be lost. Collecting the right 
data and understanding its nature is more important than simply 
collecting more data [45]. We must ensure that required 
information is not lost. In many cases, new data may be required; 
the system should be flexible, allowing addition of new sensors 
and retrieval of additional data from equipment. After sensing and 
gathering the required data, it must be stored, locally or remotely, 
for real-time processing and future analysis. Data analysis leads to 
more informed decisions. 

3.2. Data Collection and Transmission 

For data collection, different classes of sensing devices are 
required. It is also necessary to gather IT equipment resource 
utilization data through processor measurements. 

Power Measurements: 

For power consumption measurements, all data center IT 
equipment and its supporting infrastructure must be considered. 
This task could be accomplished in many ways, but we are 
interested in reliable and non-invasive methods. Most data center 
components, such as uninterruptible power supplies, power 
distribution units, remote power panels, electrical panels, and 
cooling systems offer real-time data through existing 
communication interfaces. To avoid additional cabling, the use of 
wireless transmission must be the first option. 

A standard protocol should be used to access data on remote 
devices, such as the Simple Network Management 
Protocol (SNMP) over TCP/IP. In addition, appropriate security 
measures must be implemented, since the data retrieval feature 
could create a security vulnerability. For equipment without a 
communication interface, one option is to install a specific power 
meter with the required communication interface. It will be an 
additive component, applicable across different device types, 
reducing operational risk. Another alternative is to replace existing 
equipment with new units that include metering and 
communication interfaces. 
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Software developed for data collection must gather and filter 
data collected from sensing devices and transmit the data to one or 
more storage devices. All monitored devices must be evaluated to 
define the required parameters and sampling rates. 

Environmental / Motion Measurements: 

The described system measures environmental and motion 
parameters across the physical space of the data center. Equipment 
cabinets, and various measurement points at different heights must 
be considered to capture relevant environmental variables. 
Different areas without equipment, such as below the raised floor, 
the aisles, and other points, must also be taken into consideration. 

Table 3. Parameters to be monitored 

Parameter Description Sensing 
Temperature Acceptable range required by 

equipment, and to optimize 
cooling systems and enhance 
efficiency. 

Across the data center. 
In each IT cabinet: front 
of the cabinet (bottom, 
middle, and top) may be 
sensed for cold air inlet, 
and back or top for 
exhaust. 

Humidity Acceptable range required to 
reduce electrostatic discharge 
problems (if humidity is low), 
and condensation problems (if 
humidity is high). 

Across the data center. 
In each IT cabinet: in 
the middle of the air 
inlet. 

Airflow Equipment and infrastructure 
require airflow, as specified. 

Below the raised floor. 
Above perforated tiles. 

Differential 
air pressure 

Differential air pressure analysis 
could help to optimize airflow 
and cooling systems. If 
differential pressure between 
two areas is low or high, it 
indicates the airflow rate is also 
low or high.  

Across the data center. 
Sensors are installed 
between two areas with 
varying air pressure 
(e.g., below and above 
the raised floor, inside 
and outside air plenum 
areas, between hot and 
cold aisles). 

Water Water sensing is required to 
prevent failures from cooling 
equipment, pipes, or external 
sources. 

Near cooling system, 
water pipes, equipment, 
or potential risk areas. 

Vibration In case of earthquakes or 
excessive vibration, vibration 
sensors can trigger appropriate 
alerts. The sensors could also 
detect unauthorized installation, 
removal, or movement of 
equipment. 

In each cabinet. 

Lighting Different levels of lighting 
according to human occupancy 
or security requirements. 

Across the data center. 

Security Motion sensors could detect 
movement around cabinets. 
Contact closure sensors to 
enhance security systems. 
Airflow, temperature, and 
humidity in equipment could be 
affected if a cabinet door is 
opened, or if people are around 
the perforated tiles. Contact 
closures for access doors may be 
checked and tied to temperature 
variations nearby. 

Door contact closures 
for cabinets and access 
doors, motion sensors, 
and surveillance 
cameras located nearby. 

Fire systems Fire alarms must be considered. Data from fire system. 

Each sensed parameter covers a specific range, and depending 
on the equipment, the range varies. Newer technologies allow a 
broader range of environmental parameters. ASHRAE Technical 
Committee 9.9 has created a set of guidelines regarding the optimal 

and allowable range of temperature and humidity set points for 
data centers [49-51]. Manufacturers have also established the 
environmental optimal operating ranges for their equipment, 
which enables a more detailed analysis of operational ranges. The 
standard ANSI/BICSI-002 [10] recommends three different 
lighting levels (level 1 for security purposes, level 2 when 
unauthorized access is detected, and level 3 for normal conditions). 

The parameters to be monitored across the data center are 
described in Table 3. All parameters must be analyzed to define 
sampling rates. Contingent on specific requirements, additional 
inputs or sensors may be added.  

 As shown in Figure 1, after sensor data is acquired, transmitters 
are responsible for relaying data from all sensing devices to a 
storage device. The transmitter must be capable of storing data for 
an established period of time in case transmission problems occur, 
to avoid losing data. 

 
Figure 1: Data collection and transmission workflow 

Given the limited (battery) energy available to each device, one 
data acquisition challenge is to maximize network lifetime, and to 
balance the use of energy among nodes. Network lifetime can be 
defined as the time the network is able to perform tasks, or as the 
minimum time before any node runs out of energy and is unable to 
transmit data. A multihop routing protocol should be used, 
ensuring there is an active path between each network device and 
the network’s sink [52]. 

The following aspects associated with the wireless sensor 
nodes deserve attention: device location, which depends on data 
center layout; new device additions or relocations, where 
communication is not disrupted; failure diagnostics (e.g. energy 
problems, disconnections); and redundancy requirements across 
critical tasks. 

 Processor Measurements: 

Enhancements by some IT equipment manufacturers include 
the ability to directly access some measurements related to power, 
surrounding environment, and resource utilization for each device. 
These measurements could include parameters such as power 
utilization, air inlet temperature, airflow, outlet temperature, CPU 
usage, memory usage, and I/O usage. Platform level telemetry 
helps transform data center monitoring and management, allowing 
direct data access from the equipment processor. Comparison of 
processor measurements to environmental and power 
measurements, as well as analysis of the IT resource usage, can 
improve decision-making [53]. 

With IT resource utilization data available, IT resource 
optimization through workload allocation and balancing, as well 
as through other control strategies, is feasible. These 
measurements may not be available for all equipment. Querying 
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this information is unlikely to interfere with IT equipment’s 
primary tasks. 

3.3. Redundancy 

Redundancy can be understood as the multiplication of systems 
to enhance reliability. Since data center components require 
maintenance, upgrade, replacement, and may fail, redundancy is 
required to reduce downtime. Critical components of the 
monitoring and management system may also fail, and sensitive 
data could be lost. To evaluate the need for monitoring and 
management redundancy, several factors must be considered. 

The data center monitoring and management system should be 
designed according to the reliability tier of the data center and its 
related redundancy level [54]. If the data center presents 
redundancy (e.g., N+1, 2N, 2N+1), the monitoring and 
management system should provide the same redundancy level to 
preserve reliability. Conversely, if a data center has no redundancy 
in its IT equipment and supporting infrastructure (e.g., electrical, 
mechanical), redundancy may not be required. In addition, for the 
evaluation of the required redundancy of monitoring and 
management devices, mission critical IT equipment in the data 
center should be identified. 

Data centers can use thousands of sensors to gather required 
data. For that reason, it is convenient to have general estimations 
of the number of sensing devices required for a given data center. 
Although the best way to calculate this is to analyze each data 
center in detail, there are guidelines to make preliminary estimates. 

The first step is to estimate how many cabinets fit in the data 
center layout. Initially, the data center layout and information 
about the equipment must be examined. Most IT equipment is 
installed in a cabinet or open rack, with supporting rails 19in wide 
(Electronic Industry Alliance industry standard); adding space 
required for panels, doors, wiring and airflow increases the width 
to between 24in and 30in. The typical depth ranges from 36in to 
48in, depending on the equipment. Standalone equipment may 
require special cabinets, which can increase the previous estimates. 
Considering a raised floor grid of 24in x 24in (industry standard), 
the cabinet’s area can be estimated as 24in x 48in, or 8 ft2. A 
similar area per cabinet is required for hallways, infrastructure 
facilities, and other non-IT equipment. The second step is to 
estimate how many sensing devices are required. Based on the 
previous step, for each cabinet, or for each 16 ft2, at least one 
environmental / motion sensing device will be required. Power 
sensing devices must also be considered; the total count can be 
estimated as the total number of elements (e.g., electrical facilities, 
cooling and ventilation systems) that support IT equipment. In 
addition, depending on spatial distribution, at least one transmitter 
should be in place to gather and transmit sensed data for storage 
and further processing. The final step is to review redundancy 
requirements and to estimate the total number of sensing and 
transmitter devices needed. 

3.4. Data Storage, Processing, and Management 

As shown in Figure 1, after gathering data, it is sent to the 
storage device, locally or remotely, to support future processing 
and reporting. The large amount of data collected must be 
organized to guarantee that it can be integrated, shared, analyzed, 
and maintained. A metadata management system is suggested. 
Metadata is understood as structured information that describes an 

information resource. It is, in effect, data about data. A metadata 
management system ensures that metadata is added correctly and 
provides mechanisms to optimize its use. A software interface 
must be developed to process and manage the information. Figure 
2 shows a diagram of the different elements involved in data 
storage, processing, and management. 

 
Figure 2: Storage, processing, and management 

The use of an IoT enablement platform is a viable option to 
connect monitoring devices anywhere to the cloud. The key added 
value of these platforms is to simplify connectivity, data collection, 
and device management. 

Reports and dashboards help to visualize a data center’s past 
and present performance. Dashboards are graphical user interfaces 
customized to user requirements, used to display key performance 
indicators to make them easier to read and interpret. Visualizing 
results in real-time supports responsive improvement. Warnings 
may be used for undesirable events. Furthermore, forecast reports 
can be used to predict how the data center will perform in the 
future. 

Numerous reports can be generated from the data gathered by 
the monitoring and management system, such as real-time data 
reports for existing conditions; historical reports showing behavior 
with baselines and trends; statistical reports; and analytical reports 
showing asset utilization, performance, and other key indicators. 
In summary, different reports and dashboards translate data into 
information and strategic knowledge. 

Proactive strategies are more desirable than reactive actions. 
Strategies may be undertaken based on what has been learned. 
Results will be measured as the system continues to collect data, 
reflecting the effectiveness of prior actions. This feedback often 
constitutes the basis for new actions [45]. 

3.5. Metrics 

Data centers can be evaluated in comparison to the goals 
established or to similar data centers through the use of different 
metrics, as the performance cannot be understood with the use of 
a single metric [48]. Inconsistencies or variations in measurements 
can produce a false result for a metric, and for that reason, it is very 
important to standardize metrics. After thoroughly reviewing 
existing data center metrics, four areas are identified through 
which data center performance can be measured: efficiency, 
productivity, sustainability, and operations [55]. Table 4 presents 
general concepts for these metrics. 
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Table 4. Performance measurements 

Metric Concept 
Efficiency Due to the high-energy consumption of the data center sector, 

efficiency has been given substantial attention. Efficiency 
indicators show how energy efficient site infrastructure, IT 
equipment, environmental control systems, and other systems 
are. 

Productivity It gives a sense of work accomplished and can be estimated 
through different indicators, such as the ratio of useful work 
completed to energy usage, or useful work completed to the 
cost of the data center. Useful work can be understood as the 
sum of weighted tasks carried out in a period of time, such as 
transactions, amount of information processed, or units of 
production. The weight of each task is allocated depending 
on its importance. 

Sustainability It is defined as development that addresses current needs 
without jeopardizing future generations’ capabilities to 
satisfy their own needs [56]. Measurements for sustainability 
include carbon footprint, the greenhouse gas footprint, and 
the ratio of green energy sources to total energy. 

Operations Measurements gauge how well managed a data center is. This 
must include an analysis of operations, including site 
infrastructure, IT equipment, maintenance, human resources 
training, and security systems, among other factors. 

The process to gather data to calculate metrics can easily be 
automated, as many parameters are updated automatically through 
the monitoring and management system. This allows some key 
indicators to be updated in real time. Other parameters are not 
easily automated. Instead, they derive from audits, human 
observation, evaluation, and analysis, and must be updated if and 
when a process changes. This is the case for some aspects of 
sustainability and operations. In addition, new variables will be 
measured, and new metrics will be created, as needs and 
technologies evolve. 

Data center performance is the basis for designing and 
implementing plans aimed at improving key indicators. Asset 
usage is an important component of performance measurements, 
as it reflects how adequately the different data center assets are 
being used at specific points in time. Improving specific 
performance indicators leads to asset usage optimization. 

3.6. New Tools for Data Analytics 

Considering the large amount of data collected, new tools must 
be developed to help users employ historical and real-time data, 
together with know-how, to undertake assertive actions. Predictive 
modeling enables simulation and forecasting of how a data center 
will perform in the future. As shown in Figure 3, combining real-
time data from the monitoring and management system, know-
how, and new tools (e.g., simulation, modeling, machine/deep 
learning) will lead to predictive analytics for the data center and its 
components. Simulations show how different components could 
perform or fail, allowing more time to evaluate and mitigate 
problems. 

Simulation is an important tool for model validation, and for 
analyzing different scenarios. Models are safer, faster, and more 
affordable than field implementation and testing. Simulations help 
to explore how systems might perform under specific scenarios, 
including disturbances, equipment failure, different layout 
configurations, or specific control strategies. Historical data must 
be used to validate and calibrate the models developed for each 
specific data center. To transform data center predictive 
modeling from probabilistic to physics-based, tools such as 
computational fluid dynamics models for airflow, temperature, 
humidity, and other parameters must be used. Simulations can also 

help to understand how adaptive and resilient a data center is. 
Resiliency can be understood as the ability of a data center and its 
components to adapt existing resources to new situations. 

 
Figure 3: Predictive Analytics 

To recognize new insights or predict future behavior, tools 
such as predictive analytics and machine/deep learning are needed. 
These tools involve algorithms that can learn from and make 
predictions about data without being explicitly programmed. 
Models should be constantly updated with real-time data to make 
predictions based on new realities. These tools lead to planned 
scenarios, rather than emergencies or failures, enabling more 
proactive decision-making. 

3.7. End-to-end Resource Management 

Data center optimization strategies should include all assets - 
power and cooling equipment, and IT equipment resources - to 
support end-to-end resource management. Resource management 
is iterative, enabling data center managers to plan and make 
adjustments. Examples include physical space planning for 
replacing, upgrading, or relocating equipment; detection of unused 
or idle IT equipment; capacity planning; optimization of cooling 
systems; power system optimization; IT resource optimization, 
including servers, storage, and networking equipment; workload 
allocation to control power and environmental parameters; 
workload balance among IT equipment; and virtualization. 
Comprehensive control strategies allow performance optimization. 

4. Data Center Modeling and Control Systems 

With increasing levels of automation in the data center, the role 
of control systems is growing. Data center monitoring systems are 
the main components of any such feedback control system; they 
deliver the required information so the control system can take 
appropriate actions. The control system comprises components or 
processes interconnected to achieve a function with multiple inputs 
and outputs. Optimization is a desirable objective, considering data 
center components are dynamic and change continuously with 
time, or with any other independent parameter. 

From a control systems point of view, the data center can be 
described as a closed loop system with multiple inputs and 
multiple outputs, controllers and actuators, as shown in Figure 4. 
The desired values are generally based on standards, best practices, 
and/or user requirements. The system or process to be controlled 
is the IT equipment in the data center. Various devices and sensors 
are required to measure the variables to be controlled, such as 
power, temperature, humidity, air flow, differential air pressure, 
closure, motion, vibration, and IT equipment resource utilization. 

http://www.astesj.com/
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The actuator represents infrastructure equipment (e.g., cooling 
system, ventilation, security, fire system) and IT equipment 
resource management (e.g. virtualization, workload transfer, load 
balancing). The actuator will influence the process, and by 
consequence, the associated outputs / controlled parameters. The 
controller, as its name suggests, computes the control signals. The 
multiple outputs / controlled parameters are compared to the 
multiple inputs or desired values. Based on the error signal, or the 
difference between the desired values and the outputs, the 
controller takes corrective actions, affecting the actuators, so that 
the output values track the reference values within a desired 
margin. 

 
Figure 4: Data center feedback control loop block diagram 

Disturbances that can affect the behavior of the processes, 
undesired or unforeseen, should be taken into consideration. 
Feedback is required for adaptive and robust control. Feedback 
control allows corrective action regardless of the disturbance 
sources and decreases the sensitivity of the controlled parameters 
to process changes and other disturbances. 

Each of the different data center components can be modeled 
through a mathematical description using a macro level approach, 
with inputs and outputs. After identifying all the measurements and 
parameters required, the data center monitoring and management 
system must gather all data inputs and outputs from various 
components, from which the key indicators will be calculated. The 
monitoring and management system allows reliable feedback 
control, measuring the controlled variables to adjust the 
manipulated variables; and also enables validation and calibration 
of the proposed models. 

5. Conclusions 

The described data center monitoring and management 
approach allows rapid deployment of a reliable, real-time 
monitoring system to improve operations, to enhance 
performance, and to reduce risk of failures. Using battery operated, 
low-power, wireless sensing devices, and retrieving data directly 
from equipment, information is collected through a non-invasive, 
continuous process. 

Collected data can be used in many ways to make more 
informed decisions, to reduce downtime and cost of operations, to 
improve performance and key indicators, to optimize asset usage, 
to implement more informed actions and strategies, and to develop 
predictive behavior models. Data center professionals must think 
critically to determine what data is needed for each particular case, 
also considering future scenarios. This practice prevents missing 
important measurements and helps to avoid collecting unnecessary 
data. 

Going forward, data center monitoring and management 
systems must include end-to-end resource management, covering 

both the IT equipment and supporting infrastructure. The ability to 
directly access measurements related to power, environment, and 
IT resource utilization opens new windows for optimization. 
Future data centers may avoid full time on-site staff, by relying on 
monitoring and management systems. 
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