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ABSTRACT
Exploring communities and outliers in Social Network is based on considering of some nodes have overlapped neighbor node within the same group as well as some nodes have no any link to the other node or have no any overlapped value. The existing approaches are based on the overlapping community detection method were only defined the overlap nodes or group of overlap nodes without thinking of which nodes might have individual communities or which nodes are outliers. Detecting communities can be used the similarity measure based on neighborhood overlapping of nodes and identified nodes so called outliers which cannot be grouped into any of the communities. This paper proposed method to detect communities and outliers from Edge Structure with neighborhood overlap by using nodes similarity. The result implies the best quality with modularity measurement which leads to more accurate communities as well as improved their density after removing outliers in the network structure.

1. Introduction
This paper is an extension of work originally presented in 18th IEEE/ACIS International Conference on Software Engineering, Artificial Intelligence, Networking and parallel/Distributed Computing (SNPD 2017) [1] is used undirected and unweighted graph data based on overlapping neighborhood. It is explicitly focused on edge structure to detect outliers and significant communities with nodes similarity. Unfortunately, the number of outliers that implemented is higher than that we expected. Therefore, we continue improve our proposed approach to get the significant result by detecting outliers and community.

Social networks can be considered in graph theory point of view. Thinking of detection community in Social networks plays the important role in recent year. It is defined the presence of groups of nodes that are high tightly links connected with each other than with less links connected to nodes of different groups. The challenges in considering of community detection method are become popular in Social Network. The previous authors had finished thinking about them in various points of corners. In overlapping community detection method were only defined the overlap nodes or group of overlap nodes without thinking of which nodes might be included in its own individual communities. Then, the consideration of community detection does not force each node into a certain group, some independent nodes, which cannot be grouped into any communities, are allowed far outside the detected groups can be measured by the predefined threshold of minimal valid size (mvs) of communities as outliers. However, there are still challenges in considering of some nodes have no any common node within the same group as well as some nodes have no any link to the other node.

It can be used similarity measure based on neighborhood overlapping of nodes to organize communities and to identify outliers which cannot be grouped into any of the communities.

In this paper, we detect communities and outliers from Edge Structure with neighborhood overlap by using nodes similarity. This paper explores the use of neighborhood overlapping by using vertex similarity method for detecting outlier and significant
community. The heart of this approach is to represent the underlying dataset as an undirected graph, where a user refers to each node and friendship between two users represents each edge. Before we measure the similarity among neighborhood overlap, finding seed node by using the degree centrality is necessary which is designed to find nodes that are most “central” to the graph. We operate similarity from the most centrality node and its neighborhood nodes. The values of zero similarity are then used to identify as outliers. To illustrate, consider tiny graph which contain 8 nodes and 11 edges as shown in Figure 1. Upon applying communities, rounded with two circles are group, and node h so called outlier is saturated with outside them. It can be seen clearly the significant communities and outliers in this toy example.

This paper proposed the method to detect communities, nodes which are high tightly linked each other as community and outliers which do not have links overlap values with another.

The rest of paper is organized as follows. We briefly surveyed related work in section 2. In section 3, we describe the background methodology of our work. And then, we briefly describe about our propose system in section 4. In section 5, we discuss about the experiment and evaluation of our work. Then, we conclude our work in section 6 and talk about our future idea.

2. Related Work

As described in section 1, this paper is an extension of work originally presented in 18th IEEE/ACIS International Conference on Software Engineering, Artificial Intelligence, Networking and parallel/Distributed Computing (SNPD 2017) [1] is used undirected and unweighted graph data based on overlapping neighborhood. It was explicitly focused on edge structure to detect outliers and significant communities with nodes similarity. Unfortunately, the number of outliers that implemented is higher than that we expected. Therefore, we continue improve our proposed approach to get the significant result by detecting outliers and community.

Many approaches of community and outlier detection algorithm have been proved over years. Each trend has efficient and effective in their ways. The proposal of a community discovery algorithm for large networks that iteratively finds communities based on only on local information only without considering the global information which was described in [2], this work is cited in section. The paper based on considering of defining and evaluation networks community based on ground-truth [3] was discussed how to evaluate and measure the proposed system by comparing the previous and extracted community. In [4], the authors used proximity and random walks, to assess the normality of nodes in bipartite graphs. On the other hand, in [5], the authors proposed the one could use to compute various measures associated with the nodes in the given graph structure, dyads, triads, egonets, communities, as well as the global graph structure. The paper which was proposed an algorithm to detect anomalous nodes in weighted graphs is called OddBall was discussed in [6] that easily reveal nodes with strange behavior. However, it was only considered the side of outlier without community. This work is used some methods in the synthesis lectures on Data Mining and Knowledge Discovery which is describe in [7] was the series publications on topics pertaining to data mining, web mining, text mining, and knowledge discovery, including tutorials and case studies.

In [8], the authors proposed the efficient algorithm combined the hierarchical and spectral clustering in non-overlapping community. Then, [9] was represented the new community detection method on network model. In [10], the authors described modularity and community structure in networks based on the problem of detecting and characterizing this community structure was one of the outstanding issues in the study of networked systems. The proposed method for detecting such communities, built around the idea of using centrality indices to find community boundaries was described in [11]. [12] was presented several key features of Gephi in the context of interactive exploration and interpretation of networks. In [13], the authors proposed the method of detecting outliers with community by using minimum valid size (mvs). If the minimum size was 2, it would be chosen the single node and marked it as outlier. In [14], the authors surveyed on Social Community Detection which was also specially focus on to community evaluation since this step becomes important in social data mining. The results of proposed method of applying the metric, modularity, and several popular community quality metrics to two real dynamic networks was described in [15]. Continually, in [16], the authors discussed the attempting of a thorough exposition of the topic, from the definition of the main elements of the problem, to the presentation of most methods developed, with a special focus on techniques designed by statistical physicists, from the discussion of crucial issues like the significance of clustering and how methods should be tested and compared against each other, to the description of applications to real networks. Then, the paper in [17] was presented the graph-based approaches to uncovering anomalies in domains where the anomalies consist of unexpected entity/relationship deviations that resemble non-anomalous behavior. Using synthetic and real-world data, it was evaluated the effectiveness of these algorithms at discovering anomalies in a graph-based representation of data. The original citation of dataset, Zachary Karate Club was described in [18]. The paper was presented by the algorithms OCNS for detecting community overlapping base on node similarity was discussed in [19]. The following sections were described the method of the above references in detail which will be the background methodology for this paper.

3. Basic Definitions and Notations

3.1. Outliers

Nodes which have no overlapped values to its adjacent nodes as well as each node in a graph cannot be grouped into any of the communities is defined outliers. This system is based on edge structure approach in the graph to remove outliers before detecting community.

3.2. Node Degree and Its Neighborhood

In network G, the degree of any node i is the number of nodes adjacent to i. Generally, the more degree that the node has, the more important it will be. Two vertices v and u are called
neighbors, if they are connected by an edge. Let $N_i$ be the neighborhood of vertex $i$ in a graph, i.e., the set of vertices that are directly connected to $i$ via an edge.

### 3.3. Community

Communities in Social network can be defined as group of nodes which have more links connecting nodes of the same group and comparatively less links connecting nodes of different groups. Communities may be groups of related individuals in social networks. Identifying communities in a network can be provided valuable information about the structural properties of network, the interactions among nodes in the communities, and the role of the nodes in each community. In an undirected graph $(V, E)$, where the total number of node, $|V|=n$ and total number of edges,$|E|=m$ are defined. We can identify set of communities such that $Coms\{V_1,V_2,\ldots,V_m\}$ where $V_i \cap V_j \subseteq V_i$ and $cn$ is the total number of communities $Coms$ should satisfy, $V_i \cap V_j = \phi$.

Thus, the goal of community detection is to identify sets of nodes with a common (often external/latent) function based only the connectivity structure of the network. Then it can be considered an axiomatic approach and define four intuitive properties that communities would ideally have. Intuitively, a “good” community is cohesive, compact, and internally well connected while being also well separated from the rest of the network. This allows us to characterize which connectivity patterns a given structural definition detects and which ones it misses.

### 3.4. Degree Centrality

The importance of a node is determined by the number of nodes adjacent to it. The larger the degree of node, the more important the node is. Those high-degree nodes naturally have more impact are considered to be more important. The degree centrality is defined as:

$$d_i = \sum A_{ij}$$

(1)

When one needs to compare two nodes in different networks, a normalized degree centrality should be used,

$$CD'(v_i) = d_i/(n-1)$$

(2)

Here, $n$ is the number of nodes in a network. It is the proportion of nodes that are adjacent to node $v_i$.

Let $N_i$ denote the neighbors of node $v_i$. Given a link $e(v_i,v_j)$ the neighborhood overlap is defined as:

$$\text{Overlap}(v_i,v_j) = \frac{\text{number of shared friends of both } v_i \text{ and } v_j}{\text{number of friends who are adjacent to at least } v_i \text{ and } v_j}$$

$$= \frac{|N_i \cap N_j|}{|N_i | + |N_j| - |N_i \cup N_j|} - 2$$

(3)

We have $-2$ in the denominator just to exclude $v_i$ and $v_j$ from the set $N_i \cup N_j$. If there are no overlap vertices in any two $N_i$ and $N_j$ means $|N_i \cap N_j| = 0$. we can identified $N_j$ as outliers of $N_i$. Assuming like that, our work identify outliers are appeared with among separated communities.

### 3.5. Vertex Similarity

It can be assumed that communities are groups of vertices similar to each other. We can compute the similarity between each pair of vertices after searching seed nodes. Most existing similarity method are based on the measurement of distance called Euclidean, Manhattan and etc. Although, to considered the similarity between selected node and is neighborhood, Jaccard Similarity is more convenient in this work which we will measure the similarity based on the neighborhood overlap of seed nodes.

### 3.6. Graph

The definition of Social network can be imaged as graphs, users or things might be nodes and their relationship might be edges. This system will be represented their social network as an undirected and unweighted graph which mean no distinction between the two vertices associated with each edge. The notation of a graph $G = (V,E)$ consists of two sets $V$ and $E$. The elements of $V = \{v_1, v_2, \ldots, v_n\}$ are the nodes or vertices of the graph $G$ where each vertex $v_i$ is associated with the instance $x_i$ from the input data $X$ and the cardinality of $|V|$ is $N$. The elements of $E = \{e_1, e_2, \ldots, e_m\}$ are links or edges between nodes and the cardinality of $|E|$ is $M$. An edge connecting the vertices $v_i$ and $v_j$ is denoted by $e_{ij}$.

### 4. Community Detection Approach

There are two main components will be used to detect communities. They are (i) Finding seed nodes before detecting community and (ii) Detecting community using similarity measure.

#### 4.1. Finding Seed nodes

This part presents in detail finding for detecting communities and making clear the processes of selecting the initial seed node, associating nodes which incident upon a seed node, and selecting new seed nodes. The basic idea is inspired by the well-known degree centrality method. It can be used the centrality of nodes to measure which node is seed within that network. It is the most suitable centrality measure for the default measure which yields the most accurate results and also is easy to compute from which we experimented with our results. It is a simple centrality measure that counts how many neighbors a node has. The importance of a node is determined by the number of nodes adjacent to it. The larger the degree of node, the more important the node is. Those high-degree nodes naturally have more impact are considered to be more important. Degree centrality is defined in section 3.5. For example: by viewing Figure 1, the degree centralities become node c and node d by using equation (2).

#### 4.2. Detecting community using similarity measure

In this component, we used the existing methods which is convenient in our work namely Jaccard Similarity which we will measure the similarity based on the neighborhood overlap of seed
nodes. This system will be assumed that communities are groups of vertices which of their neighbor nodes are overlapped to each other. We can compute the similarity between each pair of vertices after searching seed nodes to detect community. This method is shown in section 3.6. The example of vertex similarity is shown in the following.

\[
\text{Node} = \{a, b, c, d, e, f, g, h\};
\]
\[
\text{Edge} = \{(a, b), (a, c), (b, c), (b, d), (c, h), (c, g), (d, e), (d, f), (d, g), (e, f), (e, g), (f, g)\};
\]

Figure 1: Tiny Graph

Table 1: Finding Node Centrality

<table>
<thead>
<tr>
<th>Node</th>
<th>Degree</th>
<th>Normalize Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>2</td>
<td>2/7 = 0.28</td>
</tr>
<tr>
<td>b</td>
<td>3</td>
<td>3/7 = 0.42</td>
</tr>
<tr>
<td>c</td>
<td>4</td>
<td>4/7 = 0.57</td>
</tr>
<tr>
<td>d</td>
<td>4</td>
<td>4/7 = 0.57</td>
</tr>
<tr>
<td>e</td>
<td>2</td>
<td>2/7 = 0.28</td>
</tr>
<tr>
<td>f</td>
<td>3</td>
<td>3/7 = 0.28</td>
</tr>
<tr>
<td>g</td>
<td>3</td>
<td>3/7 = 0.28</td>
</tr>
<tr>
<td>h</td>
<td>1</td>
<td>1/7 = 0.14</td>
</tr>
</tbody>
</table>

The most centralities are node d and node , firstly we choose node c.

\[ c = \{a, b, h\}; \]
\[ c \text{ and } a = \frac{(c \cap a)}{(c \cup a) - 2} = \frac{1}{4 - 2} = 0.5; \]
\[ c \text{ and } b = \frac{(c \cap b)}{(c \cup b) - 2} = \frac{1}{4 - 2} = 0.5; \]
\[ c \text{ and } h = \frac{(c \cap h)}{(c \cup h) - 2} = \frac{0}{0 - 2} = 0; \]

We got, there is no overlapped value between c and h. Therefore, we identified node h as outlier, then node a and node b are the members of community corresponding by their node centrality (node c). The community is shown in Figure 2.

Then, choose the most centrality value from the rest of the graph. Now, node d is the most centrality.

\[ d = b, g, e, f; e = d, f; f = d, e, g; g = c, d, f; \]
\[ d \text{ and } e = \frac{(d \cap e)}{(d \cup e) - 2} = \frac{1}{5 - 2} = 0.33; \]
\[ d \text{ and } f = \frac{(d \cap f)}{(d \cup f) - 2} = \frac{1}{5 - 2} = 0.667; \]
\[ d \text{ and } g = \frac{(d \cap g)}{(d \cup g) - 2} = \frac{1}{6 - 2} = 0.25; \]

We got, node e, node f and node g are the members of community corresponding by their node centrality (node d). Figure 3 and Figure 4 are the extracted communities after identifying outlier.

4.3. Descriptions of Algorithm

For undirected and un-weighted networks dataset, outliers is determined by a node which have no common values then identifying the communities based on the similarity measure in this approach. The following procedures are the steps of detecting outliers and communities:
Step1: Determine seed node by using vertex centrality method.
Step2: Compute the neighborhood overlap of seed nodes by using Jaccard Similarity measure.
Step3: If a node is adjacent to seed node and have overlapped value, determine it as a member of that seed node.
Step4: One node, the member of that seed node within the same community, has another node which is adjacent to its member node and there is overlapped value between them, then identify the linked node as the member of that related community.
Step5: One node which is adjacent to seed node but there is no overlapped values to that seed node is defined as outlier.
Step6: If there is no more adjacent node for that seed node; find another seed node which has the highest centrality value in the left stack of the degree centrality measurement and then repeat the process until there is no more node to be considered.

5. Experiments

5.1. Description of Dataset

In this paper, real undirected networks, Zachary Karate Club Dataset is used. In this Dataset statistics, “nodes” represents the number of friends; “edges” represents the number of friendship in the network. Zachary’s karate club network is one of the popular studies in social network analysis and has been used as one of the typical test examples by many researchers to detect community structures in complex network. There are 34 member nodes, 78 edges and splits into two clubs, one is indicated as circles and the other is indicated as squares which are shown in Figure 5.

![Figure 5: Zarchary Karate Club, Squares and circles indicate two communities observed by Zarchary (1977)](image)

5.2. Evaluation Method

In this section, we show the results of communities and outliers. Before showing our experimental result, we first introduce the evaluation methods that are used in our proposed approach.

When there’s no ground-truth for the communities to assess the quality of detected communities, it could be used quality measurement so called quality scoring functions which characterize how community like is the connectivity structure of a given set of nodes. The idea is that given a community scoring function, one can then find sets of nodes with high score and consider these sets as communities. All scoring functions build on the intuition that communities are sets of nodes with many connections between the members and few connections from the members to the rest of the network. And it can be formalized the intuition that “good” communities are both compact and well-connected internally while being relatively well-separated from the rest of the network. In quality measurement, it can be showed the quality of detecting communities in different point of view. There are many possible ways to mathematically formalize this intuition.

Among them it will be used the most useful five kinds of quality functions are as follows:

- Scoring functions based on internal connectivity
- Scoring functions based on external connectivity
- Scoring functions based on community goodness metrics
- Scoring functions based on a network model

5.2.1. Scoring functions based on internal connectivity

Internal density is defined as ratio between the intra-community edges and all the edges in the graph and is one of the simplest measures for community quality which is biased towards coarse-grained communities. Internal density: \( f(S) = \frac{m_S}{n_S(n_S-1)/2} \) is the internal edge density of the node set S where S be the set of nodes, \( m_S \) is the number of edges between the members of S and \( n_S \) is the number of nodes in S. The greater the value is the better for internal density.

5.2.2. Scoring functions based on external connectivity

The fraction of existing edges (out of all possible edges) leaving the cluster \( f(S) = \frac{c_S}{n_S(n_S-1)} \) where n be the number of nodes in the network and \( c_S \) be the number of edges on the boundary of S. The smaller value is the better for this external connectivity compare with the internal density.

5.2.3. Scoring functions based on community goodness metrics

A clustering coefficient is a measure of the relationship to which people in a network tend to group together. Evidence suggests that in most real-world networks, and in particular social networks, nodes tend to create tightly knit groups characterized by a relatively high density of ties; this likelihood tends to be greater than the average probability of a tie randomly established between two nodes. It is a real number between zero and one that is zero when there is no community, and one for maximal community, which happens when the network consists of disjoint cliques.

Clustering coefficient (CC) \( CC = \frac{2N_y}{K_y(K_y-1)} \) is based on the premise that network communities are manifestations of locally inhomogeneous distributions of edges, because pairs of nodes with common neighbors are more likely to be connected with each other.

5.2.4. Scoring function based on a network model

Modularity is defined as having more internal edges and less external edges as is defined as modularity measures the strength
of each partition by considering the degree distribution. One main problem with modularity approach is that it cannot detect well-defined small communities when the graphs are extremely large. Let us talk about the brief definition of modularity. The Q value is between 0 and 1 and the real network modularity function value is generally between 0.3 and 0.7. Community structure is more obvious with the greater value of modularity.

\[ Q = \frac{1}{2m} \sum_{ij} \left[ A_{ij} - \frac{k_i k_j}{2m} \right] \delta(c_i, c_j), \]

5.3. Results

To prove the proposed approach we first test it on the well-known karate friendship studied by Zachary, which has been become a classical studies workbench by many researchers for community detection algorithm testing. There are 34 member nodes, 78 edges and splits into two communities.

As shown in figure, node 34 and node 1 are seed nodes, the most important node among their neighboring is the main part of our proposed approach. We had to start those nodes to detect communities and identify outliers by using similarity measurement based on edge structure. We found that nodes which have no any overlapped value among their neighbors are determined as outliers which are node 10 and node 12. Table 2 is shown about the detected node community memberships better correspond to ground-truth node community memberships.

Table 2: Communities of Ground-Truth and Proposed Approach, their members and number of members in corresponding communities

<table>
<thead>
<tr>
<th>Karate Dataset</th>
<th>Communities</th>
<th>Member (Node) in Community</th>
<th>No. of Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground-Truth</td>
<td>Community1</td>
<td>34, 9, 10, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Community2</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 14, 17, 18, 20, 22</td>
<td>16</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>Community1</td>
<td>34, 9, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Community2</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 11, 13, 14, 17, 18, 20, 22</td>
<td>15</td>
</tr>
</tbody>
</table>

Some methods based on the idea that nodes can be the member of two or more communities. But some condition, in thinking of which user should be situated on individual community. Our proposed approach intends to split the multiple communities clearly and remove the nodes which are not necessary to group into any communities. In OCNS method had been proved that they can detect the overlapping node definitely. However, they could not be considered which overlapped node is the member of which community exactly. In considering of detection community without studying the overlapping node combines spectral methods with clustering techniques, and uses the concept of modularity in order to develop a working algorithm and the quantitative of individual communities are different from the ground truth community. Moreover, even removing the outliers, the modularity value (Q) of the proposed approach is better than the other system as shown in Table 4.

Table 4: Comparison with other methods in Modularity Value(Q).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Q</th>
<th>No. of Communities</th>
<th>Outlier (node)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN</td>
<td>0.4013</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Detecting network communities: a new systematic and efficient algorithm</td>
<td>0.4</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>OCNS</td>
<td>0.4304</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Gephi</td>
<td>0.416</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>0.534</td>
<td>2</td>
<td>10,12</td>
</tr>
</tbody>
</table>

6. Conclusion

This proposed approach was used neighborhood overlapping with vertex similarity to detect community and outlier based on edge structure. It showed the steps of detecting outliers and communities in detail. Then, it was discussed about the evaluation measurement in different point of view because of different community criteria. The experiments on real Zachary Karate club network show that our algorithm outperforms other community based algorithms in terms of modularity value, number of communities and members in communities. On the other hand, our approach gets the high quality measurement in the assumption of no ground-truth community. In similarity measurement, nodes
which have the overlapped values are detected as communities correspond with its vertex centrality. Nodes which have no any overlapped values in the communities or which need not be necessary to group into the community is defined by outliers. However, in case of node which has no any overlapped value and is connected with multiple communities are still leaving as our future work.
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