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Abstract

The aim of the present work is to guarantee the trajectory tracking of a nonlinear biological process and compare two control approaches. The main objective of this work is to elaborate a fuzzy model and build a fuzzy controllers for a biological process by using the fuzzy Takagi-Sugeno. Two controllers are synthesized, the parallel distributed compensation control and optimal fuzzy linear quadratic integral control. In both cases, the physical constraints on the manipulated inputs are respected. In addition, the case with and without the observer is presented, where a fuzzy observer based control is used with unmeasurable premise variables. Finally, the performances and the effectiveness of both the modeling and the control are demonstrated via simulations.

1 Introduction

Nowadays, the biological processes become one of the important industrial processes thanks to their advantages, such as the treatment of organic substrates, protein production and the production of ethanol gas etc. However, their modeling and control form a real challenge problem for both control engineers and theorists, where this kind of systems are characterized by strong variations of system parameters and unknown kinetics owing to the time-varying characteristics and multiple interactions generated by the living microorganisms [1,2]. Therefore, we obtain a highly nonlinear system. The motivation of this work is to linearize the model and benefit from linear theory control and to try to develop a nonlinear control, which is very difficult in this case. Also to use the Takagi-Sugeno (T-S) model, furthermore, the proposed controllers can be applied to the real process. It only needs to identify a T-S model from experimental data. T-S approach has been recognized as an effective tool for handling the previous difficulty.

There are different techniques for controlling the bioprocess using Takagi-Sugeno models, such as optimal fuzzy linear quadratic regulators for discrete-time [3], a fuzzy integral controller to force the switching of a bioprocess between two different metabolic states is treated in [4], an internal model control design strategy is developed for a particular Continuous Stirred-Tank Reactor (CSTR) [5]. A PID and fuzzy controller are proposed in [6] to stabilize the CSTR around the equilibrium point, where the authors consider only one input, which is not the case in practice. Also, the case of uncertain Takagi-Sugeno system is treated in [7], where an observer with unmeasurable premise variables and unknown input is considered for a wastewater treatment plant. In addition, the predictive control based on fuzzy observer is studied for a sludge depollution bioprocess in [8,9], in this framework one can cite [10,11,12]. Furthermore, the modeling and the control of bioprocess based on neural network approach is treated in [13,14]. In the same spirit, a nonlinear model autoregressive with exogenous input model predictive control is developed in [15] to control the fermentation process. Also, an integral backstepping control law is developed in [16] for controlling the dissolved oxygen level for bacteria fermentation.

The problem treated in this paper is how to model and control the biomass growth process, ensuring the trajectory tracking while taking into account the following constraints:

- The mathematical model is nonlinear and not affine in control.
- The variables control present the physical constraints,
which make the computation of the control gains difficult.

The full system states are not measurable.

The present paper has two goals, the first is to build a fuzzy model of biological process based on Takagi-Sugeno tool, especially the nonlinearity sector methods. The second is to ensure the tracking trajectory of the desired outputs using two approaches: the Parallel Distributed Compensation (PDC) [17] and the Linear Quadratic Integral (LQI) control. Where the strong physical constraints on the inputs [18] are taking into account. In addition, the proposed controllers are compared. The stability conditions are formed in the Linear Matrix Inequalities (LMIs) terms.

This paper is organized as follows: Section 2 presents the description of the Takagi-Sugeno modeling. Section 3 describes the parallel distributed compensation control. Then, one can address the fuzzy output tracking control problem in section 4 and we show that it can be solved by using two methods: the PDC technique and the optimal linear quadratic control. Section 5 describes the controller design based on fuzzy observer with unmeasurable premise variables. Section 6 introduces the proposed biological process. Finally, the simulation and the discussion of the obtained results are given to compare the proposed controllers.

2 Takagi-Sugeno Fuzzy Model

In order to extend the existing approaches of control and observation for linear to nonlinear system, Takagi and Sugeno have proposed a fuzzy dynamic model to represent this kind of system. The T-S fuzzy model is a set of linear models connecting via membership functions. To build the T-S fuzzy model, three methods exist in the literature [17]. The black box identification, the linearization method and the nonlinearity sector methods. The third method gives an exact T-S representation of nonlinear system without information loss.

Consider the following nonlinear system:

\[ \dot{x}(t) = f(x(t)) + g(x(t))u(t) \]
\[ y(t) = Cx(t) \]

where \( x \in \mathbb{R}^n \) is the state, \( u \in \mathbb{R}^m \) is the input vector, \( y \in \mathbb{R}^n \) represents the output measurement vectors and \( C \in \mathbb{R}^{n \times m} \) is the output matrix. In addition, \( f(.) \) and \( g(.) \) represent the nonlinear functions.

The T-S fuzzy model uses a set of fuzzy if-then rules, which represent local linear input-output relations of a nonlinear system. The \( i \text{-th} \) rule of the T-S model given as follows:

**Rule i:**
if \( z_i(t) \) is \( F_i^j(z_1(t)) \) and \( z_2(t) \) is \( F_i^j(z_2(t)) \) ... and \( z_p(t) \) is \( F_i^j(z_p(t)) \)

Then

\[
\begin{align*}
\dot{x}(t) &= A_i x(t) + B_i u(t) \\
y(t) &= C_i x(t)
\end{align*}
\]

Where \( F_i^j \) are the membership functions of fuzzy sets, \( i \in \{1, 2, ..., r\} \), \( r \) is the number of rules, \( A_i \in \mathbb{R}^{m \times m} \), \( B_i \in \mathbb{R}^{m \times m} \), \( C_i \in \mathbb{R}^{n \times n} \) and \( z_1(t), ... , z_p(t) \) are the premise variables which can be dependent of the input, the output or the state. The global T-S fuzzy model is given in the following form:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{r} h_i(z(t))(A_i x(t) + B_i u(t)) \\
y(t) &= C x(t)
\end{align*}
\]

where

\[
 h_i(z(t)) = \frac{\prod_{j=1}^{p} F_i^j(z_j(t))}{\sum_{i=1}^{r} \prod_{j=1}^{p} F_i^j(z_j(t))}
\]

The activation functions \( h_i(z(t)) \) indicates the activation degree of the \( i \)th associated local model, this functions verifies all time the convex sum property:

\[
\begin{align*}
0 &\leq h_i(z(t)) \leq 1 \\
\sum_{i=1}^{r} h_i(z(t)) &= 1, \forall i \in \{1, 2, ..., r\}.
\end{align*}
\]

3 PDC control approach

3.1 Fuzzy regulator design via PDC

To stabilize the system presented by their T-S fuzzy model, the PDC controller is usually used to design a fuzzy controller. The main idea is to design a local controller for each sub-model based on local control rule, which shares with the fuzzy model the same fuzzy sets. The overall fuzzy controller is represented by:

\[
u(t) = -\sum_{i=1}^{r} h_i(z)K_i x(t)\]

Where the \( K_i \) represent the local feedback gains. by using (6) in (3) the system in closed-loop becomes:

\[
\begin{align*}
\dot{x}(t) &= \sum_{i=1}^{r} \sum_{j=1}^{r} h_i(z)h_j(z)(A_i - B_iK_j)x(t) \\
&= \sum_{i=1}^{r} h_i^2(z)G_{ii} x(t) + 2 \sum_{i<j}^{r} h_i(z)h_j(z)(G_{ij} + G_{ji})x(t)
\end{align*}
\]

with \( G_{ij} = A_i - B_iK_j \), the stability conditions of (7) are given by the following theorem [17].

**Theorem 1** The continuous fuzzy system [7] is asymptotically stable, if there exist a common positive matrix \( P \in \mathbb{R}^{nxn} \) and a common positive semi definite matrix \( Q \in \mathbb{R}^{nxn} \) and for a number of active rules \( s \), where \( 1 < s \leq r \) such that:

\[
G_{ii}^T P + P G_{ii} + (s - 1)Q < 0
\]

\[
(\frac{G_{ij} + G_{ji}}{2})^T P + P (\frac{G_{ij} + G_{ji}}{2}) - Q \leq 0, i < j
\]

where \( s > 1 \).
In order to transform the preview conditions into LMIs form, one can consider the following variables: $X = P^{-1}$, $K_i = M_iX^{-1}$, $Q = PYP$, where $X > 0$, $Y > 0$ and $M_i(i = 1, ..., r)$, then the stabilization conditions become:

$$
A_iX - B_iM_i + XA_i^T - M_i^TB_i^T + (s - 1)Y < 0
$$

$$
A_iX - B_iM_i + XA_i^T - M_i^TB_i^T + A_jX - B_jM_j
+ XA_j^T - M_j^TB_j^T - 2Y \leq 0, \quad i < j
$$

(10)

4 Trajectory tracking control

The trajectory tracking control of nonlinear systems is the subject of this section. In the tracking loop, we consider the integral of the tracking error $e_t = \int (y_t - y)dt = \int (y_t - Cx)dt$ [19], with $y_t$ is the desired output. If we consider the following augmented state:

$$
X_a = \begin{bmatrix}
    x \\
    e_t
\end{bmatrix}
$$

Then, the following augmented system is obtained:

$$
\begin{cases}
    \dot{X}_a(t) = \sum_{i=1}^{r} h_i(z(t))(\hat{A}_iX_a(t) + \hat{B}_i u(t) + \hat{D}Y_t) \\
y(t) = \hat{C}X_a(t)
\end{cases}
$$

(11)

where: $\hat{A}_i = \begin{bmatrix} A_i & 0 \\ -C & 0 \end{bmatrix}$, $\hat{B}_i = \begin{bmatrix} B_i & 0 \end{bmatrix}$, $\hat{C} = \begin{bmatrix} C & 0 \end{bmatrix}$, $\hat{D} = \begin{bmatrix} 0 \\ I \end{bmatrix}$, $Y_t = \begin{bmatrix} y_{t1} \\ y_{t2} \end{bmatrix}$ with $Y_t$ denote the desired reference trajectory.

4.1 PDC control

To achieve the output tracking, the state feedback PDC control based on the previous LMIs can be used. The fuzzy controller $u(t)$ has the same form as (6), where $x$ is replaced by the augmented state $X_a$:

$$
u(t) = -\sum_{i=1}^{r} h_i(z)K_iX_a(t) = -\sum_{i=1}^{r} h_i(z)(K_{ix}x + K_{it}e_t)
$$

(12)

The feedback gains of the controller $K_i = \begin{bmatrix} K_{ix} & K_{it} \end{bmatrix}$ are obtained by solving the LMIs (10).

4.2 LQI control

To design the LQI control, the following quadratic cost criterion must be minimized by the control law $u(t)$:

$$
J = \int_{0}^{\infty} (X_a(t)QX_a(t) + u^T(t)Ru(t))dt
$$

(13)

for this reason, the following candidate quadratic Lyapunov function is considered:

$$
V(X_a) = X_a^TPX_a
$$

(14)

The augmented system is stable if:

$$
X_a^TQX_a + u^T(t)Ru + \dot{V}(X_a) < 0
$$

(15)

4.3 Observer design

In bioprocess control problems, the state variables are not usually available. By introducing the observer, one can reconstruct partially or all the state variables. This section presents the fuzzy observer design with unmeasurable premise variables $z(t)$ ($h_i(z) \neq h_i(\hat{z})$).

Based on the structure of the fuzzy model [3], the fuzzy observer is given as follows:

$$
\begin{cases}
    \dot{\hat{x}}(t) = \sum_{i=1}^{r} h_i(\hat{z})(A_{i}\hat{x}(t) + B_i u(t) + L_i(y(t) - \hat{y}(t))) \\
    \dot{\hat{y}}(t) = \sum_{i=1}^{r} h_i(\hat{z})C_i\hat{x}(t)
\end{cases}
$$

(22)

where $\hat{x}$ denotes the estimated state and $L_i$ the gains of the observer.

In order to compute this gains the following theorem gives the necessary conditions for ensuring the convergence of the state estimation error to zero.

Theorem 3 If there exist symmetric and definite positive matrices $P \in \mathbb{R}^{nxn}$, $Q \in \mathbb{R}^{nxn}$, matrices $Y_i \in \mathbb{R}^{nxq}$ and a scalar $\alpha > 0$ such that:

$$
\begin{bmatrix}
    A_i^TP + PA_i - C_iY_i^T - Y_i^TC_i \leq -Q \\
    Q - \alpha^2I
\end{bmatrix} \geq 0
$$

(23)

$$
\begin{bmatrix}
    Q - \alpha^2I \\
    P
\end{bmatrix} \geq 0
$$

(24)
then, the estimation error between the T-S fuzzy model and the fuzzy observer is converges asymptotically to zero.

where: \( L_i = P^{-1}Y_i \).

**Proof 1** See Appendix.

### 5 Process description

The proposed biological process in this paper is a biomass growth process, which consists to grow the population of microorganisms (biomass) by the consumption of a substrate (glucose), according to the following reaction scheme:

\[
k_1 S \xrightarrow{\mu(.)} X
\]

The dynamic model of this process is established from the mass-balance, which describes the evolution of substrate and biomass concentrations in a continuous bioreactor. This model can be represented by a high nonlinear system as follows:

\[
\begin{align*}
\frac{dX}{dt} &= \mu(.)X - DX \\
\frac{dS}{dt} &= -k_1 \mu(.)X + D(S_{in} - S)
\end{align*}
\]

(26)

The state variables are the biomass \( X \) and substrate \( S \) concentrations, \( k_1 \) denotes the pseudo stoichiometric coefficient and \( \mu(.) \) represent the specific growth rate, the "Monod law" characterizes \( \mu(.) \) is:

\[
\mu(S) = \mu_{\text{max}} \frac{S}{K_s + S}
\]

(27)

where \( \mu_{\text{max}} \) is the maximum specific growth rate; \( K_s \) is the Monod or saturation constant. The input variables are the dilution rate \( D(t) \) and the influent substrate concentration \( S_{in} \). The parameters of the proposed model are given in the Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_{\text{max}} )</td>
<td>0.38</td>
<td>( h^{-1} )</td>
</tr>
<tr>
<td>( K_s )</td>
<td>5</td>
<td>g/l</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>1/0.07</td>
<td></td>
</tr>
<tr>
<td>( S_{in}^{\text{max}} )</td>
<td>140</td>
<td>g/l</td>
</tr>
</tbody>
</table>

Table 1: Simulation parameters

### 5.1 Takagi-Sugeno model design

The model must be transformed into affine in control model like in (1), where the bioprocess models are known belong to the class of affine nonlinear models, this can be easily shown by assuming that:

\[
\begin{align*}
D &= D_1 + D_2 \\
S_{in} &= S_{in}^{\text{max}}
\end{align*}
\]

(28)

where \( D_1(t) \) and \( D_2(t) \) are respectively the water and the substrate dilution rate, then one can replace \( D(t) \) and \( S_{in}(t) \) by their expressions, the following affine model is obtained:

\[
\begin{bmatrix}
\frac{dX}{dt} \\
\frac{dS}{dt}
\end{bmatrix} =
\begin{bmatrix}
\mu(S)X \\
-k_1 \mu(S)X
\end{bmatrix} +
\begin{bmatrix}
X \\
S_{in}^{\text{max}} - S
\end{bmatrix}
\begin{bmatrix}
D_1 \\
D_2
\end{bmatrix}
\]

(29)

where:

\[
\begin{align*}
f(x) &= \mu(S)X \\
g(x) &= -X \\
x(t) &= \begin{bmatrix} X \\ S \end{bmatrix}
\end{align*}
\]

and the input \( u(t) \) is:

\[
\begin{bmatrix}
D_1 \\
D_2
\end{bmatrix}
\]

To build the T-S model, the following nonlinearities are considered:

\[
\begin{align*}
z_1(x) &= \mu(S) \\
z_2(x) &= X \\
z_3(x) &= S
\end{align*}
\]

(30-32)

This leads:

\[
\begin{align*}
A(z) &= \begin{bmatrix} z_1 & 0 \\ -k_1 z_1 & 0 \end{bmatrix} \\
B(z) &= \begin{bmatrix} -z_2 \\ -z_3 - z_2 + S_{in}^{\text{max}} \end{bmatrix}
\end{align*}
\]

where the number of nonlinearities \( n = 3 \), the global model can be represented by \( r = 2^n = 8 \) sub-models. The local membership functions are defined by:

\[
\begin{align*}
F_1^1(z_1) &= z_1 - z_1^{\text{min}} \\
F_1^2(z_1) &= z_1^{\text{max}} - z_1
\end{align*}
\]

\[
\begin{align*}
F_2^1(z_2) &= z_2 - z_2^{\text{min}} \\
F_2^2(z_2) &= z_2^{\text{max}} - z_2
\end{align*}
\]

\[
\begin{align*}
F_3^1(z_3) &= z_3 - z_3^{\text{min}} \\
F_3^2(z_3) &= z_3^{\text{max}} - z_3
\end{align*}
\]

Finally, the activation functions are:

\[
\begin{align*}
h_1(z) &= F_1^1(z_1)F_2^1(z_2)F_3^1(z_3) \\
h_2(z) &= F_1^1(z_1)F_2^1(z_2)F_3^2(z_3) \\
h_3(z) &= F_1^1(z_1)F_2^2(z_2)F_3^1(z_3) \\
h_4(z) &= F_1^1(z_1)F_2^2(z_2)F_3^2(z_3) \\
h_5(z) &= F_1^2(z_1)F_2^1(z_2)F_3^1(z_3) \\
h_6(z) &= F_1^2(z_1)F_2^1(z_2)F_3^2(z_3) \\
h_7(z) &= F_1^2(z_1)F_2^2(z_2)F_3^1(z_3) \\
h_8(z) &= F_1^2(z_1)F_2^2(z_2)F_3^2(z_3)
\end{align*}
\]

For the simulation, the parameters given in Table 1 are considered and leads to the following min and max of premise variables:

\[
\begin{align*}
0.018 & \leq \mu(S) \leq 0.35 \\
3.8 & \leq X \leq 20 \\
0.6 & \leq S \leq 140
\end{align*}
\]

the computed matrix \( A_i \) and \( B_i \) of each sub-model are given as follows:

\[
\begin{align*}
A_1 &= A_3 = A_5 = A_7 = \begin{bmatrix} 0.3507 & 0 \\ -5.0106 & 0 \end{bmatrix} \\
A_2 &= A_4 = A_6 = A_8 = \begin{bmatrix} 0.0179 & 0 \\ -0.2551 & 0 \end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
B_1 &= B_2 = \begin{bmatrix} -20 \\ -140 \end{bmatrix} \\
B_3 &= B_4 = \begin{bmatrix} -3.8 \\ -140 \\ -3.8 \end{bmatrix} \\
B_5 &= B_6 = \begin{bmatrix} -20 \\ -0.6 \end{bmatrix} \\
B_7 &= B_8 = \begin{bmatrix} -3.8 \\ -0.6 \end{bmatrix}
\end{align*}
\]
6 Simulation and results

In the first case, all the states variables (substrate and biomass concentrations) are supposed measurable (i.e. 
\[ C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \].

The desired trajectory \( (X_r, S_r) \), which represent respectively of biomass and substrate concentrations are computed by using the following reference model:

\[
\begin{align*}
\dot{X}_r &= -0.97X_r + 0.97ref_X \\
\dot{S}_r &= -0.65S_r + 0.65ref_S
\end{align*}
\]  

(33)

where \( ref_X \) and \( ref_S \) are the setpoints.

6.1 Tracking control based on state feedback

6.1.1 PDC control

The studied bioprocess presents the physical constraints on the control as shown in the Table 2:

<table>
<thead>
<tr>
<th>Variables</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilution rate ( h^{-1} )</td>
<td>( 0.01 \leq D \leq 0.38 )</td>
</tr>
<tr>
<td>Influent substrate ( g/l )</td>
<td>( 60 \leq S_{in} \leq 140 )</td>
</tr>
</tbody>
</table>

Table 2: The control constraints

For a number of active sub-model \( s = 5 \) and \( \eta = 1.55 \), the LMIs (19), (20) and (21) are solved by using the solver SeDuMi in MATLAB toolbox YALMIP, gives the following gains:

\[
K_1 = \begin{bmatrix} 0.0384 & -0.0044 & -0.0007 & 0.0083 \\ -0.2821 & 0.0064 & 0.0564 & -0.0088 \end{bmatrix}
\]

\[
K_2 = \begin{bmatrix} 0.0052 & -0.0044 & -0.0007 & 0.0083 \\ -0.2472 & 0.0064 & 0.0563 & -0.0088 \end{bmatrix}
\]

\[
K_3 = \begin{bmatrix} 0.03470 & -0.0044 & 0.0002 & 0.0083 \\ -0.2963 & 0.0064 & 0.05930 & -0.0088 \end{bmatrix}
\]

\[
K_4 = \begin{bmatrix} 0.0011 & -0.0044 & 0.0002 & 0.0083 \\ -0.2605 & 0.0064 & 0.05910 & -0.0088 \end{bmatrix}
\]

\[
K_5 = \begin{bmatrix} -0.2149 & -0.0010 & 0.0572 & 0.0074 \\ -0.0287 & 0.0044 & -0.0014 & -0.0083 \end{bmatrix}
\]

\[
K_6 = \begin{bmatrix} -0.2480 & -0.0010 & 0.0571 & 0.0074 \\ 0.0060 & 0.0044 & -0.0015 & -0.0083 \end{bmatrix}
\]

\[
K_7 = \begin{bmatrix} -0.22450 & -0.0009 & 0.0592 & 0.0074 \\ -0.0371 & 0.0044 & 0.0003 & -0.0083 \end{bmatrix}
\]

\[
K_8 = \begin{bmatrix} -0.25660 & -0.0009 & 0.0590 & 0.0074 \\ -0.0028 & 0.0444 & 0.0003 & -0.0083 \end{bmatrix}
\]

\[
P = \begin{bmatrix} 0.0059 & -0.0000 & -0.0011 & 0.0000 \\ -0.0000 & 0.0008 & 0.0000 & -0.0002 \\ -0.0011 & 0.0000 & 0.0008 & -0.0000 \\ 0.0000 & -0.0002 & -0.0000 & 0.0008 \end{bmatrix}
\]

\[
Q = \begin{bmatrix} 7.5254 & 0.0002 & 2.9997 & -0.0011 \\ 0.0002 & 35.5015 & 0.0002 & 0.0002 \\ 2.9997 & 0.0002 & 23.9724 & 0.0013 \\ -0.0011 & 0.0002 & 0.0013 & 26.1931 \end{bmatrix}
\]

The initial conditions are \( x_0 = (6.6 \quad 5.50)^T \) and the obtained results are shown in Figures 1 and 2 the trajectory tracking is achieved, where the biomass and the substrate concentrations follow the desired outputs. In addition, the constraints on the inputs control \( D(t) \) and \( S_{in}(t) \) are respected.

![Figure 1: Evolution of the system outputs](image)

![Figure 2: Control inputs \( D(t) \) and \( S_{in}(t) \)](image)

6.1.2 LQI control

Solving the LMIs established in (19), (20) and (21) the obtained weighting matrices are:

\[
R = \begin{bmatrix} 0.328 & 0.000 \\ 0.000 & 0.328 \end{bmatrix} \cdot 10^{-3}
\]

\[
Q = \begin{bmatrix} 0.2529 & 0.0025 & -0.0264 & -0.0007 \\ 0.0025 & 0.2252 & -0.0004 & -0.0422 \\ -0.0264 & -0.0004 & 0.1345 & 0.0015 \\ -0.0007 & -0.0422 & 0.0015 & 0.1966 \end{bmatrix} \cdot 10^{-3}
\]

The controller gains are:

\[
K_1 = \begin{bmatrix} 0.0202 & -0.0081 & 0.0044 & 0.0101 \\ -0.0736 & 0.0128 & 0.0098 & -0.0056 \end{bmatrix}
\]
The Figures 3 and 4 show the simulation results using LQI control, where the controlled outputs variables achieve the desired outputs, also the constraints on control are respected.

The results obtained are comparable or even better than those obtained using the PDC controller.

### 6.2 Tracking control based on reconstructed state feedback

In the practical case, only the substrate concentration is measured and the biomass is estimated, then the output matrix in \( \mathbf{C} \) becomes \( \mathbf{C} = [0 \quad 1] \). For the initial conditions of system \( x_0 = [4 \quad 8]^T \), the initial conditions of observer \( \hat{x}_0 = [5 \quad 7]^T \) and for a scalar \( \alpha = 0.5 \), the following observer gains are obtained:

\[
L_1 = L_3 = L_5 = L_7 = \begin{bmatrix} 5.2458 \\ -1.3202 \end{bmatrix}
\]

\[
L_2 = L_4 = L_6 = L_8 = \begin{bmatrix} 0.3483 \\ -0.6440 \end{bmatrix}
\]

\[
Q = \begin{bmatrix} 5.655 & 0.000 & 0.000 \\ 0.000 & 4.4141 & 0.000 \\ -0.000 & 0.000 & 6.2045 \end{bmatrix}
\]

\[
P = \begin{bmatrix} 0.5985 & 0.0843 & 0.0000 \\ 0.0843 & 0.6103 & 0.0000 \\ 0.0000 & 0.0000 & 0.6103 \end{bmatrix}
\]

#### 6.2.1 PDC control

The resolution of the same LMIs in last case gives the following gains.

\[
K_1 = \begin{bmatrix} 0.0231 & -0.0043 & 0.0067 \\ -0.1294 & 0.0058 & -0.0037 \end{bmatrix}
\]

\[
K_2 = \begin{bmatrix} -0.0057 & -0.0044 & 0.0066 \\ -0.1082 & 0.0058 & -0.0033 \end{bmatrix}
\]

\[
K_3 = \begin{bmatrix} 0.0304 & -0.0044 & 0.0064 \\ -0.1425 & 0.0058 & -0.0027 \end{bmatrix}
\]

\[
K_4 = \begin{bmatrix} -0.0038 & -0.0045 & 0.0065 \\ -0.1187 & 0.0058 & -0.0031 \end{bmatrix}
\]

\[
K_5 = \begin{bmatrix} -0.0814 & -0.0015 & 0.0094 \\ -0.0336 & 0.0044 & -0.0065 \end{bmatrix}
\]

\[
K_6 = \begin{bmatrix} -0.1090 & -0.0015 & 0.0092 \\ -0.0016 & 0.0044 & -0.0064 \end{bmatrix}
\]

\[
K_7 = \begin{bmatrix} -0.0857 & -0.0018 & 0.0096 \\ -0.0359 & 0.0048 & -0.0065 \end{bmatrix}
\]

\[
K_8 = \begin{bmatrix} -0.1151 & -0.0015 & 0.0094 \\ -0.0036 & 0.0046 & -0.0064 \end{bmatrix}
\]

The Figure 5 shows a comparison between the controlled variable \( S_r \), his estimated \( \hat{S} \) and the desired output \( S_d \). The obtained result show that \( S \) follows correctly \( S_d \) and the observer estimates the states of...
system ($\dot{S} = S$) after 4.33 hours. The Figure 6 presents the control inputs $D(t)$ and $S_{\text{in}}(t)$, which respect the constraints.

**Figure 5: Evolution of the system outputs**

![Figure 5](image1.png)

**Figure 6: Control inputs $D(t)$ and $S_{\text{in}}(t)$**

![Figure 6](image2.png)

**6.2.2 LQI control**

In this part, we illustrate the obtained results using LQI control. Solving the LMIs (20), (21), (19) we obtain the following controller gains and weighting matrices:

$$R = \begin{bmatrix} 0.2040 & 0.0002 \\ 0.0002 & 0.2028 \end{bmatrix} \cdot 10^{-3}$$

$$Q = \begin{bmatrix} 0.1138 & 0.0012 & -0.0009 \\ 0.0012 & 0.1360 & -0.0196 \\ -0.0009 & -0.0196 & 0.1072 \end{bmatrix} \cdot 10^{-3}$$

$$K_1 = \begin{bmatrix} 0.0000 & -0.0043 & 0.0066 \\ -0.0566 & 0.0087 & -0.0035 \end{bmatrix}$$

$$K_2 = \begin{bmatrix} 0.0015 & -0.0076 & 0.0067 \\ -0.0124 & 0.0015 & -0.0001 \end{bmatrix}$$

$$K_3 = \begin{bmatrix} 0.0182 & -0.0072 & 0.0069 \\ -0.1308 & 0.0032 & -0.0003 \end{bmatrix}$$

$$K_4 = \begin{bmatrix} 0.0017 & -0.00760 & 0.0067 \\ -0.0222 & 0.0003 & 0.0002 \end{bmatrix}$$

$$K_5 = \begin{bmatrix} -0.0130 & 0.0005 & 0.0032 \\ -0.0231 & 0.0071 & -0.00560 \end{bmatrix}$$

$$K_6 = \begin{bmatrix} -0.0105 & -0.0017 & 0.0009 \\ -0.0016 & 0.0076 & -0.0067 \end{bmatrix}$$

$$K_7 = \begin{bmatrix} -0.0624 & -0.0034 & 0.0027 \\ -0.0327 & 0.0073 & -0.0062 \end{bmatrix}$$

$$K_8 = \begin{bmatrix} -0.0204 & -0.0009 & 0.0004 \\ -0.0018 & 0.0076 & -0.0067 \end{bmatrix}$$

The Figures 7 and 8 present the same variables in the Figures 5 and 6 using the LQI control. Where the obtained results indicate clearly that the desired performances can be achieved more better than the results obtained by PDC control, the Figure 9 shows the state estimation error of the state variables (biomass and substrate concentrations), where this error tends to zero after 4.33 hours.

**Figure 7: Evolution of the system outputs**

![Figure 7](image3.png)

**Figure 8: Control inputs $D(t)$ and $S_{\text{in}}(t)$**

![Figure 8](image4.png)
Another method of bioprocess control based on neural networks is discussed, where the PDC controller requires the stabilization of all the different sub-models cross terms \( h_j(z) \) too, which increases the LMIs need to be solved. Moreover, in terms of speed, the comparison shows clearly that the LQI controller is faster than PDC one. In general, the comparison shows that the LQI controller presents the best performance.

### 6.3 Comparison of both controllers

The outputs behaviors in the Figures 1, 3, 5, 7, show their dynamic becomes:

\[
e(t) = x(t) - \hat{x}(t)
\]

we take:

\[
\Delta (x, \hat{x}, u) = (\sum_{i=1}^{r} h_i(z) - \sum_{i=1}^{r} h_i(\hat{z})) (A_i x + B_i u(t))
\]

the error dynamic then becomes:

\[
ed(t) = \sum_{i=1}^{r} h_i(\hat{z})(A_i - L_i C)e(t) + \Delta (x, \hat{x}, u)
\]

if we assume that the term \( \Delta (x, \hat{x}, u) \) satisfies the condition of Lipschitz as follows:

\[
\|\Delta (x, \hat{x}, u)\| \leq \alpha \|x - \hat{x}\|
\]

to ensure the convergence of \( e(t) \), one can consider the following candidate Lyapunov function:

\[
V(e(t)) = e(t)^T Pe(t)
\]

leads to:

\[
\dot{V}(e(t)) \geq \sum_{i=1}^{r} h_i(\hat{z})e(t)^T (A_i - L_i C)^T P + P(A_i - L_i C) + \Delta (x, \hat{x}, u)^T P e(t) + e(t)^T P \Delta (x, \hat{x}, u)
\]

**Lemma 1** For two real matrices \( X \) and \( Y \) of appropriate dimensions, the following inequality is verified:

\[
X^T Y + XY^T < X^T \Omega^{-1} X + Y \Omega Y^T, \Omega > 0
\]

Applying the previews lemma to the term: \( \Delta (x, \hat{x}, u)^T P e(t) + e(t)^T \Delta (x, \hat{x}, u) \), the derivative of \( 39 \) is expressed as:

\[
\dot{V}(e(t)) \leq e^T (A_i^T P - C_i^T L_i^T P + PA_i - PL_i C + \alpha^2 I + PP) e(t)
\]

If there exists a symmetric and positive definite matrix \( Q = Q^T \) such that:

\[
A_i^T P - C_i^T L_i^T P + PA_i - PL_i C \leq -Q
\]
leads to:

\[-Q + \alpha^2I + PP < 0 \quad (42)\]

Finally, we apply the Schur complement to \((42)\) we obtain:

\[
\begin{bmatrix}
Q - \alpha^2I & P \\
-\alpha^2I & P
\end{bmatrix} > 0 \quad (43)
\]

Then the proof is completed.
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