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 Feature extraction is an important process in image classification for achieving an efficient 
accuracy for the classification learning models. One of these methods is using the 
convolution neural networks. The use of the trained classic deep convolution neural 
networks as features extraction gives a considerable results in the remote sensing images 
classification models. So, this paper proposes three classification approaches using the 
support vector machine where based on the use of the ImageNet pre-trained weights classic 
deep convolution neural networks as features extraction from the remote sensing images. 
There are three convolution models that used in this paper; the Densenet 169, the VGG 16, 
and the ResNet 50 models. A comparative study is done by extract features using the outputs 
of the mentioned ImageNet pre-trained weights convolution models after transfer learning, 
and then use these extracted features as input features for the support vector machine 
classifier. The used datasets in this paper are the UC Merced land use dataset and the SIRI-
WHU dataset. The comparison is based on calculating the overall accuracy to assess the 
classification model performance. 
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1. Introduction  

With the growth of communication especially using satellites 
and cameras, the remote sensing images was appeared with the 
importance of processing and dealing with this type of images 
(remote sensing images). One of these substantial image 
processing is classification which done using machine learning 
technology. Machine learning is one of the artificial intelligence 
branches that based on training computers using real data which 
result that computers will have good estimations as an expert 
human for the same type of data [1]. Deep learning is a branch of 
machine learning that counts on the Artificial Neural Networks 
(ANNs) which can be utilized in the remote sensing image 
classification [2]. In the recent years, which the latest satellites 
versions and its updated cameras with high spectral and spatial 
resolution are released, the very high resolution (VHR) remote 
sensing images are appeared. As logical results, the VHR remote 
sensing images have redundancy pixels that can cause an over-
fitting problem through training process with using the ordinary 
machine learning or ordinary deep learning in classification. So it 

must optimize the ANNs and extract convenient features from 
remote sensing images as a preprocessing before training [3]. The 
convolution neural networks (CNNs) are derived from the ANNs 
who haven’t fully connected layers as the ANNs layers; it have an 
excited rapid advance in computer vision [4]. It is based on some 
blocks can enforced on images as filters and then extracting a 
convolution object features from the input images which solving 
many of computer vision problems, one of these problems is 
classification [5]. The need of dealing with the huge data, that be 
contained in the VHR remote sensing images, produced the need 
of specific CNNs deep networks architectures that can generate an 
elevated accuracy in the classification problems. So, the classic 
networks are appeared. Many of classic networks are mentioned 
by researchers in their research papers. In this paper we use three 
widely used classic networks as features extraction in our proposed 
approaches. These classic networks are; the DenseNet 196, the 
VGG 16, and the ResNet 50 models. There are many researchers 
used these networks in their researches that related to the remote 
sensing images classification. In [6], authors proposed a new 
model to improve the classification accuracy using the DenseNet 
model. In [7], authors built dual channel CNNs for the remote 
sensing images using the DenseNet as features extraction. In [8], 
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authors built small number of convolutional kernels using dense 
connections to achieve large number of reusable feature maps. It 
was lead them to propose a convolutional network based on the 
DenseNet for the remote sensing images classification. In [9], 
authors used the VGG and the ResNet models to propose the RS-
VGG classifier for classifying the remote sensing images. In [10], 
authors were built a combination between CNNs algorithms 
outputs, the VGG model is one of these algorithms, so a 
representation of the VHR remote sensing images understanding 
were established by their proposed method. In [11], authors used 
the remote sensing images classification to distinguish the 
airplanes by using the pre-trained VGG model. In [12], authors 
built a classifier model that classifying the high spatial resolution 
remote sensing images by using a fully convolution network that 
based on the VGG model. In [13], authors proposed the use of the 
ResNet model to extract the VHR remote sensing images features, 
then concatenated with low level features to generate a more 
accurate model using the SVM. In [14], authors used the ResNet 
to extract the 3-D features by transfer learning. They proposed a 
classification method for the hyper-spectral remote sensing images. 
In [15], authors proposed a method for classifying forest tree 
species using high resolution RGB color images that captured by a 
simple grade camera mounted on an unmanned aerial vehicle 
(UAV) platform. They used the ResNet in their proposed. In [16], 
authors proposed aircraft detection methods that based on the deep 
ResNet and super vector coding. In [17], authors combined edge 
and texture maps to propose a remote sensing image usability 
assessment method based on the ResNet. In [18], authors presented 
a comparative study that discussed the difference between the 
using of the SVM and the deep learning in classifying the remote 
sensing images. In [19], authors proposed a remote sensing image 
classification method that based on the SVM and sequential 
classifier. In [20], authors proposed a remote sensing images 
classifier using the genatic algorithm (GA) and the SVM. 

The problem that attended by this paper is the difficulty of 
reaching a high accuracy assessment in the VHR remote sensing 
images classification models. Many researchers proposed 
solutions for this problem in their researches but they depend on 
the deep learning only or the machine learning only. Few of them 
are proposed hybrid classification techniques that consist of 
combination of the deep learning and the machine learning such as 
[13] and [20]. The deep learning and the machine learning 
combination can lead to considerable results. 

The aim of this paper is to propose a combination of a classic 
network and the SVM to build a novel remote sensing images 
classifier. In this paper, the desired classic networks that combined 
with the SVM classifier are the DenseNet 169, The VGG16, and 
the ResNet 50 models. We used the ImageNet pre-trained weights 
with these mentioned models, transfer learning, and then extract 
features. These extracted features are considered as input features 
for the SVM classifier which trained to achieve the desired 
performance classification models. A comparative study is done 
for the use of the mentioned three convolution models as features 
extraction that combined with the SVM classifier, as proposed in 
this paper, to determine the performance of using each model. This 
comparison is based on calculating the overall accuracy (OA) to 
determine the performance of each model as a features extraction. 
There are two used datasets in this study; the UC Merced land use 
dataset and the SIRI-WHU dataset. 

The rest of this paper is organized as follow. Section 2 gives 
the methods. The experimental results and setup are shown in 
section 3. Section 4 presents the conclusions followed by the most 
relevant references. 

2. The Methods 

In this section the proposed models will explained with its 
structures. The classic networks that used in these proposals and 
the SVM will illustrate in brief as a literature review, ending with 
how to measure the learning model performance. 

2.1. The Proposed Models 

The features extraction from the remote sensing images is 
provided an important basis in the remote sensing images analysis. 
So, in this paper the classic networks outputs can considered as the 
features that extracted from the remote sensing images. Where the 
train of a new model of the CNNs requires large amount of data, 
so in these three models, we used the ImageNet pre-trained weights, 
transfer learning, and then extract the desired features, then use 
these features as input features in training the SVM classifier. In 
the DenseNet 169 model, we transfer learning to the last hidden 
layer, before the output layer, that had 1664 neurons. Its outputs 
considered as the input features for the SVM classifier. In the VGG 
16 model, we transfer learning to the last hidden layer, before the 
output layer, that had 4096 neurons. Its outputs considered as the 
input features for the SVM classifier. In the ResNet 50 model, we 
transfer learning to the last hidden layer, before the output layer, 
that had 2048 neurons. Its outputs considered as the input features 
for the SVM classifier. 

2.2. The Convolution Neural Networks (CNNs) 

The CNNs are possessed from the ANNs with exclusion that it 
is not fully connected layers [21]. The CNNs considered as the 
magic solution for much computer vision problems. The CNNs 
depend on some of filters that reduce the image height and width 
and increase the number of channels, then processing the output 
with full connected (FC) neural network layers [21, 22]. Figure 1 
shows one of the CNNs model structures [22]. 

 
Figure 1: One of the CNNs model structures [23] 

2.3. The DenseNet Model 

In 2017, the DenseNets was proposed in the CVPR 2017 
conference (Best Paper Award) [23]. The start point was from 
endeavored to construct a deeper convolution network that 
contains shorter connections between its layers close to the input 
and those close to the output, this deep convolution network can 
be more accurate and efficient to train. It is different from the 
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ResNet which has skip-connections that bypass the nonlinear 
transformation, the DenseNet add a direct connection from any 
layer to any subsequent layer. So the lth layer receives the feature-
maps of all former layers x0 to xl−1 as (1) [23]. 

xl =  Hl([x0,  x1, … ,  xl−1]) (1) 

where [x0,  x1, … ,  xl−1] refers to the spectrum of the feature-map 
produced in the layers 0, 1, 2, … , l − 1. Figure 2 shows the 5-layers 
dense block architecture. Table 1 shows the DenseNet 169 model 
architecture with the ImageNet pre-trained weights [23]. 

Table 1: the DenseNet 169 model architectures for ImageNet [23] 

Layers Output Size DenseNet 169 
Convolution 112×112 7×7 conv, stride 2 

Pooling 56×56 3×3 max pool, stride 2 
Dense Block 

(1) 56×56 �1 × 1 conv
3 × 3 conv� × 6 

Transition 
Layer (1) 

56×56 1×1 conv 
28×28 2×2 average pool, stride 2 

Dense Block 
(2) 28×28 �1 × 1 conv

3 × 3 conv� × 12 

Transition 
Layer (2) 

28×28 1×1 conv 
14×14 2×2 average pool, stride 2 

Dense Block 
(3) 14×14 �1 × 1 conv

3 × 3 conv� × 32 

Transition 
Layer (3) 

14×14 1×1 conv 
7×7 2×2 average pool, stride 2 

Dense Block 
(4) 7×7 �1 × 1 conv

3 × 3 conv� × 32 

Classification 
Layer 

1×1 7×7 global average pool 

1000 1000D fully-connected, 
softmax 

 
Figure 2: The 5 layers Dense block architecture [23] 

2.4. The VGG Model 

In 2015, the VGG network was proposed in the ICLR 2015 
conference [24]. The start with inspected the effect of the 
convolution network depth on its accuracy with using the large-
scale images. Through they rectified the deeper networks 
architecture using (3×3) convolution filters, they showed that an 
expressive growth on the prior-art configurations can be achieved 
by pushed the depth to 16-19 weight layers. The VGG model is a 
deeper convolution network that trained on the ImageNet dataset. 

Table 2 shows the VGG 16 model architecture with the ImageNet 
pre-trained weights [24]. 

Table 2: The VGG 16 model architectures for ImageNet [24] 

Block Layers Output Size VGG 16 
Input 224×224×3  

    

Block 
1 

Convolution 224×224×64 3×3 conv 64, 
stride 1 

Convolution 224×224×64 3×3 conv 64, 
stride 1 

Pooling 112×112×64 2×2 max pool, 
stride 2 

    

Block 
2 

Convolution 112×112×128 3×3 conv 128, 
stride 1 

Convolution 112×112×128 3×3 conv 128, 
stride 1 

Pooling 56×56×128 2×2 max pool, 
stride 2 

    

Block 
3 

Convolution 56×56×256 3×3 conv 256, 
stride 1 

Convolution 56×56×256 3×3 conv 256, 
stride 1 

Convolution 56×56×256 3×3 conv 256, 
stride 1 

Pooling 28×28×256 2×2 max pool, 
stride 2 

    

Block 
4 

Convolution 28×28×512 3×3 conv 512, 
stride 1 

Convolution 28×28×512 3×3 conv 512, 
stride 1 

Convolution 28×28×512 3×3 conv 512, 
stride 1 

Pooling 14×14×512 2×2 max pool, 
stride 2 

    

Block 
5 

Convolution 14×14×512 3×3 conv 512, 
stride 1 

Convolution 14×14×512 3×3 conv 512, 
stride 1 

Convolution 14×14×512 3×3 conv 512, 
stride 1 

Pooling 7×7×512 2×2 max pool, 
stride 2 

FC 4096 
FC 4096 

Output 1000, softmax 

The input images of this network is (224 × 244 × 3). This 
network consists of five convolution blocks, each block containing 
convolution layers and pooling layer, then ending with two FC 
hidden layers (each layer has 4096 neurons), then ending with the 
output layer with softmax activation (1000 classes) [24].  

2.5. The ResNet Model 
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In 2016, the ResNet was proposed in the CVPR 2016 
conference [25]. They concerted the degradation problem by 
presenting a deep residual learning framework. Instead of intuiting, 
each few stacked layers directly fit a desired underlying mapping. 
The ResNet is based on skip connections between deep layers. 
These skip connections can skipping one or more non-linear 
transformation layers. The outputs of these connections are added 
to the outputs of the network stacked layers as (2) [25]. 

H(x) = F(x) + x (2) 

where H(x) is the final block output, x is the output of the 
connected layer, and F(x) is the output of the stacked networks 
layer in the same block. Figure 3 shows the ResNet one building 
block and tables 3 shows the ResNet 50 model architecture for the 
ImageNet [25]. 

Table 3: the ResNet 50 model architectures for ImageNet [25] 

Layers Output Size ResNet 50 
Conv 1 112×112 7×7 conv 64, stride 2 

Conv 2_x 56×56 
3×3 max pool, stride 2 

�
1 × 1 Conv 64

3 × 3 Conve 64
1 × 1 Conv 256

� × 3 

Conv 3_x 28×28 �
1 × 1 Conv 128
3 × 3 Conv 128
1 × 1 Conv 512

� × 4 

Conv 4_x 14×14 �
1 × 1 Conv 256

3 × 3 Conve 256
1 × 1 Conv 1024

� × 6 

Conv 5_x 7×7 �
1 × 1 Conv 512

3 × 3 Conve 512
1 × 1 Conv 2048

� × 3 

Classification 
Layer 

1×1 7×7 global average pool 

1000 1000D fully-connected, 
softmax 

 
 

Figure 3: The ResNet building block[25] 

2.6. The Support Vector Machine (SVM) 

The SVM is a machine learning algorithm can act as a classifier 
or regression. It is based on small sample statistic theory that 
establishes optimal hyper-planes from the training data. These 

hyper-plans separate the different classes by building margins 
between classes. Maximizing these margins between classes, 
specially the nearest classes, on both sides of hyper-planes is the 
target for achieving the optimal SVM classifier [26, 27]. Figure 4 
shows the possible and the optimal hyper-planes in the SVM 
model [26, 27]. 

 

 

 
Figure 4: The possible and the optimal hyper-planes in the SVM model [26, 

27] 

2.7. The Performance Assessment 

There are many matrices for gauge the performance of the 
learning models. One of them is the overall accuracy (OA). The 
OA is the main classification accuracy assessment [28]. It is 
measure the percentage ratio between the corrected estimation test 
data objects and all the test data objects in the used dataset. The 
OA is calculated using (3) [28, 29]. 

OA =  
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝐶𝐶𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐸𝐸𝐸𝐸𝑜𝑜𝐸𝐸𝑁𝑁𝐸𝐸𝑜𝑜𝐸𝐸𝑜𝑜𝐸𝐸𝐸𝐸
𝑇𝑇𝑜𝑜𝑜𝑜𝐸𝐸𝑜𝑜 𝐸𝐸𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑇𝑇𝑁𝑁𝐸𝐸𝑜𝑜 𝐷𝐷𝐸𝐸𝑜𝑜𝐸𝐸 𝑂𝑂𝑁𝑁𝑂𝑂𝑁𝑁𝑜𝑜𝑜𝑜𝐸𝐸

 × 100 (3) 

3. Experimental Results and Setup 

This section will illustrate the experiments setup of the 
proposed algorithms, and then presents a comparative study for 
using each convolution model in our proposed. This comparison is 
based on calculating the OA for each model. The UC Merced land 
use dataset and the SIRI-WHU dataset are the used datasets. The 
details of these datasets will introduce in this section and then the 
experiments setup and results. 

3.1. The UC Merced Land Use Dataset 
The UC Merced Land use dataset is a collection of remote 

sensing images which has been prepared in 2010 by the University 
of California, Merced [30]. It is consists of 2100 remote sensing 
images divided into 21 classes with 100 images per each class. The 
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images were manually extracted from large images from the USGS 
National Map Urban Area Imagery collection for various urban 
areas around the USA. All images in this dataset are Geo-tiff RGB 
images with 256×256 pixels resolution and 1 square foot (0.0929 
square meters) spatial resolution [30]. Figure 5 shows image 
examples from the 21 classes in the UC Merced land use dataset 
[30]. 

 
Figure 5: Image examples from the 21 classes in the UC Merced land use 

dataset [30] 

3.2. The SIRI-WHU Dataset 

The SIRI-WHU dataset is a collection of remote sensing 
images which the authors of [31] used this dataset in their 
classification problem research in 2016. This dataset consists of 
two versions that must complete each other. The total images in 
this dataset are 2400 remote sensing images divided into 12 classes 
with 200 images per each class. The images were extracted from 
Google Earth (Google inc.) and mainly cover urban areas in China. 
All images in this dataset are Geo-tiff RGB images with 200×200 
pixels resolution and 2 square meters (21.53 square foot) spatial 
resolution [31]. Figure 6 shows image examples from the 12 
classes in the SIRI-WHU dataset [31]. 

 

 
Figure 6: Image examples from the 12 classes in the SIRI-WHU dataset [31]. 

3.3. The Experimental Setup 
All tests were performed using Google-Colab. The Google-

Colab is a free cloud service hosted by Google inc. to encourage 
machine learning and artificial intelligence researches [32]. It is 
acts as a virtual machine (VM) that using 2-cores Xeon CPU with 
2.3 GHz, GPU Tesla K80 with 12 GB GPU memory, 13 GB RAM, 
and 33GB HDD with Python 3.3.9. The maximum lifetime of this 
VM is 12 hours and it will be idled after 90 minutes time out [33]. 
Performing tests has been done by connecting to this VM online 
through ADSL internet line with 4Mbps communication speed. 
This connection was done using an Intel® coreTMi5 CPU M450 
@2.4GHz with 6 GB RAM and running Windows 7 64-bit 
operating system. This work is limited by used the ImageNet pre-
trained weights because the train of new convolution models needs 
a huge amount of data and more sophisticated hardware, this is 
unlike the lot of needed time consumed for this training process. 
The other limitation is that the input images shape is mustn’t less 
than 200×200×3 and not greater than 300×300×3 because of the 
limitations of the pre-trained classic networks. The preprocessing 
step according to each network requirements is necessary to get 
efficient results; it must be as done on ImageNet dataset through 
these models were trained and produced the ImageNet pre-trained 
weights. The ImageNet pre-trained weights classic networks that 
used in this paper have input shape (224, 224, 3) and output layer 
with 1000 neurons according to the ImageNet classes (1000 classes) 
[34, 35]. So, it must perform transfer learning as stated in section 
2.1. The used datasets were divided into 80% training set and 20% 
testing set before training the SVM model. It is must be notice that 
the SVM penalty value were determined by iterations and self-
intuition. To extract the convolution features, the normalization 
preprocessing must done before extract features using the 
DenseNet 169 model, then using these features as input features to 
train the SVM model with penalty = 1.7. Where the BGR mode 
convertion is the desired preprocessing before extract features 
using the VGG 16 and the ResNet 50 models, then using its outputs 
as input features to train the SVM model with penalty = 2 for the 
VGG 16 extracted features and penalty =20 for the ResNet 50 
extracted features. Figure 7 shows the flow charts of the proposed 
algorithms in this paper; figure 7.a. for using the DenseNet 169 
model as features extraction, figure 7.b. for using the VGG 16 
model as features extraction, and figure 7.c. for using the ResNet 
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50 model as features extraction, and then training the SVM 
classifier. 

 

a: Using the DenseNet 169 model 

 

b: Using the VGG 16 model 

 
c: Using the ResNet 50 model 

7: The flow charts of the proposed algorithms in this paper 

3.4. The Experimental Results 

This section presents the results of the proposed algorithms 
with the used datasets in this paper. Through the training process 
we used the training data (80% from the used dataset) and then 
calculate the OA using the predictions of the test data (20% from 
the used dataset) to assess the performance of each model. Table 4 
and figure 8 show the OA for the using of each model to extract 
features that act as the input features to train the SVM classifier 
using the both datasets. 

Table 4: The OA for the use of the convolution models with the SVM 
classifier using the both datasets 

 The 
DenseNet-SVM 

The 
VGG-SVM 

The 
ResNet-SVM 

The UC 
Merced 
land use 
Dataset 

0.902 0.881 0.926 

The SIRI-
WHU 

Dataset 
0.94 0.942 0.958 

As shown from these results, the ResNet–SVM model had the 
higher OA in this study where the VGG–SVM model had the 
lowest OA. In the other hand the DenseNet–SVM model had 
higher OA than the VGG–SVM model when using the UC Merced 
land use dataset and had very little lower OA than the VGG–SVM 
when using the SIRI-WHU dataset. The use of the SIRI-WHU 
dataset had higher OA than the use of the UC Merced land use 
dataset. These results illustrated that the OA had an opposite 
relation with the dataset image resolution and the dataset number 

Load the Dataset 
X = array of Images 

Y = array of output Classes 

XP = images preprocessing(X) 

model = Load the DenseNet 169 with 
ImageNet pre-trained weights 

CNNmodel = Transfer Learning to 
7×7 global average pool layer 

XC = CNNmodel.predict(XP) 

(XCT, YT), (XCS, YS) = 
split dataset(XC, Y) 

80% training, 20% test, 
output shape = 1664 

Train the SVM model using 
XCT, YT with penalty = 1.7 

P = predict(XCS) 
Calculate the overall 
accuracy using P, YS 

Load the Dataset 
X = array of Images 

Y = array of output Classes 

XP = images preprocessing(X) 

model = Load the VGG 16 with 
ImageNet pre-trained weights 

CNNmodel = Transfer Learning to 
the second FC hidden layer 

XC = CNNmodel.predict(XP) 

(XCT, YT), (XCS, YS) = 
split dataset(XC, Y) 

80% training, 20% test, 
output shape = 4096 

Train the SVM model using 
XCT, YT with penalty = 2 

P = predict(XCS) 
Calculate the overall 
accuracy using P, YS 

Load the Dataset 
X = array of Images 

Y = array of output Classes 

XP = images preprocessing(X) 

model = Load the ResNet 50 with 
ImageNet pre-trained weights 

CNNmodel = Transfer Learning to 
7×7 global average pool layer 

XC = CNNmodel.predict(XP) 

(XCT, YT), (XCS, YS) = 
split dataset(XC, Y) 

80% training, 20% test, 
output shape = 2048 

Train the SVM model using 
XCT, YT with penalty = 20 

P = predict(XCS) 
Calculate the overall 
accuracy using P, YS 

http://www.astesj.com/


K.A. AlAfandy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 652-659 (2020)  

www.astesj.com     658 

of classes, so the use of the SIRI-WHU dataset which has 12 
classes, image resolution 200×200 pixels, and spatial resolution 2 
square meters gave higher OA than the use of the UC Merced land 
use dataset which has 21 classes, image resolution 256×256 pixels, 
and spatial resolution 0.0929 square meters (1 square feet). 
Extracting features using the deeper convolution networks gave 
considerable accuracy but the connections between layers may 
have another influence. The VGG–SVM model, that has deeper 
network without any layers connections, gave a good OA so it had 
an efficient result. In the other hand the ResNet–SVM model, that 
has skip layers connections, and the DenseNet–SVM, that has full 
layers connections, gave higher OA but still the ResNet–SVM 
gave the highest OA in this comparison. If keeping in mind the 
penalty values that used in training the SVM classifier using the 
three models as features extraction, we saw that the VGG–SVM 
and the DenseNet–SVM had normal penalty to give its OA in this 
comparison, where the ResNet–SVM had a high penalty value and 
given the highest OA in this comparison. The ResNets are based 
on the skip layers connections so the layer connections can raise 
the classification accuracy. The DenseNets may have more 
connections but still the use of the ResNets has the higher OA. As 
a total the deeper convolution networks may give better accuracy 
but the deeper networks that have layers connections may give the 
more better accuracy. The convolution models that have skip 
connections can give the better OA than the convolution models 
that have full layers connections. A high penalty value is needed 
for training the SVM models when using input features that 
extracted from the skip connection convolution models. For the 
SVM classifiers, extracting features from the high resolution 
remote sensing images are preferred with the use of deep 
convolution models that have layers connections where extracting 
features from the low resolution remote sensing images are 
preferred with the use of deep convolution models that haven’t 
layers connections. 

 

Figure 8: The OA for the use of the convolution models with the SVM 
classifier using the both datasets 

4. Conclusions 

This paper proposed remote sensing images classification 
approaches using the SVM classifier. The proposed approaches 
were based on using the deep convolution models classic networks 
as features extraction. The used classic networks in these 

approaches were the Densenet 169, the VGG 16, and the ResNet 
50 models. The remote sensing images convolution features were 
extracted from these convolution models using the ImageNet pre-
trained weights, which used as input features to train the SVM 
classifier. This paper also presented a comparison between the uses 
of the mentioned convolution models with the SVM classifier as 
proposed in this paper. This comparison was based on calculating 
the OA for using each model with the SVM classifier. There were 
two used datasets in this study; the UC Merced land use dataset 
and the SIRI-WHU dataset. This comparison illustrated that the 
ResNet–SVM model was more accurate than the other models that 
mentioned in this paper, which the OA of the DenseNet–SVM 
model was higher than the VGG–SVM model for using the UC 
Merced land use dataset and very little lower than the VGG–SVM 
using the SIRI-WHU dataset. The overall accuracy had an opposite 
relation with the remote sensing images resolution (pixel or spatial) 
and the number of dataset classes. For the SVM classifiers, it is 
preferred to use the deep networks without layers connections as 
features extraction with the low resolution remote sensing images 
where the deep networks that have layers connection are the 
preferred with the high resolution remote sensing images. 
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