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 Face recognition technology becoming pervasive in the fields of computer vision, image 

processing, and pattern recognition. However, face recognition accuracy rates will 

decrease if training is done on disguised images with covered objects on a face area. This 

paper aims to propose a state-of-the-art face recognition methodology which could be 

applied in Internet of Things (IoT) devices as an input source; then face segmentation and 

training process will be executed in the cloud via internet; the recognition result will be 

sent to the connected applications which determines a safety check for personal or public 

security. This paper focuses on implementation of face segmentation and training process 

for IoT. Face extraction from the background and disguised part is applied by Fully 

Convolutional Networks (FCN), and then deep convolution neural network is employed for 

face training and testing process. This algorithm has been experimented on a challengeable 

face dataset. The proposed face recognition system is applied to IoT services which have 

multiple applications, such as, personal home security and public library space 

management. Compared to recognition without face segmentation, the results of proposed 

methodology indicate a better accuracy regarding recognition rate. 
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1. Introduction 

IoT is the combination of hardware environment, software 

services and Internet. It is composed of sensors, servers, hardware 

equipment, software equipment, and Internet connections [1]. With 

the fast improvement of sensors and devices, IoT could be applied 

to multiple fields such as wearables, smart home, and city. Face 

recognition is one of the popular personal security topics for IoT 

system, which could be widely used in personal home and public 

places security fields. Also, it has been used as an identification 

task in different areas, especially in corresponding with computer-

based security and safety systems in homes, criminal 

identification, and smart phone devices’ face identification. For 

instance, cameras were used for image capturing and IoT 

processing devices, and Raspberry Pis, were used for comparing 

captured images with server database to provide directions over the 

GSM module and alert mobile phones [2]. Similar IoT systems 

with face recognition components were also proposed for security 

purposes in various applications, such as libraries and banks [3,4]. 

In this paper, we propose an effective segmented face recognition 

for IoT (SFR-IoT) shown in Figure 1.  

Face recognition means recognize a specific person with a 2-D 

or 3-D face image or video base on available face data sets. If a 

camera is utilized to capture a suspect’s face image, that image can 

then be used to identify the suspect by using biometrics. The 

application of biometrics technology such as face recognition 

could reduce crime rates. Instead, the lack of effective skills in 

capturing biometric data from face images will potentially increase 

the opportunity for criminal activity [1]. 
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Figure 1: Segmented Face Recognition Architecture (SFR-IoT)  

 

Figure 2: FCN-8Ss-VGG-16 System Architecture 

Recently, a few researchers have published work related to 

crime detection. One study introduced a framework that first 

detects facial key points and then uses them to perform face 

recognition [2]. They mentioned that a larger number of images 

and camouflage images available in a data set can improve the 

training of the learning network and avoid the need to perform 

transfer learning. Results show that their framework outperforms 

the most advanced methods in critical point detection and facial 

camouflage classification. 

For past investigation techniques, there are a few popular 

algorithms in regards to face cognition which include the 

geometric features method: principal component analysis (PCA) 

[3], linear discriminant analysis (LDA) [4], hidden Markov 

strategy (HMM) [5] and regular LBP features [6]. However, there 

are evident disadvantages in terms of utilizing these techniques. 

For instance, the accuracy rate of PCA will diminish significantly 

with lightness and a state of image change. Also, the strategy for 

inadequate data requires strict arrangement of information 

pictures, which is not applicable for basic application. 

Due to the important factors of the accessibility of public data 

sets, as well as the improvement of Graphics Processing Unit 

(GPU) computation, neural networks has achieved a large 

renaissance, resulting in a significant increase in accuracy rates [7]. 

This leads to a major improvement in image recognition and 

finally in face recognition. For instance, Convolutional Neural 

Network (CNN) [8,9] is a popular model in neural networks. It is 

a state-of-the-art technique that has replaced the traditional 

algorithms on face recognition and consequently taken the network 

by storm, fundamentally enhancing the cutting edge in numerous 

applications. Several studies have applied CNN for face 

recognition purposes, such as Deep Face [10], DeepID3 [11] and 

Face Net [12]. They have achieved around 97%, 99.6%, and 99.5% 

success rates, respectively. 

     Recent studies that combined face segmentation and face 
recognition technology have provided an important concept for our 
research. For example, one study extracted face-like regions by 
using the extracted color information of an image in HSV color 
space, and the RHT algorithm is then applied to find face region 
[13]. Samantha proposed a technology of segmentation skin color 
through YcbCr as well, then applied artificial neural network 
classified face and non-face classes [14]. However, these 
researches did not integrate deep learning study for face 
segmentation and recognition, so this paper would like to propose 
a new methodology that improve the deficiency.  

Even though current automated face recognition systems can 
recognize individual faces in controlled environments with a 99% 
accuracy, the accuracy drops to below 60% when images are in 
unconstrained environments [15].   

This is caused by rich facial expressions and changing gestures; 
face movements with lights; angle; and distance [2]. 

In addition, disguised faces with glasses, scarves, and 

accessories will become challenging elements in face recognition 

tasks. Hence, in order to explore a more effective method to solve 

this problem, this study proposes a new system called FCN-8s-

VGG-16, which is used for the segmentation technology face 

recognition before classification. The system contains two 

procedures, as shown in Figure 2. The process of this research is 

to build a training set of segmentation of the face area with FCN 

as an input of Convolution Neural Network (CNN), and then train 

the CNN network from VGG-Face with transfer learning. Lastly, 

the classification function SoftMax is applied for face probability 

distribution. The first step is to  segment the original image for 

extracting face parts (eyes, nose, mouth, and skin) from the 

background, which applies a pre-trained FCN-8s model [16]. 

Secondly, the output images are fed into the network applying 

transfer learning [10] based on VGG-16 [8] with our fine-tuned 
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technology on face recognition task. Finally, the Softmax function 

calculates the probability distribution of the test image and 

generates the accuracy rate while comparing it to the label box.   

2. Related Work  

2.1. General Segmentation and Face Segmentation 

Segmentation refers to the process of separating an image or 

frame into groups of pixels which are identical with respect to 

some standard. A few papers have applied segmentation for their 

research topic. 

In [17], the author proposed a food calorie estimation model, 

which was applied on a smartphone to predicate calories of the 

food in images taken by a phone camera. Firstly, they estimated 

approximate positions of dishes by edge detection. Secondly, k-

means based clustering was applied on the color pixels, thereby 

extracting a bounding box of a food area. Next, they used GrabCut 

[18] to obtain an accurate food area within the estimated bounding 

box. Then, they employed CNN as a calorie estimation task. They 

prepared 120-calorie annotated food photos as the data for the 

experiments. Finally, 60 test images with real food calories are 

estimated with the relative average error of 21.3%, regarding food 

calorie prediction achieved, and it is higher than the Japanese 

government definition. 

In [19], the author applied different segmentation techniques in 

the aim of reorganization of the left ventricle in a VEF image. He 

compared two segmentation approaches: region-based 

segmentation and edge-based segmentation. The first detects 

homogeneities and the common features by simultaneously 

applying the chan_vese model and the thresholding techniques. In 

the second approach, he applied a certain algorithm such as Sobel, 

Canny, and Perwitt to obtain the interim between two related 

regions. Results showed that region-based segmentation using the 

chan_vese model in conjunction with thresholding gives a better 

performance. 

Since Convolution Neural Network (CNN) has been widely 

researched by the scholarly field, various models and systems with 

different purposes are dramatically increased. Fully Convolution 

Network (FCN) [20] is one of most popular image segmentation 

technology that is widely used in studies. FCN extracts pixels from 

CNN layers of mixed scales, enlarges them to the size of the 

original image, and then applies a convolution layer to classify all 

this information. 

There are research works pertaining to FCN for segmentation 

purposes that have achieved excellent results. One study presented 

a One-Shot Video Object Segmentation (OSVOS) based on the 

FCN network architecture, with transfer learned on ImageNet then 

fine-tuned on one training sample [21]. The performance was 

tested on DAVIS database, which consists of 50 full-HD video 

sequences and YouTube objects. The result shows that OSVOS is 

fast and improves the state-of-the-art technology by a significant 

margin (79.8% vs 68.0%). Based on these outstanding results, this 

paper chooses FCN as our face extraction segmentation tool. 

In [22], the author proposed a method to achieve the 

segmentation of skin, hair, and background by applying FCN-8s 

and fully-connected CRF. Next, matting algorithm was facilitated 

in their experiment in order to receive clear hair and skin alpha 

masks. Finally, they demonstrated that state-of-the-art 

performance on LFW Parts dataset [23] holds more accurately than 

other approaches. The defect of the FCN algorithm influences our 

decision to apply Transfer Learning in our experiment, which we 

will talk about it in Chapter 3.   

2.2. Face Recognition 

Another study has shown that choosing an appropriate model 

in CNN architecture is vital for face recognition. This study 

evaluated two popular CNN architectures, Alex-Net [9] and VGG-

16 [8], on face recognition. They accomplished their task by 

transferring learning idea to the networks trained for various 

classifying purposes. One study [24] used Alex-Net model to train 

the CASIA-WebFace [25] database, and the research shows that 

VGG performs better than Alex-Net. This paper inspired us to 

employ VGG-16 [8] as a face recognition model for our own 

experiment. 

In [26], the author conducted face recognition by applying a 

CNN for feature extraction. First, they randomly selected patches 

from the STL-10 [27] database and used them to train a linear 

decoder and obtain a 400 × 192 learned weights matrix. The 64 × 

64 RGB images are used to train the identifier through a 

convolutional layer, and then training features are extracted using 

these learned weights. Results show the proposed method reached 

a high rate of excellent sorting, ranging from about 80% to 100%. 

There is another study [28] that has proposed a modified 

Convolutional Neural Network (CNN) architecture with the 

addition of two batch normalization operations on two of the 

layers. CNN architecture was utilized to separate particular face 

features, and Softmax classifier was utilized to recognize faces in 

the completely associated layer of CNN. The training and test 

process were tested on a Georgia Tech face database. After pre-

processing, the researchers changed the sizes of input to 16×16×1, 

16×16×3, 32×32×1, 32×32×3, 64×64×1, and 64×64×3 in order to 

receive the best result. Finally, 64x64x3 surpasses other sized 

images regarding the lowest Top-1 error rate. Our paper applied a 

similar strategy with this research, through altering the size of 

input in order to obtain the best result in our experiment. 

However, to our knowledge, segmentation technology is not 

used in the face recognition field so far, except in our initial work 

[29]. This paper is an extension of work originally presented in the 

2019 18th IEEE International Conference on Machine Learning 

and Applications. The accuracy rate will increase due to the 

interference decrease from unrelated face pixels, such as glasses. 

In order to decrease the useless effect pixels of disguised face parts, 

this study would like to propose an FCN-8s-VGG-16 system with 

segmented technology before classification. It only keeps face 

sections, and the other parts will be taken off. For the purpose of 

examination both before and after the change, the face section is 

sent to the classification model and accuracy will be tested for 

comparison. 

3. The Proposed Approach  

3.1. Methodology (CNN) 

3.1.1. VGG-16 

The core idea of convolutional networks is classifying target 

data samples to the different distances between classes. The 
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network structure includes three convolutions (conv1, conv2, 

conv3), two pooling layers (Pool1, Pool2), and a fully connected 

layer [8].  

3.1.2. Convolution Layer 

The input data is trained by employing a set of trainable 

neurons. The output of each of the feature maps corresponds to an 

image filter of the same size as the input of the convolution layer. 

The primary function of the convolution layer is to extract features 

from an image. Every convolution layer is trained on a feature map 

of the past layer, sequentially, and then it usually adds a bias 

parameter in order to increase accuracy by activating the function 

to translate results from linear to non-linear function. After that, 

the feature maps are fed into the next convolutional layer as input 

data. 

3.1.3. Pooling Layer 

Pooling layer decreases the dimensionality of each activation 

map but keeps the most vital data information. The input images 

are separated into a set of non-covering square shapes. Each field 

is downsampled by a non-linear function. For example, average or 

maximum is used the most. This layer accomplishes a better 

speculation and robust result for system. 

3.1.4. ReLU Layer 

Rectified linear units (ReLU) is a non-linear operation. It is an 

important function because it ends up with 0 if the input is less than 

0. However, if the input is greater than 0, the output will be an 

original number. Research studies show that ReLU results can 

implement faster training for a huge network.                     

3.1.5. Fully Connected Layer 

The output from convolution layer, pooling layer, and ReLU 

layer is high- level features of input data. The purpose of applying 

the Fully Connected Layer (FCL) is to sum these features for 

classifying the input data into different classes based on the 

probability of each class of each feature map. Next, FCL supports 

the features to a classifier, which is Softmax function. This 

function will conclude the probabilities of every target class over 

all possible target instances. Afterwards, the calculated 

probabilities will decide the target class for the given inputs. 

3.1.6. Why VGG 

There are a few CNN architectures, such as LeNet, AlexNet, 

Reset, and so on, which have been widely used since CNN was 

invented. Recently, the most state-of-the-art model [10] 

outperforms in the localization and recognition tracks, 

respectively, the ImageNet Challenge 2014 among them. 

This VGG model is described by its simplicity, applying only 

3×3 filters stacked over each other in increasing depth. Reducing 

parameter numbers and model size is employed by max pooling, 

two fully-connected layers, each with 4,096 nodes followed by a 

Softmax classifier. 

3.1.7. Transfer Learning 

Transfer learning is an area of artificial intelligence, which 

centers around the capacity for a machine learning calculation to 

enhance learning limits on a target data set through past exposure 

to an alternate way. The measured quality of a CNN implies that 

we can easily apply the weights from a pre-trained model and only 

re-prepare most elevated layers. In particular, we re-prepare all 

linear layers in the model and replace parameters of the highest 

layers in VGG-16 [8]. To get rid of the lack of geometric 

invariance of these approaches, fine-tuning [30] with an external 

data set can be utilized. The primary distinction between picture 

arrangement and picture recovery is the measure of information 

and its fluctuation. In classification, it is important to use huge data 

sets with high variability for different categories. However, in 

image recognition, the geometric invariance of an image is less 

essential for a training model. As the purpose of image recognition 

is to recognize the instance of example, less variability data will be 

needed. 

In this paper, to use CNN functionally, we fine-tune the pre-

trained CNN [10] a face data set for image recognition. Fine- 

tuning usually focuses on the higher layers while fixing the lower 

layers of a CNN. We use FCN-8s-VGG [16] architecture, which 

has been pre-fine-tuned for segmentation on PASCAL [31]. As the 

CNN model [16] is pre-trained on face dataset and performs an 

excellent result, we don’t consider it for Fine-tuning while we are 

doing the same object segmentation purpose. 

Table 1: The Architecture of VGG-Face Refined 

Layer Layer Type Filters Input Training 

1 Conv. 64 3x3x3 False 

2 Conv. 64 3x3x64 False 

3 Max-Pool - 2x2 - 

4 Conv. 128 3x3x64 False 

5 Conv. 128 3x3x128 False 

6 Max-Pool - 2x2 - 

7 Conv. 256 3x3x128 False 

8 Conv. 256 3x3x256 False 

9 Conv. 256 3x3x256 False 

10 Max-Pool - 2x2 - 

11 Conv. 512 3x3x256 True 

12 Conv. 512 3x3x512 True 

13 Conv. 512 3x3x512 True 

14 Max-Pool - - - 

15 Conv. 512 3x3x512 True 

16 Conv. 512 3x3x512 True 

17 Conv. 512 3x3x512 True 

18 Max-Pool - 2x2 - 

19 FC - 4096 True 

20 FC - 4096 True 

21 FC - 85 True 

22 Softmax - - - 

 

3.1.8. VGG-FACE 

VGG-Face [10] is a model that was pre-trained based on the 

VGG-16 structure and set up on a face data set acquired by the 

Visual Geometry Group that is comprised of more than 2.5 million 

pictures and 2,622 different labels. Detailed information in terms 

of VGG-16 model was shown in Table 1, including layer types, 

number of filters, and input image size. 
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The architecture of VGG-face contains a total of 22 layers: 13 

convolutional layers for image and filter calculation, 5 max 

pooling layers for keeping feature information, 3 fully connected 

layers for summing up all previous features, and later a Softmax 

layer for classification [10]. The normal image resolution of the 

input layer is 224x224. Table 1 shows the detailed architecture of 

the VGG-face, including filter numbers and input size at each layer 

applied in our research. In this experiment, we have fixed the 

previous 10 layers and changed 21 fully connected layers from 

1,000 to 85, since we have 85 classes in the experiment, which 

means 85 labels will be generated. Additionally, we fixed the 

parameters of the lower convolutional layers from 1-9 but trained 

the higher convolutional layers from 11-17 and the FCN layers 

from 19-21. Applied changes are highlighted in the table. 

3.2. Methodology (FCN) 

FCN [16] uses the identical convolutional network based on 

VGG-16 layers [8] and converts the fully connected layer to a 

convolutional layer. In the traditional CNN structure, the first five 

layers are convolutional layers, and the sixth and seventh layers are 

a one-dimensional vector with a length of 4096. The eighth layer 

is a one-dimensional vector with a length of 1,000, corresponding 

to 1,000 different probabilities of the category. Instead, FCN 

represents these three layers as a convolutional layer whose size 

(number of channels, width, height) is (4096, 1, 1), (4096, 1, 1), 

(1000, 1, 1), respectively. There does not seem to be any difference 

in numbers, but convolution is not the same concept, and 

calculation process as a fully-connected layer. The convolutional 

layer uses the weights and biases that CNN has pre-trained, but the 

difference is that the weights and offsets are their own scope and 

belong to their own convolution kernel. Therefore, all layers in the 

FCN network are convolutional layers and are called fully 

convolutional networks. 

3.2.1. Upsampling 

Upsampling is also called deconvolution at some points, as 

both of their operations are multiplication and addition. The 

upsampling of the accompanying factor f is a convolution 

operation on a fractional input with a step size of 1/f. 

Backward convolution is called deconvolution. Meanwhile, the 

forward and backward propagation of upsampling can only be 

achieved by reversing the forward and backward propagation of 

the convolution. Consequently, it performs well no matter the 

optimization or backward propagation. Deconvolution can enlarge 

input size by learning parameters while training [20].                                                                                    

3.2.2. Skip Layers 

Now that we have a 1/32 size, a 1/16 size, and a 1/8 size feature 
map, after upsampling the 1/32 size heatmap, the image restored 
by this operation is a convolutional kernel of conv5. The features 
are limited to the accuracy, so they cannot restore the features in 
the image well; consequently, forward propagation will be applied. 
Detailed information could be complemented by upsampling the 
conv4. Afterwards, conv3 does the exact same calculation as 
conv4. Finally, the process completes the restoration of the entire 
image. According to different strides with 32, 16, and 8, FCN splits 
into three kinds of results: FAC-32s, FCN-16, and FCN-8s [20]. 
Obviously, FCN-8s combined previous FCN-32s and FCN-16 

results, which gives FCN-8s more accuracy. We decided to choose 
FCN-8s in our experiment. 

3.2.3. Why choosing FCN 

The reason why this research employs FCN are below: 

• Traditional segmentation method segmented the image into 

similar sections, including coherent area-independent, low-

level clues based on categories, such as pixel color or 

proximity. Semantic segmentation, on the other hand, 

assigned each pixel of the image to a semantic tag. This 

usually means classifying each pixel (for example: the pixel 1 

belongs to the glass, the pixel 2 belongs to the hair). Pixel-

level classification seems more efficient than cutting out each 

patch [32]. The FCN-8s model brings state-of-the-art 

performance on PASCAL VOC in 2011 and 2012 [20].  

• No fully connected layer is used in this kind of architecture, 

which reduces the number of parameters and the computation 

time. In addition, the network works regardless of the original 

image size. It could be trained from small and big images, and 

it does not require any particular number of units at any stage. 

Additionally, all connections are local [20]. FCN brought 

great breakthroughs on semantic segmentation tasks when 

implemented on image segmentation [20]. 

It is tough to obtain millions of diverse images with ground 

truth segmentation labels, which could be difficult and mostly 

performed manually. However, it is convenient to use a pre-trained 

model for research purposes. Our method applies the FCN segment 

to the visible parts of faces from their specific circumstance and 

impediments, which is a fine-tuned system for face segmentation 

on PASCAL [20] on the data set of IARPA Janus CS2 [33] with 

9,818 segmented faces achieved.  

 

Figure 3:  FCN-8s-VGG-16 System 2 

This research has achieved an excellent segmentation 

performance that could be obtained with a standard FCN trained 

on plenty of rich and varied examples. FCN-8s combined previous 

FCN-32s and FCN-16s results, which gives FCN-8s more 

accuracy. We decided to choose FCN-8s in our experiment. Figure 

3 shows the process of our experiment. 

3.3. Methodology  

3.3.1. Data selection  

The ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) [34] was dominant in giving this information to the 

general picture classification task. Moreover, analysts have made 

data sets accessible for object recognition [35]. Labeled Faces in 

the Wild (LFW) [36],  as the most popular benchmark data set has 

dominated in the field of face recognition for many years. It is a  
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Figure 4:  Gallery Images 

huge scale open data set and the benchmark database of face 

photos intended for concentrating the issue of unconstrained face 

recognition, which has been widely applied in numerous research 

studies [10,12]. The data set contains more than 13,000 images of 

face pictures gathered from online.  

Each face has been labeled according to the name of the 

individual envisioned. However, due to the shortage of obvious 

challenging face images, such as block face, tilt the head, wrinkle 

the eyebrows, and so on, it is not an ideal image set in terms of the 

purpose of the paper, which is to compare face recognition 

performance with and without segmentation. Furthermore, FRGC 

[37] MS-celeb-1M [38] and MOBIO [39] are other benchmark 

face data sets used to identify face images though various 

experiments with the same problem as LFW. 

3.3.2. Applied Data Set 

In this research, we decided to employ the Celebrity-Face-

Recognition-Dataset, which consists of 1,100 famous  celebrities 

with 8,000 images [40] in each. In this dataset, the total size of the 

data set is 172 GB with 800*800*3 pixels in each. Due to the 

limitations of our hard drive and memory, this research randomly 

and manually selected 85 individuals with 100 images for each as 

classes for the face recognition task. 

Since accuracy difference along with and without 

segmentation face section from the background is in a significant 

index for the research, the images with obvious covers such as hats, 

accessories, or different poses and hairstyles, are our preferred 

selection among the 8,500 figures from the Celebrity-Face-

Recognition dataset. Figure 4 shows partial data processed in our 

experiment. 

3.3.3. Data Augmentation 

Image recognition technology focuses on the work of few data 

sets and small variability in object images. This results in very few 

images that can train a particular CNN model, even with fine-

tuning. One way to solve this problem is to augment the data, by 

randomly applying transformations, color perturbations, and other 

random transformations. Randomly rotating and flipping the 

images can make up the deficiency of diversity pixels of the model. 

In the experiment, the following values are applied: 

• Brightness: Images are randomly changing brightness [-0.1, 

0.1) [41]. 

• Flipping: Images are horizontally flipped from left to right. 

• Scaling: The pixel values are scaled to the range [0, 1]. 

• Contrast: Images are randomly adding contrast to the range 

[0.2, 1.8]. 

The result shows below as Figure 5.  

 

Figure 5:  Pre-processing Result with FCN-8s Segmentation 
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3.3.4. Cross Validation 

 We found that in using the same data set, both training and 

model error estimation, the error estimation is mostly inaccurate, 

which is called the optimism of the model error estimation. To 

overcome this problem, cross-validation was proposed. According 

to Kohavi [42], cross-validation is a technology used to access 

predictive systems by dividing the original data set into a training 

set for training the parameters, with a test set for assessing the 

trained model. There are three more popular methods: leave-one-

out, leave-P-out, and K-fold. Compared to the previous two 

technologies, K-fold only needs to calculate k times, which 

dramatically decreases code complexity. In K-fold cross-

validation, the input data is split into k same size subsets, which is 

called folds as well. K-1 subset data will be trained into a system 

afterward, assessing the model on the subset that was not utilized 

for preparing. This procedure is repeated k times (the folds) until 

each subset has been used for evaluation purposes (and prohibited 

from training) each time finished. The results from k times 

calculation of K-folds can then be averaged (or joined) to receive 

a final estimation. The advantage of this method is that all data 

information is used for both training and evaluation, and each sub-

dataset is used for validation exactly once. Based on the advantage 

of cross-validation, this paper has applied the 10-folds cross- 

validation on a data set. 

3.3.5. Hardware Utility 

Our implementation is based on Tensorflow Framework. AWS 

as a service platform that support the measurement of runtimes and 

performance. We implemented the experiment on the 16 GB 

memory of Nvidia Tesla 100V GPU. 

4. Experimental Results 

During this examination process, the implementation of the 

proposed method has been evaluated based on the percentage 

recognition rate of the identities on the testing data set. Initially, 

we set the learning rate as 0.001 for the CNN system, and a total 

of 10,000 steps are required for every k times calculation. Then for 

each step, 10 images (batch size) and 20 images (batch size) are 

sent for training through the network individually. At the same 

time, a 50% dropout was also been used in the experiment. 

Rectified Linear Unit (ReLU) as activation functions and Cross 

Entropy Loss function are applied to guide CNN training. The 

Adam algorithm calculates the gradient of entire data sets and 

updates values in the opposite direction to the gradients until a 

local minimum is found. Top-1 accuracy is applied to measure the 

performance of processes. This entire test experiment will be 

repeated ten times until the average of performance is obtained. 

The results of our experiment are used to compare with the 

performance of others. To check and analyze the implementation 

of the proposed method, 10 image samples from each category are 

collected into the test set. 

According to the outstanding performance of our experiment, 

we took the best parameter as the final performance and compared 

it with the model consisting of original images. We performed 

various experiments by altering the image size. For example, we 

drafted the size of each picture after pre-processing as 350x350x3, 

500x500x3, and 800x800x3. Among the data set, 90% of the data 

are the training set and 10% are the test set. 10,000 steps were 

applied for CNN training process ten times.  Based on Top-1 error 

calculation, the result of the proposed system was acquired. 

According to whether the prediction is the same as the target 

category, the Top-1 error rate returns a Boolean value.  

Table 2: Performance Comparison with Various Parameters 

Input Image 

size 

Numbe

rs steps 

Learnin

g rate 

Batch 

size 

(VGG-

16 
System) 

Top1      

Error 
 

(Proposed    

FCN-8s-
VGG-16 

system) 

Top1 
Error 

350x350x3 10000 0.001 10 82.69% 92.15% 

350x350x3 10000 0.001 20 84.34% 93.21% 

500x500x3 10000 0.001 10 92.43% 97.25% 

500x500x3 10000 0.001 20 93.54% 98.33% 

800x800x3 10000 0.001 10 99.84% 99.57% 

800x800x3 10000 0.001 20 99.88% 99.69% 

     Table 2 shows the comparison performance of various 

parameters. As seen from Table 2, the input size of 350x350x3 and 

500x500x3 of the FCN-8s-VGG-16 system obtained a higher 

accuracy rate than the VGG-16 System which is trained without 

segmentation technology. Meanwhile, the accuracy rate of 

800x800x3 input size achieved the closest result with the VGG-16 

System. Furthermore, the running time has reduced on average 

4.52% than the VGG-16 System in all three experiments owing to 

reduced pixel with segmentation technology. Figure 6 

demonstrates the relationship between the batch size, image size 

and the system. We can conclude that as the batch size increased, 

both accuracy rate of VGG-16 System and FCN-8s-VGG-16 have 

increased slightly. 

Figure 6: Performance Comparison with various Parameters  

However, this will expand running time as well. Therefore, the 

batch size and running time could be a future trade off work for us.  

Above all, we could gather that image input size with high pixels 

will have a higher accuracy rate for recognition. 

5. Conclusion and Future Work 

In this paper, we proposed the FCN-8s-VGG-16 system to 

segment face images and recognize segmented images with high 

precision. Our face recognition system, FCN-8s-VGG-16 is 

composed of face image segmentation with FCN-8s [16] and  
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VGG-Face fine-tuning model recognition. Experiments were 

conducted on Celebrity-Face-Recognition dataset [40] for training 

and testing purposes. Compared with the original face recognition 

without segmentation accuracy, the effective classification rate 

using different parameters has been significantly improved from 

92.15% to 99.69%, reaching a level of 82.69% to 99.88%. It also 

demonstrates that increasing the size of the input and batch 

number, while keeping the learning rate and number of steps 

constant, will improve the accuracy rate in certain situations. 

However, such observation is not completely ensured for other 

systems. 

Accuracies on Top-1 in face recognition results means that 

some limitations happened in our algorithm, especially when 

applied to a wild data sets: First, even though FCN-8s has 

successfully segmented most face images, there were still a few 

images that did not achieve ideal results. For example, some small 

black areas occur after segmentation, which will affect the 

accuracy of performance. There are a few things that have 

triggered these failures. First, it takes three training processes to 

get the FCN-8s, which is not sensitive enough to combine the 

details of the image. This is because when the decoding is 

performed, that is, when the original image is restored, the label 

map of the input upsampling layer is too sparse. Secondly, FCN-

8s does not consider the relationship between pixels during 

classification, and it lacks spatial consistency. Additionally, we 

only computed limited image input size, batch sizes, and learning 

rate, so it is very possible that we will receive a better accuracy 

rate if there are more parameters to choose from, with time 

allowed. Lastly, with the fine-tuning FCN model [16], the model 

will be more robust [43]. Only one recognition model processed 

in the experiment is limited. Some other CNN model has achieved 

an excellent performance in recent competition. For example, 

Google Net [44] is a winning architecture on ImageNet 2014. We 

will be applying it as our recognition system in future research for 

comparing with VGG-16. Besides, in reality, a human face is made 

of a 3D model; it’s more realistic to segment and recognize images 

based on 3D faces. [45] has proposed a system of face recognition 

3D based on segmentation by classifying fields of facial images 

before and after fusion of color and depth images. It brings us a 

potential research in face recognition study that we could 

investigate more about 3D image segmentation technologies 

instead of 2D.  

Additionally, we will develop a mobile app such as [5], to 

complete the SFR-IoT architecture that could receive notification 

from our system though IoT devices when recognizing face in 

order to make contribution in real world application. In the future, 

data encoding and decoding will be applied to untrusted devices 

and servers to protect privacy data to make software more 

powerful and trustworthy [46]. 

Above all, the comparison reveals significant improvement in 

performance. Further experiments can be done by improving 

segmentation technology or by changing the recognition model. 
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