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 One of the open domain challenges for Spoken Dialogue System (SDS) is to maintain a 
natural conversation for rarely visited domain i.e. domain with fewer data.  Spoken 
Language Understanding (SLU) is a component of SDS that converts user utterance into a 
semantic form that a computer can understand. If we scale SDS open domain challenge to 
SLU then it should be able to convert user utterance to a semantic form even if less data is 
available for the rarest visited domain. The SLU reported in literature incorporate classifiers 
for the task of identifying the domain of user utterance, understanding the intent of the user, 
and filling slots-value pair. Thus, to address open domain challenges, classifiers in SLU must 
be robust to scarce training data. This paper presents investigations to improve the 
performance of SLU to convert user utterance into semantic form even if less training data 
is available. Eleven classification algorithms from machine learning have experimented 
under deficient data. The evaluation matrices used are accuracy, f-score, and inter cross-
entropy. Comprehensive experimentation is carried out on the two publicly available 
datasets DSTC2 and DSTC3 were carried out.The accuracy for Support Vector Machine  
(SVM) , Stochastic Gradient Descent (SGD) and Decision tree are 0.940, 0.960 , 0.955 for 
DSTC2  and 0.916, 0.900, 0.901  for DSTC3 database  respectively. The F-score for SVM, 
SGD and Decision tree are 0.855, 0.868, 0.849 for DSTC2 dataset  and 0.725, 0.715, 0.700  
for DSTC3 database, respectively. The ICE for SVM and SGD  are 1.191,1.100 for DSTC2 
dataset  and 3.180,2.999  for DSTC3 database, respectively. The performance of SLU based 
on SVM and SGD was found to be the best among all. The worst performance in terms of all 
three evaluation metrics was displayed by SLU incorporating Automatic Relevance 
Determination (ARD) and Relevance Vector Machine (RVC) classifier.   
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1. Introduction  
Spoken Dialogue System (SDS) interacts with the user in the 

most natural form of communication. It helps the user to achieve 
a goal through a series of interactions. SDS is moving to the open 
domain now. In the open domain, SDS has to maintain natural 
conversation even if data are scarce. Recently a lot of work is 
reported in the literature for open-domain Spoken Language 
Understanding (SLU) where it should be able to convert user 
utterance to semantic form even if less data is available. SLU 
reported in literature incorporates classifiers at different levels. 
The first level classifier in SLU will classify utterance to a domain 

example restaurant, flight booking, and tourist information. The 
next level classifier will classify user intend within domain 
example for example finding a restaurant or flight.  

Subsequent levels in SLU should fill the slots such as time, 
date, etc. Filling slots will allow the flow of conversation to 
achieve the user goal. Thus, the robustness of the classifier to infer 
the output even if training data is less is important. There is a need 
for investigation of the robust classifier for SLU, which can 
convert user utterance to semantic form even if less training data 
is available. The work in the paper investigates a robust classifier. 
This research is broadening of work initially reported in the 
conference paper [1] The work is extended by incorporating CNN 
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for feature extraction and investigating eleven classifiers from 
literature. Comprehensive experimentation was done on the 
DSTC2 dataset and the DSTC3 dataset. The evaluation was done 
on two domain datasets. DSTC2 datasets for the restaurant 
domain and DSTC3 datasets for the tourist domain were used for 
evaluation. 

Classification is an important task in many applications as 
image processing, spoken dialogue systems, etc. Choosing the 
right classifier for an application is a very important task. A lot of 
work is reported in the literature for investigating a robust 
classifier for a particular application. The work [2] has predicted 
error rates of k-neighborhood, SVM, and decision tree classifiers 
for the application of computer-aided diagnostic (CAD). The 
evaluation of the classifiers is done on a small training set. Later 
the work was extended to three tasks in CAD. The task was 
detecting cancer, identifying high or low-grade and-later the work 
was extended by adding more features [3] Another work 
investigates classifiers for text classification [4] The Paper 
investigates Rocchio Classification, K Nearest Neighbor, Naïve 
Bayes Classification, SVM Classification, and Regression-Based 
Classification for the task of classifying text. The paper concludes 
with a study stating that the right choice of dimension reduction 
algorithm and classifier can improve the performance of text 
classification. One more paper [5] refers to the classifier 
investigation for the task of text classification under limited data. 
A naive Bayes classifier is also investigated for text classification 
[6]  The work combines the dimension reduction method with a 
classification algorithm for text classification under limited 
training data. The study was reported in [7] Paper [8] tackles the 
issue of imbalance data under training data. They tackle the issue 
by a stable space for testing data proposed using a metric 
algorithm. The effect of training size on the neural network 
classifier is also demonstrated in the literature [9] Recently a work 
[10] reported classifiers for clinical treatment. The study also 
includes data augmentation techniques along with classifiers Thus, 
a lot of classification algorithm investigation for different 
applications is done. This paper investigates a robust classifier for 
the slot filling task of SDS.  

To improve SLU's performance for classifying utterance to 
predefined slots, different classification algorithms from machine 
learning were investigated. The purpose of the work is to: 

1)  Extend a robust classifier algorithm in machine learning to 
the semantic decoder in spoken language understanding for 
the task of converting user utterance into a semantic form of 
dialogue act and slot-value pair.  

2) To demonstrate the impact of data scarcity on SLU 
incorporating different classifiers. 

3)  Comprehensive experiment on SLU incorporating eleven 
classifiers on two public datasets DSTC2 and DSTC3. The 
metrics used for evaluation are accuracy, f-score, and item 
cross-entropy. 

2. Related Background 

2.1. Decision Tree [DT] 

DT is a popular classifier and is used in various machine 
learning applications such as data mining, image processing, 

statistics, etc. It uses if and then rules and follow the top-down 
method. In paper [11] decision tree is used for mining applications. 
A decision tree is used to extract information from huge data. 
Another work discusses the framework for decision tree algorithm, 
splitting criteria, and pruning methods [12] The paper also 
discusses extended decision trees such as obvious tree s decision 
trees, incremental tree, tree inducers, and fuzzy trees. A decision is 
also used as an inductive inference system [13] The decision tree 
algorithm consists of a set of rules called a decision. It extracts 
knowledge from example. Thus, it resembles the machine learning 
principle of learning from examples. In a research work presented 
in paper [14], the IDA decision algorithm is proposed. The ID3 
decision algorithm is also discussed and compared with IDA.ID3 
algorithm uses entropy for finding the uncertainty of classification 
output. While IDA uses divergence for classification. As reflected 
in the results, the IDA algorithm performance displays its 
effectiveness over ID3. Another paper [15] proposes an improved 
ID3 algorithm. It incorporates the Taylor series in ID3 to improve 
the classifier.  One of the popular applications of the decision tree 
is data mining [16] 

2.2. Multilayer Perceptron [MLP] 

One of the most powerful classifiers used in machine learning 
is the MLP classifier. It uses a supervised learning and feedforward 
network. One of the applications reported for MLP is for 
recognizing a number in the Bengali language [17] For numbers 
recognizing pre-processing techniques such as feature, the 
selection is also incorporated. Another application reported is for 
the inference of liver cirrhosis [18] However, it is very difficult to 
tune the parameter of a multilayer perceptron. To overcome this 
difficulty a methodology is proposed in the paper [19] The 
methodology can find the number of epochs to get the best 
performance which is optimal. 

2.3. Gaussian naïve Bayes 

Gaussian naive Bayes classifier is a probabilistic classifier 
applied to many applications. Bayes theorem is used for 
classification. One application is discussed in [20] for breast cancer 
classification. A framework consisting of data pre-processing, 
feature selection, and classifier is proposed for breast cancer 
classification.  

2.4. Gaussian classifier 

Gaussian classifiers are used in many applications such as 
language identification [21], spectrum recognition [22] and 
dialogue representation [23] The work in paper [24] discusses the 
parametric Gaussian classifier. In this work, a Gaussian classifier 
incorporating a neural network is discussed. The results 
demonstrate the effectiveness of the parametric approach applied 
to Gaussian distribution. The Gaussian classifier is also analyzed 
for limited training data [25] The work discusses the impact of 
limited data on the decision boundary of a classifier. 

2.5. AdaBoost classifier 

In literature AdaBoost are used for detecting objects[26] 
,detecting faults in gearbox [27] and detecting hands [28] In 
another paper, AdaBoost is used in mobile intelligent terminals for 
security level classification [29] Various modified AdaBoost 
algorithms are were analyzed for classification margin[30] 
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Further, in the same paper, generalized error for eight variants of 
AdaBoost was reported. Personalized AdaBoost which is a variant 
of AdaBoost as reported in the paper has the least generalization 
error 

2.6. Relevance vector machine 

Relevance vector machine (RVM) is a probabilistic model used 
for classification and regression. The prediction of the output of 
RVM is probabilistic. RVM is used for the classification of 
hyperspectral images using wavelet kernel [31] As reported in the 
paper, training speed was improved by RVC incorporating wavelet 
kernel. Another application was reported for RVM for the 
detection of clustering in mammogram [32] For mammogram 
classification, RVM was able to maintain better classification with 
less computation complexity 

2.7. Stochastic gradient (SGD) 

      It is a linear classifier that incorporates SGD learning. These 
classifiers are used in classifying emotions in Hindi text [33]  In 
the Hindi emotion classification model, first pos tagging is done 
on the text and then features are extracted from the text. Extracted 
features are used to train the SGD classifier or random forest 
classifier. The results were improved by incorporating reduced 
features to SGD. Another application for SGD in literature is for 
the categorization of Bangla text [34] The results for Bangla text 
classification was improved using SGD. 

2.8. Support Vector Machine [SVM] 

It is a linear non-probabilistic classifier. It uses Platt's model to 
predict the output. One of the applications in literature is big data 
automated selection [35] The quality of data affects the 
classification performance of SVM. Results in the paper showed 
that optimizing the SVM parameter can improve the performance. 
SVM is also used for skin disease classification [36] In this work, 
the Image was flattened to get an array of pixel intensities. This 
array of labeled data was used to train SVM. Recently SVM using 
field programmable gate array is used for knowledge discovery. 

2.9. K-nearest neighborhood [KNN] 

It is a supervised classifier based on distance measurement. It 
is widely applied to data mining for the classification task.In recent 
work[37], KNN is used for saving energy for the home. KNN is 
used here for appliance classification. The KNN classifiers were 
able to detect home appliances in a short time. Lot variants of KNN 
such as dynamic KNN, weight-adjusted KNN and distance 
weighted KNN are proposed to speed up the learning process [38] 

2.10. Random Forest [RF] 

It is an algorithm based on a decision tree. In a paper [39], RF 
is used for Android malware detection applications. The 
framework proposed in the paper was evaluated on the android 
feature dataset. RF was used for the classification task of 
identifying applications as benign or malicious. Misclassification 
error for classifying malware was least for the random forest. 
Recently in a paper, RF is used for identifying and classifying 
applications for network traffic detection. The algorithm used for 

comparison were random forest, SVM, and logistic regression. RF 
outperformed all the classifiers in terms of accuracy and f-score. 

2.11. Variational Relevance Vector Machine [VRVM] 

A variant of RVM is proposed in paper [40] known as 
variational relevance vector machine. This method is RVM with 
variational inference. VRVM is applied for RVM multi-dimension 
array classification. Another application for VRVM is discussed in 
the literature for the classification of table data such as blocks of 
image [41] VRVM was found more robust then RVM. 

3. Block diagram of SLU 

SLU is an important component of the SDS system which 
converts user utterance to a semantic form consisting of dialogue 
act and slot value pair. Figure 1 shows the block diagram of SLU.   

 
Figure 1: Structure of SLU 

SLU plays a very important role in understanding user intent. 
User utterance is given to the Automatic Speech Recognition 
(ASR) system which converts speech into text form. The text input 
is given to SLU. It extracts features from text utterance. The 
features are fed to a set of classifiers to extract dialogue act and 
slot-value pair from features. The dialogue act and slot-value pair 
are combined to form a semantic representation of user utterance. 
Semantic representation is further analyzed to understand user 
utterance. 

4. Implementation of SLU 

Figure 2 represents a semantic tuple classifier for the task of 
semantic classification which is described in the paper [42]  

 
Figure 2: SLU incorporating classifiers for dialogue act and slot-value pair 
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The speech input is given to ASR. The ASR converts speech 
input to text form which is the N-best list. The features are 
extracted from the text. The feature extraction method in paper 
[42] is extended by incorporating CNN. The deep extracted feature 
is fed to the classifier. The first classifier classifies user utterance 
to dialogue act such as to inform (), request (), and bye (). This will 
help to understand the goal of the user. The next set of classifier 
identifies the slot-value pair for user utterance. The semantic form 
of user utterance consists of dialogue act and slot- value pair. Next, 
eleven classifiers from machine learning are investigated for 
dialogue act classification and to find slot–value pair. The 
classifiers investigated on SLU are support vector machine, 
stochastic gradient descent classifier, AdaBoost classifier, decision 
tree, relevance vector classifier, random forest, k-nearest neighbor 
classifier, multi-layer perceptron classifier, automatic relevance 
determination classifier, Gaussian naive Bayes classifier, and 
variational relevance vector machine.  The experimentation was 
performed with a different amount of training data. The 
performance of SLU was studied and compared incorporating 
different classifiers under limited training data on DSTC2 and 
DSTC3 databases. The experimentation for measuring robustness 
on limited training data was conducted by training the model on 
25% training data and then testing the model on entire testing data. 
Later experimentation was repeated for 50% training data, 75% of 
training data, and 100% training data. The evaluation was done on 
metric Inter Cross-Entropy (ICE), accuracy, and F-score. 

5. Results and Discussion 

5.1. Datasets 

Experimentation is done on two public datasets DSTC2 and 
DSTC3. The DSTC2 dataset for the restaurant domain. It consists 
of 1765 dialogues for training data, 441 validation data and 1117 
dialogue for testing data. The DSTC3 dataset is for the tourist 
domain. It consists of a total of 2265 dialogues. The training data 
used for the experiment is 1265 dialogues and 250 dialogues for 
validation. The testing data for the experiment is 750 dialogues.  

5.2. Evaluation metrics 

The framework is evaluated with three metrics: Inter Cross-
Entropy (ICE), accuracy, and F-score. The ICE is cross-entropy 
between the probability density from the confidence and the 
optimal density given by delta functions at the correct values [43] 
In the paper, it was demonstrated ICE gives a consistent 
performance ranking for both the confidence scores and the overall 
correctness of the system. A lower ICE metric indicates good 
dialogue confidence performance. Accuracy and F-score are in 
range 0 to 1 and higher values indicate good performance. ICE 
metric is highly correlated with the performance of SDS. Accuracy 
and F-score will reflect the performance of the SLU model. Thus 
for the evaluation of model in the experiment is done with ICE, f-
score, and accuracy.   

5.3 Baseline Method 

The framework used for experimentation is an extension of the 
semantic decoder [42] The decoder is extended by incorporating 
CNN for feature extraction. The extended framework 
experimented with incorporating eleven different classifiers from 
machine learning. The framework was evaluated on DSTC2 and 

DSTC3 datasets. The framework was also investigated for 
robustness for less training data. 

5.4 Experimental setting 1 

The first set of experimentation was carried out on the DSTC2 
dataset. The experiment was conducted on a deep semantic 
decoder by incorporating 11 different classifiers. For each 
classifier, the robustness was evaluated by training the model with 
different quantity of training data and then testing using the entire 
set. The different quantity of training data was 1765 dialogues 
(100% training data), 1323 dialogues (75% data), 882 dialogues 
(50% training data), and 441 dialogues (25% training data). 
Testing of SLU for all different quantity of training data was done 
on 1117 testing dialogues. The classifiers investigated on SLU are 
SVM, SGD, AdaBoost, DT, RVC, MLP, RF, k-neighbourhood, 
ARD, Gaussian naive Bayes, and VRVM. 

 
Figure 3: ICE for a model trained on 25% training data, 50% training data, 75% 

training data, and 100% DSTC 2 training data. 

Figure 3 shows the experimental results for ICE measured on 
the dSTC2 dataset for different quantity of training data. Results 
show ICE is directly proportional to training data. Almost all 
classifier ICE was high when training data was less. This indicates 
the overall quality of distribution was least for 20% of training data 
and most when 100% training data. Their set of classifiers 
displaying the best performance are SVM, SGD, and VRVM at 
100% data. SVM and SGD displayed the least variation in ICE at 
the different quantity of training data. The variation in VRVM and 
MLP was most for different quantity of training data. The set of 
classifiers displaying the worst performance are ARD, RVC, and 
MLP. The classifier which had an overall good performance for all 
quantity of training data and full data is SGD.  

The testing accuracy results of the experiment on the DSTC2 
dataset are shown in Figure 4. The measurement accuracy is for 
correct classification of user utterance to semantic form consisting 
of dialogue act and slot value pair. The classifiers whose topmost 
semantic hypothesis was correct are SVM, VRVM, decision tree, 
and SGD. These classifiers were also able to predict the semantic 
hypothesis for testing data even if the training data was less. 
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VRVM was not able to maintain its performance for limited 
training data. Thus SVM, decision tree, and SGD were able to 
maintain its performance even if training data was scarce. The 
classifiers displaying the least performance are ARD, RVC, and 
random forest. The VRVM's testing accuracy measured for 20% 
training data is 0.827 and for training 100% data it is 0.939. Thus, 
it is not able to maintain its performance under a scarcity of data. 
Similarly, MLP and k– neighborhood classifiers were also not able 
to maintain its performance under data scarceness. 

 
Figure 4: Testing data accuracy for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 2 training data. 

 
Figure 5: Testing data F-score for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 2 training data. 

F-score for testing data DSTC2 is presented in Figure.5. A high 
value of the F-score will indicate a low false-negative and positive 
value of the semantic hypothesis. A high F-score was displayed by 
SLU incorporating Decision Tree, SVM, VRVM, and SGD. SLU's 

robustness for limited data was increased with these classifiers. 
VRVM again failed to show robustness for limited data. Low F-
score was displayed by random forest and RVC. SLU 
incorporating MLP also had a lot of variation in F-score for 
different quantity of training data. 

5.5. Experimental setting 2 

The second set of experiments was carried out on DSTC3. The 
different quantity of training data was 1265 dialogues (100% 
training data), 925 dialogues (75% training data), 600 dialogues 
(50% training data), and 300 dialogues (25% training data). The 
testing data consist of 750 dialogues. The eleven classifiers 
included in an experiment setting 1 is also included in experiment 
setting 2 as well. 

 

Figure 6: ICE for a model trained on 25% training data, 50% training data, 75% 
training data, and 100% DSTC 3 training data. 

 

Figure 7: Testing data accuracy for a model trained on 25% training data, 50% 
training data, 75% training data, and 100% DSTC 3 training data 

Figure 6 shows the ICE readings for the different quantity of 
training data for DSTC3 datasets. The results are similar as found 
for the DSTC2 experiment. The SLU incorporating the set of 
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classifiers displaying good results are SVM, SGD, and VRVM. 
Variation in ICE for different quantity of training data was 
minimum for SVM and SGD. Variation in ICE was more in 
VRVM. The SLU incorporating a set of classifiers displaying the 
worst results are ARD, RVC, and RF.  The maximum variation in 
ICE was displayed by MLP, RVC, and K-neighbourhood. 

Testing accuracy for the SLU model for different quantity of 
training data for the DSTC3 dataset is shown in Figure 7. Again, 
the results are in line with DSTC2 results. The classifiers which 
were able to classify user utterance to semantic form most 
accurately were SVM, SGD, and decision tree. The classifiers 
performing well under data scarcity are SVM, SGD, and decision 
tree. The worst performance in terms of data scarcity was showed 
by the MLP classifier. In terms of accuracy worst performance was 
shown by ARD, RF, and RVC. 

 
Figure 8: Testing data F-score for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 3 training data. 

The results for SLU model performance on the DSTC3 dataset 
are shown in Figure 8. The results are again similar to the DSTC2 
dataset. F-score was high for SLU when incorporated SGD, SVM, 
VRVM, and decision tree.  Low F-score was displayed by SLU 
when incorporated RVC, RF, and ARD. 

Variation in  ICE for SGD and SVM when SLU is trained for 
least and highest train data is 0.296 and 0.209 for the DSTC2 
dataset and 0.190 and 0.190 for the DSTC3 dataset, respectively. 
The least variation in ICE was found for SVM and SGD. Thus, the 
set of classifiers showing robustness under limited training data for 
ICE metrics are SVM and SGD. Variation in  ICE for MLP and 
Gaussian naive Bayes when SLU is trained for least and highest 
train data is 1.95 and 1.45 for DSTC2 and 2.251 and 0.18 for 
DSTC3 dataset, respectively. The highest variation in ICE was 
found for  MLP and Gaussian naive Bayes. Thus set of classifiers 
showing the worst result for ICE are MLP and Gaussian naive 
Bayes. 

Table 1: Results on DSTC2 dataset 

S.No Classifier ICE Accuracy F-score 
1 Adamboost 1.861 0.863 0.848 
2 SVM 1.191 0.940 0.855 
3 SGD 1.100 0.960 0.868 
4 ARD 4.02 0.788 0.311 
5 Decision 

Tree 
2.107 0.955 0.849 

6 k-neighbor 2.765 0.873 0.694 
7 MLP 

classifier 
3.224 0.894 0.696 

8 gaussian 
naive Bayes 

5.03 0.842 0.623 

9 random-
forest 

2.916 0.773 0.243 

10 RVC 3.053 0.799 0.540 
11 VRVM 1.405 0.939 0.827 

Table 1 shows the results for the DSTC2 dataset. Table 2 
shows results for the DSTC3 dataset for the tourist domain. 
Comparison of accuracy, F-score and ICE from table 1 and table 2 
can be studied. 

Table 2: Results on DSTC3 dataset 

S.No Classifier ICE Accuracy F-score 
1 Adamboost 3.723 0.847 0.699 
2 SVM 3.180 0.916 0.725 
3 SGD 2.999 0.900 0.715 
4 ARD 4.380 0.850 0.450 
5 Decision 

Tree 
3.458 0.901 0.700 

6 k-neighbor 3.499 0.896 0.687 
7 MLP 

classifier 
3.780 0.783 0.324 

8 gaussian 
naive Bayes 

3.721 0.847 0.699 

9 random 
forest 

4.179 0.828 0.186 

10 RVC 4.375 0.884 0.400 
11 VRVM 0.311 0.897 0.677 

The results from table 1 and table 2 are analyzed to find the 
classifier performing best and worst. The lowest ICE results are 
obtained by SLU incorporating SGD and SVM when evaluated on 
both DSCT2 and DSTC3 datasets. The highest accuracy is 
obtained by SLU incorporating SVM and SGD for DSTC2 and 
DSTC3. The highest F-score is obtained by SLU incorporating 
SVM and SGD for DSTC2 and DSTC3. 

6. Conclusion 

The work extends the classification algorithm in machine 
learning to the semantic decoder in SLU. Experimental results on 
both the DSTC2 database for the hotel domain and the DSTC3 
database for the tourist domain had similar findings. The SLU's 
robustness for data scarcity was measured by three evaluation 
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metrics: accuracy, ICE, and F-score. The SLU model was trained 
at 25% data (least training data), 50% data, 75% data, and 100% 
data (highest training data). The work indicates three important 
findings from the results obtained from experimentation. The first 
finding is that both the databases are displaying variation in SLU 
performance for different classifiers indicating SLU performance 
is influenced by the selection of proper classifiers. The second 
finding is that there is variation in ICE for least and maximum 
training data for all the classifiers indicating ICE is highly 
influenced by the quantity of training data used to train the SLU 
model. The third finding is the amount of variation in ICE  
displayed by each classifier is different indicating the robustness 
of SLU to work under data scarceness is influenced by the right 
choice of the classifier.  

Variation in ICE, accuracy and F-score for SLU incorporating 
SVM is 0.209, 0.007, 0.035 for DSTC2 database and 0.190, 0.018, 
0.052 for DSTC3 database, respectively. Variation in ICE, 
accuracy, and F-score for SLU incorporating SGD is 0.296, 
0.016,0.033 for DSTC2 database and 0.190, 0.010, 0.035 for 
DSTC3 database, respectively. Thus, the overall performance of 
SLU, maintaining good performance for all the three evaluation 
metrics, is by incorporating SVM and SGD. The overall low 
performance is displayed by SLU incorporating ARD, RVC, MLP, 
Gaussian naive Bayes, and RF. 
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