Standardized UCI-EGO dataset for evaluating 3D hand pose estimation on the point cloud
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A B S T R A C T

To evaluate and compare methods in computer vision, scientists must use a benchmark dataset and unified sets of measurements. The UCI-EGO dataset is a standard benchmark dataset for evaluating Hand Pose Estimation (HPE) on depth images. To build robotic arms that perform complex operations such as human hands, the poses of the human hand need to be accurately estimated and restored in 3D space. In this paper, we standardized the UCI-EGO dataset to evaluate 3D HPE from point cloud data of the complex scenes. We also propose a method for fine-tuning a set parameter to train the estimation model and evaluating 3D HPE from point cloud data based on 3D Convolutional Neural Networks (CNNs). The CNNs that we use to evaluated currently the most accurate in 3D HPE. The results of the 3D HPE from the point cloud data were evaluated in two branches: using the hand data segment and not using the hand data segment. The results show that the average of 3D joint errors of the 3D HPE is large on the UCI-EGO dataset (87.52mm) and that the error without using the hand data segment is many times higher than the estimated results when using the hand data segment (0.35ms). Besides, we also present the challenges of estimating 3D hand pose and the origin of the challenge when estimating real image dataset.

1 Introduction

In computer vision when evaluating and comparing the methods, the scientists must use a benchmark dataset and unified sets of measurements. The benchmark dataset usually includes training sets and testing sets/validation set [1], this ratio is defined in the cross-validation parameter [2]. And these sets just include the annotation data of each sample. The UCI-EGO dataset has been published in [3] and evaluated in many studies of HPE [4, 5]. However, these ratings are evaluated in 2D space on the depth image. The UCI-EGO dataset provided the annotation data, each key point is represented by the structure (x, y, z), (x, y) are the coordinates on the depth image, z is the depth value of pixel which has the coordinates (x, y). However, the actual depth values of the annotation data are different from the depth data on the depth image. They are shown as Figure 2.

Nowadays, building robotic arms with hands that can perform many complex actions like human hands is an issue that needs research [2]. Since the human hands have many degrees of freedom (DOF), the complex actions can be performed. In order to build a robotic hand that can perform complex operations (Figure 3), first of all, it is necessary to restore and estimate the hand poses in the 3D space. Therefore, we continue to perform research on estimating human hand pose in the 3D space. In particular, estimating the hand pose on the data obtained from the EGOcentric Vision (EGO-VI) sensor, contains many challenges such as missing, data loss, or obscuring.

Therefore, this paper includes the main contributions as follows:

- Standardizing the annotation data of the UCI-EGO dataset based on the depth value on the depth image. That means replacing the depth value of each point in the annotation data with the depth value of the corresponding point at that coordinate on the depth image, as illustrated in Figure 2. From this, using 3D hand pose annotation data to train the hand pose estimation model in the 3D space.
- Fine-tuning a set of parameters to train the hand pose estimation model in the 3D space based on the depth value of the hand in the 3D space. In particular, estimating the hand pose on the data obtained from the EGO-VI sensor, contains many challenges such as missing, data loss, or obscuring.

The estimation results are presented and
evaluated on the point cloud data. This is the same data as the real world.

Figure 1: Illustration of 2D HPE results on the UCI-EGO dataset.

Figure 2: The depth value of the first point in the hand skeleton of annotation data and depth image data.

Figure 3: Robot arm illustration follows the operation of human hands.

• Presenting and comparing some 3D HPE results on the full hand dataset and the dataset obtained from the EGO-VI sensor. Presenting some challenges of estimating hand pose in the 3D space when estimating on the data obtained from EGO-VI sensors.

2 Related Works

Evaluating on the benchmark datasets is an important step to confirm the correctness of the detection, recognition, and estimation model of computer vision. Currently, there are many datasets for evaluating 3D HPE. The datasets are listed in Tab. 6 of [9]. In this paper, we only reintroduce some of the datasets used to evaluate 3D
HPE and some results based on typical CNNs.

In [10], published MSRA dataset. It includes 76k depth images of nine subjects of the right hands are captured using Intel’s Creative Interactive Gesture Camera. Each subject include 17 gestures captured and include about 500 frames with 21 3D annotation hand joints for each frame: wrist, index mcp(metacarpal bone), index pip(proximal phalanges), index tip, middle mcp(metacarpal bone), middle pip(proximal phalanges), middle dip(distal phalanges), middle tip, ring mcp (metacarpal bone), ring pip(proximal phalanges), ring dip(distal phalanges), ring tip, little mcp(metacarpal bone), little pip(proximal phalanges), a little dip(distal phalanges), little tip, thumb mcp(metacarpal bone), thumb pip(proximal phalanges), thumb dip(distal phalanges), and thumb tip. The size of the captured image is 320 × 240 pixels. The camera’s intrinsic parameters are also provided, i.e. principal point of the image is (160, 120) and the focal length is 241.42. This dataset only has depth images, especially the hand data that is segmented with environmental data. This is a benchmark dataset for the evaluation of 3D HPE, the results of the CNNs are shown in table 2 of [11].

In [12] the author includes 72,757 frames of the training set captured from a single person and 8,252 frames of the testing set captured two different persons from three MS Kinect v1, i.e. a frontal view and two side views. Each frame is a couple of RGB-D images. This dataset provided 25-joints in the annotation data with 42 DOF. The authors used the Randomized Decision Forest (RDF) to train a binary classification model by this dataset. And then this classification segments each pixel that belongs to a hand or background in the depth image. 3D HPE results of the CNNs are shown in table 2 of [11].

In [13] the author includes 22K frames for training and 1.6K frames for testing, they captured from the Intel’s Creative Interactive Gesture Camera with 10 subjects to take 26 different poses. It also provides 3D annotation data with 16 hand joints: palm, thumb root, thumb mid, thumb tip, index root, index mid, index tip, middle root, middle mid, middle tip, ring root, ring mid, ring tip, pinky root, pinky mid, and pinky tip.

The above are the datasets collected from a fixed number of perspectives of the image sensors. In many real applications, the image sensors are mounted on the body to collect data from the environment. These datasets are named the “Egocentric” dataset.

In [14], the author published the UCI-EGO dataset, in [15] the author published the Graz16 dataset, in [16] the author published the Dexter+Object dataset, in [17] the author published the First-Person Hand Action dataset (FHAD) in [18] the author published the UCI-EGO-Syn dataset, in [19] the author published the CVRA dataset. Most EGO-VI datasets contain challenges for 3D HPE as follows: The frames do not contain hands, and the hands are obscured by objects in the scene; Data of the fingers is obscured; Data of visible hand only data of palm. The percent of challenges in CVRA [15] and UCI-EGO-Syn [18] datasets are shown in Figure 5.

In the past 5 years, many CNNs and related studies have been published for HPE. However, most of these studies were evaluated on the MSRA, NYU, ICVL datasets, the results are shown in table 2 of [11]. In this paper, we are interested in estimating 3D hand pose from the 3D annotation of hand skeleton data. The method we use is V2V, it has the input data of 3D annotation data and the point cloud data of hand. In [19], the author proposed 3D CNN for 3D HPE. This network projects 3D points of the hand following: x-direction, y-direction, z-direction. Synthesized in these three directions is encoded as 3D volumes storing the projective Directional Truncated Signed Distance Function (D-TSDF). Special, it only uses three 3D convolutional layers and three fully-connected layers to train the model. The estimated results have an average error of 9.58mm on the MSRA dataset.

In [20], the author proposed a deep regression network (SHPR-Net) for 3D HPE. This network consists of two components: A semantic segmentation network (SegNet) and the hand pose regression network (RegNet). The first component is used to segment the joints, the parts of the hand. That is, each part of the hand is segmented and labeled, RegNet is used to predict the 3D coordinates of the match corresponding to the segmented hand data areas. The estimated results have an average error of 10.78mm on the NYU dataset. In [21], the author proposed Hand PointNet to estimate 3D hand pose from the segmented hand on a depth image by using random decision forest [13], then convert to point cloud data using the Eq. 1. This method has improved the basic PointNet by using a hierarchical PointNet to generate the hierarchical feature extraction. Specifically, it uses three point set abstraction levels. Besides, In [22] and [23], the authors proposed the 3D DenseNet, Point-to-Point Net, respectively. The estimated error of result on the above methods is usually less than 10mm.

3 Standardized UCI-EGO Dataset and 3D HPE by V2V

3.1 Standardized UCI-EGO Dataset

As shown in Figure 3(b), the annotation data of the UCI-EGO dataset needs to be calibrated to meet the evaluation of 3D HPE in 3D space / on the point cloud data. Deviation in 3D annotation data of the hand pose is due to the 3D annotation data generated from the semi-automatic labeling tool. This issue is covered in Sec. 4.1 by UCI-EGO dataset introduction. This process is done as follows: The
coordinates of each keypoint \( K(x, y, z) \) in the UCI-EGO annotation data, where \((x, y)\) is the coordinate of \( K \) on the depth image, \( z \) is the depth value of \( K \) in the depth image \([3]\). In this paper, we replace the depth value of the \( K \) point in UCI-EGO \([3]\) with the depth value of the point with coordinates \((x, y)\) on the depth image. However, there are many cases of data loss or missing in the depth images, especially on the depth image sensors collected on previous depth sensors such as the Microsoft Kinect Version 1 \([24]\). We solve this problem by using the mean depth value of the \( k \)-neighbors of the \( K \) on the depth image, where \( k = 3, d_k = mean(d_{k1}, d_{k2}, d_{k3}) \).

After that, the coordinates \((x, y)\) of the keypoint on the image combined with the depth value to generate one point \((x_d, y_d, z_d)\) in 3D space / point cloud data \([25]\) according to Eq. 1

\[
\begin{align*}
x_d &= \frac{(x - cx_d) \ast z}{f_x d} \\
y_d &= \frac{(y - cy_d) \ast z}{f_y d} \\
z_d &= z
\end{align*}
\]  

where \( f_x d, f_y d, cx_d, \) and \( cy_d \) are the intrinsic parameters of the depth camera.

The results of the standardized annotation data are illustrated on the point cloud data of the hand as shown in Figure 4.c).

### 3.2 3D HPE by V2V

Based on the results of the 3D HPE of the 3D CNN on ICVL, NYU, MSRA datasets. The V2V \([8]\) network has the best estimation result (average of 3D joints error is 6.28mm, 8.42mm, 7.49mm, respectively). Therefore, we used the V2V network to evaluate HPE on the UCI-EGO dataset. The execution process is shown below.

![Figure 6: The hand data segmentation and 3D HPE based on 3D CNN (V2V) \([8]\).](image)

As shown in Figure 6 (left), the hand is in the complex scene, where the input data of V2V is the point cloud data of the segmented hand. Therefore, we propose a preprocessing step to segment the hand data with the environment and other objects.

We based on the annotation data on the keypoints of the hand skeleton frame on the depth image to crop a region container on the depth image with a rectangle that is bounding box of the keypoints on the depth image. We then find the maximum depth value of the keypoints \( M^h_d \) on the depth image. We rely on the context of capturing data from the EGO-VI sensor, the hand that is usually closest to the sensor. Therefore, the data near the hand that is large \( M^h_d \) is not part of the hand data.

As shown in Figure 6 (right), the input of the V2V method is 3D voxelized data. Thus, it reprojects each pixel of the depth map to the 3D space. After that, this space is discretized based on the pre-defined voxel size. V2V-PoseNet is based on the hourglass model \([26]\) and is designed to be divided into four volumetric blocks. The first volumetric basic block includes a volumetric convolution, volumetric batch normalization, and the activation function. The location of the first volumetric basic block is in the first and last parts of the network. The second volumetric residual block extended from the 2D residual block in \([27]\). The third volumetric downsampling block is similar to the volumetric max-pooling layer. The last block is the volumetric upsampling block, which consists of a volumetric deconvolution layer, volumetric batch normalization layer, and the activation function.

![Figure 7: Encoder and decoder phase in the network architecture of V2V-PoseNet \([8]\).](image)

Each phase of the V2V-PoseNet method in Figure 6 is shown in Figure 7. Each phase consists of four blocks as shown in Figure 4. Therein, the volumetric downsampling block reduces the feature map space while the volumetric residual block increases the number of channels in the encoder phase. Otherwise, the volumetric upsampling block enlarges the feature map space. When upsampling, to compress the extracted features the network reduce the number of channels. To predict each keypoint of the hand in 3D space through two stages: encoder, decoder. They are connected by the voxel-wise. To supervise the per-voxel likelihood in the estimating process, V2V generates a 3D heatmap, wherein the mean of the Gaussian peak is positioned at the ground-truth joint location in Eq. 2.

\[
D^*_n(i, j, k) = \exp\left(\frac{-(i - i_n)^2 + (j - j_n)^2 + (k - k_n)^2}{2\sigma^2}\right)
\]  

where \( n \)-th keypoint whose ground-truth 3D heatmap is denoted \( D^*_n \), \((i_n, j_n, k_n)\) is the ground-truth voxel coordinate of \( n \)-th, and \( \sigma = 1.7 \) is the standard deviation of the Gaussian peak \([8]\). V2V also uses the mean square error as a loss function \( L \) in Eq. 3.

\[
L = \sum_{n=1}^{N} \sum_{i,j,k} \|D^*_n(i, j, k) - D_n(i, j, k)\|^2
\]

where \( D^*_n \) and \( D_n \) are the ground-truth and estimated results for \( n \)-th keypoint, respectively, and the number of keypoints is denoted \( N \).

### 4 Experimental Results

#### 4.1 Dataset

In this paper, we are trained and tested on the UCI-EGO \([14]\) dataset. It provides about 400 frames prepared the 3D annotation. 3D annotations of keypoints with 26 joint points are also provided. To
annotate this dataset for evaluating 3D HPE and hand tracking the authors developed a semi-automatic labeling tool. It can annotate the accurate partially occluded hands and fingers in the 3D space by using techniques: A few 2D joints are first manually labeled in the image and have used to select the closest synthetic samples in the training set; After that, a full hand pose is generated combining the manual labeling and the selected 3D sample; This pose is manually refined, resulting to the selection of a new sample, and the creation of a new pose; This process is repeated until acceptable labeling is achieved. This dataset captured from a chest-mounted Intel Senz3D RGB-D camera/EGO-VI and capture 4 sequences, 2 for each subject (1 male and 1 female), as illustrated in Figure 8. The authors labeled the keypoints of any visible hand in both RGB and Depth images every 10 frames, as illustrated in Figure 9.

We perform experiments on PC with Core i5 processor - RAM 8G, 4GB GPU. Pre-processing steps were performed on Matlab, fine-tuning, and development process in Python language on Ubuntu 18.04.

Before performing 3D HPE from the point cloud data, we propose a pre-processing step to segment the hand from the complex scene data, as shown in Figure 14. The depth image contains the depth value of the hand data is the closest (the hand is closest to the sensor). From there we use a threshold $d_{\text{thres}}$ which is the maximum depth value of the hand to segment the data of the hand and other data in the complex scene.

4.2 V2V Parameters

Like in the original study of V2V-PoseNet [8], this deep network is developed in the PyTorch framework. The zero-mean Gaussian distribution with $\sigma = 0.001$ is initialized to all weights. The learning rate is set 0.00025 and batch size is set 4. This is the maximum value that V2V can train the model on our computer. The size of input is $88 \times 88 \times 88$. This deep network also uses the optimizer method of Adam [28]. To standardize data for training, V2V rotates [-40, 40] degrees in XY space, scale [0.8, 1.2] in 3D space, and translate with the size of voxels [-8, 8] in 3D space. We trained the model for 15 epochs. Implementation details of V2V are shown in the link [9].

In the original V2V study [8], the model trained only for 10 epochs. Although, the depth data value on the MSRA dataset is from 0.3m-0.7m, while the depth data value on the UCI-EGO dataset is from 0.3-0.45m. In each epoch, we computed the total loss function of batch sizes by Eq. 4.

$$T_L = \sum_{j=1}^{N_p} L_j$$ (4)

where $N_p = N_s / \text{batch}\_\text{size}$ is the batch size number of the training data, $N_s$ is the sample number of the training data. $L_j$ is the total loss function $j^{th}$ of each batch size.

We then compare the total loss function at each epoch. In a model with the smallest total loss function, that model is the best model for estimating the 3D hand pose. During training, we found that the total value of loss function up to the epoch 15th does not

---

**Figure 8:** Illustration of hand grasping object in the UCI-EGO dataset [14].

**Figure 9:** Illustration of 2D hand pose ground truth on the RGB and depth images.

**Figure 10:** The total loss function of batch sizes at each epoch. (a) is the total loss function of batch sizes of training data when hand data is segmented on the depth image. (b) is the total loss function of batch sizes of validation data when hand data is segmented on the depth image.

---

[https://github.com/dragonbook/V2V-PoseNet-pytorch](https://github.com/dragonbook/V2V-PoseNet-pytorch)
decrease any more. We have trained the estimation model for 50 epochs, the total loss function of batch sizes at each epoch are shown in Figure 10. It can be seen that the value of the loss function decreases drastically and is about $10^{-11}$ at the epoch $10^{th}$. Specifically, on the validation data, there is the value of the smallest loss function at the epoch $10^{th}$ as Figure 10(b). Therefore in this paper, we train only 15 epochs.

### 4.3 Evaluation Measure
As the evaluations of the previous 3D HPE method, we used the average 3D distance error (as shown in Eq. 5) to evaluate the results of the 3D HPE on the dataset.

$$\overline{Err_a} = \frac{1}{Num_s} \sum_{n=1}^{Num_s} \sum_{k=1}^{21} DIS(p_g, p_e)$$

(5)

where $DIS(p_g, p_e)$ is the distance between a ground truth joint $p_g$ and an estimated joint $p_e$; $Num_s$ is the number of testing frames. In this paper, we evaluated the 21 joints of hand pose, illustrated in Figure 11.

In this paper, we use the rate at 1:5, which means 80% for training and 20% for testing. This ratio is based on the division of [15](using 5-fold cross-validation for testing and training). This means the UCI-EGO dataset uses 283 samples for training and 71 samples for testing. Although, the UCI-EGO dataset provides 26 annotation points. However, we only use 21 annotation data points to evaluate the 3D HPE. The order of points is shown in Figure 11.

### 4.4 Results and Discussions
As the evaluation of 3D HPE results shown in Tab. 2 of [11], also use the 3D distance error (mm) to evaluate the estimation results on the UCI-EGO dataset. The average 3D distance error is shown in Table 1. The processing time of training process and 3D HPE process is shown in Figure 12. As figure [12], the processing time to train for 50 epochs is 1.472h and 0.442h, it is calculated by $(1m46s = 106s) \times 50epochs = 1.472h$ and $(1m46s = 106s) \times 15epochs = 0.442h$, respectively. The processing time for testing is shown in Table 2. It is calculated by $128ms/362samples$ and $137ms/362samples$, respectively.

![Figure 11: Illustrating the hand joints of the UCI-EGO [14] dataset.](image)

![Figure 12: Illustrating the processing time to train the estimation model and testing 3D HPE. (a) is the processing time to train an epoch. (b) is the processing time for testing.](image)

<table>
<thead>
<tr>
<th>Training Measuremet/ Method</th>
<th>V2V</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 epochs</td>
<td>Average of 3D joints error $Err_a$(mm)</td>
</tr>
<tr>
<td>Hand segmentation</td>
<td>87.52</td>
</tr>
<tr>
<td>No hand segmentation</td>
<td>95.49</td>
</tr>
<tr>
<td>50 epochs</td>
<td>Average of 3D joints error $Err_a$(mm)</td>
</tr>
<tr>
<td>Hand segmentation</td>
<td>87.07</td>
</tr>
<tr>
<td>No hand segmentation</td>
<td>88.73</td>
</tr>
</tbody>
</table>

![Figure 13: The distribution of 3D joints error for 3D HPE based on the UCI-EGO dataset by V2V-PoseNet [8] when trained through 15 epochs and 50 epochs.](image)
Table 2: The average of processing time of the V2V on the UCI-EGO dataset to estimate a 3D hand pose.

<table>
<thead>
<tr>
<th>Measurement/Method</th>
<th>V2V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing time (ms)/hand</td>
<td>0.35</td>
</tr>
<tr>
<td>Hand segmentation</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Figure 14: Illustrating the data well segmented of hand in the complex scene.

Figure 15: Illustrating of the hand data and the objects in the UCI-EGO dataset.

From table 2 of research in [11] and Table 1, the error results of estimating the 3D hand pose on the EGO-VI dataset are much larger than those estimated on the obtained datasets from a fixed number of perspectives. The time of estimated hand joints when using V2V is enormous, as shown in Table 2. This high estimate time due to carrying CNN using the input data is the point cloud data that is not reduced by number of points.

As Table 1 and Figure 15, the 3D HPE results when using the hand data segment are better when not using the hand data segment in the complex scenes. The error distribution when using the hand data segment concentrated in bins closer to 0.

Although when segmenting the hand data, the estimation results were better than when the hand was not segmented. However, the estimated results have not improved much. Since in the UCI-EGO dataset only about 9% of the hands are well segmented with other subject’s data, as illustrated in Figure 14. The remaining about 90% of the hands are grasping objects like phone, book, spray bottle, bottle, ball, etc. Therefore, the hand data gets stuck with the data of the objects being handled, as illustrated in Figure 15.

Figure 16 shows the results of estimating 3D hand pose on the point cloud data in two methods: The segmented hand data (a) and no segmented hand data (b).

Figure 16: The results of the estimated 3D hand pose on the point cloud. (a) is the result of estimating the 3D hand pose in the 3D space on the segmented hand data; (b) is the result of estimating the 3D hand pose in the 3D space on hand data is not segmented. The blue points are the point cloud of hand and others object. The red skeleton is the ground truth of 3D hand pose, the black skeleton is the estimated 3D hand pose.

Based on the reading paper of [29], we find that the error of estimating the 3D hand pose on the UCI-EGO-Syn [18] dataset is high with: Hough [30], RDF [31], Deep Prior [32], PXC [33], Cascader [14], EGO.WS. [3]. The error distribution is from 35 to 100mm, as illustrated in Figure 18.

The UCI-EGO dataset has the hand data that performs grasping objects and is collected from an EGO-VI mounted on the person, the hand data is obscured, as shown in Figure 15. In particular, the data of the fingers is obscured. In this paper, we used V2V for estimating 21 joints of hand (3D hand pose), the input data of V2V is the coordinate of 21 joints in the 3D space of ground truth data, the output is also 21 joints, as illustrated in Figure 6. Therefore, the fields of the obscured fingers, the hand joints can still be estimated.
However, the point cloud data of the hand is much missing, the estimation results have large errors, as illustrated in Figure 17.

![Data of missing fingers](image)

Figure 17: Illustrating of estimation results on the data with obscured fingers of Figure 9. The red skeleton is the ground truth of the 3D hand pose, the black skeleton is the estimated 3D hand pose.

During the research on 3D HPE, we found the challenges as follows:

- **The high degree of freedom**: In realistic/3D space human hand models have between 15 and 24 degrees of freedom [34]. From 21 joints there are about 63 coordinates of in the 3D space. To train such a large dimension vector requires a very strong model and very large learning data to train model.

- **Data obscured**: As shown above, the hand data is obscured making the hand’s point cloud data missing. This makes the 3D HPE result from a high error value. This problem can be seen when comparing the results estimated on datasets with complete hand data (MSRA, ICVL, NYU) (table 2 of [11]) with the estimation results on the UCI-EGO-Syn [18] dataset (Figure 18). The quality of the depth images is also an issue affecting the 3D data / point cloud data. The depth images can be collected from a stereo camera or ToF (Time of Flight), this data still contains error noise.

- **Hand size in the space**: When moving in the 3D space to perform operations, the size of the hand is constantly changing. To train hand estimation models with different sizes, a large number of samples and strong models are required.

- **3D hand pose annotation**: The quality of the 3D HPE model depends on the training data. To prepare the training data requires an expensive system like in the FPHA (First-Person Hand Action) dataset [17], or use the estimated data through an estimation model like in the Ho-3D dataset [35].

5 Conclusion

To perform complex operations such as human hands then robot hand operations need to be built based on human hand operation. To do this, the poses of the human hand need to be accurately estimated and restored in 3D space. In this paper, we perform the standardization of the UCI-EGO dataset to evaluate 3D HPE. Simultaneously, we retrained, evaluated 3D HPE, and presented the results on the point cloud data based on the V2V-PoseNet. The estimation results on the UCI-EGO dataset have been a large error and many challenging. The estimation results above also show that estimating 3D hand pose on the EGO-VI dataset is challenging and needs to be studied to improve the accuracy of 3D HPE.

![Figure 18](image)

Figure 18: Distribution of 3D joints error estimation [29] on the UCI-EGO-Syn [18] dataset.
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