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 The Blockchain technologies enable decentralized networking consisting of large number 
of nodes. To determine the shared states and failures of all nodes in a fully distributed peer-
to-peer system, the appropriate consensus algorithm needs to be selected for each Internet 
of Things system. In this paper, a novel hierarchical voting-based byzantine fault tolerance 
(HBFT) consensus algorithm is proposed. The proposed HBFT algorithm utilizes a typical 
PBFT algorithm hierarchically to guarantee low latency. The message complexity of HBFT 
shows that our proposed algorithm has better scalability. We also mathematically calculate 
the optimal number of groups based on the total number of nodes to determine the ratio of 
allowable faulty nodes per group. In addition, we analyze the reliability of byzantine fault 
tolerance to compare the reliability of group case with the reliability of non-group case. 
Finally, we introduce the methods of real-time Blockchain considering the service level 
agreement (SLA). The real-time processing performance of transactions is analyzed for the 
service level agreement (SLA). 
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1. Introduction 

A Blockchain is a peer-to-peer distributed ledger , in which the 
process of transaction verification and recording is continuously 
executed [1, 2]. Participant nodes constantly verify a set of time-
stamped transactions at a given time using a built-in consensus 
algorithm. The Blockchain technology improves reliability in 
addition to availability by storing and sharing data in a distributed 
manner. The use of Blockchain in Internet of Things (IoT) enables 
secure, decentralized networking for IoT data privacy and security 
[3]. Therefore, an efficient consensus algorithm is crucial to verify 
transactions and adjust interactions among IoT devices [4]. IoT 
data are validated through the consensus mechanism and then 
recorded securely in a distributed ledger.  

This paper introduces a novel hierarchical voting-based 
byzantine fault tolerance (HBFT) consensus algorithm. The 
proposed HBFT algorithm operates the group level’s consensus 
rather than the node level’s consensus. It is to overcome limited 
scalability and high latency in a typical practical byzantine fault 
tolerance (PBFT) algorithm. Thus, the overall exchanging 
messages are significantly reduced even if the large number of 

nodes are participated in consensus operation. Despite the 
exponential growth in the number of nodes in the network, the 
scalability of HBFT is ensured compared with PBFT. Also, we 
calculate the optimal number of groups depending on the total 
number of nodes for grouping because the reliability can be 
affected by the number of groups. If faulty nodes are well 
distributed into groups, the probability of reaching consensus is 
higher even with an increased number of faulty nodes. Therefore, 
two cases are calculated to understand the influence on the number 
of faults per group.  

However, since the participant nodes mutually verify and store 
the data, considerable number of computing resources are 
required, and concurrently the processing time decreases [5-8]. 
The same method of participant nodes (all nodes or certain nodes 
allowed to participate in Blockchain) has been used to process 
transactions on the Blockchain [9]; nevertheless, it is possible to 
apply the service level agreement (SLA) on Blockchain by 
determining the number of participant nodes according to the user's 
requirements. Therefore, we propose methods to control the 
number of participant nodes adaptively considering user 
requirements and computing environments. The transaction 
processing speed and throughput can be improved by using 
adaptive control method. Figure 1 is the diagram of real-time 
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Blockchain considering service level agreement(SLA). In this 
diagram, the reliability of a node with respect to time is 
periodically collected by the Blockchain monitor. It depends on the 
failure rate of a node determined intentional or unintentional faults. 
The Blockchain control also reads user requirements and 
Blockchain status. According to the user’s request, a transaction is 
processed for generating a smart contract of Blockchain. The user 
can request reliability, maximum time and the cost for block 
generation. The reliability of a participant node can affect the 
reliability of the transaction processed. 

 

Figure 1: Schematic of Real-time Blockchain considering Service Level 
Agreement(SLA) 

The remainder of this paper is organized as follows. Section 2 
overviews relevant background about various consensus 
algorithms. The details of HBFT algorithm are presented in 
Section 3. Here, how the HBFT algorithm differs from previous 
consensus mechanisms has been described. In Section 4, we 
analyze the reliability of byzantine fault tolerance, and present the 
algorithm of real-time block generation in Section 5. Finally, 
Section 6 concludes the contributions with future research 
perspectives and additional improvements. 

2. Related Work 

There are various consensus algorithms adopted by the popular 
Blockchain-based platforms such as Bitcoin, Ethereum and 
Hyperledger Fabric. In [10-11], the different advantages and 
disadvantages of each existing consensus algorithm are 
introduced. Bitcoin utilizes Proof of Work (PoW), which the high 
computational power is required to solve a cryptographic puzzle 
for mining operation. Proof of Stake (PoS) is designed to overcome 
the disadvantages of PoW algorithms. However, PoS suffers from 
a problem called Nothing at Stake because each participant can 
vote to both blocks. Also, Delegated Proof of Stake (DPoS) 
achieves consensus by delegates (called block producers) elected 
by nodes instead of participation by all nodes. Practical Byzantine 
Fault Tolerance (PBFT), implemented in Hyperledger Fabric, has 

a primary node to manage the other nodes. Even if some untrusted 
nodes participate in the consensus operation, it is considered an 
agreement if more than 2⁄3 of the results are the same. Also, a 
variant of byzantine fault tolerance consensus algorithm called 
Delegated Byzantine Fault Tolerance (DBFT) [12, 13] is 
introduced for scalable participation. The randomly elected 
delegates (called bookkeeping nodes) of each group can only 
participate in the operation of the consensus process. Furthermore, 
PBFT is an permissioned protocol in which the identities of all 
nodes are exposed to the network [14]. Therefore, PBFT can be 
applied in permissioned platforms that enable autonomous, 
commercial, and financial application services in IoT 
environments. It is also suitable for applications that do not require 
tokens and incentives. That is why we developed a novel and 
efficient consensus algorithm based on PBFT for decentralized 
IoT. 

3. Hierarchical voting-based Byzantine Fault Tolerance 
(HBFT) Consensus Algorithm to reduce System 
Resources 

In this section, a novel hierarchical voting-based byzantine 
fault tolerance (HBFT) consensus algorithm is proposed. Also, we 
analyze the message complexity of the proposed novel consensus 
algorithm. Additionally, the best case and worst case are calculated 
to identify the influence on the number of faulty nodes per group 
in our proposed algorithm.  

 
Figure 2: Flow Chart of PBFT 

Practical Byzantine Fault Tolerance (PBFT) consensus 
algorithm has five processes for consensus processing [15-17]. 
Figure 2 shows the flow chart of PBFT. If the number of faulty 
nodes (f) is not more than f = ⌊(n – 1)/3⌋, a consensus can be 
reached. Even though faulty nodes participate in the network, 
PBFT consensus algorithm can prevent up to n/3 of faulty nodes 
since more than 2n/3 nodes must be reliable nodes. The overall 
message complexity is 2n2 based on the messages generated in 
each process. In case of the PBFT algorithm supported by 
HyperLedger Fabric, the reliability of the consensus is improved 
because every node participates in the consensus process through 
the interactions with each other. However, the message complexity 
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increases exponentially as the number of participating nodes 
increase. Therefore, if the number of nodes increases, the problem 
of scalability can be generated by high network traffic and latency.  

3.1. Proposed HBTF Consensus Algorithm for Scalability 

Based on our previous researches [18, 19], the operation of 
HBFT consensus algorithm, which utilizes a typical PBFT 
algorithm hierarchically, is re-designed effectively. Our proposed 
HBFT consensus algorithm has two phases to validate 
transactions. The flow chart of HBFT is shown in Figure 3.  

 
Figure 3: Flow Chart of HBFT 

Firstly, the first phase start to request a verification about new 
transactions to all replica nodes. In the pre-prepare process, all 
nodes are randomly grouped into some groups and then, a primary 
node in each group is randomly selected to send a pre-prepare 
message to the other nodes. Each node compares a pre-prepare 
message with a request message. If the results match, a primary 
node responds a prepare message to the other nodes. In the commit 
process, each node reaches an agreement in the group depending 
on whether it received more than 2n/3g of prepare messages. Next, 
the second phase is executed in the same processes as the first 
phase to verify the voting results of each group. Finally, if more 
than 2g/3 of prepare messages are received, the consensus is 
reached. Each primary node broadcasts the results to a client. 

3.2. Message Complexity of HBFT Consensus Algorithm 

The overall message complexity generated in each process of 
HBFT is 𝑓𝑓(𝑔𝑔) = 2𝑔𝑔2 − 𝑔𝑔 + 2𝑛𝑛2/𝑔𝑔 − 𝑛𝑛 . The overall message 
complexity of HBFT is lower than that of PBFT by increasing the 
total number of participant nodes in Figure 4. Therefore, the 
processing overhead is significantly decreased. The lower latency 
and better scalability can be guaranteed because the overall 
overhead is reduced.  

 
Figure 4: Overall Message Complexity Comparison between PBFT and HBFT  

Additionally, we try to figure out the impact on the message 
complexity by increasing the number of groups in Figure 5. If the 
total number of nodes is 1000, the message complexity depends on 
the number of groups. The message complexity increases as the 
number of groups is too small or too large. Since the number of 
groups can affect the reliability of the agreement, the optimal 
number of groups according to total number of participant nodes 
needs to be calculated for facilitating efficient grouping. The 
optimal number of groups based on total number of nodes is 
calculated as follows. Eq. (1) is an equation for the overall message 
complexity of HBFT. By differentiating Eq. (1), we can achieve 
the number of groups with minimal message complexity. The 
optimal number of groups is given by Eq. (2). If the total number 
of nodes is 1000, the calculation result of Eq. (2) is about 79.45 as 
shown in Figure 5.  

𝑓𝑓(𝑔𝑔) = 2𝑔𝑔2 − 𝑔𝑔 + 2𝑛𝑛
2

𝑔𝑔
− 𝑛𝑛                      (1) 

      𝑓𝑓′(𝑔𝑔) = 4𝑔𝑔 − 1 −  
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𝑔𝑔 = 1
12
�1 + �1 + 432𝑛𝑛2 − �432𝑛𝑛2(432𝑛𝑛2 + 2)

3
+

�1 + 432𝑛𝑛2 + �432𝑛𝑛2(432𝑛𝑛2 + 2)
3

�          (2) 

3.3. Fault Tolerance of HBFT Consensus Algorithm  

In our proposed HBFT algorithm, consensus can be achieved 
to add a new block  when the number of groups is more than two-
thirds the total number of groups. Two cases are calculated to 
determine the influence on the number of faulty nodes per group. 
In the first case, the maximum number of allowable faults to reach 
consensus is calculated in (a). Additionally, a case where the 
consensus cannot be reached with the minimum number of faulty 
nodes is calculated in (b). When it is detected as a faulty node, a 
primary node is changed in the typical PBFT algorithm. Therefore, 
all primary nodes are assumed to be non-faulty nodes, similar to 
the PBFT algorithm. Additionally, we assume that the number of 
total groups is more than two, and the number of nodes per group 
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is at least four in our proposed HBFT algorithm for normal 
operation. 

 
Figure 5: Message Complexity of HBFT depending on the Number of Groups 

3.3.1.  Best case: The maximum number of allowable faulty 
nodes in order to reach a consensus 

One-third of total number of groups consists of faulty nodes 
and cannot reach a group consensus. The other two-thirds have 
only one-third faulty nodes in each group, leading to a group 
agreement. Consequently, the best case is that the number of faulty 
nodes is high; however, a consensus can be reached since faulty 
nodes are well distributed into groups. Eq. (3) shows the equation 
of the best case. 

��𝑔𝑔
3
� × �𝑛𝑛

𝑔𝑔
− 1�� + ��2𝑔𝑔

3
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3.3.2. Worst case: A consensus cannot be reached with the 
minimum number of faulty nodes 

If the number of faulty nodes in each group exceeds one-third, 
each group agreement fails. The worst case is in which the number 
of groups that do not attain group agreement exceeds one-third. As 
a result, even though the number of faulty nodes occupies a 
relatively small number, the consensus cannot be reached 
according to the ratio of faulty nodes per group. An equation of 
this worst case is described as follows.  

��𝑔𝑔
3
� + 1� × �� 𝑛𝑛

3𝑔𝑔
� + 1�                               (4) 

Both equations are calculated to assess whether a consensus 
can be achieved according to the ratio of faulty nodes per group. 
The influence of the ratio of faulty nodes per group is shown in 
Figure 6. From these calculations, the number of allowable faulty 
nodes is up to approximately 5𝑛𝑛 9⁄ − 𝑔𝑔/3 in the best case. In the 
worst case as already discussed, a consensus cannot be reached 
according to the ratio of faulty nodes per group. In both 
calculations, whether a consensus is reached or not is affected by 
the ratio of faulty nodes per group. Although the number of faulty 
nodes participating in consensus is high, a consensus can be 
reached depending on how all faulty nodes are well-distributed 
into groups as described in the best case. Finding the optimal ratio 
of faulty nodes per group to reach consensus in HBFT algorithm 
will be an important research area. In addition, it is required that 
the verification regarding the faulty nodes is executed at the 
beginning of consensus process. As a result, the number of 

allowable faulty nodes can be low compared to PBFT algorithm 
depending on the ratio of faulty nodes per group in the worst case. 
On the contrary, the number of allowable faulty nodes can be more 
than that in the PFBT algorithm depending on the ratio of faulty 
nodes per group in the best case. 

 
Figure 6: Influence on the Ratio of Faulty Nodes Per Group 

4. Analysis of Reliability 

We analyze the reliability of Blockchain operation in this 
section. It leads to the analyzing of the probability of normal 
operation in unit time. Assuming that the reliability of each 
participant node is equal to r, the calculations below are defined 
when n nodes participate in the processing a transaction. The 
reliability of the fail-stop faults can be calculated by the probability 
that at least one node is operating normally. A fail-stop means the 
occurrence of an unintentionally generated failure. It is assumed 
that a fail-stop at a node happens when a node is faulty.  

1 − (1 − 𝑟𝑟)𝑛𝑛                                     (5) 

In the case of the reliability for consensus, even if there are the 
fail-stop faults, the consensus can be reached if more than half of 
the number of nodes agree. Subsequently, the reliability of the 
byzantine faults can be calculated by the probability that less than 
half of faulty nodes are included on Blockchain as follows.  

𝑅𝑅(𝑛𝑛, 𝑟𝑟) = 1 −∑  𝑛𝑛𝐶𝐶𝑘𝑘(1 − 𝑟𝑟)𝑘𝑘𝑟𝑟𝑛𝑛−𝑘𝑘 =𝑛𝑛
𝑘𝑘=𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑛𝑛2)

∑  𝑛𝑛𝐶𝐶𝑘𝑘(1 − 𝑟𝑟)𝑘𝑘𝑟𝑟𝑛𝑛−𝑘𝑘
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�𝑛𝑛2−1�
𝑘𝑘=0                       (6) 

In the case of the reliability for consensus in byzantine faults, 
if less than one-third of faulty nodes are in the operation, the 
consensus is reached. The calculation is shown in Eq. (7) 

𝑅𝑅(𝑛𝑛, 𝑟𝑟) = 1 −∑  𝑛𝑛𝐶𝐶𝑘𝑘(1 − 𝑟𝑟)𝑘𝑘𝑟𝑟𝑛𝑛−𝑘𝑘 =𝑛𝑛
𝑘𝑘=𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�2𝑛𝑛3 �

∑  𝑛𝑛𝐶𝐶𝑘𝑘(1 − 𝑟𝑟)𝑘𝑘𝑟𝑟𝑛𝑛−𝑘𝑘
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�2𝑛𝑛3 −1�
𝑘𝑘=0               (7) 

In addition, the reliability of the byzantine faults in a 
hierarchical structure as in the proposed HBFT consensus 
algorithm can be defined as R(g, R(n/g, r)). It is assumed that the 
total number of nodes is n, and the number of nodes per a group is 
n/g. Additionally, when all nodes are divided into several groups 
for consensus, the number of groups is g. Therefore, the reliability 
of group is calculated as R(n/g, r) based on the reliability of a node. 
In case of the reliability for consensus, even if there are the 
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byzantine faults, this same definition is applied. If the more than 
two-third the number of normal nodes are in the consensus 
operation, a consensus is reached to add a new block.  

Assuming that the number of nodes is 400 and less than half 
the faulty nodes are included, the reliability based on that of each 
node is shown in Figure 7. Furthermore, if the number of groups is 
20 with the total number of nodes, the reliability of hierarchical 
byzantine fault tolerance by grouping is shown in Figure 7. When 
the consensus operation executes hierarchically in the group level, 
the reliability of group case is similar or lower than the reliability 
of non-group case. Although the difference in the case of reliability 
of hierarchical byzantine fault tolerance is lower than in the case 
by the node’s reliability, the message complexity is much better 
described in the Section 3.2; so it can be said that it is good to be 
grouped in the proposed algorithm. When the number of faulty 
nodes is less than one-third of the total nodes, the consensus 
operates hierarchically according to the reliability of each node.  

 
Figure 7: Reliability in the Byzantine Fault 

 
Figure 8: Reliability for Reaching Consensus in the Byzantine Fault 

Figure 8 shows that the reliability of the consensus in the case 
of group level and in the case of non-group level consensus. 
Although the range with a little low reliability exists in the 
reliability of hierarchical byzantine fault tolerance for reaching 
consensus, there is no notable difference in the reliability of the 
overall ranges, similar to Figure 7. Even if the reliability of each 
node is different, or an incorrect answer is generated by an 
intentional failure or byzantine faults, the reliability can be 
calculated. In addition, even if the participant nodes have different 
conditions such as reliability, the possibility of cyber infringement, 
computing power, and data collection, it is possible to apply the 

proposed method of using Blockchain resources minimally 
according to various Blockchain configuration conditions and the 
user’s requirements. 

5. Real-time Performance Analysis using Block Generation 
Algorithm 

Although the Blockchain has various advantages such as 
reliability, security, traceability and transparency, the excessive 
computing resources and communication bandwidths required to 
reach consensus and maintain consistency between duplicated 
ledgers are disadvantageous. Additionally, it is necessary to 
consider the reduction of the deadline meet ratio according to the 
laxity time for consensus in computing environments required 
real-time transaction processing. In this paper, the real-time 
processing performance of transactions is analyzed according to 
the redundancy of nodes. There are the applicable methods for 
maximizing real-time performance and satisfying user’s 
requirements. The first method is real-time block generation 
algorithms. The second method is to use off-chain for reliable real-
time performance although the reliability is decreased. A method 
to obtain the priority for block generation exists, as it pays more 
gas costs. Subsequently, the delay time is controlled by adjusting 
the number of nodes participating in consensus. In this section, we 
propose real-time block generation algorithm to adjust block 
generation according to the laxity time of the transaction. The two 
algorithms of block generation are compared in Figure 9 and 
Figure 10. 

5.1. Algorithm of block generation at regular intervals 
(Conventional Blockchain) 

Assuming that the time interval of block generation is T, the 
transaction arrival time is t, and the laxity time for block generation 
is D. When each block is generated at regular intervals, the 
deadline meet ratio, the average response time and the cost for 
block generation can be calculated as follows. A block is generated 
when a transaction arrives in the period D. Therefore, the deadline 
meet ratio is calculated as D/T. In Figure 9, if the period of D is 
greater than the period of T, a block is generated at any time within 
the period of block generation. The average response time is 
defined as D/2. The period D refers to the laxity time to wait for 
block generation. The cost for block generation in period of T is 
calculated as Cblock/T. The graph of (a) algorithm for the cost is 
shown in Figure 10. 

5.2. Algorithm of block generation by the shortest deadline of the 
arrived transactions (Real-time Blockchain) 

If the transaction processing request arrives, and other 
transactions arrive at 1/f intervals, all blocks about the arrived 
transactions within the laxity time of the first requested block 
generation are generated. Therefore, all transactions in the laxity 
time are processed based on the laxity time of the initially arrived 
transaction. It is assumed that the arrival frequency of transaction 
is f, and a new transaction arrives at equal intervals. Then, the 
arrival time of a new transaction is 1/f (= P), and the block 
generation time of the new transaction can be calculated as 1/f (= 
P) + D. All transactions are always processed when the 
transactions arrive in the laxity time. Therefore, the deadline meet 
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ratio of (b) algorithm is 1 as shown in Figure 9. The average 
response time for block generation is calculated as (P + D)/2. The 
graph in Figure 10 shows the cost for block generation of (b) 
algorithm calculated as Cblock/P + D. 

 
Figure 9: Deadline Meet Ratio 

 
Figure 10: Blockchain Generation Cost 

6. Conclusion 
We propose a novel HBFT consensus algorithm required for 

transaction generation to reduce the processing throughput and 
increase scalability in a typical PBFT algorithm. Since our 
proposed algorithm utilize PBFT algorithm hierarchically, the 
number of exchanging messages in the consensus processing is 
significantly reduced. It means that the HBFT consensus algorithm 
ensures the scalability even though large numbers of nodes are 
involved in the consensus process. Furthermore, we calculate the 
optimal number of groups to identify the influence on the overall 
message complexity depending on the number of groups. In 
addition, both the best and worst cases are calculated to determine 
the ratio of allowable faulty nodes per group. Additionally, the 
reliability of byzantine fault tolerance is analyzed to compare the 
reliability of group case with the reliability of non-group case. 
Finally, it is necessary to consider the reduction of the deadline 
meet ratio according to the laxity time for consensus in computing 
environments required real-time transaction processing. To 
compare with the conventional Blockchain algorithm to consider 
the service level agreement (SLA), the real-time processing 
performance of transactions is analyzed according to the 
redundancy of nodes. In the future work, we plan to demonstrate  
HBFT algorithm through simulations. Furthermore, we would also 
implement Blockchain-based application services to effectively 
manage the decentralized IoT data. 
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