Driver Fatigue Tracking and Detection Method Based on OpenMV
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ABSTRACT

Aiming at the problem of fatigue driving, this paper proposed a driver fatigue tracking and detection method combined with OpenMV. OpenMV is used for image acquisition, and the Dlib feature point model is used to locate the detected driver's face. The aspect ratio of eyes is calculated to judge the opening and closing of eyes, and then fatigue detection is performed by PERCLOS (Percentage of Eyelid Closure over the Pupil). The cradle head system is mounted for driver fatigue tracking and detection. The results show that the dynamic tracking system can improve the accuracy to 92.10% for relaxation and 85.20% for fatigue of driver fatigue detection. This system can be applied to the monitoring of fatigue driving very effectively.
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1. Introduction

This paper is an extension of the work initially done in the conference OpenMV Based Cradle Head Mount Tracking System [1]. With the improvement of people's living standards, cars have entered thousands of households and become an irreplaceable means of transportation. At the same time, traffic accidents have become a serious social problem faced by countries all over the world, and have been recognized as the first major public harm to human life today. According to the statistics of China's Ministry of Transport, 48% of traffic accidents in China are caused by drivers' fatigue driving, with direct economic losses amounting to hundreds of thousands of dollars [2, 3]. Therefore, it is very necessary and urgent to study the fatigue driving detection system.

Fatigue driving detection techniques are divided into two categories. One is the subjective evaluation method. The other is the objective evaluation method. The subjective assessment method is recording sensory changes of drivers, and fill in the FS-14 Fatigue Scale, Karolinska Sleep Scale, Pearson Fatigue Scale, and the Stanford Sleep Scale. However, too many subjective factors probably lead to inaccurate results. The objective evaluation methods are divided into three categories, namely, detection based on driver physiological parameters [4–8], detection based on vehicle behavior [9,10], and detection based on computer vision [11–20]. The detection based on driver physiological parameters, including electroencephalogram (EEG), electrocardiogram (ECG), electromyography (EMG), electrooculogram (EOG), and other parameters, can reflect the driver's physiological state. These detection methods have high accuracy, but the equipment is expensive and may disturb the driver's normal driving. The vehicle behavior-based detection is to monitor the driver's state through the judgment of the vehicle's movement track and the steering wheel's operating speed, etc. Such detection accuracy is general and is easily affected by the weather and other external environmental factors. The fatigue detection method based on computer vision uses the camera to extract features closely related to fatigue state, such as blink. Fatigue detection method based on computer vision as a non-contact
detection method, it will not distract drivers. Thus, the driver's facial features and head posture are more precise, directly reflecting the driver's mental state. It has good practicability and accuracy, so it is a more suitable method to detect driver fatigue.

In this paper, it mainly proposes OpenMV based fatigue driving tracking and detection method. OpenMV is used as the camera to collect images, and the images are sent to PC through serial communication. Dlib feature point model is used to locate the detected driver's facial features, and the aspect ratio of eyes can identify whether the driver opens eyes or not. Fatigue detection is carried out by blinking frequency, and driver fatigue tracking detection is carried out by being combined with the cradle head system.

2. Materials and Method

Fatigue driving cradle head tracking and detection system is mainly composed of image acquisition and transmission module, cradle head tracking face module and fatigue detection module. Its system flow chart is shown in Figure 1.

2.1. OpenMV Introduction

OpenMV is an open-source, low-cost and powerful machine vision module, as shown in Figure 2.

It takes STM32F427CPU as the core and integrates the OV7725 camera chip. On small hardware modules, the core machine vision algorithm is efficiently implemented in C language, and the Python programming interface is supplied. Its programming language is MicroPython. MicroPython is a type of Python. Its syntax is as easy and practical as Python. By using MicroPython, we can program our own projects. It has built-in color recognition, shape recognition, face recognition, and eye recognition modules. Users can use machine vision functions provided by OpenMV to add unique competitiveness to their products and inventions.

2.2. Anaconda Introduction

Anaconda is a release version that contains 180+ scientific packages and their dependencies. Scientific packages include: Conda, Numpy, Scipy, etc. Anaconda is open-source and the installation is simple. It can use Python and R languages with high performance and has free community support. When we perform driver fatigue detection, we can directly import some corresponding libraries as shown in Figure 3.

2.3. Image Acquisition and Transmission

The fatigue tracking and detection system is mainly composed of OpenMV and PC.

Firstly, image collection is carried out at the OpenMV end. UART is asked to transmit image information to the Anaconda end, and the serial port is initialized. Then, reset the sensor and camera, set the size of the picture to 240*160, and perform a series of preprocessing on the picture, such as grayscale. When installing OpenMV, the camera is placed upside down in order to ensure
stability of the camera, so the flip function should be added to flip the picture. The OpenMV connection diagram is shown in Figure 4.

![OpenMV Connection Diagram](image)

After initialization, the pictures are transmitted, using the read function to read four bytes, and if it is "snap", a frame of image is sent.

In the anaconda side, first initialize the serial port, reset the input and output buffers, send the "snap" to get the image, and read the size and data of the image.

### 2.4. Feature Extraction and Fatigue Detection of Human Eyes

This paper is based primarily on the 68-feature point detection model of the Dlib library, and the feature point recognition test is carried out at first. Dlib is a face alignment algorithm based on regression tree. Firstly, import dependent libraries on the Anaconda side, such as OpenCV, Dlib, NumPy, etc. And import the Shape_Predictor_68_Face_Landmarks model. Read the image, import the rectangular face frame, and print out the 68 feature points in a circular manner, as shown in Figure 5.

![Feature Point Printing](image)

The feature points used in this paper are that of both eyes, namely 36-48 points. Whether the driver is tired can be judged through the aspect ratio of eyes (EAR) [21–23]. There are 6 feature points for both left and right eyes, and the 6 feature points P1, P2, P3, P4, P5 and P6 are the points corresponding to the eyes in the facial feature points. This is shown in Figure 6.

![Eye Feature Points](image)

When the state of eyes turns from open to close, the aspect ratio will change. The formula of EAR is as follows:

$$\text{EAR} = \frac{|P_2-P_6|+|P_3-P_5|}{2|P_1-P_4|}$$

(1)

In the formula, the numerator calculates the distance of the feature points of the eye in the vertical direction, and the denominator calculates the distance of the feature points of the eye in the horizontal direction. Since there is only one set of horizontal points and two sets of vertical points, the denominator is multiplied by 2 to ensure that both sets of feature points have the same weight.

Considering that the size of the eyes varies from person to person, the area of the eyes also changes dynamically due to the influence of the scene and the movement of the head, the degree of opening of the eyes is relative to its maximum open state. The detection results obtained after the average threshold [24–26] is set as 0.2 in the general algorithm are very inaccurate. Therefore, the average calculation method is adopted in fatigue detection in this paper: 30 times of data is collected first, and the average value is taken as the threshold, as showed in Table 1. The fatigue threshold of the driver is detected in advance, which significantly improves the reliability and accuracy of the algorithm.

<table>
<thead>
<tr>
<th>Number</th>
<th>EAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.26</td>
</tr>
<tr>
<td>3</td>
<td>0.27</td>
</tr>
<tr>
<td>4</td>
<td>0.30</td>
</tr>
<tr>
<td>5</td>
<td>0.32</td>
</tr>
<tr>
<td>6</td>
<td>0.33</td>
</tr>
<tr>
<td>average</td>
<td>0.28</td>
</tr>
</tbody>
</table>

By calculating the average aspect ratio of eyes, the threshold of eye fatigue is set as 0.28. If the EAR is bigger than it, the eyes are considered to be open. If the EAR is smaller than it, the eyes are considered to be close. See Figure 7.

![Eyes Open](image)

PERCLOS (Percentage of Eyelid Closure over the Pupil) is defined as the percentage of time (70% or 80%) within a unit time (generally 1 minute or 30 seconds) that the eyes are closed. The driver is considered fatigue if the following formula is met:

$$\text{PERCLOS} = \frac{\text{Eye closure frames}}{\text{The total number of frames in the detection period}} \times 100\%$$

(2)
Referring to relevant literature, the normal interval between two blinks is around 0.25 seconds, and people blink more than 15 times per minute, so the PERCLOS value is about 6.25%. According to the literature [27, 28], general provisions PERCLOS is 20% for fatigue limit, when we apply this method in the human eye fatigue test, the goal of driver fatigue detection can be achieved.

We defined 100 frames of images as a cycle. If 20 frames of closed eyes are detected in 100 frames, it would be considered as fatigue and output tired, otherwise, output relaxed, as shown in Figure 8 and Figure 9, no detection is added shown in Figure 10.

![Figure 8: Relaxed](image1)

![Figure 9: Tired](image2)

![Figure 10: No Detection Added](image3)

The fatigue detection flow chart is shown in Figure 11.

2.5. Cradle Head Tracking System

The cradle head system is composed of OpenMV, 3D printing parts, PCB fixing plate, two Micro Steering Gears, and a lithium battery. The cradle head system is connected with OpenMV by welding pins. The tracking head of OpenMV firstly obtains the x and y coordinates of the center of the face, sends the coordinate information of the center to OpenMV through the serial port, and then controls the movement of the twosteering gears of the head by calculating the deviation between the coordinate of the center of the face and the center of the picture, to complete the driver's face tracking and detection.

![Figure 11: Fatigue Detection Flow Chart](image4)

PID control is proportional - integral - differential control, PID control is a correction method, that is, a control method defined in the principle of automatic control. Import PID and Servo control class, in which Servo(1) and Servo(2) are the upper and lower Servo, respectively. First, initialize the two parameters, set PID parameters as pan_pid = PID (p=0.25, I=0, Imax =90), tilt_pid = PID (p=0.25, I=0, Imax =90). When adjusting parameters, keep the values of I and Imax unchanged, and manually adjust the value of p. Face tracking is realized by controlling the pylon of the steering gear. The specific steps can be divided into the following steps:

- OpenMV for image acquisition.
- Obtain the coordinates of the center point of the face.
- Calculate the deviation between the face center coordinates and the picture center coordinates.
- The steering gear moves to realize cradle head tracking.
3. Experiment and Results analysis

3.1. Experiment

In order to test the effectiveness of the driver fatigue tracking and detection algorithm in this paper, and the influence of the dynamic tracking system after adding the cradle head on the driver fatigue detection effect. We conducted experiments on subjects and detected the driver fatigue detection system without the cradle head and the driver fatigue detection system with the cradle head respectively under the relaxed and fatigue states of the subjects. Figure 12 shows the driver fatigue detection system without the cradle head.

![Figure 12: Face Tracking and Fatigue Detection without Cradle Head](image1)

Figure 12: Face Tracking and Fatigue Detection without Cradle Head

Figure 13 shows the tracking process of the fatigue detection system after added the cradle head.

![Figure 13: Face Tracking and Fatigue Detection with Cradle Head](image2)

Figure 13: Face Tracking and Fatigue Detection with Cradle Head

It is found in the experimental process that the driver fatigue detection system with the cradle head can move up, down, left, and right with the driver’s face to ensure that face recognition is always possible to monitor and distinguish the driver fatigue state in real-time.
3.2. Experimental Results

In order to test the effectiveness of the driver fatigue tracking detection algorithm in this paper, and the influence of the dynamic tracking system after adding the cradle head on the driver fatigue detection effect. We conducted experiments to identify and detect the driver fatigue detection system without the cradle head and the driver fatigue detection system with the cradle head respectively in two states of objects' relaxation and fatigue, identified and detected 4055 frames of images in each state, as shown in Table 2 and Table 3. With the same number of tests, we can clearly compare the accuracy of both.

Table 2: Fatigue Test Results without Cradle Head

<table>
<thead>
<tr>
<th>State</th>
<th>Number of tests</th>
<th>Wrong number</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>relaxation</td>
<td>4055</td>
<td>405</td>
<td>90.01</td>
</tr>
<tr>
<td>fatigue</td>
<td>4055</td>
<td>790</td>
<td>80.52</td>
</tr>
</tbody>
</table>

Table 3: Fatigue Test Results with Cradle Head

<table>
<thead>
<tr>
<th>State</th>
<th>Number of tests</th>
<th>Wrong number</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>relaxation</td>
<td>4055</td>
<td>320</td>
<td>92.10</td>
</tr>
<tr>
<td>fatigue</td>
<td>4055</td>
<td>600</td>
<td>85.20</td>
</tr>
</tbody>
</table>

3.3. Analysis of Experimental Results

When the cradle head system is not added, the test results of the driver fatigue detection are listed in Table 2. In the experiment, relaxed and fatigue states were respectively detected, the accuracy of the relaxed state reached 90.01% and the fatigue state only reached 80.52%. It can be seen from the results that there are still problems in the static fatigue detection system.

An image in error detection is extracted, as shown in Figure 14. Owing to the change of the driver's head position during the driving process, face recognition cannot be achieved, so the fatigue state of the driver cannot be detected, leading to low accuracy of fatigue detection results.

![Figure 14: No Face Detected](image)

After adding the cradle head system, the driver fatigue detection test results are listed in Table 3. It can be seen from the results that the detection accuracy of the driver in the relaxed state reached 92.1%, and the accuracy of the fatigue state also reached 85.2%. Comparing with the fatigue detection results without the cradle head, accuracy improved by 2.09% in the relaxed state and 4.68% in the fatigue state. The accuracy of fatigue detection and identification is improved obviously. At the same time, the dynamic tracking effect is also very good.

4. Conclusion

In this paper, OpenMV is used as a camera to collect driver images and transmit them to the PC through the serial port. The driver’s face position was tracked by the cradle head system. The face key point detection algorithm based on integrated regression tree was adopted to locate 68-feature points in a small part of the face area, and the location information of human eye feature points was extracted from the key point information obtained. The open and closed states of human eyes were determined by EAR, the blink frequency is used to judge driver fatigue. And the detection method of open and closed eyes for the discrepancies of different drivers’ eyes sizes was proposed. Then the center point of the face is transmitted back to the head so that the system can continuously track the face.

Through experiments, this paper proposes that the cradle head system can track well. The accuracy of the driver fatigue detection system with dynamic tracking can reach 92.1% and 85.2% respectively in relaxed and fatigue states, which effectively reduces the detection errors caused by the deviation of the driver's face position and improves the accuracy of the driver fatigue detection.

The driver fatigue detection system can detect the abnormal state of the driver as early as possible and effectively avoid the occurrence of traffic accidents.
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