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related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 10 accepted papers in 
electrical, computing and IT domains. 
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 In this paper, an application of artificial neural network (ANN) using bayesian 
regularization (BR) learning algorithm  based on multilayer perceptron (MLP) model is 
presented for computing the operating frequency of C-shaped patch antennas (CPAs) in 
UHF band.  Firstly, the operating frequencies of 144 CPAs having varied dimensions and 
electrical parameters were simulated by the XFDTD software package based on the finite-
difference time domain (FDTD) method in order to generate the data set for the training 
and testing processes of the ANN-BR model. Then ANN-BR model was built with data set 
and while 129 simulated CPAs and remaining 15 simulated CPAs were employed for ANN-
BR model training and testing respectively. In order to demonstrate its validity and 
accuracy, the proposed ANN-BR model was also tested over the simulation data given in 
the literature. The obtained results show that ANN-BR technique can be successfully used 
to compute the operating frequency of CPAs without involving any sophisticated methods. 
  

Keywords:  
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1. Introduction  

In the present age of the wireless communication systems are 
moving towards the miniaturization very rapidly. The patch 
antennas (PAs) have become popular in wireless communication 
technology due to their attractive features of low cost, low profile, 
easy production and conformability to mounting host [1]. By using 
the substrate materials with high dielectric constant, the smaller 
antennas can be achieved but this gives rise to decrease the 
bandwidth and efficiency performances [2]. C-shaped patch 
antennas (CPAs) formed by slot-loading technique are widely used 
owing to having better characteristics such as wideband and 
miniaturized structure [3-5]. In analysis of the traditional PAs 
techniques such as cavity model [6] and transmission line model 
[7] are used. However, irregular shaped PAs may not be analyzed 
with use of these techniques. Simulation and experimental studies 
are therefore, carried out in analysis and design of irregular shaped 

PAs, in general. Powerful simulation tools, which employ 
electromagnetic methods involving rigorous mathematical 
formulation and extensive numerical procedures such as finite 
difference time domain (FDTD) method [8] and method of 
moment (MoM) [9] are widely utilized; however, the design 
procedure may be highly time consuming using these tools.  

It is well known that current advancements in wireless 
communication technology have led to increase the use of PAs; 
hence, simple models should be utilized to analyze their 
performances such as bandwidth and operating frequency. On the 
other hand, the operating frequency is of crucial importance in the 
PA design process because these antennas inherently suffer from 
the narrow bandwidth. Alternative simple ways should therefore 
be investigated by taking into consideration that the analysis of the 
PA is a complex problem because of the fringing fields at the 
edges. There exist several approaches which vary in accuracy and 
computational efforts have been proposed to analyze and design 
PAs. The most widely used can be listed as formulation methods 
[3-5] and artificial intelligent systems (AIs) [10-15]. Formulation 
methods are commonly derived with the aid of the optimization 
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algorithm such as genetic, particle swarm, differential evolution 
etc. The most well-known artificial intelligent systems are the 
artificial neural network (ANN) [10-13] and the adaptive neuro-
fuzzy interference system (ANFIS) [14] and the support vector 
machine (SVM) [15].  

The ANN is a mathematical model inspired by brain’s 
structure. It is an artificial solution to complex and high nonlinear 
problems. The ANN mimics the working mechanism of the human 
brain in which highly interconnected neurons and organized into 
different layers. The neurons contain non-linear type of functions 
connected mutually by similar synaptic weights. The synaptic 
weights are weakened or strengthened during the learning process 
thanks to the learning algorithms such as Levenberg Marquardt 
(LM), Bayesian regularization (BR), cyclical order incremental 
update (COIU), Powel-Beale conjugate gradient (PBCG), 
Fletcher-Powel conjugate gradient (FPCG), Polak-Ribiere 
conjugate gradient (PRCG), one step secant (OSS) and scaled 
conjugate gradient (SCG). The performances of the learning 
algorithms highly depend on the problem, and they should be 
considered with their own benefits and limitations. BR learning 
algorithm uptades the weight and bias values according to 
Levenberg-Marquartd optimization. It minimizes a combination of 
squared errors and weights and then determines the correct 
combination so as to produce a network that generalizes well [10]. 

In our previous works [4-5], a number of approximate formulas 
with their own simplicity and accuracy have been proposed for 
calculating the operating frequencies of CPAs. In these formulas, 
the operating frequency calculation was based on the use of the 
resonant length equations together with the edge extension 
dimension and effective relative dielectric constant expressions 
proposed for rectangular PA (RPA), which leads to more complex 
the computing process. Several works related to ANN for 
computing operating frequencies of PAs have been studied in 
recent years [10-13]. The methods based on ANN were proposed 
for determining the operating frequency of annular ring [10], E 
[11], H [12] and L-shaped [13] PAs in the literature. A method of 
ANN based on MLP model was applied to compute the operating 
frequencies of annular ring PAs and the constructed model was 
separately trained with 8 different learning algorithms [10]. The 
ANN model with Levenberg Marquardt learning algorithm was 
used to compute the operating frequencies of E, H and L shaped 
PAs [11-13]. Also in our previous work, ANFIS model has been 
proposed for predicting the operating frequency of CPAS [14].  

 In this study, a method of feed forward back propagation 
(FFBP) ANN model based on multilayered perceptron (MLP) has 
been designed to compute the operating frequencies of CPAs. In 
order to create a population data for training and testing the ANN 
network using bayesian regularization (BR) learning algorithm, 
the operating frequency values of 144 CPAs operating among 0.33 
- 2.92 GHz covering the most bands of GSM, LTE, WLAN and 
WiMAX standards are determined by means of XFDTD 
simulation software based on the finite-difference time domain 
(FDTD) method. In order to provide the generality and stability of 
the ANN-BR model, the parameters of 129 randomly selected 
CPAs were utilized to training the models and the 15 remaining’s 
were employed to test the accuracy of the models. The validity of 
the ANN-BR model is then verified through simulated results of 
the CPAs reported elsewhere. Furthermore, the proposed model in 
this study was compared other methods in the literature.  

2. Design and Simulation of CPAs 

The CPA has a slot with l and w dimensions in the single non-
radiating sides of a rectangular patch (LxW) on a substrate of height 
h with the relative dielectric constant εr overall on the ground 
plane, as shown in Figure 1. Slot loading on the RPA results in a 
decrease in operating frequency, therefore the operating frequency 
of the CPA can be reduced effectively. 

As shown in Figure 2, in order to determine the operating 
frequencies, simulations using the XFDTD software package were 
performed for 144 CPAs with different patch dimensions and 
various substrate dielectric constant values, as tabulated in Table 
1. In the simulations by XFDTD, source wave form was chosen as 
Gaussian, and the maximum cell size for meshing process was set 
to 0.7 mm in cubic region. The antennas were supposed to be fed 
by a coaxial cable with 50 ohm located around x0=2(W-w)/3 and 
y0=(L-l)/2+l. The antennas operate over the frequency range 0.33 
- 2.92 GHz corresponding to the UHF band. 

 
Figure 1: Geometry of CPA 

 
Figure 2: Simulation process by XFDTD 

Table 1. The physical and electrical parameters of simulated CPAs 

 
Patch dimensions (mm)   

L W l w h εr 

3 x 48 
30 20 7, 12, 15, 20 5, 7, 12, 15 1.6 2.33, 4.28, 9.8 
60 40 13, 20, 30, 40 9, 13, 20, 30 3 2.33, 4.28, 9.8 
90 60 20, 30, 40, 60 13, 20, 30, 40 6 2.33, 4.28, 9.8 

 

3. Design of the ANN-BR Model  

3.1. Training the ANN-BR Model  

The ANN-BR model has been adapted for the computation of 
the operating frequency of CPAs. As shown in Figure 3, the 
physical and electrical parameters (L, W, l, w, h and εr) of the 
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antennas were given as input and their respective operating 
frequency values were given as output for the ANN-BR network.  

Thanks to the simulation data, a MLP model of ANN-BR with 
3 layers of input, hidden and output layers respectively having 6, 4 
and 1 neurons is designed. Whereas the computed operating 
frequency values are obtained as output from the model of ANN-
BR. While the 129 data of simulated 144 CPAs are served to train, 
and the remaining 15 are used to test the ANN-BR model. The 
proposed ANN-BR model is given in Figure 4, where fXFDTD and 
fANN-BR are the operating frequencies computed by XFDTD 
packaged software and ANN-BR model, respectively. In the ANN-
BR model, “tangent sigmoid” function is used for both input and 
hidden layers, whereas “purelin” function is utilized for output 
layer. The BR learning algorithm was used in the ANN model as 
training algorithm, since it is capable of fast learning and good 
convergence. The parameters of the ANN model used in this work 
are tabulated in Table 2. According to (1), the value of the average 
percentage errors (APE) for the operating frequencies computed 
by the ANN-BR model was obtained as 0.687% for the 129 CPAs’ 
training data. 

 
Figure 3: Training process of ANN-BR model 

 

Figure 4: Block diagram of the ANN-BR model 

100XFDTD ANN BR

XFDTD

f f x
f

APE
Total antenna number

−−

=
∑

                            (1) 

To construct the structure of ANN-BR model, ANN toolbox of 
MATLAB is used. Training and testing duration take a few 
seconds after determined parameters that proper with our problem. 
In the every run process of ANN-BR model, results can be 
different in each run because initial weights of network is used 
randomly. The seed value should be fixed to get same result in the 
every run. For this purpose the seed in the run which is error 
obtained under desired value is saved. Initial weights of ANN-BR 
network is fixed by replacing the saved seed value in the program. 
This method takes time during finding the proper seed value, but 
after getting the proper seed value, it gives results in a few seconds. 

Table 2. The parameters of ANN-BR network 

Parameters Value 
Number of input 6 
Number of output 1 
Epochs 500 
Seed value 2084377266 
Minimum gradient descent   10-10 
Momentum parameter (μ) 0.0001 
μ increment 4 
μ decrement  0.01 
Maximum μ  1010 

 

3.2. The Testing and Verifying the ANN-BR Model 

The remainders 15 CPAs from ones used for training process 
were employed for the test stage and APE value was achieved as 
0.757%. This process is shown in Figure 5. The computed 
operating frequency values and corresponding percentage errors 
have been given in Table 3. It is clear from the Table 3 that our 
operating frequencies results are generally in very good agreement 
with the simulation. 

 
 

 

Figure 5: The test process of ANN-BR model 

To demonstrate the validity and accuracy of the ANN-BR 
model, the model was tested against simulation data given 
elsewhere [3]. The test results are tabulated in Table 4. The values 
computed with the operating frequency formulas for CPAs given 
in the literature [4-5] are also given in Table 4. It was observed that 
the results obtained in this work are better than those predicted by 
other suggestions. The very good agreement between the simulated 
values and our computed operating frequency values supports the 
validity of the ANN-BR model presented here. 
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Table 3. The operating frequencies determined by ANN-BR model for test process 

Antenna 
number 

Patch dimensions (mm)   Operating frequencies (GHz)  Percentage errors  
(%)   L W l  w h εr Simulation ANN-BR   

1 30 20 15 7 1.6 2.33 2.654 2.656 0.075 
2 30 20 7 15 1.6 4.28 1.380 1.378 0.145 
3 30 20 20 7 1.6 4.28 2.017 2.030 0.635 
4 30 20 12 15 1.6 9.80 0.902 0.895 0.754 
5 30 20 20 15 1.6 9.80 0.956 0.951 0.523 
6 60 40 30 20 3 2.33 1.164 1.157 0.601 
7 60 40 20 9 3 4.28 1.081 1.072 0.805 
8 60 40 40 20 3 4.28 0.887 0.911 2.649 
9 60 40 30 9 3 9.80 0.721 0.719 0.333 

10 60 40 40 30 3 9.80 0.471 0.469 0.425 
11 90 60 20 13 6 2.33 0.970 0.980 1.031 
12 90 60 40 30 6 2.33 0.776 0.785 1.198 
13 90 60 20 40 6 4.28 0.527 0.523 0.816 
14 90 60 60 40 6 4.28 0.527 0.524 0.569 
15 90 60 60 13 6 9.80 0.499 0.495 0.802 

APE 0.757 
 

Table 4. The comparative results for simulated CPAs in the literature [3] 

Antenna 
 number  

Slot 
dimensions 

(mm) 
  

Operating frequencies (GHz)                     

Sim.   
ANN-

BR   Calculated Percentage errors (%) 

l w 

 

[3] 

 

This 
study 

 

[5] [4] 
[3] 

  

This 
[5] [4] 

[3] 
For.1 For.2 For.3 Study For.1 For.2 For.3 

1 5 5 1.562 1.61 1.562 1.657 1.502 1.63 — 3.073 0 6.082 3.841 4.353 — 
2 10 10 1.445 1.462 1.445 1.497 1.398 1.408 — 1.204 1.315 3.599 3.253 2.561 — 
3 15 15 1.286 1.302 1.286 1.334 1.309 1.241 — 1.229 0.467 3.732 1.788 3.499 — 
4 20 20 1.13 1.128 1.13 1.178 1.231 1.111 1.002 0.221 0.531 4.248 8.938 1.681 11.33 
5 25 25 0.991 0.995 0.991 1.035 1.164 1.008 0.928 0.404 0.908 4.44 17.46 1.715 6.357 
6 40 30 0.899 0.905 0.899 0.924 — 0.893 0.856 0.623 1.001 2.781 — 0.667 4.783 
7 5 30 0.929 0.936 0.929 0.963 — 1.029 0.904 0.71 0.215 3.66 — 10.764 2.691 
8 10 30 0.887 0.888 0.887 0.938 — — 0.896 0.068 2.706 5.75 — — 1.015 
9 2 30 0.964 0.97 0.964 0.982 — — 0.91 0.643 1.867 1.867 — — 5.602 

APE                           0.908 1.001 1.151 7.055 3.605 5.296 
L=60 mm, W=40 mm, h=1.59 mm, εr =2.33, tanδ=0.001, (—): Not available in [3] 

 

4. Conclusion 

In this paper, an application of the ANN model which has been 
used BR learning algorithm is successfully implemented for the 
prediction of accurate operating frequency of CPAs. XFDTD 
simulation software based on FDTD was used to define operating 
frequency of 144 CPAs. ANN-BR model, physically and electrical 
parameters of 129 CPAs were utilized training data, 15 CPAs were 
utilized for the test. It was seen that computed results with ANN-
BR for training and test data are in a good agreement with the 
simulation results. The operating frequency results obtained in this 
study were compared with different simulated and calculated 
results reported in the literature. The proposed model was achieved 
the more accurate results as compared to those of the methods 
proposed in the literature. This ANN model approach is simple and 
fast modeling which produces more accurate results for the 

operating frequency of the CPAs with less computational time and 
least errors. The most important advantages of ANN model are 
accuracy and easy to implement for the engineering problems 
which include the high nonlinearity. 
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 In this paper, a full duplex Gigabit Passive Optical Network (GPON) architecture 
supporting 10Gbps data transmission through single fiber cable network is proposed and 
demonstrated. A Non Return to Zero Differential Phase Shift Keying (NRZ-DPSK) is 
utilized for downstream and re-modulate the downstream signal using intensity modulator 
(on-off keying OOK) in Return to Zero (RZ) format in order to transmit upstream data, 
sustaining data rate of 10 Gbps/channel is an optimized network in full duplex mode. 
Simulation results shows that uninterrupted transmission using 50 GHz channel spacing is 
accomplish over a distance of 25 km. 
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1. Introduction 

A few years ago, internet traffic propensity is shifted from simple 
web to video based content services [1-2]. The offered copper 
network is not capable to support such a vast traffic this is the 
main motive why the complete access network is migrated to 
Passive Optical Network (PON) [3-4]. Future enabled and highly 
flexible technology to compile both wireless and wired users in 
well-ordered method makes PON a promising network [5] 
solution, provisioning high bandwidth with low CAPEX and 
OPEX [6]. 

Time Division Multiplexing-Passive Optical Network (TDM-
PON) may be unable to control the continuous growth of high data 
rate and probable demand of high bandwidth requisite in future. 
Wavelength Division Multiplexing-Passive Optical Network 
(WDM-PON) is a possible key solution for offering high data rate 
on users end and gives optimistic response by escalating growth 
or demand for broadband application [7]. A Hybrid TDM &WDM 
format is advance form of PON technology [8], using centralized 
light source at optical line terminal (OLT) called central office 

(CO) and re-modulate the received downstream wavelength for 
upstream data at optical network unit (ONU) is considered low 
cost accomplishment [9]. In WDM-TDM-PON different numbers 
of wavelengths are generated and every single wavelength is 
utilized on the basis of TDM among numerous ONU’s [10]. For 
that reason, installation of this PON setup results in high resource 
use and put forward better bandwidth. Similarly, Differential 
Phase Shift Keying (DPSK) is non-coherent phase shift keying 
technique that provides improved transmission distance on low 
power resources and easier circuitry arrangement. 

In previous few years different techniques with colorless full 
duplex transmission for both point to point and broadcast video 
service were proposed, but the most important weakness was the 
restriction of uplink data rate up to 2.5Gbps and by means of 
higher channel spacing of 100GHz [11, 12]. Similarly a network 
of dual fiber is accomplished of transmitting 10Gbps per channel 
is measured wastage of assets for both downlink and uplink [13]. 
A single feeder fiber architecture based on chirp-managed laser 
(CML) is a enhanced solution for the full duplex transmission 
because of its economical and petite in size. It can endure 
dispersion and relay back scattering [14]. This method provides 
transmission up to 10Gbps in full duplex mode. However it 
caused drawback of noise factor and signal distortion on the 
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receiver end. The above proposed program of ref. 11, 12 and 13 
use 60GHz of channel spacing caused definite loss of channel 
bandwidth. In law, channel spacing should be minimized in order 
to guarantee more bandwidth. 

This paper is an extension of work originally presented in 2015 
International Conference on Emerging Technologies (ICET) 
Peshawar [15]. In this proposed novel approach, we demonstrated 
a full duplex transmission scheme on single fiber architecture. A 
10Gbps data signal used NRZ–DPSK pulse format in downlink, 
while in uplink 10Gbps data signal is conceded by intensity 
modulation (IM). This architecture saves the expenditure of second 
light source at ONU. Simulation results confirmed 10 Gbps 
downlink data and 10Gbps uplink data with the channel spacing of 
50 GHz. We successfully perform the transmission mutually back 
to back (B2B) and distance over 25km with low bit error rate 
(BER). 

2. Working Principle and Network Architecture 

The proposed WDM-PON network architecture is shown in Figure 
1.Continuous wave (CW) lasers is used at central office to generate 
wavelengths from λ1 to λ4 for transmission. DPSK modulation is 
achieved by passing the light into Mach-Zender Modulator (MZM) 
driven by two complementary outputs of 10 Gbps binary electrical 
data signal [16]. Four DPSK channels of 10 Gbps are multiplexed 
and transmitted on full duplex single feeder fiber over a distance 
of 25 km. On receiver side de-multiplexing is performed and each 
channel is going towards its nominated ONU. At ONU’s half 
power splitters are used to deliver the data signal to the end user 
receiver. Whereas, the other half power signal is used to act as 
carrier signal for the uplink data and re-modulated by Intensity 
Modulation in OOK format. 
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Figure 1 Schematic diagram of proposed WDM-PON Architecture 

3. Simulation Setup and Operation 

The proposed WDM-PON architecture design full duplex single 
feeder fiber network with four bi-directional channels of 10 Gbps 
over a distance 25 km. This model is simulated using Optisystem 
7.0 as shown in Figure 2. Four continuous wave lasers are used as 
a centralized light source to create wavelengths at 1551.3 nm (λ1), 
1551.72 nm (λ2), 1552.1 nm (λ3) and 1552.53 nm (λ4).Visibly 
evident that channel spacing is 50GHz with the launch power -3 
dBm each. Four MZM are used to encode data on these channel 

using NRZ-DPSK format. Subsequently, four wavelengths are 
multiplexed by 4x1 multiplexer with a channel spacing of 50GHz 
and transmitted over 25km on single feeder fiber architecture. 
General settings used for Single Mod Fiber (SMF) in simulation 
model are as follows. Attenuation coefficient (α) is 0.2dB/km, 
core diameter (ϕ) is set to 80µm2 and dispersion slop is set to zero. 
The downlink signals are de-multiplexed at receiver side by 
using1x4 de-multiplexer and forwarded to corresponding ONU. 
At ONU power splitter is used to tap half power for Mach-Zender 
Interferometer (MZDI) de-modulator before it is detected on pin 
receiver. The other half power is given to Mach-Zender Intensity 
Modulator (IM) driven by 10Gbps uplink data with RZ format. 
This re-modulated OOK uplink signal is transmitted back to OLT 
over a distance of 25km on the same fiber. We used pin photo 
detector with the following specifications; Responsitivity (R) is 
1A/W and dark current (ID) is 10nA. 

 
Figure 2 (a) Four downlink DPSK multiplex channels NRZ Based 

 
Figure 2 (b) Four downlink DPSK multiplex channels RZ based 

4. Performance analysis and results 

BER analysis and eye diagram were the main criteria to assess the 
performance of network. BER as function of received optical 
power for both uplink and downlink channels are shown in Figure 
3. Optical power measured during B2B scenarios in downlink 
direction at 10-9 BER for channels (1, 2, 3 and 4) are -40.36 dBm, 
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-39.92 dBm, -38.76 dBm and -39.99 dBm respectively. Similarly, 
optical power measured over a distance of 25 km for downlink 
channels (1, 2, 3 and 4) are -40 dBm, -39.9 dBm, -38.73 dBm and 
-39.94 dBm respectively. The differences between each channel 
power at required BER (0.01, 0.01, 0.03, and 0.05) dBm are called 
transmission power penalties. Whereas, analyzing the network for 
OOK uplink data we only consider the 25 km distance values in 
single feeder fiber. There will no B2B values. Optical power 
received at required BER for channels (1, 2 and 4) at a distance of 
25 km are -31.88 dBm, -27.61 dBm and -28.89 dBm respectively. 

 

Figure 3: BER for multiplexed Downlink and Uplink both B2B and 25 km 

All DPSK downlink and OOK uplink channels over a distance 
of 25 km are shown in Figure 4. It is evident that overall network 
performance is good. Conversely, for better representation of 
network, the preferable channels are channel-1 and channel-4. As 
these channels exhibit better results for both downlink and uplink 
scenarios as compared to the rest. The average power penalty for 
four downlink multiplexed channels is measured about 0.1 dBm 
after transmitting over 25 km without any signal amplifier. Figure 
5 illustrates average BER for B2B and 25 km downlink and uplink 
scenarios. 

 
Figure 4 BER of downlink and uplink multiplexed channels for 25km 

All four DPSK downlink channels eye diagrams are presented 
in Figure 6. Whereas Figure 7 is showing all feasible OOK uplink 
eye diagrams. These eye diagrams illustrate that error free 
transmission is achieved in full duplex on single feeder fiber 
architecture. 

 
Figure 5: Average BER of DPSK DL and OOK UL over 25 km 

  

  
Figure 6: Eye diagrams of DL DPSK channels 

  

 
Figure 7: Eye diagram of OOK UL channels 
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5. Conclusion 

We demonstrated 10 Gbps full duplex transmission scheme 
carried on single fiber network architecture. Our proposed system 
utilized DPSK format in NRZ shape for downlink path with data 
rate 10 Gbps/channel and re-modulated the downlink signal using 
OOK in RZ shape with the same data rate for uplink path. Results 
showed error free cost effective bi-directional transmission 
effectively achieved over a distance 25 km with low BER without 
any additional signal amplifier. Moreover it is also observed that 
the scheme presented enhanced receiver sensitivity and saved the 
capital (cost of second fiber for uplink and one external 
modulator). 
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 With the advancement of technology intelligent devices are fast approaching the realm of 
necessity from the status of luxury. With limited energy resources, it is the need of time to 
revolutionize the traditional methods of counting visitors inside hotels, recreational places, 
meeting rooms and cinemas to control the electrical appliances. Moreover, the improved 
living standards demand developing circuits that would ease the complexity of life. Many 
systems have been developed to fill this technological gap but most of them are not 
applicable in real time scenarios due to their limitations. This paper describes the 
development and implementation of real time bidirectional visitor counter along with 
automatic room light controller. The proposed system keeps track of visitors visiting a room 
as well as takes over the control of the room lights. As a visitor enters the room, the count 
is incremented by one and the lights are switched on. While the count is decremented if a 
person leaves the room. Lights of the room are switched off only if there is no person inside. 
Though a number of systems have been developed in this field but most of them are not 
practically applicable due to outdated technology. In this paper, we have used state of the 
art components to develop a practically applicable system. Finally, the system was deployed 
and tested in real world situations to enumerate its efficiency. 
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1. Introduction 

Most of the regions in the world are undergoing a wave 
of terrorism. Ongoing circumstances has made one’s life 
completely uncertain. Both developing and developed countries 
are facing terrorists attacks on social places, not sparing even 
hotels, schools and care centers. Aftermath of such incidents 
is large number of causalities. Human deaths and injuries are 
estimated by trial and error method [1]. Visitor detection check 
is also vital for no-go and restricted areas. Moreover, in limited 
sitting places such as cinemas, conference and meeting rooms, 
it is necessary to keep track of total number of visitors. This 
requires a system capable of keeping count of and check on 
total number of visitors in a zone or a building. 

Bidirectional Visitor Counter (BVC) is a system used to 
count the visitors entering and leaving a room. The word 
bidirectional signifies the count of both types i.e. entering 
and leaving. When a person enters the room the count is 
incremented and when a person leaves the room that count is 
decremented. Bidirectional counters are designed accordance 
with the real time demands. The design becomes tedious for 
single door systems where all the visitors are going in and 
coming out through a single channel. 

The energy sources are going scarce. In developing countries 
the energy consumption rate is higher than the production 
rate. Therefore it is the need of time to save the energy as 

ASTESJ 

ISSN: 2415-6698 

* Electrical Engineering Department UET Lahore, +923030463541, 
mufarooq40@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 1, No. 5, 10-15 (2016) 

Special issue on Recent Advances in Electrical and Electronics Engineering 

www.astesj.com   

https://dx.doi.org/10.25046/aj010503  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj010503


M.U. Farooq et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 1, No. 5, 10-15 (2016) 

www.astesj.com     11 

much as possible. In these countries majority of the electric 
appliances are manually operated. Most of the times, the 
electric lights and fans are left running even in the fully 
evacuated rooms. It demands a shift towards an automated 
system in order to save energy. This paper describes the 
development and real time implementation of a bidirectional 
visitor counter and Automatic Room Light Controller (ARLC). 
Room light controller works on top of the information gathered 
through BVC. As soon as the net accumulated counter value 
falls to zero, the lights of the room and the fans will be turned 
off to save electricity. The room is automatically re-energized 
when the count is incremented. 

Contrasting to previously developed systems on conventional 
microcontrollers like PIC and Atmel and limited ranged 
Infra-Red sensors (IR Sensors), we have used state of the art 
technology. Though the work can be done by conventional 
microcontrollers, but with increasing computer technology, 
it is difficult to program most of those microcontrollers. 
Moreover, with advanced field of study, researchers and the 
students are interested in state of art microcontrollers rather 
than conventional ones. So, our system may be regarded as 
shift of a developed system from conventional to state of the 
art technology. 

2. Literature Review 

Before the advancement of information systems, counting of 
visitors passing through a location used to been done manually. 
The room appliances are still mostly controlled manually in most 
parts of the world that often leads to power wastage in case of 
personal negligence. With the innovation in technology, many 
electronic systems such as bidirectional visitors’ counters and 
automatic appliance controllers have been developed to keep 
check of the visitors visiting a hall and controlling the lights of 
that room [2-8]. 

The heart of these counters is a microcontroller that counts 
the visitors up and down using output from a IR sensor. These 
sensors consist of an IR transmitter/receiver (TX/RX) pair. The 
design of BVCs can be quite simple for two door systems. Where 
one door is dedicated for entering and the other for leaving. One 
sensor monitors for the visitors entering and the other one 
monitors the visitors leaving the room. This is the scenario for 
which many projects have been developed [2], [5], [8]. But the 
design becomes more challenging for single door systems where 
all the visitors are entering and leaving through the single channel. 
The conventional systems employ IR Transmitter receiver pair, 
each installed on opposing sides of the door [3]. In such systems, 
the sensor height, sensor alignment and power supply availability 
to both the devices offer many installation hurdles. The system 
can still fail to detect a kid if the installing height of sensors is a 
larger than the kids’ height. Similarly, some visitors may also pass 
through channel without being detected if the height of the sensors 
is too low. Moreover, most of the existing systems are based on 
unreliable IR sensors with their limited range and poor detection 
with transparent or bright colored materials [11]. 

In comparison to the older systems, we have used practically 
applicable PIR sensors rather than ordinary IR sensors. Typical IR 
sensors used by earlier developers, have much limited range [11]. 
They can be used to successfully develop a model of sensing 
range of a few centimeters to inches. However, for practical 
application on several feet wide doors, PIR sensors are the best 
choice that we have used in our design. Moreover, a number of 
conventional microcontrollers were programmed through 
serial/parallel ports on PC which have been vanished from most 
of the present laptops and PCs used by a university student. It 
echoes to shift older technology on the state of the art 

Figure 1: Architecture of Bidirectional Visitor Counter and Automatic Room Light Controller 
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microcontrollers. That’s why we used a latest microcontroller 
developed by Texas Instruments (TI). 

3. Proposed System 

The proposed system is designed using ARM cortex based 
microcontroller, a seven segment display and two PIR sensors. 
One of the sensors is installed just outside and the other one just 
inside the door. Microcontroller determines whether a visitor is 
coming in or going out by reading the output sequence of the two 
sensors. We will call the outside sensor Sensor-A and the inside 
sensor as Sensor-B throughout this paper. The output of the 
microcontroller derives a relay circuit that turns on the lights of 
the room when the counter is incremented from 0. All the lights 
and fans remain turn on until the count is again decremented to its 
initial value of zero. The flow of our proposed algorithm is shown 
in Figure 1. 

4. Materials and Methods 

4.1. Materials 

Prior to moving to the working methodology of our system, the 
used materials are discussed briefly here. Following 
components has been used in our proposed system: 

• Power Supply 

• Tiva C Launchpad 

• PIR proximity sensor 

• HC-SR501 

• Common Anode 7-segement display and driver circuit 

• Single Relay Module 

4.1.1. Power Supply 

To provide power to all the components of proposed system, 
we developed a power supply unit. The first part of this unit is a 
transformer that steps down 220 V AC mains to 12 V AC. These 
low voltages are then rectified through a full-wave rectifier. The 
rectified output is then filtered through filter capacitors and 
regulated to 5 V DC using a 7805 linear regulator. This supply 

unit powers all the components including microcontroller, sensors, 
seven segment driver circuit and the relay module. 

4.1.2. Tiva C Launchpad 

In the design we have used ARM Cortex-M 
(TM4C1233H6PM microcontroller) based Tiva C Launchpad (by 
Texas Instruments) shown in Figure 2. Details of the 
microcontroller are given in [10]. The board requires 5 V 
regulated power supply on VBUS and GND pins. The power is 
provided through regulated supply of 5 V. Six GPIO ports are 
available on the board with nomenclature Port A, Port B, Port C, 
Port D, Port E and Port F. We make use of selected pins from port 
A, B, E and F. Port A and B are used to provide power and data 
to 7-segment display respectively. Port E is used to integrate PIR 
sensors’ interrupts and single relay module. The status indicator 
LEDs are connected to port F. The microcontroller drives and 
reads the PIR sensors, the 7-segment display and trigger the relay 
switch. 

4.1.3. PIR Proximity Sensor 

For visitor detection, we have used two Passive Infra-Red 
(PIR) proximity motion sensor HC-SR501 as shown in Figure 3. 
Operating voltage range of sensor is from 4.5 V to 20 V and the 
power is provided through the supply unit described in first 
section. Delay time and block time of the sensors are adjustable. 
The sensing range of HC-SR501 is about 120 degrees up to the 
distance of seven meters [9]. Though the linear range is useful for 
most practical scenarios, we found out experimentally that the 
angle is too wide for satisfactory operation of visitor counting in 
real world scenarios. The solution of this problem is also 
discussed in order to improve efficiency. PIR sensors sense an 
object by comparing the heat emitted by the moving object and 
the background. So, such sensors must be installed only for 
stationary backgrounds and heat invariant environments to avoid 
false switching. Ambient temperature conditions for HC-SR501 
is exactly in accordance with room temperature conditions of 
most of the regions including Asia and some of the European 
countries. 

 

Figure 2: Tiva C Launchpad microcontroller 
TM4C1233H6PM [10] 

Figure 3: HC-SR501 PIR proximity sensor [9] 
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4.1.4. Common Anode 7-Segment Display 

To display the number of visitors inside a room, we have used 
a common anode 7-segment display. For this purpose, a driving 
circuit is designed using four NPN transistors. The driving circuit 
is powered from the same power supply. 

4.1.5. Single Relay Module 

This module controls the electric appliances. In common, the 
room appliances operate on 220 V. So, the single relay module 
turns on and off these appliances of the room in accordance with 
the output of bidirectional visitor counter. Single relay module is 
designed using 5 V DC-220 V AC relay (Figure 4). Relay is 
triggered by the signal asserted on GPIO pin of microcontroller. 
As soon as the count is incremented from zero, the relay module 
triggers and turns on the appliances. The relay moves back to its 
initial condition only when count falls to zero again. 

4.2. Methodology 

4.2.1. Working 

When a visitor enters a room, it is detected sequentially first 
by sensor A and then by sensor B. The microcontroller recognizes 
that sequence and increments the occupancy counter. It can be 
problematic if there is non-overlapping proximity area of sensors 
(shown in Figure 5 as a typical case). As soon as anyone of the 
sensors senses a motion, the corresponding signal is asserted. This 
signal remains high for a specific time interval after the sensor 
output goes low. This signal gets away with the problems created 
by non-overlapping proximity area. 

The working of our proposed system is shown in Figure 6. 
The dotted line shows the door and the Signal-A and Signal-B are  

 

 

 

Figure 4: Single Relay Module 

Figure 5: Signal loss due to non-overlapping proximity area 

Figure 6: Working methodology of our purposed system when a visitor 
enters 

Figure 7: Working methodology of our purposed system when a visitor 
leaves 
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the corresponding signals asserted by Sensor A and Sensor B 
respectively. Same analogy is used for decrementing the 
occupancy count with only difference that the sensors sequence 
will be reversed as is shown in Figure 7. 

4.2.2. Pseudo Code 

5. Testing and Results 

The real time testing was done on main entrance of Department 
of Electrical Engineering, UET Lahore. The testing 
under controlled conditions produced 100 % accuracy. The 
wrong triggers were avoided by allowing just one visitor to 
be in the range of the sensors at a time. However testing in 
real time conditions produced about 60 % efficiency the cause 
of which was diagnosed to be the wide sensing angle of PIR 
sensors. 

In order to increase the efficiency in this scenario it was 
required to optimally reduce this wide angle. We added an 
extra view restricting geometry in front of the sensors as 
depicted in Figure 8 . Due to this addition, we were able to 
reduce the angle range from 120 degrees to only 40 degrees. 
Testing this new design in real time improved the accuracy to 96 
%.The error of 4 % was found when two persons passed 

before the sensors exactly at the same time. It can be avoided 
by queueing on the entrances of highly recommended places. 
For second testing, a class room of the department was 
chosen. The whole system including BVC and ARLC was 
tested in this last phase. The system yielded 100 % efficiency 
by accurately counting the students entering and leaving the 
class room and turning on and off the lights accordingly. 

6. Conclusion 

Replacement of the outdated technology with latest one, have 
made us enable to develop a practically applicable BVC system 
that produced highly efficient results in practical scenarios. The 
system is an effective addition for security systems. It may be 
implemented at sensitive buildings and highly secret meeting 
rooms. Moreover, it relaxes the management burden in public 
recreation and limited seats places such as cinemas. In addition to 
visitor counter, automatic room light controller produces amazing 
efficiency to control the room appliances which is a desired 
product for energy deficient developing countries. 

7. Future Work 

The project can be expanded in various projections. For time 
being, we have controlled room lights in digital manner such that 
the lights are turned off automatically when no person is inside 
the room and turned on automatically when the count is 
incremented. We intend to control light intensity based on the 
number of people inside the room. It will be 
more power friendly in order to save energy. We will also embed 
with Internet of Things (IoT) technology and WLAN connectivity 
for observations on world wide web. Moreover, we have intended 
to develop an automated ticketing systems at cinemas and 
recreational places to reduce the further load of the management. 
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 The determination of length of survival, or prognosis, is often viewed through statistical 
hazard models or with respect to a future reference time point in a classification approach 
(e.g., survival after 2 or 5 years). In this research, regression was used to determine a 
patient’s prognosis. Also, multiple behavioral representations of clinical data, including 
difference trends and splines, are considered for predictor variables, which is different from 
demographic and tumor characteristics often used. With this approach the amount of 
clinical samples considered from the available patient data in the model in conjunction with 
the behavioral representation was explored. The models with the best prognostic 
performance had data representations that included limited clinical samples and some 
behavioral interpretations.   
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1. Introduction   

This paper is an extension of work originally presented in 2016 
at the IEEE International Conference on Electro Information 
Technology (EIT) [1].  This extends the prior work by focusing on 
the prediction of the length of survival through regression rather 
than with classification techniques. The link between the 
representation of the patient clinical data and the regression 
methods for prognosis will be explored. The results show that the 
data representation with the best prognostic performance may 
include limited clinical samples and also beharioal interpretations 
of the data. 

The American Cancer Society estimates for the year 2016 there 
will be 1,685,210 new cases of cancer diagnosed. With 1,630 
individuals expected to lose their lives each day to cancer [2]. For 
those affected by cancer, the accurate length of survival prognosis 
is an important problem which needs to be addressed in order to 
provide patients and their families information about the 
effectiveness of treatments, end of life treatment, and/or palliative 
care. 

There are many factors which may go into cancer prognosis 
prediction including: the type of cancer (some types of cancer are 
cure-able or go into long-term remission, and others have a low, 
five-year survival rate), severity of the cancer (stages), patient 
specific history and condition (comorbidities, state of health, etc.), 
and treatments.  For any given representation, different methods 
may be used to predict patient prognosis. Many of the techniques 
consider binary survival, providing information on only if a patient 
will live to a certain point in time or not. Alternative prognosis 
methods include classification and regression, providing more 
information on the length of survival.  

For this work, the representation of clinical data with an 
outpatient oncology data set is considered for prognosis. The 
clinical data for the patients, consisting of multi-modal non-
uniform time-limited data, will be represented through samples 
taken at discrete time points and with two behavioral 
representations, difference trends and splines.  The prognosis was 
predicted as length of survival (LOS) using linear and quadratic 
regression, Gaussian Process with constant basis, and Support 
Vector Regression (SVR) using radial bias function and linear 
kernels. The LOS predicted was compared with the actual LOS for 
each patient to evaluate the prediction models (presented in terms 
of absolute and relative error).  
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Related work concerning approaches for oncology 
representation and prognosis is presented in Section 2. The 
methods for representing the clinical data and experimental design 
are then presented in Sections 3 and 4. Finally, the results of the 
regression analysis are presented in Section 5. 

2. Background 

Machine learning has played a role in many different aspects 
of oncology including diagnosis, recurance, prognosis, image 
analysis, malignancy, and staging of tumors [3]. In these methods, 
the data used can include gene expressions, radiographic images, 
tissue biopsy sample data, predictors like sex, age, cancer stage, 
thickness and cancer  stage traits such as positive nodes [4]. Cancer 
tumor staging is a common tool in the data as it considers the size 
of the tumor, the involvement of lymph nodes and if the cancer has 
spread [5]. 

For the clinical data observations, it is possible to treat them as 
as a time series. In this form there are several methods for 
representing or transforming the data available, e.g., Fourier 
analysis (DFT), wavelet analysis (DWT), piecewise aggregate 
approximation (PAA), etc [6]. Temporal abstraction approaches, 
which describe a behavior over a period of time (e.g. weight 
increasing while hemoglobin decreasing), have also been used to 
represent clinical data [7-8]. It is also possible to take the multiple 
variables to address the multiple sampling frequencies and types 
of observations that occur to reduce the values for each observation 
type to a single value for each period [9]. 

For the prediction of survival it is often considered from a 
statistical standpoint with life tables [10], or approaches like 
Kaplan-Meier or the Cox proportional hazard model [11]. These 
have the limitation of not providing information about the 
probability of death, rather only insight based on the population 
survival over time [12]. Other approaches have been extended to 
look at survival chances with respect to a point of time, however 
they are limited to a single point. That is, whether a patient will 
survive up to time X, where the time points generally considered 
are for 0.5, 1, 2, 3, and 5 years [13]. 

Diverse machine learning techniques have been used for 
predicting survival time including support vector machines [14], 
Bayesian Networks [15],  k-nearest neighbor, and random forest 
[16]. In one study , the prediction is survivability of 5 years for 
patients with breast cancer with an accuracy of 89-94% reported 
using neural networks, decision trees, and logistic regression [17]. 
Multi-class classification provides more insight into survival time, 
than a binary classifier, with narrower windows of prognosis. 
Examples of multi-class approaches include using an ensemble 
method with 400 support vector machines of binary classifiers [13] 
or neural networks with four classes [18]. 

With the complexity of clinical data, classification can also be 
done based on training incorporating multiple experts. In the case 
of classification through this approach, temporal abstraction is 
used to simplify the data and different algorithms, including 
majority rule and SVM, are used to create consensus classification 
models  [19]. 

3. Methods 

The data used in this study was provided by a private outpatient 
oncology practice and made available to the researchers by EMOL 
Health of Clawson, MI. 

3.1. Data Collection and LOS Reference Points 

For each patient, routine clinical and laboratory tests (weight, 
WT, albumin, ALB, and hemoglobin, HGB) and treatment 
administration dates (chemotherapy, blood transfusions, and two 
erythropoietins) were collected for two years. The amount and 
duration of data collection varies between patients depending on 
the number of visits and survival time. The determination of age at 
time of death was confirmed with the Social Security Death Index.  

 Table 1 Data Set Characteristics 

 

Outpatient clinical data is problematic due to the non-uniform 
sampling, e.g., time between clinic visits or laboratory tests is not 
uniform. Additionally, the type of clinical information collected 
may vary between visits and between patients, e.g., different blood 
tests may be ordered during each visit or not at all for a given 
patient. The non-uniformity can be observed in Figure 1 as each set 
of observations is for a different patient and presents a unique 
distributions of observations. 

 A prognosis is formed with respect to a reference time point.  
For example, predicting if a patient has a LOS of two years 
requires establishing a reference point from which to count the two 
years.  We establish the three reference points, t, t*

1, and t*
2 as the 

basis of the LOS prediction.  For each patient, the reference time 
point t is set when the first type of observation ceases being 
measured (see Figure 1C). This point was selected to minimize 
extrapolation errors and dealing with missing data. To avoid bias 
(t coincides with an observation), t*

1 and t*
2 are selected at random 

from a range about t, with t*1 ∈ [t-15, t+5 ] selected from the range 
of 15 days further from death to 5 days closer to death and t*

2 ∈[t-
28, t+14].  

The reference points t* are used in forming the data repre-
sentation. The evaluation of the LOS prediction is based on the 
reference points, t*

1 and t*
2 

3.2. Data Representation 

Three representations of the patient clinical observations are 
considered: clinical data sample values, difference trends, and 
splines. A fourth type of data representation that of numeric 
occurances is  used  for  the  counts  of  medical   treatments  which

Properties Data Set 

Patients,  num.  1311   

Weight – lbs. (WT) obs.,  num. 10,653   

Albumin – g/dL (ALB) obs., num.  5,547   

Hemoglobin – g/dL (HGB) obs., num.  17,481 

Treatments, num.    3,411   

Age at death (yrs), mean  71.61   

Age (yrs),  min/mean/max     22 / 71 / 98    

Obs./patient, min/mean/max  1 / 28 / 178 

LOS from final obs. (days),  mean   139 
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C. Two difference trends and samples. B. One difference trend and treatments. 

Figure 1 Sample patient data is illustrated with the clinical observations of ALB, HGB and weight (top, middle, and bottom axes).  The vertical lines 
show administered treatments: solid (cyan) - erythropoietin, dashed (black) - blood transfusion, and dot-dash (red) - chemotherapy [1]. 

the patient experiences. In the data set, these counts include blood 
transfusion, two different erythropoietins, and chemotherapy. The 
numeric occurrences (number of treatments) are based in native 
units prior to standardization. 

A patient's clinical values are estimated at uniform intervals for 
ALB, HGB, and WT at t* then back at an interval of 7 or 14 days. 
An example is shown in Figure 1C, where vertical lines represent 
where the clinical data samples are to be estimated at time t*, t* - 
7, and t* - 14 (a sample spacing of 7 days). Cubic splines were 
utilized to obtain values at the sample times between clinical 
observations for input to predict LOS by evaluated the splines at 
the times that the samples were desired.  These values are 
standardized as inputs to the model.  

A difference trend (Diffs) describes the observed behavior as 
increasing, decreasing or stable via a difference between values for 
ALB, HGB, and WT. Two versions are considered. First, one 
difference values (1 Diffs) are calculated between values at t*and 
90 days earlier, t*-90 (note, the values may be predicted, as a 
sample may not have been collected at this exact time interval); see 
Figure 1B. Alternatively, two trends (2 Diffs) are found, from t* 
back 45 days, then from this point back an additional 45 days; also, 
shown in Figure 1C). 

Finally, splines are used to describe the behavior of the 
observations.  A two-piece second order spline is used to fit the 
entire observation period for ALB, HGB, and WT observations for 
a patient (unlike the difference trend which has a recent specified 
period of consideration); see Figure 1A. The splines' slope 
coefficient is discretized and used as input to predict LOS. 

In summary, the predictors for prognosis include the number 
of treatments and the following options to consider in the 
evaluation: 0-5 patient clinical sample values; 1, 2, or no difference 
trends; and inclusion or not of spline coefficients.   

3.3. Length of Survival (LOS) Prediction via Regression 

The problem of regression is a supervised learning technique 
that aims to develop a model to map an input 𝒙𝒙 to an output 𝑓𝑓(𝒙𝒙). 
The assigned output is a prediction of a continuous quantity or 
numerical value.  

3.3.1 Linear and Quadratic Regression 

In linear regression, the objective of determining the numerical 
result of 𝑓𝑓(𝒙𝒙) is found through a linear model,  

𝑓𝑓(𝒙𝒙) = 𝒘𝒘𝒘𝒘 + 𝑤𝑤0,            ( 1 ) 

where  𝒙𝒙 is the input and 𝒘𝒘 is the weight that fits the model, that 
for a linear model is the slope. The parameter 𝑤𝑤0 is the offset or 
bias parameter to adjust the fit. The parameters in this case are 
chosen based on the minimization of the error when fitting with 
the training set. 

Similar to the linear regression, quadratic regression 
determines a numerical outcome but from a higher order model, 

𝑓𝑓(𝒙𝒙) = 𝒘𝒘2𝒙𝒙2 + 𝒘𝒘1𝒙𝒙 + 𝑤𝑤0.    ( 2 ) 

3.3.2  Gaussian Process Regression 

With a Gaussian Process (GP), the inputs are treated as a set of 
random variables and incorporated with a covariance function to 
determine a probabilistic outcome of the regression value [20]. The 
model is defined by the mean and the covariance functions. Given 
the K input pairs (𝒙𝒙, 𝑦𝑦), the GP regression model summarizes, 
assuming a zero mean, to [21], 

𝑃𝑃�𝑦𝑦|𝑦𝑦1, … , 𝑦𝑦𝐾𝐾 ,𝐶𝐶�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�, {𝑥𝑥1, … , 𝑥𝑥𝑘𝑘}� = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−�
(𝑦𝑦−𝑦𝑦∗)2

2𝜎𝜎2
�,    ( 3 ) 

where, 

𝑦𝑦∗ = 𝑘𝑘(𝒙𝒙)𝑇𝑇𝐶𝐶𝐾𝐾−1(𝑦𝑦1, … ,𝑦𝑦𝐾𝐾) ,  ( 4 ) 

𝑘𝑘(𝒙𝒙) = �𝐶𝐶(𝑥𝑥1,𝒙𝒙),𝐶𝐶(𝑥𝑥2,𝒙𝒙), … ,𝐶𝐶(𝑥𝑥𝐾𝐾 ,𝒙𝒙)� , 𝑎𝑎𝑎𝑎𝑎𝑎    ( 5 ) 

𝜎𝜎 = 𝐶𝐶(𝒙𝒙,𝒙𝒙) − 𝑘𝑘(𝒙𝒙)𝑇𝑇𝐶𝐶𝐾𝐾−1𝑘𝑘(𝒙𝒙),   ( 6 ) 

such that 𝐶𝐶𝐾𝐾 is the covariance matrix evaluated considering the 𝐾𝐾 
training set inputs and the current input 𝒙𝒙. The covariance matrix 
has the ability to incorporate a kernel or function to modify the 
functionality, often smoothing or bring periodicity to the behavior 
[21]. The correct covariance function can increase when it is in 
regions which are further away from previous regions of known 
values, and thus shrinks when near [22]. The constant basis will be 
used for the function in this analysis.   

3.3.3  Support Vector Regression 

Support vector regression (SVR) is a kernel based approach to 
determine the regression output. The regression is a set of linear 
functions, 

𝑓𝑓(𝒙𝒙,𝜶𝜶) = (𝒘𝒘 ∙ 𝒙𝒙) + 𝒃𝒃,   ( 7 ) 

  
 

A. Two-piece splines. 
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that is aimed to have the error minimized through the loss function 
ε, and where α is the Lagrange multiplier. The support vectors are 
represented in the term 𝒙𝒙 and during the fit process variables w and 
b are determined, such that w is the weight and b is the offset or 
bias. To allow for the spread in the values, a slack variable is used, 
ξi. The objective is then to minimize [23],  

Φ(𝒘𝒘, 𝜉𝜉∗, 𝜉𝜉) = 1
2

(𝒘𝒘 ∙ 𝒘𝒘) + 𝐶𝐶�∑ 𝜉𝜉𝑖𝑖∗ + ∑ 𝜉𝜉𝑖𝑖𝑙𝑙
𝑖𝑖=1

𝑙𝑙
𝑖𝑖=1 �,           ( 8 )  

when there are l samples.  To support this boundary, the slack 
variable, 𝜉𝜉𝑖𝑖 , must be greater then or equal to zero [23].  In the 
evaluation the constraint is used to relate the loss and slack 
variables to the function, 

𝑦𝑦𝑖𝑖 − (𝒘𝒘 ∙ 𝑥𝑥𝑖𝑖) − 𝒃𝒃 ≤ 𝜀𝜀 + 𝜉𝜉𝑖𝑖 , 𝑖𝑖 = 1, … , 𝑙𝑙.           ( 9 ) 

The SVR approach can be extended to allow for the application 
of kernel which satisfy Mercer’s Condition to be used. In our work, 
linear and radial basis function kernels will be used.  

4. Experimental Design 

There are multiple ways discussed to represent the patient 
observations: clinical data samples, difference trends, and splines. 
For example, the number of clinical data samples considered varies 
from zero to five. The number of difference trends included in the 
evaluation is zero to two. The spline information is either included 
or not.  All input variables which are not discrete are standardized.  

 For the evaluation, multiple regression approaches will be used 
including linear and quadratic regression, GP, and SVR with radial 
bias function and linear kernels.  

 For SVR, the linear kernel will be used with the cost 
parameters from 𝐶𝐶 = {0.1, 1, 10, 50, 100, 500} , in addition the 
radial basis function (RBF) kernel will consider 𝜎𝜎 =
{0.1, 1, 2, 5, 10}. Each regression model is learned using Matlab 
2015b. 

In all evaluations, a 10-fold cross evaluation approach was 
used to train and test. The SVR parameters were selected through 
a nested cross validation approach. The performance was 
compared based on the absolute and relative error in the LOS 
determined for each model evaluated. Statistical p-values from a t-
test were used to verify statistical differences or lack thereof in 
comparing different representation techniques within evaluation 
methods. 

5. Results 

 The first part of the evaluation was conducted to examine the 
impact of different number of clinical sample values in the 
representation (0-5). The data representation also included both 
behavioral interpretations; namely 1 Diffs and splines. Table 2 
shows the best performance was not with more samples but zero 
or one based on the lowest median relative error, for all but SVR 
with a linear kernel (although the difference in median relative 
error between 1, 2, 3, or 5 samples is small). The analysis of the p-
values from the t-test showed that the increase in samples had no 
statistical benefit over less samples for the models. An exception 
is in the quadratic regression which had a p-value of 0.05 in 
comparing performance of 1 versus 3 samples.  The same analysis 
was done using t*

1 as the reference point, which lead to similar 
results and conclusions.  Because the performance of the models 
with more samples are not statistically better, then the next part of 
the evaluation will include only one clinical sample value.     

Table 2 Results on t*2  for data representations with 1 Diffs, splines, and 
different number of clinical sample values with 14d sample spacing.  

Samples Median Relative Error 
 SVR- 

Lin 
SVR-
RBF 

Linear Quad GP 

0 0.658 0.778 0.838 1.011 0.860 
1 0.634 0.834 0.800 1.182 0.879 
2 0.631 0.828 0.830 1.257 0.928 
3 0.631 0.880 0.811 1.425 0.933 
4 0.655 0.817 0.834 1.686 0.900 
5 0.630 0.794 0.850 2.303 0.923 

Table 3 presents results examining the performance benefit of 
the inclusion of the behavioral representations namely difference 
trends (Diffs) and splines. With two exceptions, SVR with the RBF 
kernel and the quadratic regression, the best performing models 
contained one behavioral representation. In the various modes of 
behavioral representation considered, the models did not have any 
statistical benefit, with p-values greater than 0.1 in most cases. One 
exception is in quadratic, the model with no splines and no Diffs 
showed a statistically significant improvement to the model with 2 
Diffs and splines with a p-value of 0.014. Similar results were 
observeved for t*

1. 

The different regression methodologies show an ability to work 
with the diversity in the clinical data inputs of the samples to 
various degrees. The best performing methodology consistently is 
the SVR with the linear kernel followed by the linear regression 
approach. The RBF kernel version of the SVR did well with the 
data, just not as well as the linear kernel method, and the GP was 
not as successful with the fit but did not have the high degree of 
variance in the error that was seen with the quadratic regression. 
Table 3 Results on  t*2  with one clinical sample and different data 
representations involving the number of Diffs and inclusion of splines. 

# Diffs Splines Median Relative Error 
  SVR-

Lin 
SVR-
RBF 

Linear Quad GP 

0  0 0.636 0.819 0.881 0.958 0.874 
0 1 0.649 0.844 0.800 1.064 0.870 
1 0 0.619 0.834 0.885 0.98 0.874 
1 1 0.634 0.834 0.803 1.182 0.879 
2  0 0.720 0.868 0.866 0.979 0.878 
2  1 0.665 0.877 0.8177 1.33 0.893 

Table 4 Best performing regression models. Above the triple line is t*1 
and below is t*2.  

Evaluation 
Method 

Data Representation 
Summary 

Median 
Absolute Error 
(Days) 

Median 
Relative 
Error 

SVR- 
Linear 

1 Sample, 7 day, 2 Diffs, 
Splines 

32.48 0.625 

SVR- RBF 0 Samples, 2 Diffs, Splines 31.48 0.640 

Linear 
Regression 

3 Samples, 7 day, 2 Diffs, 
Splines 

51.19 0.765 

Quad 
Regression 

1 Sample 14 day, No Diffs, 
No Splines 

53.05 0.800 

Gaussian 
Proc. 

0 Samples, 2 Diffs, Splines 52.81 0.822 
    

    

SVR- 
Linear 

1 Sample, 1 Diffs, No 
Splines 

31.35 0.619 

SVR- RBF 0 Samples, 1 Diffs, Splines 41.60 0.752 
Linear 
Regression  

1 Sample, 14 day, No 
Diffs, Splines 

50.27  0.800 

Quad 
Regression 

0 Samples, No Diffs, 
Splines 

56.05 0.889 

Gaussian 
Proc. 

1 Sample, 7 Day, No Diffs, 
Splines 

53.37 0.852 
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The best performing models for each regression methodology 
is seen in Table 4. These models overall have the best performance 
with one behavioral representation included with either zero or one 
sample included. There are a couple cases that the performance 
was best with multiple behavioral representation included (both 
Diffs and Splines), and one case with more than one sample being 
beneficial based on the lower median relative errors.  

In Table 4, the median absolute error was also reported. 
However, it may be a deceiving measure since for each patient the 
same amount of absolute error may hold more meaning to some 
cases then other (e.g., an error of 30 days for a patient surviving 40 
days versus 180 days).  Therefore, to help controlf for each 
patient’s LOS, the relative error has been reported and used to 
compare representations and methods. Overall, the best 
performance in the absolute error was also seen with the SVR 
methods using this representation approach. 

6. Conclusion 

The inclusion of more clinical sample values does not provide 
a statistically significant improvement in the prognostic 
performance, measured as a reduction in relative error, using 
regression methodologies. What does help improve the ability to 
determine a prognosis is the inclusion of behavioral repre-
sentations and the selection of appropriate regression methods, like 
the SVR method used here. While regression and classification are 
not directly comparable, the original results of benefits from the 
behavioral representations have held true with prior work. There 
are several future directions for this work with respect to the data 
representation. For example, rather than use sampling with 
interpolation, an alternative would be to consider dimensionality 
reduction techniques to reduce the need for samples and behavioral 
representations. 
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 Smart electronic devices and gadgets and their applications are becoming more and more 
popular. Most of those devices and their applications handle personal, financial, medical 
and other sensitive data that require security and privacy protection. In this paper we 
describe one aspect of such protection – user authentication protocol based on the use of 
X.509 certificates. The system uses Public Key Infrastructure (PKI), challenge/response 
protocol, mobile proxy servers, and Java cards with crypto capabilities used as a Secure 
Element. Innovative design of the protocol, its implementation, and evaluation results are 
described. In addition to end-user authentication, the described solution also supports the 
use of X.509 certificates for additional security services – confidentiality, integrity, and 
non-repudiation of transactions and data in an open network environment. The system uses 
Application Programming Interfaces (APIs) to access Java cards functions and credentials 
that can be used as add-ons to enhance any mobile application with security features and 
services.  
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1. Introduction: User Authentication  

    Authentication of users is one of the most important security 
services for any application in the Internet environment. It 
guarantees that applications and their resources are used only by 
legitimate and authorized users. In addition, it represents important 
prerequisite for many other security services, such as data 
confidentiality (for exchange of cryptographic keys), data integrity 
(protection of digital digests), access control, non–repudiation, and 
so on. Authentication as the security service is also used to verify 
identities of other components of an IT environment, such as 
applications, servers, user workstations, messages, documents, E-
mail letters, and other digital objects. 

    Because of its importance in any IT environment, it is essential 
that authentication is always performed correctly and with high 
degree of trust in its protocol and the outcome.  

    The essential goal of an authentication protocol is to verify the 
identities of parties and components participating in some 
application or transaction. This goal is usually accomplished by 
validating some secret value associated with the claimed identity. 

Alternative protocols include verification of some unique and 
intrinsic properties of individuals that provide their identities and 
participate in their validation. 

      This paper is focused on the authentication protocol specified 
in the National Institute of Standards and Technology (NIST) FIPS 
196 standard [1]. The essence of that protocol is 
challenge/response procedure based on randomly generated 
number for each execution of the protocol, so that specific instance 
of the protocol and its results are non–repeatable. This approach 
prevents man-in-the-middle attack based on replay of protocol 
messages. Cryptographic protection of messages is based on public 
key cryptography, where both participants in the protocol – 
Identity Claimant and Identity Verifier, have a pair of asymmetric 
crypto keys and corresponding certificates. Using these credentials 
all messages of the protocol are cryptographically protected – 
digitally signed and enveloped, what guarantees successful 
verification of all messages and therefore successful completion of 
the protocol. 

  FIPS 196 standard does not specify specific details of the 
cryptographic protection of protocol messages. But, this aspect is 
complemented by another NIST standard – SP 800-63-1 [2]. This 
standard defines four levels of assurance, Levels 1 to 4, in terms of 
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the strength of cryptographic algorithms, their parameters, 
authentication procedures, consequences of authentication errors, 
and misuse of credentials. Level 1 is the lowest assurance level, 
and Level 4 is the highest.  

     Brief description of the four assurance levels and their main 
characteristics is the following: 

1.1 Assurance Level 1 –  Low Assurance  
    At this level identity proofing is not required – simple user login 
name may be used for that purpose. Authentication mechanism is 
usually user login password, which is used as a shared secret with 
the Identity Verifier. Such authentication mechanism provides 
some assurance that the same Claimant who participated in 
previous transactions is accessing again the protected transaction 
or data. At Level 1, long-term shared authentication secrets (user 
password) are revealed to and shared with Verifiers.  

     The protocol relies on encryption of passwords for their 
transfer through a secure communication channel, usually SSL. 
This assurance level does not require cryptographic methods that 
block offline attacks by eavesdroppers. Authentication protocols 
that are implemented based on principles suggested for this level 
have several problems. The most important are: sharing of secret 
authentication credentials what gives the possibility of dishonest 
server administrators to impersonate users. Credentials stored at 
the servers are vulnerable and usually multiple credentials are 
used at different servers. The protocol that solves all these 
problems, described in section III.    

1.2 Assurance Level 2 – Single Factor Remote Authentication  
    This level provides moderate assurance for authentication 
protocols. At this level identity proofing requirements are 
introduced, requiring presentation of identifying materials or 
information. For single factor authentication, Memorized Secret 
Tokens, Pre-Registered Knowledge Tokens, Look-up Secret 
Tokens, Out of Band Tokens, and Single Factor One-Time 
Password Devices are suggested. Successful authentication 
requires that the Claimant proves using a secure authentication 
protocol that he/she controls the token. In addition to Level 1 
requirements, authentication assertions must be resistant to 
disclosure, redirection, capture, and substitution attacks. This 
implies that their cryptographic protection is needed. Certified 
and approved cryptographic techniques are required for protection 
of all assertions used at Level 2 and above. 

Protocols implemented at this assurance level have reasonable 
good security, except that they are based on a single 
authentication factor. So, their assurance is not too high and these 
protocols are not suitable for highly sensitive applications and 
data. 

1.3 Assurance Level 3 – Multi-Factor Remote Authentication  
This level provides medium assurance in authentication 

protocol since at least two authentication factors are required. At 
this level identity proofing procedures require verification of 
identifiers. Authentication is based on proof of possession of the 
allowed types of tokens through a cryptographic protocol using 
strong cryptographic mechanisms that protect primary 
authentication tokens against compromise by all threats at Level 
2 as well as Verifier impersonation attacks.  

Authentication requires that the Claimant proves, using a 

secure authentication protocol, that he or she controls the token. 
The Claimant “unlocks” the token (the first factor) with a 
password or biometric (the second factor). Long-term shared 
authentication secrets are never revealed to any party except the 
Claimant and Verifiers. 

Although authentication protocols at this assurance level are 
stronger than at Level 2, they still have weaknesses of shared 
secrets with Verifiers as well as multiplicity of such secrets with 
multiple Verifiers.   

1.4 Assurance Level 4 – Multi Factor Remote Authentication  
This level provides the highest degree of assurance in 

authentication protocols. At this assurance level in-person identity 
proofing is required what implies that identification data must be 
established by some trusted Registration Authority. The core 
requirement at this level is that only hardware cryptographic 
tokens must be used. The token is required to be a hardware 
cryptographic module validated at Federal Information Processing 
Standard (FIPS) 140-2 Level 2 or higher with at least FIPS 140-2 
Level 3 physical security [3]. Level 4 token requirements can be 
met by using the PIV authentication certificate of a FIPS 201 
compliant Personal Identity Verification (PIV) smart card [4]. 

The key characteristics and distinguished features of the strong 
authentication protocol described in this paper is that it provides 
the highest level of assurance at Level 4. In addition, another 
important feature of the solution is that, by suitable extensions of 
the FIPS 201 standard, the same cryptographic token (PIV card) 
can support other types of protocols at three other assurance levels. 
These features are available not only using Java smart cards with 
PC/Windows workstations, but also using Java crypto chips 
combined with smart phones. Therefore, the protocol is at 
Assurance Level 4 and it is available for PCs, for smart phones, 
and for other mobile devices and gadgets. In order to even prevent 
brute–force analysis using powerful computers by legal agencies, 
but without proper authorization, all data are randomized before 
encryption using ExOR with random 256 bit masks. This 
transformation makes analysis of encrypted data exponentially 
more difficult compared with data encrypted using standard crypto 
algorithms.  

      The remaining sections of the paper are organized as follows: 
in Section 2 related work and relevant alternative solutions are 
described and analyzed. In Section 3 all details of our protocol, its 
components and steps are described. Section 4 describes the 
management of security credentials as used in the protocol. Section 
5 describes current implementation. Whereas Section 6 contains 
the results of evaluation and validation based on requirements of 
the Assurance Level 4. The last Section contains the conclusion 
and suggestions for further research and potential improvements. 

2. Related Work and Standards  

 There are several research papers and standards dealing with 
strong authentication protocol using Java chips and mobile PKI. 
Although they address interesting problems, none of them describe 
a solution that is as comprehensive and also formally validated, as 
the protocol described in this paper. 

Wireless Application Protocol (WAP) Forum was the first to 
specify Wireless PKI (WPKI) protocol for wireless environments 
[12]. In the WPKI protocol Web portal acts as a Gateway Server. 
It receives WAP client requests and transfers them to the 
Registration Authority (RA) and Certification Authority (CA) 
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servers. The WAP client uses direct URL instead of X.509 
certificate exchange. The entity that wants to communicate 
securely with a WAP client needs first to download the certificate 
from given URL and then verify client’s signature on the 
authentication token. 

The paper [13] describes an approach based on the use of mobile 
phones and SIM (Subscriber Identity Module) chips. The proposed 
solution utilizes security features, user identities, and 
public/private key pairs available inside SIM Module. The solution 
is dependent on a telecom issuing and personalizing SIM chips 
during client’s subscription, so security of user’s data and 
transactions depends on third party. Therefore, this system requires 
user’s trust on services and actions of the third parties and also 
lacks protection of consumers privacy.  

Research results reported in [14] proposed the use of enhanced 
PKI credentials as security tokens for mobile phones. The system 
comprises several components: a PKINIT component (i.e. an 
enhanced version of Kerberos); a client component; PANDA 
component (i.e. a device powered by Zigbee protocol) for 
communication and sensing locations; Delegation Server 
component is used to manage certificates and private keys for 
signing certificates; Referee Server component represents protocol 
bridge between a server and a client. Mutual authentication is 
performed by the Delegation Server and it is based on PKI. Upon 
receiving proxy certificate and Delegation Server’s public key, a 
client signs it by his/her own private key and sends it back to the 
Delegation Server. In response, the Server returns a challenge to 
the client. The client encrypts the challenge and returns it back to 
the Delegation Server. Delegation Server performs its verification 
with the assistance of the Referee Server. Upon success, PKINIT 
is activated to issue Service-Granting Ticket (SGT) to the client. 
Authors claimed that the protocol provides authentication, digital 
signatures, non-repudiation, and secure distribution of keys to the 
client. The solution is comprehensive but quite complex, it has 
quite high deployment cost as it has a number of resources required 
to support different services at different levels. Our system 
provides the same security services, but with simpler structure and 
in transparent fashion to end user’s. 

Research results in [15] suggest the use of certificates for mobile 
phones. The authors claim that their authentication protocol is not 
only based on PKI certificates, but that it also provides secure 
solution to mobile applications. In addition, they claim user 
confidence that their credentials are password protected and kept 
secret. They measure the strength and protocol latency of their 
solution using security threats. Authors compare their solution 
with well-known authentication solutions by using formal 
verification approach and claim that their solution is more efficient 
and has the lowest latency for mobile phones. But, such claim 
requires practical testing in an enterprise environment and also 
requires tamper-proof technology.   

Trichina [16] proposed a PKI system for SIM-based mobile 
payments in Finland. This proprietary solution was deployed with 
the help of telecommunication operator for secure mobile 
payments. Mostly financial organizations located in Finland can 
utilize the system according to operator guidelines. Network 
operator is responsible for issuance of PKI-SIM cards to 
customers. FINEID SAT applet module inside the SIM card 
generates digital signature and corresponding public-key 
certificate for customers. The big challenge to such system is 
privacy and customer confidence, as it is based on trust in third 
party services. A number of challenges are highlighted by [17] for 

such solutions especially when using online m-commerce 
applications. 

  Another PKI solution for mobile environments was proposed 
by Jeun and Kilsoo [18]. They first generate public/private key pair 
on a personal computer (PC) and manually transfer it into a mobile 
phone. Customers initiate PKI services by using SMS message 
requests to the server. In their system mobile devices rely 
completely on PC security, as PC generates public/private key pair 
and certificates on behalf of a customer. If PC is compromised, the 
complete customer’s security is compromised. The solution has a 
number of challenges including insecure storage of public/private 
keys and their manual transfer to mobile phones.  

Lee [19] proposed a WPKI based solution. In the solution an 
Elliptic Curve Digital Signature Algorithm (ECDSA) is utilized 
for key pair generation. He claimed that the generated certificate 
has reduced size as compared to the standard X.509 certificate. For 
validation of certificates, he uses Online Certificate Status Protocol 
(OCSP) instead of Certificate Revocation Lists (CRL). Although 
the solution is based on optimized protocols for certificate 
management, it has a number of limitations for mobile 
applications. A serious issue for every PKI-based solution is the 
protection of a private key. The best solution for tamper-proof 
storage and protection of private keys is to use either smart card 
chips or smart micro SD card chips. Compared with Lee’s solution, 
our protocol use a tamper-proof technologies. In addition, its 
completeness, availability on multiple platforms, and compliance 
to standards have been proven using official validation and 
certification standards and methodologies. 
3. Protocol Components and Steps 

 Two core components of our system are Strong Authentication 
Client and Strong Authentication Server. There are two 
implementations of the Client. One as Java Web Start (JWS) 
module, which is dynamically downloaded to and activated in the 
PC/Windows environment upon activation of the protocol. The 
other is a mobile application with versions for IOS and Android 
smart phones, called m–Security. Both versions are protected 
against malware and illegal code modification: JWS module is 
digitally signed, while for mobile applications software modules 
are encrypted before loading into mobile devices. For execution of 
such encrypted software modules special Java Class Loader is 
implemented as an extension of the standard Java Class Loader. 
Security Loader dynamically decrypts Java classes in the process 
of loading them into main memory before execution.  

Strong Authentication Server comprises two servers: Web 
server and a classical network Strong Authentication server. Web 
server, when accessed through PC browser, dispatches JWS Strong 
Authentication module to the PC where client side functions of the 
protocol are performed. Network Strong Authentication server 
listens the socket and performs server side functions of the 
protocol. This server interacts with both, JWS client and also with 
m–Security client, during execution of the protocol. 

The steps of the protocol are fully compliant with requirements 
for validation of HSPD-12 (PIV) products in order to be included 
in the GSA HSPD–12 Approved Products List [5]. These 
requirements are specified in the document [6]. All cryptographic 
operations are performed by the PIV smart card. The steps are the 
following:  

Step 1: User either clicks on an icon for Cloud Login module 
or starts browser and visits security–enhanced application server. 
In both cases, login panel is displayed (Figure 2). 
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Step 2: User inserts PIV card into the smart card reader and enters 
his/her PIN using keyboard and simple smart card reader or using 
more secure smart card reader with the PIN pad. 

Step 3: If PIN is correct, smart card will be activated and PIV 
authentication certificate is read form the card. 

Step 4: Certificate is sent to the Strong Authentication Server, 
representing the first, identification message, in accordance with 
the FIPS 196 standard. 

Step 5: Strong Authentication Server verifies user by verifying 
that 

− User is registered in the IDMS and his/her status is correct (not 
suspended or terminated) 

− Certificate is verified against CRL and through verification of 
the certificate chain to the top of the PKI 

− The status of the smart card is verified against the database of 
valid PIV cards.  

Step 6: If all verifications complete successfully, Strong 
Authentication Server generates random number, envelopes it 
using user’s public key (extracted from the user’s certificate) and 
sends it back to the user as the challenge together with its own 
certificate, in accordance with the FIPS 196 standard.  

Step 7: Challenge is passed into user’s PIV card, where it is 
decrypted using user’s private key stored in the card, then 
enveloped using server’s public key (extracted from its 
certificate), thus creating user’s response.  

Step 8: Response is returned to the Strong Authentication Server 
which opens the envelope using its private key and verifies user’s 
response against its original challenge 

Step 9: If the verification is successful, Strong Authentication 
Server contacts Policy Decision Point (PDP) Server to issue 
SAML/SSO ticket to the user 

Step 10: SAML/SSO ticket is issued for the user and returned to 
the Strong Authentication Server, which sends it to the user 
together with a random session key, both protected using public 
key cryptography 

Step 11: User stores SAML/SSO ticket into PIV card.  

The final results of the authentication procedure are that 

− User is authenticated with certainty, as the person in 
possession of the PIV card issued to that user 

− User has SAML/SSO ticket in his/her smart card,  
− PDP Server has the copy of the user’s ticket,  
− Shared secret session key is established between Strong 

Authentication Server and user’s workstation. 

4. Management of Security Credentials 

   The following security credentials are used in the protocol:  

(1) user registration data, stored in an IDMS server and used in 
the form of the Distinguished Name object; (2) user X.509 
certificate; (3) SAML/SSO ticket; and (4) PIV smart card. This 
implies that, in addition to Strong Authentication server, several 
other servers are used to manage those credentials. In particular, 
based on the list of four credentials, four such servers are used: (1) 
Identity Management System (IDMS) server managing user’s 

registration data and their identities; (2) Certificate Authority (CA) 
server managing X.509 certificates; (3) Policy Decision Point 
(PDP) server managing authorization policies and tokens; and (4) 
Card Management Server for issuing and managing PIV cards. 

  Various aspects of security management are based on an 
innovative concept of security proxies [7]. Those are 
“intermediate” servers, connecting users with various security and 
application servers. Based on such concept, Strong Authentication 
Server is designed and implemented as a proxy for other security 
servers. In that way, users can access and use various security 
services through a single “contact point”. Besides flexibility for 
users, this approach has also advantages in terms of user security, 
privacy and anonymity. The details about servers, their data, 
services, protocols and security, are beyond the scope of this paper. 
Their use and services are described for completeness of this paper. 
The architecture of the system is shown in Figure 1: 

 
Figure 1: SA Server as Security Proxy 

5. Current Implementation 

    The complete system is already implemented, tested, and 
certified. This section describes only its three main components: 
(1) PC/Windows based client; (2) mobile client (m–Security); and 
(3) Crypto Services Provider (CSP). 

 
Figure 2: Login Panel of the JWS Client 

5.1  PC/Windows JWS Client 
 As already described, this client is dynamically downloaded 

from the Web interface of the Strong Authentication Server into 
user’s local PC/Windows workstation. Upon activation, it 
performs transparently all its functions. Users activate their PIV 
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card by entering PIN in the Login panel (Figure 2). If smart card 
reader with PIN pad is used, then PIN is entered using the reader. 
Upon activation of the card, the steps of the protocol, described in 
section 3, are performed and the client simply displays success 
message. 

5.2  Mobile Security Client  
Strong Authentication Client for mobile platforms, besides 

strong authentication protocol, it also includes all functions 
necessary to manage security credentials that are needed in the 
strong authentication protocol. These functions are accessed using 
Graphical User Interface (GUI) menu shown in Figure 3. The 
functions are organizes in a logical sequence of steps. 

 
Figure 3: GUI of m–Security Application 

Button m–Identity is used to register or update registration data. 
After that, the button m–Applets is used to download PIV and 
Security applets into JavaCard chip. During download, personal 
data are loaded into PIV applet, according to the PIV standard [8]. 
m–Certificates button generates in the chip two RSA keys, extracts 
public key, sends it in the form of PKCS#10 Certificate Request to 
the CA server, receives the PKCS#7 reply, and stores certificate in 
the PIV applet of the card. After that, the chip and the Client are 
ready to perform strong authentication, as already described. m–
Key Management button is used to refresh session keys established 
during authentication procedure. 

5.3  Crypto Services Provider  
Both types of Clients, PC/Windows version and also mobile 

version, are using Crypto Services Provider (CSP) for all their 
cryptographic functions. CSP is the component of the security 
system that provides cryptographic services to both clients and also 
to all servers. 

Several versions of the CSP have been designed and 
implemented. The details are described in [9]. That paper describes 
modules, APIs and validation procedure for the CSP, which is used 
by Strong Authentication clients described in this paper. Since all 
Strong Authentication Clients use crypto chips, some details of 
usage of the CSP, when Secure Element is a crypto chip, are here 
described.   

With PCs standard Java cards are inserted into a smart card 
reader connected to the PC workstation. With mobile phones, there 
are two versions of embodiments of crypto chip. With one, the chip 
is embedded into microSD card, which is then inserted in the 
microSD slot in mobile phones that have such slot. For mobile 
phones that do not have microSD slot, external smart card reader 

is used, attached to the phone. Standard Java card is inserted into 
the mobile smart card reader. This solution is shown in Figure 4. 

The card is inserted into mobile smart card reader that has PIN 
pad and LCD display to handle PIN and card data. The reader has 
audio interface, so it may be used with all types of smart phones. 
The card and the reader are inserted into a phone on the top, but to 
save space of the paper, they are shown next to each other. 

 
Figure 4: Mobile Smart Card Reader and PIV Smart Card  

Extensive research has been already performed related to 
managing and using Universal Integrated Circuit Chips (UICC) 
directly in smart phones, when such chips become broadly 
available in smart phones [10]. 

6. Evaluation and Validation 

This section briefly describes the approach and results of the 
evaluation procedure and formal validation procedure that have 
been performed for the described system. 

The protocol has been evaluated against NIST requirements for 
authentication protocols at Level 4 [2]. Besides its core 
requirements that the protocol uses hardware token and two factors 
authentication, the standard requires: 

 
Level 4 requires strong cryptographic authentication of all 
parties and data transferred between parties. 

 

The protocol uses strong cryptographic algorithms (AES and 
RSA) with long crypto keys (256 bits for AES and 1024 for RSA). 
Both algorithms are implemented in hardware. All messages 
within the protocol are encrypted and digitally enveloped, so they 
are all strongly protected.  

  

The token secret shall be protected from compromise through 
the malicious code threat.  
 

In the system there are two token secrets: user’s PIV card PIN 
and user’s RSA private key. Both are stored in the card and cannot 
be read, only used. RSA private key is even generated in the card 
and never leaves the card. PIN is protected by its blocking after 
three unsuccessful verification attempts.  

Long-term shared authentication secrets, if used, shall never be 
revealed to any party except the Claimant and CSP; however, 
session (temporary) shared secrets may be provided to Verifiers 
or Relying Parties by the CSP.  

 

The system does not use shared secrets. Session keys are 
exchanged cryptographically signed and enveloped using public 
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key cryptography, so they are shared and can be used only with 
designated, legitimate Verifiers. 

Strong, approved cryptographic techniques shall be used for all 
operations including the transfer of session data. All data shall be 
cryptographically authenticated.  

The protocol uses AES (256 bits key) and RSA (1024 bits keys). 
Both algorithms are officially approved and validated [3]. Man-
in-the-Middle (MitM) attacks are completely eliminated, as all 
messages are digitally enveloped by recipient’s public key, so 
they can be opened only by the designated, legitimate recipients. 

Level 4 assurance may be satisfied by client authenticated TLS 
(implemented in all modern browsers), with Claimants who have 
public key Hardware Cryptographic Tokens.  

 

This requirement is out of scope of the protocol. It requires TLS 
based on client’s certificate, so Web server of the Strong 
Authentication client must be configured to require client 
authentication in the TLS handshake process. 

    In addition to evaluation of the protocol for compliance with the 
NIST Assurance Level 4, the protocol has also been officially 
validated by the GSA, an agency of the US Federal Government. 
Validation was performed for the category “PIV Authentication 
System” of the GSA HSPD-12 Validation Program [11] and 
included in the official US Government HSPD–12 PIV Approved 
Products List [5]. 

7. Conclusion and Future directions 

    In this paper we have described our design and current 
implementation of the strong authentication solution for 
PC/Windows, mobile phones, smart gadgets, and other mobile 
devices. The prototype has been developed and evaluated 
according to industry compliance standards with lowest to highest 
authentication assurance levels. The designed solution provides 
transparent security, privacy and anonymity services to end user’s. 

  As the next steps we are planning to integrate our system with 
different applications including vehicle tracking devices, health 
care appliances, and other embedded devices, especially Internet 
of Things [20]. In our future work we will integrate the solution 
with cloud-centric Internet of Things applications. 

Another interesting area that we are already pursuing is use of 
the protocol for peer-to-peer authentication, without third parties. 
The innovative concept for validation of such transactions is 
blockchain. At the moment, there is a great need to provide strong 
authentication when accessing and using blockchain, but there are 
no even early solutions. 

Finally, the third area of our research and development interest 
and our current activities is security of peer-to-peer transactions, 
also based on the use of the blockchain. 
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 Geo-fencing (geofencing) is a great feature in a software program that uses Global 
Positioning System (GPS) or radio frequency identification (RFID) to define the 
geographical boundaries feature. Actually geofence is a virtual barrier. Geofencing is an 
innovative technology, an online marketplace for proactive contextual services that allows 
users to easily find interesting services, can easily subscribe to it and to allow providers 
offer their services for a variety of applications such as electronic toll collection, contextual 
advertising or tourist information systems, even without additional infrastructure. The main 
objective of this research was to understand how the use of spatial data can improve 
advertising performance for customers. Tracking systems and monitoring, based on global 
navigation services by satellite, and include geofencing function, could also contribute to 
the exact location of an institution or company and increase sales and business perspective 
efficiently. Instead of large billboards they can now advertise on smartphones which is 
economically and accurately tested. Therefore, we have developed a concept for a market 
that offers geofence, which can be applied by all and increase the use and integration of 
proactive services based on location in everyday life. 
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1. Introduction 

The location-based services (LBS) have recently undergone a 
massive shift in popularity. While the first generation of LBS has 
not attracted much attention in recent years, the markets will 
create a wide range of LBS demanding second-generation 
applications, for example, in the areas of tourism information, 
navigation, asset tracking, mobile games and mobile marketing, 
to name just a few. Those above the LBS were under full control 
over the mobile network of the user operator. As a result, most of 
these principle LBS do not meet the requirements of users in terms 
of whether they are limited to rudimentary functions built with 
less creativity, or was use too expensive or both, see [1], [2]. This 
is in contrast to current LBS based on a value chain focused on 
the user where the position of the user is given by the GPS-
enabled mobile phone and transmitted to the respective service 
provider over the network 3G data service either on request or an 
update- Strategy to meet the needs of users. 

The emergence of GPS receivers on the mobile devices has now 
made it much possible for the first time that proactive monitoring 

LBS’s has permanently involved the user(s) with the option of just 
triggering an action of default position event execution. In many 
situations in our daily lives, proactive LBS’s that are more 
affordable than the reactants, in which the user have to 
specifically request for the data based on the location. There are 
several types of GPS position location point events that can be 
tested. For example, if the user is in the vicinity of a point of 
interest (POI) or to user. In the recent past, the concept of 
geofencing, which represents a subset of LBSs, and which 
sometimes are also called Zone-based LBSs [3], is gaining 
momentum. Geofences helps in describing the geographic area 
(i.e. geographic barrier) a POI, for example, in terms of a circle or 
a polygon, and combine the area with location events and actions. 
Typical location events are entering and leaving the geographic 
region enclosed by the geofence or staying inside or outside for a 
certain amount of time. 

Examples for the actions associated with a geofence or geofences 
are the presentation of information, an audible notification (music 
file) when another user sojourns nearby, or the download of a 
multimedia presentation.  

Still, users have to face serious problems in finding the desired 
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services or having to install many different applications for the 
same type of LBS’s. On the other hand, providers often do not 
have the knowledge or resources needed since the efficiency of 
the evaluation of spatial events is quite complex [4], [5]. Our 
approach solves these problems by providing a common language 
to describe geofence services GFS’s by introducing an application 
“Fencebook”. 

 

Figure 1: Overview of Geofencing 

In the near future, it is expected that for a given local region, for 
example, a street, a city or a suburb of a city, there will be a 
multitude of geofencing, which are offered by many vendors to 
serve application areas as mentioned above. In these multi-vendor 
environments, some providers may limit their services Geofence 
a local region, while others interact on a national or even global 
basis, making the efficient distribution of essential geofences. Our 
concept will help to minimize the amount of data transferred by 
only the transfer of the relevant geographic data and current 
between users and providers. In this paper, the concept of 
Geofencing is grown by giving a formal definition of geofencing 
and its characteristics and demonstrating its usefulness in 
different application scenarios. Furthermore, the paper presents 
the idea of a geofence market, where suppliers are able to offer 
their geofences and users can search for and subscribe to 
geofences interested and relevant to your current local region. 
Moreover, this approach is compatible specifying provider, 
hosting, and representing their GFS’s without putting additional 
infrastructure, providing a common language to describe our 
market GFS’s and to register, find and recover services. Therefore, 
a market of this kind can be seen as an intermediary between 
supply and demand of geofencing; suppliers can export the GFS’s 
market, while users can search conveniently in one place and 
import. 

2. Methodology 

In many markets, companies need to invest in advertising to raise 
awareness of new products, prices and special offers (see 
informative advertising). Until recently, advertising strategies are 
primarily for the companies to adapt the traditional media and 

mass audiences. Today, companies can take advantage of new 
opportunities to offer specific ads targeted market segments, such 
as 

1. Mobile coupons and sophisticated forms of advertising 
based on location, including geofencing and 
geoconquesting. 

2. The use of such advertising techniques greatly increases 
the possibility of targeted advertising and discrimination. 

3. Price in real markets, not all consumers are equally 
valuable for companies. While some consumers may 
have a relative preference for the product (hard segment) 
of a company other consumers may have a relative 
preference to competing products (weak segment). 
Therefore, companies in these markets need to choose 
the intensity of advertising and price that fits every 
market segment. 
 

Objective: 
The objective of this paper will be cleared by explaining the flow 
chart and algorithmic description. 

2.1. Algorithmic:  

The algorithm on the basis of which we created our application 
and the number of customers were almost of the same rate as per 
our calculations:  

Z = [Nr.p/y *y]/p 
Where, 
 Z = No of Expected Customers 
 r = Radius of Geofence (km) 
 p = Total No of People 
 N = No of advertisements 
 y = Time consumed 
So the total number of customers who will be receiving the 
notification of advertisement completely depend on the No of ads, 
the time consumed, total no of people in that geofence and the 
radius of the geofence. We named this algorithm as “owais’s 
algorithm” Let’s take an example, lets no of to be displayed are 
two so there are two categories of ads now (one sports related and 
one business related), the time consumed is 120 seconds and the 
radius of the geofence is 500m. Total number of people living 
inside the geofence are lets say 3000. So number of customers be 
231.707 which are almost the same with respect to our survey. 
 
2.2. Flowchart: 

a. Query Operating System for General Location and 
Accuracy: First of all, the current location of the 
user/customer will be checked and recorded.  

b. Send Location and Accuracy to Server: After that the 
location of the customer will be sent to the database 
where it will be compared with the Latitude and 
longitude values of the geofence.  

c. Receive Set of Nearest geofences: The location’s 
latitude and longitude values will be compared will all 
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the nearest geofences. 

d. Receive Location Update Event from Operating System: 
Geographic coordinates are continuously updating and 
when ever a user/customer enters a geofence the 
coordinates are automatically compared with the 
geofence. 

e. Query Operating System for General Location and 
Accuracy: Its like the first step the locations are stored 
and compared continuously in to the data base.  

f. Compare New Location to Set of Nearest geofences: 
The process will be repeated again and the extracted 
coordinates will be compared with the nearest geofences.  

g. Is new location near geofence: If there is any new 
location near geofence then the process will go further, 
else the process will be repeated again from step (c).     

h. Obtain location at higher resolution: If there is new 
location near the geofence then a high resolution means 
the zoomed version of the location will be obtained.     

i. Is New(HR) Location near Geofence: Then the 
application will check for the new location (in the 
zoomed Version) near the geofence if there is no such 
Location then the process will be repeated again from 
step (c), otherwise the application will go further.   

j. Is Location in Geofence Not Previously Entered: As the 
user/customer enters the geofence, a question will arise 
that is the location in the geofence previously entered or 
not? 

If yes, then (K) will be implemented else (M) will be 
implemented. 

k. Mark Geofence as entered: if the geofence is not 
previously entered so a function will be called. 

l. Send Message to Server Indicating Geofence Entry: So 
if the user is not entered before the specific geofence, the 
message(ad) related to that geofence would be sent to the 
Server which will indicate the Entry of the user.  

The m, n, o, p is behaving exactly the same just in the opposite 
direction of the geofence entry. In this case it’s the exiting from 
the geofence. 

This paper shows that how geofencing play its role and the results 
also shows that it is extremely beneficial. First of all, the shop 
keeper or retailer will signup to the account and would set the 
desired location on map. After that he will be asked to set the 
radius as well. By clicking the “New tag” one would be prompted 
to set the desired geofence. Tag name would be generated 
automatically with respect to the location. Now its time to define 
a specific message for the created geofence, so that when the 
customer enters the location or leave the location they are been 
notified. The message will be based on the choice of the retailer 
either he wants to display the ad by entering the geofence or 
exiting the geofence. 

 

 

Figure 2: Block Diagram 

 

Figure 3: Adding Geo Tag 
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Figure 4: Advertisement for the created geofence 

After following these simple steps, the ad will finally appear on 
the Android or IOS phone as the customer enters the geofence. 
Retailer can also turn the geofence status on and off any time 
She/he want’s. 
 

 
Figure 5: Setting the Geofence 

Finally, when the customer enters the geofence, he will be notified 
and the ad will also display even when the customer is not using 
his phone. 

So after discussing the complete methodology lets see what are 
the astonishing results achieved by testing the application locally. 

3. Results and Discussion 

The paper explains the result obtained in a really comprehensive 
way. The facts elaborate the future worth of Geofencing. After 
analyzing the application for a specific period of time its been 
concluded that the advertisements through geofencing were 35% 
more beneficial than the random methods of advertising. This 
means that if this application is implemented on a very large scale, 
it can turn around the world of advertisements and can change the 
complete shape of advertisements system. 

 

Figure 6: Live View of the App 

Table 1: Analysis of Local Stores Advertisements flow 

App Shop A Shop B Shop C Total 

Max No of 
adds sent  23412 65873 841603 930888 

Geofences 

# of 
adds to 
Shop A 

# of 
adds to 
Shop B 

# of 
adds to 
Shop C 

Size of 
Geofen
ce 

Geofence 1 734 734 935 2403 

Geofence 2 734 745 916 2395 

Geofence 3 734 760 953 2447 

Geofence 4 734 739 930 2403 

Geofence 5 12376 7001 987 20364 

Geofence 6 749 45639 9134 55522 

Geofence 7 745 799 12931 14475 

Geofence 8 768 981 31835 33584 

Geofence 9 784 713 73812 75309 

Geofence 10 734 734 83571 85039 

Geofence 11 36704 81274 53986 71964 

Geofence 12 790 3000 93752 97362 

Geofence 13 734 7435 32187 40356 

Geofence 14 1200 9371 91467 92038 

Geofence 15 734 96817 97630 99181 
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Graph 1: Growth in No of Advertisements Per week 

 

As the application is not live yet there is some troubleshooting to 
be done but after analyzing “Fencebook” for two and half months 
on a local platform, it is been analyzed that the use of internet is 
increased specially in Android phones[6],[7] and hence it is the 
main factor why people are switching towards LBS (Location 
based Services). These are the total no of advertisements with 
respect to the total weeks “Fencebook” was locally live. So this 
graphical overview is more expalined by table 2, table 3 and graph 
3. As we can see in table 2 the comapirason is also made with the 
other methods just to comapre geofencing with other methods. 
Further comparison is with Billboards and Television 
advertisements. In conclusion of the comparison the following 
results were observed. 

Table 2: Comparison with other methods 

No of orders 
Through 
Billboards 

Through 
Television 

Through 
Geofencing 

week 1 3012 3798 6043 

week 2 3112 3809 7422 

week 3 4312 4321 13009 

week 4 2342 4504 15890 

week 5 4312 4355 16589 

 
As we can see from table 2 the weekly comparison of all the 
methods of advertisements, geofencing is found to be the best 
among all. After five weeks the customers of geofencing almost 
increased to triple means 300% better then that of billboards 
advertisements. The advertisements with other methods like bill 
boards is are not further effective because its not economical and 
its also not noticeable even by the person living in the next street. 
Also the increase was not just measured in the number of 
customers but also in the number of shops who adopted the 
advertisement technique of geofencing. This can be shown in 
table 3. During analyzing all this data, it is also analyzed that no 

of shops and stores exponentially started using the services and 
results were remarkable. 

Table 3: Increase of shops/stores connectivity 

No of weeks No of shops 

week 1 20 shops were advertising 

week 2 50 shops were advertising 

week 3 120 shops were advertising 

week 4 200 shops were advertising 

week 5 270 shops were advertising 

week 6 360 shops were advertising 

week 7 426 shops were advertising 

week 8 675 shops were advertising 

The above table can be easily elaborated with the help of a Graph. 
Graph 2 shows how the number of shops increased exponentially. 

Graph 2: Increase of shops/stores connectivity 

 

After week eight we stop permissions for other shops due to the 
lack of Server Space [8] and in the tenth week we finally shut the 
whole system down. 

4. Previous work  

Shilony in 1977 presented an idea about geofencing (LBS). Let 
Suppose a person name Adam shall consider two companies, A 
and B, the launch of a new product for consumers who can buy 
from a company only if they receive an advertising message. 
Advertising creates awareness (and also the price ratios). The set 
of potential buyers is composed of two different segments of the 
same size, half of consumers have a relative preference for 
product A, while the remaining consumers have a relative 
preference for the product B. The non-use of any buy the brand 
most preferred is exogenously given by  γ > 0, place in an 
interpretation, this means that consumers can buy without cost 
society in his neighborhood, but it involves a shipping cost if they 
go to the farthest society. This structure of demand (the Shilony 
1977) [9] suggests that, although companies may have an 
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advantage over its competitors, all informed (consumers) may, 
ultimately, be induced to change. With targeted advertising [10] 
and price discrimination, each company's strategy is to choose an 
intensity of advertising and difference to meet the strong and weak 
segments of the market price. Investing in advertising, companies 
so endogenous market segment captive customers (i.e. partially 
shown), selective (i.e. fully informed), and uninformed. 

To motivate our model, consider the following example from 
advertising based on the location through geofencing / 
geoconquesting, which has become a major player in the world of 
advertising and marketing theme. Suppose two companies, 
McDonalds (Mc) and Burger King (BK), is running an awareness 
of mobile advertising campaign of a new menu item. Both about 
the position of consumers are fully informed (for example, if a 
consumer is close to allowing them to send ads Mc or BK shop or 
store) and have access to advertising based on location Location 
based ads (LBA) [11] instruments with different offers (pricing) 
for customers in different locations. For example, consider a 
potential customer standing in front of the door of BK. BK can 
send the customer an offer advertising in question. The consumer 
can also be traced from the Mc in the district, which can, in turn, 
will send an advertisement with a special offer (discounts or other 
rewards). If the latest announcement is quite convincing, Mc able 
to attract the consumer to travel to more remote sales (incurring 
the cost). The practice of reaching consumers about competitor 
has recently been marked geoconquesting strategy. Today, 
geoconquesting ads are often used in markets where there is a 
small window of thought before buying (e.g. retail, restaurants, 
hotels, travel), as well as companies that sell goods (e.g. cars).  
The model described in this document fits well with advertising 
policies and prices that are currently possible using mobile 
devices, such as LBA and mobile coupons. This type of 
advertising strategies / prices has already been used by brands 
such as Starbucks, Burger King, Taco Bell, Tasti-D-Lite, Macy's, 
and Pepsi. For example, the CEO of PlaceIQ  startup based in New 
York recently said PlaceIQ can be used to attract potential 
customers away from the position of a competitor. With this 
technology, Lexus could identify users of mobile phones in an 
Audi dealership and will serve as a mobile ad to direct them to the 
nearest Lexus dealer. 

In the previous examples, consumers’ physical location is a key 
determinant of firms’ advertising strategies. However, our 
stylized model is also suitable for analyzing other forms of 
targeting advertising strategies in which the geographical element 
is not intrinsically present. For example, in the case of contextual 
advertising through search engines, firms may use conquesting 
ads by targeting them to consumers with an intrinsic preference 
for the rival firm. In this important work for understanding the 
decisions advertising companies for their segments strengths and 
weakness of market information is available. An important 
contribution is a clear description of market characteristics 
required for both advertising results, i.e. the most intense 
advertising on strong market of a company and its weak market 
balance when companies can make informative advertising revolt. 
And 'it demonstrated that the relative attractiveness of market 
weakness and the level of advertising costs are key determinants 
of equilibrium. When the appeal of the weakest segment is down, 
advertising regardless of the costs, the standard result in literature 
prevails: It’s always best for each company to announce more 

about his poor man in his strongest segment segment. When the 
weak market is sufficiently attractive, the two equilibrium 
outcomes are possible: Every company prefers to promote more 
intensely on its weakest segment when advertising costs are low 
enough; the opposite occurs when advertising costs are high. This 
result allows us to provide a theoretical basis for the increasingly 
popular advertising geoconquesting strategic strategies: 
Advertising with less intensity in their strong market, every 
company invites his opponent to play less aggressive in that 
market. 

It 'also concerned that changes depending on the specific 
advertising decisions and balancing benefits when companies 
move from a world of a uniform price discrimination [12]. In 
particular, the result of an increase weakness of the advertising 
market arises only in equilibrium with price discrimination. With 
a uniform price, every company always prefer to promote more 
intensively on its strong market. Finally, our report also shows 
that price discrimination through targeted advertising can increase 
your business profits. 
Our analysis is more closely related to Iyer et al. (2005). He 
Characterize a distinct market in a Varian (1980) [13] of type set-
up: The market is segmented so exogenous between captive 
consumers and comparison shoppers. When companies decided 
to advertise a specific segment of informing the entire segment. 
The authors showed that all consumers remain poorly informed 
without advertising, advertising companies more and more for 
their preference to high segment shoppers. Thus, companies avoid 
the Bertrand strategic competition in this weak market (see Tirole 
1988) [14]. Finally, Iyer et al. (2005), with respect to targeted 
advertising company decisions under uniform price against price 
discrimination. In their setting, price discrimination does not 
affect the advertising intensity targeted to each market segment; 
it also does not affect the firm’s profits. Therefore, our work is 
complementary Iyer et al. (2005), studying targeted advertising 
and pricing structure with a different question. Thus, new 
knowledge can be obtained about the advertising strategies of 
companies and the impact of price discrimination on strategies 
and advertising profits of the firm. An important difference 
between our work and Iyer et al. (2005) is in the behavior of loyal 
customers (those with a strong preference for a brand). While Iyer 
et al. (2005) assume that the faithful consumers are increasingly 
buying their favorite brand (regardless of brand competition on 
prices), it first assumes that consumers in a particular market 
segment prefer the sign corresponding to a certain amount but are 
willing to consider buying rival brand, provided that the price 
difference is favorable. This hypothesis is consistent with the 
empirical results show that consumers may switch brands for cost 
reasons (see, for example, Keaveney 1995 Bolton and Lemon 
1999) [15]. namurthi Krishna and Raj (1991) [16] found that 
consumers are less sensitive faithful to the price that consumers 
in the choice non loyal decision, but still react to price changes 
Second, in our set-up, firms’ advertising decisions endogenously 
segment the market into captive (partially informed) consumers 
and selective (fully informed) consumers. In light of this, we find 
that in markets where consumers are uninformed without 
advertising, the equilibrium outcome may produce more 
advertising to weak markets. Our explanation is strategic, given 
the demand formulation à la Shilony (1977), the firms’ ability to 
engage in price discrimination, and the interplay between 
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advertising costs and the attractiveness of the weak market 
segment. 

Finally, this paper is related to the literature on competitive price 
discrimination with customer recognition (e.g., Chen 1997, 
Villas-Boas 1999, Fudenberg and Tirole 2000, and Esteves 2010). 
In these models the market generally exhibits best-response 
asymmetry (Corts 1998): The strong market segment of one firm 
is the weak market segment of the competitor. A common finding 
in such models (with symmetric firms and fully informed 
consumers) is that firms charge lower prices to customers in weak 
markets. Also, compared with uniform pricing, equilibrium 
profits fall with price discrimination. 

5. Comparative Analysis 

After comparing our work with previous researchers we 
concluded that out work is somehow relative to Iyer’s work. Yes, 
there are some differences. There is very basic and important 
differences between Iyer’s and ours work, that makes our research 
and development more sophisticated and better than Iyer’s one 
and that is cost, speed and amount of targeted customers. In Iyer’s 
research he divided the information to specific segments of area, 
as our covers the whole geofence who can not only acess in that 
geofence but after subscribing to that specific geofence can also 
comeback every single time they need that service. The table 1, 
table 3 and graph 1, graph 2 indicates the success rate quite loudly.    

6. Conclusion 

In this paper a new concept is proposed for the future marketplace 
in order to distribute GFSs according to a generic service format 
that will allow the users to easily find and subscribe to services. 
On the other hand, service providers can specify arbitrary GFSs 
without much effort or the need for own infrastructure. After 
analyzing the results, it is clear that geofencing is the future of 
advertisements and there is a huge potential in it. 

The prototype implementation demonstrates the feasibility of a 
generic service format as proposed in this paper and that GFSs 
can easily be realized with current standard hardware and cellular 
network connections. 

Using this feature the growth of customers is always rapid as 
shown in table 1, table 2, table 3 and graph 1, graph 2. So overall 
using geofencing technique using the algorithm we used in 
Fencebook its possible for almost every business to attract 
customers in quite a large number. 

Future Work: The future work will be concentrated on 
implementing Fencebook as an improved marketplace test bed for 
providing many prototype GFS to even more users to gain data on 
the usability, performance and scalability of our approach. 
Afterwards we will focus on developing and extending our 
generic service format. A graphical editor which allows to 
visually place geofences on a map for creating GFS descriptions 
can further increase the ease of service provisioning thus bringing 
up a lot of new services. We will be focusing on Customer and 
retailer’s communication and the feedback system, which will 
highly motivate the accuracy and efficiency of the application. 

More over an online order system will be introduced so that the 
customers can easily order the items of there desires. There will 
also be an option for the customer for choosing the desired 
category for the notifications they want to receive and also the 
option of turning the notifications on and off.   
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 Developments in power electronics have enabled the widespread application of Pulse Width 
Modulation (PWM) inverters, notably for obtaining electricity from renewable systems. 
This paper critical review the previous studies in designing stand-alone inverter and 
modelling the inverter with two control loops to improve and provide a high-quality power 
of a stand-alone inverter. Multi-loop control techniques for a stand-alone inverter are 
utilised as the first loop is a capacitor current control to provide active damping and 
improve transient and steady state inverter performance. The capacitor current control is 
cheaper than inductor current control, where a small current sensing resistor is used. The 
second loop is the output voltage control that is used to improve the system performance 
and also control the output voltage. The power quality of the off-grid system is measured 
experimentally and compared with the grid power, showing power quality of off-grid system 
to be better than that of the grid. The suggestions and key findings to design the stand-alone 
inverter are given based in the reviewing of previous publications and from the literature’s 
point of view. 
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1. Introduction 

This paper is an extension of work originally presented in 2016 
International Conference on Electronics, Information, and 
Communications (ICEIC) [1]. In the stand-alone inverter, the 
control approach is required to have a fast transient response with 
a good dynamic performance to improve the overall efficiency and 
minimized the Total Harmonic Distortion (THD) of the output 
voltage and current to comply with IEEE 519-2014 standard. 

The output voltage in a stand-alone inverter is required to be 
pure sinusoidal with minimum the THD [2]. Many control 
strategies may be used, such as repetitive control, dead-beat 
control and sliding mode control. The dead-beat control is 
sensitive to parameter variations and also is complex to use [3]. 
The repetitive control [3-5] can achieve low THD output of current 
in a few fundamental cycles; however, the dynamic performance 
of the inverter remains imperfect. The sliding mode control has 
been proved quite useful against uncertainty [3, 6, 7]. However, 
the well-known chattering problem should be considered in analog 
or digital realization of the control algorithm [2], requiring careful 
selection of the switching surface. Furthermore, multiple feedback 
loop control was proposed in [8]. It is easy to use in theory, given 

comprehensive analysis for the various controller parameters. An 
internal current loop in the stand-alone inverter to improve the 
response speed and the steady state performance of inverter were 
presented as in [1, 9-12]. There are various current controllers for 
stand-alone inverter such as one cycle control [13, 14], hysteresis 
current control [12, 15-22]. However, the hysteresis current control 
suffers from the variation of the switching frequency which leads 
to the switching stress and causes a high THD for the output 
voltage and current. The capacitor current control is proposed as 
an internal control loop to avoid a DC offset on the AC side of the 
output voltage since the proposed inverter is transformer-less. 

This paper critically reviews the recent publications of the 
stand-alone inverter and proposed two control loops to improve the 
THD of the output voltage and current. The effectiveness of the 
control system in modelling was validated by matching the 
experimental results. This paper is organized as follows: section 
two discusses the critical review previous studies of the stand-
alone inverter. Section three models a control of a stand-alone 
inverter. While the experimentation works and validation are 
verified in section four. Section five presents the key findings and 
suggestions to design stand-alone inverter with recent important 
applications. The final section is drawn conclusions and future 
works. 
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2. Critical Review Previous Studies of the Stand-Alone 
Inverter 

Multiple feedback loop control techniques for single-phase 
voltage source was presented in [8]. The internal control is a 
capacitor current and the output loop is a voltage control loop. This 
technique improves the performance and capable of producing 
nearly perfect sinusoidal load voltage. However, the results are 
difficult to interpret and procedure to design a controller may not 
be explained, even though a linearized small signal dynamic model 
is developed. Also, a Fast Fourier Transform (FFT) algorithm 
analysis may not be taken into account. 

Designing of a standalone PV system with battery storage was 
presented by Abdel-Salem et al. [23]. Although, the security of 
electricity was estimated by compromising storage batteries to 
cover night time, Also FFT analysis and THD of the output voltage 
was determined in both cases with filter and without a filter, but 
the THD is high. It would be useful if the THD reduced to be less 
than 3<% for the current and 5 <% for the voltage to meet IEEE 
519-2014 standard requirements. 

Sometimes, the power is required to be high for a stand-alone 
system, hence stand-alone multiple inverters are used. A small 
signal analysis for parallel connected inverters in the stand-alone 
system was presented by Coelho, et al.[24]. Although the control 
approach of the inverters depends on the frequency and voltage 
droop, which depends on the local variable measurements there are 
some limitations which have been neglected as follows: the THD 
of the output current and voltage does not take into account. And 
also, the stand-alone inverter was assumed as a source voltage and 
the harmonic components have been ignored. Furthermore, from 
the waveform of the output current that presented in [24], it is clear 
that the THD of the output current is significantly high, which is 
required more investigation by using FFT analysis and evaluated 
by measuring the THD and thereafter it should be compared with 
IEEE 519-2014 standard. 

In recent, the Sensor-less five levels packed U-cell inverter 
operating as stand-alone alone and grid connected system was 
presented by Vahedi et al. [25] Although this system may operate 
as stand-alone or grid connected system and THD of the output 
voltage and current is reduced the system is a complex and costly. 
Perhaps the main disadvantage of paper of Vahedi et al.  was used 
two control loops with six switches. Hence the two control loops 
are used as proposed in [25] with full bridge inverter that would be 
less cost and reduce the complexity, which makes the system 
cheaper than the system proposed by Vahedi et al. 

A sensor-less parabolic current control approach in the 
inductor of stand-alone inverter was proposed by Zhang, et al. [12]. 
Fig 1 shows stand-alone inverter with output voltage compensator 
loop as an outer loop while the internal parabolic current loop 
control is the inner loop. A Hall effect current sensor will take the 
time to respond if the digital analog converter is implemented. 
However, the analog circuit with a Hall effect current sensor in 
inductor was implemented to increase the response speed by using 
an operation amplifier as shown in fig 2, where the parabolic 
current is generated by T*=RoCo. 

But the inductor current is more expensive and may not reduce 
the output voltage ripple, hence the capacitor current in the output 
capacitor was used as proposed by Algaddafi et al.[26]. 

 
Figure.1. Diagram of a stand-alone inverter with internal parabolic current 

loop and external voltage loop 

 
Figure.2. Parabolic carrier waveform generator 

3.  Model the Proposed Stand-Alone Inverter with Two 
Loop controllers 

3.1. Inverter model 

The procedure to select a stand-alone Photovoltaic (PV) system 
presented in [3]. Specifying and integrating PV components for a 
RES will include voltage and power choices to be made, stored, 
the PV modules themselves, with a vital link being the charge 
controller. This could be a DC-DC converter or DC-AC inverter 
[7]. In this section, the stand-alone inverter is considered. A single 
phase stand–alone inverter is shown as in fig.3, consisting of the 
DC voltage source, inverter full bridge, controlled by a Sinusoidal 
Pulse Width Modulation (SPWM) generator, the output voltage of 
DC/AC inverter needs a filter to attenuate switching harmonic 
components, thus, the LC filter is used. The mathematical model 
of a single-phase inverter with LC filter is given by applying KVL 
and KCL in [3, 27, 28] as follows: 

𝑑𝑑𝑉𝑉𝑐𝑐
𝑑𝑑𝑑𝑑

=
1
𝑐𝑐
𝑖𝑖𝐿𝐿 +

1
𝑐𝑐
𝑖𝑖𝑜𝑜 

(1) 

𝑑𝑑𝑖𝑖𝐿𝐿
𝑑𝑑𝑑𝑑

=
1
𝐿𝐿
𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖 −

1
𝐿𝐿
𝑉𝑉𝑐𝑐 −

𝑅𝑅
𝐿𝐿
𝑖𝑖𝐿𝐿 

(2) 
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At no load the transfer function between the output voltage and 
the input voltage can be given where the output voltage Vo is equal 
to the voltage on capacitor Vc: 

𝑉𝑉𝑜𝑜
𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖

=
1

𝐿𝐿𝐿𝐿𝑠𝑠2 + 𝑅𝑅𝑅𝑅𝑅𝑅 + 1
 

(3) 

 

Figure.3. Power circuit of stand-alone inverter 

3.2.  Design optimal control of a stand-alone inverter 

The capacitor current is controlled by an inner loop as shown 
in fig.4 where the inductor with parasitic resistance is used. 

 
Figure.4. Block diagram of capacitor current controller 

In this paper, two loop controllers are proposed to control the 
output voltage. The first loop is a capacitor current controller and 
the second loop is the output voltage of the stand-alone inverter 
controller as depicted in fig.5. 

 

Figure.5. Full block diagram of stand-alone inverter 

The parameters of the numerical model of the stand-alone 
inverter are selected based on [6], with an ideal of the full bridge 
assumed also the effect of grid current is neglected. 

 

Figure.6. Circuit diagram of stand-alone inverter with proposed controller 

3.3. Simulation Results 

To evaluate the performance of the proposed controller of a 
stand-alone inverter, the output voltage and current were measured 
as in fig.7. It is clear that the stand-alone inverter works at unity 
power factor. The load is selected to be114 Ω to compare with 
experimental results. 

 
Figure.7. Output voltage and current of stand-alone inverter 

The THD of output current was analysed in the frequency 
domain. The spectral analysis is shown in fig.8. The THD of the 
output is minimal and complied with IEEE-standard analyses of 
the output voltage of stand-alone inverter 

 
Figure.8. Output current of stand-alone inverter and its FFT analysis 

The main issues of the stand-alone inverter are a fluctuation of 
the input voltage and variation of the load. In this paper, the 
variations of the load are only considered. A unit step with an ideal 
breaker is used to connect and disconnect the load, and a resistive 
load is varied to investigate the response of the system. 

 
Figure.9. The response of stand-alone inverter to reduce the load 
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At 0.24s the unit step is selected to trip, therefore, the output 
current will decrease to half as shown in fig 9. The response of the 
stand-alone inverter is very fast and smooth to reduce the load. In 
fig.10 the output current responds to increases in the load and the 
output voltage may not be affected. This validates the robustness 
of the controller. 

 

Figure.10. Smooth response of stand-alone inverter to increase the load 
It is clear that the proposed controller of a stand-alone inverter 

has very smooth and fast response to variations of the load when 
the resistive load increases or decreases. 

4. Experimentation works and Validation 

4.1. Configuration of Sunny Island SI6.0H inverters as off-grid 
system 

The Sunny Island (SI 6.0H) inverter is taken as out working 
example, which is a bidirectional converter. It can be operated on 
the island (off grid) where it forms a stand-alone system providing 
active and reactive power and on-grid modes. This section will test 
the power quality of the off-grid system and understanding the 
performance of SI 6.0H inverter and to compare with the power 
quality of the utility network. The power quality should meet the 
IEEE 519-2014 standard [29]. In this experiment, the SI 6.0H 
inverter with battery storage was used to supply the variable 
resistive loads. 

4.2. Testing power quality of off-grid and utility network 

Experimental work was conducted to test the power quality in 
the laboratory. The two resistors, each resistor is 228 Ω, were used. 
Those resistors were connected in parallel to give 114 Ω. The SI 
6.0H inverter was configured in an off-grid mode and used to 
supply resistive loads. The output voltage and current of SI 6.0H 
inverter are analyzed where it supplied the resistive loads. The 
THD of the output voltage and current are measured by using a 
Power Analyzer and also the waveform components are analyzed 
by using FFT analysis. The FFT is used to evaluate the 
performance of a stand-alone inverter, as presented in [30]. The 
Same resistive loads are supplied from the grid and the same 
procedures are carried out in order to compare the acquired results 
of power quality of the grid with the off-grid system. 

4.3. Experimental Results 

In the stand-alone inverter, the output voltage and frequency 
should be fixed (do not change such as 230 V, 50Hz). The SI 6.0H 
inverter was set up as an off-grid system with battery storage. 

 
Figure.11. Test response of sunny island inverter to step down of the resistive 

load, trace 3 output voltage [200V/Div.] and trace 4 current loads [10A/Div.] 

The oscilloscope is triggered to observe the response of the 
output current and voltage to variations of the resistive load. It is 
clear that the output voltage does not affect by variation of the load, 
while the current varies according to the variation of resistive 
loads. Moreover, when the load increases the current has small 
distortion for a short period of time as shown in fig 11 and fig. 12. 

 

Figure.12. Step up the resistive load of  off-grid sunny island and its response, 
trace 3 output voltage [200V/Div.] and  trace 4 current loads [10A/Div.] 

Therefore, the spectral analysis of the output current and 
voltage of SI 6.0H inverter is analysed as shown in fig.13 and fig 
.14, respectively. 

 

Figure.13. The output voltage of off-grid system and its FFT analysis 
[200V/Div.] and THD=1.6% 

The grid is used to supply the same resistive load. The voltage 
and current on the resistive load were measured as shown in fig.15. 
From the waveforms of network voltage and load current, it is clear 
that the network utility has high harmonic components such as the 
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third harmonic. Therefore, those waveforms are analysed and 
measured by using power analysed to evaluate the power quality 
of the network 

 

Figure.14. The waveform of output current [10A/Div.] of the off-grid system 
and its FFT where the THD=1. 123% 

 

Figure.15. Trace 3 is the network voltage [200V/Div.] and trace 4 is the load 
current [10V/Div.] 

Fig 16 shows the grid voltage and its spectrum. It is interesting to 
compare this waveform with the waveform of the output voltage 
of SI 6.0H inverter. The third, fifth and seventh harmonic of the 
grid voltage is higher than the output voltage of SI 6.0H inverter. 

The THD of the output current of SI 6.0H inverter is less than the 
THD of the network when we compare between fig. 14 and fig.17. 
This is due to the different loads connected to the network, such as 
inductive load and resistive load are supplied from the network and 
those produce the harmonic components in the network. In 
addition, the line impedance and the renewable energy such as 
solar energy causes a distortion in the network. 

 

Figure.16. The Output voltage of the network and its FFT 
analysis[200V/Div.] and THD=2.5% 

 

Figure.17. The waveform of current when it is supplied by a network 
[10A/Div.] and it's spectrum analyser where the THD=1. 5% 

4.4.  Limitations of Stand-Alone System 

The ripple current in DC side of inverter is the main 
problem. This ripple current reduces the battery lifespan or fuel 
cell life as can be seen in fig.18. This problem has been 
discussed in depth in [31]. 

 
Figure.18. Trace 1 is the grid voltage, trace 2 is the current injected into the 

battery from the solar system, and trace 4 is the ripple current injected into the 
storage battery that has DC and AC components 

 
Figure.19. Response of the output current of the Mini-Grid in trace 4 and 

voltage in trace 3 

The main issues of the stand-alone inverter relate to the input 
voltage fluctuation and load variation, with Munsell [32] recently 
presenting the potential challenges for networks as follows: 

1- Growth of distributed energy sources 

2- Changes in the customer preferences 

3- Expansion of energy market services 

4- Increasing regulation 
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Due to the above, grid reliability remains as critical as ever, 
which underscores it as a subject for future research. 

5. Further Investigations to Reduce the Ripple Current 
and Suggestions 

5.1. Reducing Current Ripple at Battery Side  

Reducing input current ripple in a fuel cell system with load 
inverter was proposed by Changrong and Jih-Sheng to increase 
fuel cell lifespan [33]. The active control technique was 
incorporated with a current control loop to reduce this ripple even 
though; the harmonic analysis of the output current to evaluate the 
performance may not be considered. Also, the system has a four 
stage, which causes a complexity. The virtual resistor with an LC 
filter for PWM inverter was used to damp the transient oscillations 
by Dahono et al.[34]. Nevertheless, the virtual resistor gives nice 
waveforms for the output voltage and current, there are limitations 
as follow: the DC voltage source was assumed a constant and no 
ripple; although the THD of the output voltage was reduced, the 
value of the inductor is slightly large; FFT analysis may not take 
into account to evaluate the performance of the system and the 
output load was assumed to be source current. In fact, the virtual 
resistor is very good idea to reduce the losses. This requires an 
additional control load such as capacitor current loop as presented 
in [1]. Attempt for improving the battery life of the stand-alone 
solar system was presented by Das and Agarwal [35]. Despite this 
system can be used with solar PV, ultracapacitor bank, fuel cell 
and has a good dynamic response, but there are limitations which 
are: 

• The system is complex because of the used bi-directional 
DC-DC converter, for battery DC-DC regulated for PV 
panel and inverter to the converter from DC-AC voltage. 

• In the DC link, there is a ripple current which may not 
take into account. Also, the ripple current that goes the 
battery or flows from battery do not demonstrate or 
present since the title of this study was enhancing battery 
life. 

• Also, this system was used for three phase inverter, which 
could be different with single phase inverter. 

The AC mini-grid that presented in [1] is less stage of power. 
Hence, the losses are low and efficiency is high. 

5.2. The Key Findings and Suggestions 

To design the stand-alone inverter, the following 
procedures are required: 

• Determine the value of the output power that is required to 
be delivered from the stand-alone inverter. 

• Determine the power quality of the output voltage and 
current 

• Based on the required power, the various elements of an 
inverter that include the switches and the LC filter will be 
selected. 

• Based on the power quality, the LC filter will be 
characterised and the control approach will be 
implemented. 

• From point of view, the two loops of the control system 
should be used as presented in [1] to improve the overall 
system despite the cost and a little complex control 
system. 

• After designing the stand-alone inverter, it should be tested 
by the nonlinear load such as full-wave rectifier circuits that 
has to exaggerate the THD even further and thereafter the 
THD of the output current and voltage should be evaluated 
and compared with IEEE 519-2014 standard. 

5.3. Applications of Stand-Alone Inverter 

The inverter is a critical component used to convert Direct 
Current (DC) power output from the solar panels or batteries into 
Alternative Current (AC) for AC appliances. There are many 
applications for stand-alone inverter such as the PV solar system 
to pump the water in remote areas as shown in the figure below 
[36]. 

 

 
Figure.20. PV Water Pumping Beer Tssawa  

Therefore, the solar water pump inverter is widely used for 
many applications such as irrigation system, livestock watering, 
or in remote areas with battery backup that are suitable for the 
solar home system, rural and village electrification. In general, 
stand-alone inverter or off-grid power systems operate 
independently of the grid and are most often used in isolated areas, 
where the stand-alone inverter provides a more affordable and 
reliable source of electricity. 

5.4. Impact of global warming 

Effect global warnings in the earth were summarized by Boso 
as follows [37]: 

1 The world is the glaciers and polarise will be gradually 
melted, which will cause a problem for 100 million people 
because they live within 91.44 centimetres of sea water 
level. 

2 Some animal will gradually extinct, such as polar bears. 

3 A tropical climate will spread the diseases due to more 
moisture. 

4 Hurricanes, tornados, heavy rains and floods will expect 
increase due to heavy moisture and circulation of the air. 

5 Tropical countries may severe of droughts which will affect 
and damage agriculture and also cause problems for fresh 
water. 

However, this study was suggested that the use renewable 
energy instead fossil fuels can mitigate some of the global warms 
issues, which was assumed as the first step to solving this problem. 
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Conclusion 

This paper presents the power quality of an off-grid (SI 6.0H 
inverter) system and power quality of the national grid in the UK. 
The off-grid system has less distortion of waveforms than the grid. 
The numerical model of a stand-alone inverter is modelled with 
two loops. The inner loop is a capacitor current control and the 
outer loop is the output voltage controller. The inner loop does not 
change the tracking features of the closed-loop system; it does not 
only improve the performance of linear load but also improving 
the performance of the nonlinear loads. The output waveform of 
model inverter and analysis are presented in this paper. The power 
quality is improved and gives an excellent response to the 
variations of the load. The simulation results match the 
experimental results. In critical load or devices that require a pure 
power, such as magnetic resonance imaging- medical devices, the 
off-grid system is suitable to protect those devices from abnormal 
voltage and frequency. The recent publications of stand-alone 
inverter were critically reviewed and the key findings with 
suggestions were given to improve the overall system. Future work 
will be analysed the impact of fluctuation of the input voltage of a 
stand-alone inverter. In addition, the stand-alone inverter will be 
tested by the nonlinear load such as full-wave rectifier circuits and 
thereafter the THD of the output current and voltage will be 
assessed. 
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 This paper presents a comparative study of using different color systems on watermarking 
algorithms. This comparison aim is to determining the robustness and the stability of the 
color systems used in the watermarking scheme. The watermarking algorithm that is used 
in this paper is a hybrid scheme using the Discrete Wavelet Transform (DWT) in the 
Discrete Cosine Transform (DCT) domain. The DCT-DWT watermarking algorithm is 
applied using three color systems, the RGB (Red, Green and Blue) color system, the HSV 
(Hue, Saturation and Value) color system and the YIQ color system. The comparison is 
based on visualization to detect any degradation in the watermarked image, the Peak 
Signal-to-Noise Ratio (PSNR) of the watermarked image, the Normalized Correlation (NC) 
of the extracted watermark after extraction, the embedding algorithm CPU time, and 
applying different types of attacks and then calculating the PSNR and the NC. 
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1. Introduction  

Information technology such as digital data and multimedia 
can be easily duplicated, manipulated, and distributed in this time, 
so it's very important to have a copyright protection to save owners 
copyrights. There are many protection techniques, one of them is 
watermarking. Watermarking technology is the process of hiding 
an image called watermark or label into original digital data (image, 
video or audio) [1,2]. Watermarking schemes can be classified into 
two categories; spatial domain and transform domain [3]. There 
are several schemes of transform domain watermarking 
technology. One of these schemes is the Discrete Wavelet 
Transform (DWT) [1,3]. It is based on dividing an image into four 
non-overlapping bands. These bands are calculated in different 
frequencies; approximation sub-band (low frequency LL), 
horizontal sub-band (high frequency LH), vertical sub-band (high 
frequency HL), and diagonal sub-band (high frequency HH) [1,3]. 
Other used scheme of transform domain is the Discrete Cosine 
Transform (DCT) [5]. This transform is used to convert spatial 
domain image into discrete transform domain [6]. The 
watermarking scheme based on transform the color image to 2D 

DCT for each color channel, embedding watermark into the DCT 
frequency, then the inverse DCT given watermarked image [5,6]. 
Hybrid schemes are used in watermarking schemes. One of them 
is DCT-DWT [7]. It is based on dividing the color image into 2D 
matrices. The DCT domain is extracted by applying the DCT for 
each 2-D matrix. Embedding watermark is done on the sub-band 
LL by utilize the DWT to divide the DCT domain into four sub-
bands for each 2-D matrix [7-9]. 

Colors are an important communication tool for human; it is 
used for communication with outside environments [10]. Using 
colors in image processing improve the image data for better 
human understanding [10]. So it's important to represent colors as 
mathematical formulas. There are different color formats that can 
represent the image color information; they are called the color 
systems. One of these color systems is the RGB color system. It is 
an additive color system based on tri-chromatic theory, easy to 
implement and very common but non-linear with visual perception 
[11]. Other color system is the HSV (Hue, Saturation and Value) 
color system. It is a linear transform from the RGB color system. 
It is very easy to select a desire hue and modifying it by adjusting 
its saturation and value [11]. Another color system is the YIQ color 
system. It is an analogue space of NTSC (National Television 
Standard Committee) system and used for color TV [10]. It is 
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separate the RGB color system into a Luminance Y, and two 
chrominance information I,Q, it is useful in compression 
application [11]. 

The main aim of this paper is to apply the DCT-DWT 
watermarking algorithm using the RGB, the HSV and the YIQ 
color systems. A comparative study is done to determine the 
stability and the robustness of these three color systems after 
applying the watermarking algorithm. 

The rest of this paper is organized as follows. Section 2 gives 
a description of the watermarking schemes. The color systems are 
shown in section 3. Section 4 shows the comparative topics. The 
simulation results are illustrated in section 5. Section 6 presents the 
conclusion followed by the most relevant references. 

2. Watermarking Schemes 

2.1. Discrete Wavelet Transform (DWT) 

Wavelet transform is an information processing method; it has 
been widely used in many fields including image processing. The 
DWT divide an image into four non-overlapping bands. These 
bands are calculated in different frequencies [1]. Figure 1 shows 
the four sub-bands; approximation sub-band ci (low frequency LL), 
horizontal sub-band (high frequency LH) chi, vertical sub-band 
(high frequency HL) cvi, and diagonal sub-band (high frequency 
HH) cdi. Figure 2 show the low pass and high pass analysis filter 
h[-m], g[-m] while the corresponding low pass and high pass 
synthesis filter are h[m] and g[m]; ci and di are the low and high 
band output coefficient at level i [1,3]. 

The DWT analysis is given by: 

ci+1[m,n] = (ci(m,n)*h[-m])↓2 (1) 

di+1[m,n] = (ci(m,n)*g[-m])↓2 (2) 

So the DWT synthesis is given by 

Ci+1[m,n] = [(ci(m,n)↑2)*h[m]) + [(di(m,n)↑2)*g[m])] (3) 

Where * denotes convolution and ↑↓ denotes down sampling and 
up sampling by factor of 2. 

 

 

 

 

 

 

 

 

2.2. Discrete Cosine Transform (DCT) 

Discrete Cosine Transform (DCT) is a standout amongst the 
most well-known orthogonal change strategies utilized as a part of 
picture preparing. High vitality compaction property of the DCT is 
the reason. In watermarking, this property helps in choosing the 
area in image to insert the watermark with the most robustness [4]. 
The DCT divides aircraft carrier signal into three frequencies 
bands namely low, middle, and heights frequency bands. It is a 
frequency orbit watermarking scheme as the watermark is 

embedded into one of these three bands, carrier signal pixel are not 
modified directly [5].  

 

 

 

 

 

 

 

 

 

 

Two dimension discrete cosine transform 2D-DCT is defined as [6]  
F(jk)

= a(j)a(k) �� f(m, n) cos �
(2m + 1)jπ

2M � cos �
(2n + 1)kπ

2N
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n=0
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(4) 

Inverse transform 2D-IDCT is defined as [6] 
f(mn)

= �� a(j)a(k)F(jk) cos �
(2m + 1)jπ

2M � cos �
(2n + 1)kπ

2N �
N−1
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Where M,N are image dimension, 

0 ≤ j ≤ M-1, 0 ≤ k ≤ N-1, 

a(j) = �

1
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, 1 ≤ j ≤ M − 1
 , 

and 
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2.3. The Hybrid Scheme DCT-DWT 

The hybrid scheme DCT-DWT is based on utilized the DWT 
to divide the DCT domain into four sub-bands [7]. The color image 
is divided into three 2D matrices (depending on used color system). 
The DCT domain is extracted by applying the DCT for each 2D 
matrix. Embedding watermark is done on the sub-band LL by 
utilize the DWT to divide the DCT domain into four sub-bands for 
each 2D matrix [7-9]. 

3. Color System 

3.1. The RGB (Red, Green and Blue) Color System 

The RGB color system is an additive color system based on tri-
chromatic theory, easy to implement, and very common, but non-
linear with visual perception. It may be visualized as a cube with 
the three axis's corresponding to red, green and blue, this cube 
bottom corner when Red=Green=Blue=0 and opposite top corner 
when Red=Green=Blue=255. The RGB color system is frequently 
used in most computer applications [11]. In computer applications 

Figure 1. The DWT sub-bands [3]. 
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g(-m) 
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Figure 2. The two dimensional decomposition using DWT [3]. 
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the RGB color image represented as a three dimensional array with 
dimension M×N×3, where M×N is image axis X,Y and 3 is the 
three color channel Red, Green and Blue respectively [10]. Figure 
3 show the RGB color model [10]. 

 

 

 

 

 

 

 

 

 

 

 

3.2. The HSV Color System 

The HSV color system is a linear transform from the RGB 
color system. It is very easy to select a desire hue and modifying it 
by adjusting its saturation and value. It is defined as a position on 
a circular plane around the value axis. Hue is the angle from a 
nominal point around the circle to the color. Saturation is the radius 
from the central value axis to the color. Figure 4 show the HSV 
color model [10]. Conversion from the RGB color system to HSV 
color system as [11]: 

Find the maximum and minimum values from the RGB triplet 

 max = max (R, G, B) (6) 

 min = min (R, G, B) (7) 

If max=min then the image is monochrome (not color) because it 
is no Hue 

The Saturation (S) is S =
max − min

max
 (8) 

The Value (V) is V = max (9) 

 R′ =
max − R

max − min
 (10) 

 G′ =
max − G

max − min
 (11) 

 B′ =
max − B

max − min
 (12) 

If R=max H = 60×(B′ − G′) (13) 

If G=max H = 60×(2 + R′ − B′) (14) 

If B=max H = 60×(4 + G′ − R′) (15) 

If H>=360 H = H − 360 (16) 

If H<0 H = H + 360 (17) 

 
 

3.3. The YIQ Color System 

The YIQ color system is an analogue space of the NTSC 
system that used for the American color TV. It separates the RGB 
color system into a Luminance Y, and two chrominance 
information I, Q. It is useful in compression application [11]. The 
YIQ system was designed to utilize sensitivity in luminance 
changes than hue or saturation changes. Figure 5 show the YIQ 
color system model [10]. The relation between the YIQ color 
system and the RGB color system as [11]: 

From RGB to YIQ 

�
Y
I
Q
� = �

0.299 0.587 0.114
0.586 −0.275 −0.321
0.212 −0.528 0.311

�  �
R
G
B
� (18) 

From YIQ to RGB 

�
R
G
B
� = �

0.30 0.60 0.21
0.59 −0.28 −0.52
0.11 −0.32 0.31

�  �
Y
I
Q
� (19) 

 
 

Figure 3. The RGB color model [10]. 

 
Figure 4. The HSV color model [10]. 

Figure 5. The YIQ color model [10]. 
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4. The Comparative Topics  

The aim of this paper is to present a comparative study of three 
different color systems used in watermarking scheme algorithms. 
The comparison is based on applying the DWT-DCT 
watermarking scheme algorithm for color images (host and 
watermark) using the RGB color system, the HSV color system 
and the YIQ color system. The DCT-DWT watermarking scheme 
is based on separation for each of the host and watermark color 
image into three 2-D matrices according to the used color system. 
The DCT domain is extracted by applying the DCT on each 2-D 
matrix extracted from color image. The DWT is utilized to divide 
the DCT domain for each 2-D matrix into four non-overlapping 
bands. The watermark is embedded into the LL sub-band [7-9]. A 
comparison is done between the three color systems RGB, HSV 
and YIQ. The comparison is based on visual detection, the PSNR, 
the NC, the embedding algorithm CPU time, and applying attacks 
to determine the robustness of color systems. 

5. Simulation Results  

All tests were performed using an Intel® core™i5 CPU M450 
@2.4GHz with 6GB Memory and running Windows 7 64-bit 
operating system and using MATLAB 8. The images used are 
RGB colored JPEG images with size 512×512, and bit depth 24 
host image Rokayya with resolution 72×72 dpi and watermark cats 
with resolution 180×180 dpi as shown in Figure 6. There are five 
main tests to determine the performance of a color system used in 
watermarking scheme algorithm. Visually test to determine the 
invisibility of watermark in the watermarked image and any 
degradation in colors compared to original image, the embedding 
algorithm CPU time, the Peak Signal-to-Noise Ratio (PSNR) of 
the watermarked image, the Normalized Correlation (NC) for the 
extracted watermark are calculated, and applying attacks on the 
watermarked image then extracting the watermark and calculating 
the PSNR and the NC again after attacks. PSNR can be calculated 
by [5] 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1

M×N
 � (Aw(x, y) − A(x, y))2
M−1,N−1

x=0,y=0

 (20) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝐷𝐷𝐷𝐷) = 10 log10
2552

𝑀𝑀𝑀𝑀𝑀𝑀
 (21) 

where A is original image, Aw is watermarked image and M, N size 
of original and watermarked image. NC calculate given by [5] 

          𝑁𝑁𝑁𝑁 = 𝑊𝑊∗.W
‖𝑊𝑊∗‖.‖𝑊𝑊‖

 (22) 
Where W is original watermark and W* is extract watermark 

 

 

 

 

 

 

 

 

 

 
 

 

Visualization comparison results without attacks are shown in 
figure 7. Figure 8 shows the rotate attacks (30°, 45° and 60°). 
Gaussian noise attacks are shown in figure 9 with variance 
parameters (0.01, 0.05 and 0.1). Figure 10 shows the blur attacks 
(motion, disk and average). The JPEG compression attacks are 
shown in figure 11 (20%, 40% and 60%). Figure 12 shows the 
resize to 256×256 attacks then resize to 512×512. The crop attacks 
are shown in figure 13. The evaluation matrices results (PSNR and 
NC) without attacks and embedding algorithm CPU time for the 
comparison are shown in table1 and figure 14. Table 2 and figure 
15 show the evaluation matrices results (PSNR and NC) after 
attacks. 

Figure 8 Visualization tests after rotation attacks 30°, 45°, and 60°. 

(b) 

 

(a) 

 Figure 6. (a) The host Image Rokayya, (b) The watermark image cats. 

 

Figure 7 Visualization tests without any attacks. 

http://www.astesj.com/


Khalid A. Al-Afandy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 1, No. 5, 42-49 (2016) 

www.astesj.com     46 

 
 

 

 

Figure 9 Visualization tests after Gaussian noise attacks with variance 
parameters 0.01, 0.05, 0.1. 

Figure 10 Visualization tests after blur attacks (motion, disk, and average). 

Figure 11 Visualization tests after JPEG compression attacks 20%, 40%, and 
60%. 

Figure 12 Visualization tests after resize to 256×256 then resize to 
512×512 attacks. 

Figure 13 Visualization tests after crop attacks. 
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After attack RGB HSV YIQ 

R
otate 30° 

PSNR red 10.8712 10.2095 10.8712 
PSNR green 10.7056 10.1637 10.7056 
PSNR blue 10.2787 9.7696 10.2787 
NC red 0.4134 0.1261 0.4385 
NC green 0.3737 0.1128 0.4029 
NC blue 0.3110 0.0758 0.3429 

R
otate 45° 

PSNR red 10.0475 9.7151 10.0475 
PSNR green 9.7717 9.5316 9.7717 
PSNR blue 9.3565 9.1425 9.3565 
NC red 0.4349 0.1309 0.4709 
NC green 0.3691 0.1242 0.4000 
NC blue 0.2992 0.0773 0.3192 

R
otate 60° 

PSNR red 9.6386 9.4558 9.6386 
PSNR green 9.4120 9.3174 9.4120 
PSNR blue 8.9305 8.8420 8.9305 
NC red 0.4347 0.1782 0.4660 
NC green 0.3594 0.1484 0.3848 
NC blue 0.3049 0.1052 0.3219 

G
aussian 

noise 0.01 

PSNR red 22.5692 16.1464 22.5873 
PSNR green 22.6814 16.1505 22.6942 
PSNR blue 22.6411 16.1870 22.6542 
NC red 0.6281 0.3893 0.6381 
NC green 0.5946 0.3712 0.6014 
NC blue 0.5402 0.3044 0.5505 

G
aussian 

noise 0.05 

PSNR red 16.6907 15.2738 16.6774 
PSNR green 16.6384 14.2272 16.6643 
PSNR blue 16.7434 14.3356 16.7488 
NC red 0.4637 0.1376 0.5034 
NC green 0.4144 0.1350 0.4472 
NC blue 0.3507 0.1189 0.3807 

G
aussian 

noise 0.1 

PSNR red 14.4521 13.0484 16.4830 
PSNR green 14.3016 12.9226 14.3182 
PSNR blue 14.4515 13.0859 14.4692 
NC red 0.4015 0.1027 0.4555 
NC green 0.3481 0.1054 0.3887 
NC blue 0.2765 0.0936 0.3104 

R
esize 

PSNR red 32.6509 17.5709 32.6509 
PSNR green 33.2573 17.5776 33.2573 
PSNR blue 32.9487 17.5823 32.9487 
NC red 0.9318 0.6209 0.9316 
NC green 0.9333 0.584 0.9329 
NC blue 0.9050 0.5326 0.9045 

M
otion blur 

PSNR red 28.9065 17.6938 28.9065 
PSNR green 28.7466 17.6686 28.7466 
PSNR blue 28.8790 17.6937 28.879 
NC red 0.8434 0.5767 0.8438 
NC green 0.8284 0.5423 0.8291 
NC blue 0.8024 0.4743 0.8038 

D
isk blur 

PSNR red 26.1620 18.2997 26.1620 
PSNR green 26.3194 18.3153 26.3194 
PSNR blue 26.3862 18.3299 26.3862 
NC red 0.7696 0.5386 0.7702 
NC green 0.7600 0.5101 0.7620 
NC blue 0.7346 0.4336 0.7374 

0

10

20

30

40

PSNR red PSNR green PSNR blue

RGB

HSV

YIQ

0

0.2

0.4

0.6

0.8

1

1.2

NC red NC green NC blue

RGB

HSV

YIQ

0

0.5

1

1.5

2

2.5

Algorithm CPU time

RGB

HSV

YIQ

Without attack RGB HSV YIQ 
PSNR red 33.9764 16.6698 33.9764 
PSNR green 35.2180 16.6828 35.2180 
PSNR blue 34.6320 16.6906 34.6320 
NC red 0.9587 0.5927 0.9585 
NC green 0.9646 0.5554 0.9644 
NC blue 0.9377 0.4997 0.9373 
CPU time (Sec) 1.5444 1.7004 1.95 

Table 1. The PSNR for watermarked image, the NC for extracted watermark 
without attacks and the CPU time for embedding algorithm. 

(a) The PSNR for watermarked images. 

(b) The NC for extracted watermark. 

(c) Algorithm CPU time. 

Figure 14. The evaluation matrices comparison based on the PSNR for 
watermarked image, the NC for extracted watermark without attacks and 

the CPU time for embedding algorithm. 

 

Table 2. The PSNR for watermarked image, and the NC for extracted 
watermark after attacks. 
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A
verage blur 

PSNR red 31.9021 17.6811 31.9021 
PSNR green 32.4367 17.6901 32.4367 
PSNR blue 32.1206 17.6905 32.1206 
NC red 0.9250 0.6214 0.9247 
NC green 0.9269 0.5835 0.9265 
NC blue 0.8990 0.5307 0.8984 

JPEG
 

com
pression 

 

PSNR red 30.8030 16.9024 30.8030 
PSNR green 31.8857 16.9348 31.8857 
PSNR blue 30.1031 16.8905 30.1031 
NC red 0.8804 0.5430 0.8792 
NC green 0.8892 0.5023 0.8883 
NC blue 0.8225 0.4338 0.8209 

JPEG
 

com
pression 

 

PSNR red 32.0421 16.8709 32.0421 
PSNR green 33.8185 16.9056 33.8185 
PSNR blue 32.1418 16.8881 32.1418 
NC red 0.9186 0.6038 0.9181 
NC green 0.9319 0.5630 0.9311 
NC blue 0.8809 0.4939 0.8797 

JPEG
 

com
pression 

 

PSNR red 32.5064 16.6962 32.5064 
PSNR green 33.9616 16.7221 33.9616 
PSNR blue 32.8417 16.7128 32.8417 
NC red 0.9345 0.5899 0.9341 
NC green 0.9423 0.5560 0.9417 
NC blue 0.9036 0.4939 0.9025 

C
rop 

PSNR red 13.2283 11.8709 13.2283 
PSNR green 13.6797 12.1924 13.6797 
PSNR blue 13.5194 12.0834 13.5194 
NC red 0.6993 0.4286 0.6991 
NC green 0.7009 0.3664 0.7056 
NC blue 0.6567 0.3253 0.6645 
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(a) The PSNR for watermarked images for red channels after attacks. 

(b) The PSNR for watermarked images for green channels after attacks. 

(d) The NC for extracted watermark for red channel after attacks. 

(c) The PSNR for watermarked images for blue channels after attacks. 
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As shown from visualization test, experimental results and 

evaluation figures with and without attacks, results illustrate that; 
there is a degradation in colors for the watermarked images and the 
extracted watermark is not good for using the HSV color system, 
where there are no degradation in colors for the watermarked 
images and the extracted watermarks are good for using the RGB 
and the YIQ color systems. The PSNR and the NC values without 
and after attacks for the HSV color system are less than the RGB 
and the YIQ color systems. The PSNR and the NC values without 
attacks for the RGB color system are little higher than the YIQ 
color system. The PSNR and the NC values after some attacks for 
the YIQ color system are little higher than the RGB color system 
and similar after other attacks. The Embedding algorithm CPU 
time show that the RGB color system is the faster and the slower 
is the YIQ color system but the difference is fractions of second so 
that the three color systems are approximately similar in 
embedding algorithm CPU time. 

The HSV color system is worse than the RGB and the YIQ 
color systems and weak against attacks. The RGB color system 
and the YIQ color system are approximately similar and robust 
against attacks. 

6. Conclusion 

This paper presents a comparison between three different color 
systems; the RGB color system, the HSV color system, and the 
YIQ color system in watermarking algorithms. This comparison is 
to determine the stability and the robustness of color systems that 
used for applying the watermarking schemes. The watermarking 
algorithm that is used in this paper is the hybrid scheme DCT-
DWT. This comparison illustrates that the HSV color system is the 
weakest when compared to the RGB and the YIQ color systems 
and is not robust against attacks. The RGB color system and YIQ 
color system are approximately similar and robust against attacks. 
The YIQ color system is a little robust against attacks when 
compared to the RGB color system. The embedding algorithm 
CPU time using the RGB color system is a little faster than the 
HSV and the YIQ color systems; the difference is a fraction of 
second. The results reveal the superiority of using the RGB and the 
YIQ color systems over the HSV color system. 
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(e) The NC for extracted watermark for green channel after attacks. 

(f) The NC for extracted watermark for blue channel after attacks. 

Figure 15. The evaluation matrices comparison based on the PSNR for 
watermarked image, and the NC for extracted watermark after attacks. 
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 In this work  fenugreek(Trigonella Foenum Graecum) extract  was  used  to  synthesis gold 
nanoparticles by simple and safe method .In aqueous solution of chloroaurate ions, 
fenugreek extract was used as reducing agent and gum Arabic as stabilizer by one synthetic 
route which is microwave irradiation .The nanoparticles were characterized and 
investigated by ultraviolet-visible (UV-Vis) spectrophotometry, transmission electron 
microscopy (TEM), energy-dispersive X-ray (EDX) spectroscopy, X-ray diffraction 
(XRD)and Fourier transform infrared spectroscopy(FTIR). The size and shape of the 
nanoparticles were found to be very sensitive to the quantity of the extract. And the shape 
of gold nanoparticles was found to be multiform; the EDX spectrum show high peaks of 
gold that indicate the pure nature of gold nanoparticles in chemical composition.  

Keywords:  
Biosynthesis 
 fenugreek seed extract 
antioxidant 
Biocompatibility  

 

 

1. Introduction  

   This paper is an extension of work originally presented in 2015 
International Conference on Computing, Control, Networking, 
Electronics and Embedded Systems Engineering (ICCNEEE) [1]. 
Nanotechnology, nanoscience, nanostructure, nanoparticles are 
now of the most widely used words in scientific literature. 
Nanoscale materials are very attractive for possible machine, 
which will be able to travel through the human body and repair 
damaged tissues or supercomputers which small enough to fit in 
shirt pocket. However, nanostructure materials have potentials 
application in many other areas, such as biological detection, 
controlled drug delivery, low-threshold laser, optical filters, and 
also sensors, among others [2-3]. 
   In fact, metal nanoparticles have been used a long time ago e.g. 
Damascus steel which used to make sword and Glass Lycurgus 
Cup which has unique color. Even though, nanoparticles have 
been used a long time ago, but nobody realized that it reached 
nanoparticles scale[4-7], One of the most interesting aspects of 
metal nanoparticles is that their optical properties depend strongly 
upon the particle size and shape ,Bulk Au looks yellowish in 

reflected light, but thin Au films look blue in transmission. This 
characteristic blue color steadily changes to orange, through 
several tones of purple and red, as the particle size is reduced 
down to ~3 nm. These effects are the result of changes in the so-
called surface Plasmon resonance [8], the frequency at which 
conduction electrons oscillate in response to the alternating 
electric field of incident electromagnetic radiation. However, only 
metals with free electrons (essentially Au, Ag, Cu, and the alkali 
metals) possess Plasmon resonances in the visible spectrum, 
which give rise to such intense colors. Elongated nanoparticles 
(ellipsoids and nanorods) display two distinct Plasmon bands 
related to transverse and longitudinal electron oscillations. The 
longitudinal oscillation is very sensitive to the aspect ratio of the 
particles [9-10]. 

   Most commonly studied metal nanoparticles include gold, silver, 
titanium oxide and iron nanoparticles. Among these, gold being 
inert and relatively less cytotoxic is extensively used for various 
applications [11]. 

   Gold nanoparticle chemistry and physics has emerged as a broad 
new subdiscipline in the domain of colloids and surfaces. The 
unusual optical properties of small gold particles, their size 
dependent electrochemistry, and their high chemical stability 
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have made them the model system of choice for exploring a wide 
range of phenomena including self-assembly, biolabeling, 
catalysis, electron-transfer theories, phase transfer, DNA melting 
and assays, and crystal growth [12]. 
   Among the use of living organisms for nanoparticle synthesis, 
plants have found application particularly in metal nanoparticle 
synthesis. Use of plants for synthesis of nanoparticles could be 
advantageous over other environmentally benign biological 
processes as this eliminates the elaborate process of maintaining 
cell cultures. Biosynthetic processes for nanoparticles would be 
more useful if nanoparticles were produced extracellularly using 
plants or their extracts and in a controlled manner according to 
their size, dispersity and shape. Plant use can also be suitably 
scaled up for large-scale synthesis of nanoparticles [13]. 
   Fenugreek (Trigonella foenum-graecum) belongs to the family 
fabaceae. Fenugreek is used both as a herb (the leaves) an as a 
spice (the seed), has been used for long time as a hematopoietic 
and antioxidant agent in traditional therapeutics, in Sudan the 
seeds have many uses especially in folk medicine. Whole seeds 
are swallowed as antiacid and against dysentery and stomach 
disturbances [14-15].  
   Fenugreek have been shown it contain high levels of 
antioxidants in which may be due partly to the presence of 
flavonoids and polyphenols. In this paper, we present a detailed 
study of the biosynthesis of GNPs by the reaction of  fenugreek 
extract with aqueous gold ions. We hypothesized that the effective 
utilization the various phytochemicals present in  fenugreek and 
their antioxidant activities will provide simple, clean, nontoxic 
and environmentally being bioreduction process of gold salts into 
their corresponding nanoparticles.In additional, the obtained 
GNPs were further stabilized by gum Arabic, another plant source 
glycol protein[16]. 
   The emphasis is on controlling the size and shape of the GNPs 
by varying the experimental conditions in the synthesis and 
thereby modulates the optical properties of the nanoparticles. Up 
to now, many efforts have been made to fabricate anisotropic gold 
nanostructures with various shapes [17]. Although some 
chemicals methods for the preparation of GNPs with pre-chosen 
size by changing the concentration of gold ions and stabilizer [18], 
or by seed mediated growth [19], they may utilize toxic chemicals 
either in the form of reducing agents or as stabilizing agents. 
However, a few works have reported on the biosynthesis of 
nanostructures with novel and controllable size or desirable shape. 
Here, we show that size control can be achieved by simple 
variation in the quantity of the fenugreek extract in the reaction 
medium. In this process, we use a household microwave oven as 
a heating apparatus to synthesize gold colloids. Microwave 
chemistry, which reviewed in detail in the areas of organic 
reactions [19] and analytical chemistry [20], synthesized 
nanoparticles were characterized by various methods, such as 
transmission electron microscopy (TEM), energy-dispersive X-
ray (EDX), ultraviolet-visible (UV–Vis) and X-ray diffraction 
(XRD) [21]. 

2.  Experimental Details 

2.1 Materials  

   The fenugreek seed and the gum arabic powder were purchased 
from a local herbal shop in the Sudan. Hydrogen tetrachloroaurate 
tetrahydrate (HAuCl4.3H2O) purchased from Labline Co. Ltd. 
(Sudan) and used without further purification. 
 
2.2 Instrumentations  

2.2.1. UV–Vis Absorption Spectroscopy 
   Optical absorption spectra of the fenugreek seed ,extract 
reduced GNPs were recorded using a UV-1800 UV–Vis-
spectrophotometer (Shimadzu, Japan) with 2 ml of GNPs solution 
in a 1 cm optical path cuvette. 
 
2.2.2. Transmission Electron Microscopy 
   The morphology and size of the GNPs were analyzed using the 
TEM images obtained with transmission electron microscope 
JEM 2100 200 kV (JEOL, Japan). 
 
2.2.3. Energy Dispersive X-Ray Spectroscopy 
   The chemical composition and element composition maps of 
GNPs were analyzed using EDX plot obtained with Energy 
Dispersive X-Ray Spectroscopy. 
 
2.2.4 X-ray Powder Diffraction 
   The phase identification and crystal structures of GNPs were 
characterized using the XRD plot obtained with X-ray Powder 
Diffraction labx XRD 6000(Shimadzu, Japan). The GNPs 
solution were converted to dry by centrifuged (6000 rpm for 50 
min) and dried under sun. 

 
2.2.5. Fourier transforms infrared spectroscopy   
   The infrared spectrum of absorption, emission, 
photoconductivity or Raman scattering of GNPs were analyzed 
using FTIR plot obtained with Fourier transform infrared 
spectroscopy FTIR-8400S (Shimadzu, Japan). 

2.3 Preparation of fenugreek Seeds Extract 

   Weighted 8g from fenugreek seed then washed with sterilized 
water to remove any contaminant or dust particles, putted on filter 
paper to dry .the beaker washed with sterilized water and 
sterilized in oven at 200℃ for 30 min. The fenugreek seed putted 
in 50ml   dionizd water at beaker and covered with plastic cover.  
Then it was incubate for 24h at room temperature. 

   After the incubation period the solution of the fenugreek was 
centrifuged at 6000 rpm for 15 min, than it was stored at 4℃, and 
use within 3 days for GNPs synthesis. 

2.4 Biosynthesis of GNPs by Microwave Irradiation 

   In a typical experiment, to 200 ml beaker was added 120 mg of 
gum arabic powder, 10 ml of fenugreek seed extract and the 
volume increased to 20 ml by addition of an appropriate volume 
of deionised water. To the resulting mixture 28 ml aqueous 
solution of 10 mM [HAuCl4.3H2O] was immediately added. 
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Following this, the beaker was placed in the centre of a domestic 
microwave oven (MS3040S/00)   at 2450MHZ. After just 30 s of 
microwave irradiation at the maximum power output of 850 W, 
the color of the stirred mixture turned purple-red from pale yellow 
indicating the formation of GNPs. The solution was then left to 
cool to room temperature and the rapid reduction is complete 
within 2 min as shown by stable light purple- red color of the 
solution which gives 10 ml colloid. To obtain 8 and 6 ml colloids 
the addition of the fenugreek seed extract is varied as 8, 6 ml, 
respectively. 

3. Result and Discussion 

   In the present study, Gold nanoparticles exhibit a distinct optical 
feature commonly referred to as localized surface Plasmon 
resonance (LSPR), that is, the collective oscillation of electrons in 
the conduction band of gold nanoparticles in resonance with a 
specific wavelength of incident light. LSPR of gold nanoparticles 
results in a strong absorbance band in the visible region (500 nm-
600 nm), which measured by UV-Vis spectroscopy .The LSPR 
spectrum is dependent both on the size, and shape of gold 
nanoparticles. The peak absorbance wavelength increases with 
particle diameter, and for uneven shaped particles such as gold 
nanourchins, the absorbance spectrum shifts significantly into the 
far-red region of the spectrum when compared to a spherical 
particle of the same diameter .Figure 1 below show UV-VIS 
curves for absorption of synthesized GNPS, the absorption at the 
wavelength range from 400nm – 700nm. 
 
3.1. UV-VIS Result 

   The template is used to format your paper and style the text. All 
margins, column widths, line spaces, and text fonts are prescribed; 
please do not alter them. You may note peculiarities. For example, 
the head margin in this template measures proportionately more 
than is customary. This measurement and others are deliberate, 
using specifications that anticipate your paper as one part of the 
entire proceedings, and not as an independent document. Please do 
not revise any of the current designations. 

3.2. TEM Result 
   The morphology of GNPs was characterizing using TEM 
images recorded at different magnifications of gold particles 
resulting from the reduction of chloroaurate ions by different 
amounts of the fenugreek extract. Figure2 (A),(B),(C) and (D) 
show GNPs reduce by 8ml fenugreek extract  ,its consist of 
branched (multipods) hexagonal  with spherical,  
triangular ,pentagon , and rod nanoparticles .when 10 ml 
fenugreek  extract was used to reduce the aqueous HAuCl4, figure 
3(A),(B),(C) and (D )  consist of branched (multipods) spherical  
with  triangular ,rod , and  hexagonal  nanoparticles .According to 
the size distribution of the spherical GNPs shown in figure 4 (A) 
and (B) the nanoparticles, the average size ca  13.71nm  for 8 ml 
FSE and  average of  size ca. 11.85nm for 10ml FSE. 
     In conclusion, Biosynthesis of GNPs using fenugreek extract 
produce multiform GNPs. 

 
Figure 1 Absorption spectra of GNPs after bioreduction by fenugreek 

Extract of 6, 8 and 10 ml dosages were exposed to 28 ml, 10 mM 
Aqueous solution of HAuCl4. 
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Figure 2 TEM images illustrating the biosynthesis of GNPs using microwave 
irradiation by exposing 8 ml FSE to 28 ml, 10 mM aqueous HAuCl4, Scale bars 

(A) 2nm,(B) 50nm  (C)100nm and (D)200nm. 
 

 

 
 

 
 

 
 

Figure 3 TEM images illustrating the biosynthesis of GNPs using microwave 
irradiation by exposing 10 ml FSE to 28 ml, 10 mM aqueous HAuCl4, Scale bars 

(A) 2nm,(B) 5nm  (C)20nm and (D) 50nm. 
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(A) 

 
(B) 

Figure 4 A histogram of size distribution of spherical   GNPs synthesized using 
(A) 8 ml FSE (B) 10 ml FSE. 

3.3. EDX Result 

   In the EDX spectrum of the GNPs, Figure5 (A) showed that a 
typical biogenic nanoparticle exhibited strong X-ray emission 
signals from the gold atoms and the Cu peaks were due to 
background signals from the supporting grid. This indicates that 
the biogenic GNPs are relatively pure in chemical composition. 
 
   XRD analysis  figure5(B)  show Three  peaks observed at 38.3°, 
40.6°,and 50.4°,can be indexed to the (111), (200),and (220)   
reflections of face-centered cubic (FCC) structure of metallic Au, 
respectively , showing the pure crystalline nature of the prepared 

particles. The intensity ratio between the (200) and the (111) 
diffractions (I(200)/I(111)) of 1.43 for the prepared sample is 
larger than the conventional bulk intensity ratio (~0.53). 
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Figure 5 (A) EDX spectrum of GNPs from the inset image, (B) X-ray diffraction 
patterns of 8 ml FSE with 28 ml, 10 mM aqueous 

HAuCl4. 

 

Figure 6  FTIR spectrum of  FSE with 28 ml, 10 mM aqueous 
HAuCl4. 
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3.4. Fourier transform infrared spectrum Result 

   Fourier transform infrared spectrum show the active 
components that have been detected Phenols and Alkaloid. The 
extracts of the fenugreek exhibit antioxidant activity, chemical 
composition and polar nature of FSE contains phenol compound. 
IR spectrum show peaks at 3454.27, 2084.91, 1647.10, 495.67 
cm-1 correspond to (O–H stretch, H–bonded) phenols, (–C≡C–) 
stretch/ alkynes, (–C=C–) stretch/ alkenes. As figure 6 shows. 

 
4. Conclusion   

   The work defines the synthesis of GNPs in aqueous solution of 
chloroaurate ions using fenugreek extract as reducing agent and 
gum arabic as stabilizer. This method produced biocompatible 
GNPs simply. One synthetic route, microwave irradiation his 
been used. The study finds that biosynthesis of GNPs using 
fenugreek extract produce multiform and uncontrollable gold 
nanoparticle .The study finds that as the amount of fenugreek 
extract increased the size diameter of GNPs increase. In further 
studies, these functional GNPs could be used in different medical 
application like vaccine storage indicator methods. 
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 Visual analysis of human behavior is a broad field within computer vision.  In this field of 
work, we are interested in dynamic methods in the analysis of crowd behavior which consist 
in detecting the abnormal entities in a group in a dense scene. These scenes are 
characterized by the presence of a great number of people in the camera’s field of vision. 
The major problem is the development of an autonomous approach for the management of 
a great number of anomalies which is almost impossible to carry out by human operators. 
We present in this paper a new approach for the detection of dynamic anomalies of very 
dense scenes measuring the speed of both the individuals and the whole group. The various 
anomalies are detected by dynamically switching between two approaches: An artificial 
neural network (ANN) for the management of group anomalies of people, and a Density-
Based Spatial Clustering of Application with Noise (DBSCAN) in the case of entities. For 
greater robustness and effectiveness, we introduced two routines that serve to eliminate the 
shades and the management of occlusions. The two latter phases have proven that the 
results of the simulation are comparable to existing work.   

Keywords :  
Visual analysis 
Crowd behavior 
Neural networks 
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Occlusion 
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1. Introduction  

Recently, computer vision in the analysis of densely crowded 
environments has been very interesting. Problems such as 
segmenting, estimating, and determining the goal of individuals’ 
crowd components have all been subjects of research [1-4]. This 
field of research is an important application in the video 
surveillance intelligences and visual crowd behavior analysis. In 
many of these researches, the purpose is not to analyze normal 
crowd behavior but to detect deviations and abnormal events. 

The approach suggested in this paper differs from the existing 
approach [5-7] by relying on detection of dynamic anomalies, 

which makes the detection of anomalies possible for both cases (a 
group or a single person). 

It can be divided into three sublevels:  the bottom level (the 
estimate of optical flow), the intermediate level (construction of 
the model magnitude) and the semantic level (the notification of 
operators). 

The goal of this approach is to illustrate the detection of 
anomalies in very dense scenes based on the speed of the 
individuals and that of the group. The various anomalies are 
detected automatically by dynamic switching between two 
approaches which are the artificial neural networks for the 
management of anomalies in a group of people, while the 
DBSCAN method is used to detect the entities [8, 9].  For greater 
robustness and effectiveness, we have introduced two routines 
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allowing the elimination of the shades [10, 11] and the 
management of occlusions [11]. 

 
The rest of this paper is organized as follows:  in section 2 we 

present a brief background on the various approaches as well as 
the works related to this field, and our suggested approach in order 
to overcome certain problems encountered in the literature. Section 
3 presents the mathematical formulation of the various methods 
used in order to detect anomalies of the race type and walk type in 
a crowded scene. Finally, the results are presented in section 4 and 
we can conclude that new prospects for future work are provided. 

2. State of the art and approach description  

Crowd behavior is classified in two categories: the first one 
consists of estimating the density of the crowd and the second of 
extracting motives for movement or detecting events in a scene of 
a crowd and following the abnormal behavior. 

In the first category we distinguish the methods based on the 
analysis of behavior [7-11]. These methods supply an interesting 
static analysis of the surveillance of the crowds but do not detect 
abnormal events. There are also some techniques based on optical 
flow [1-4] that detect stationary crowds. 

In the second category the purpose is to detect abnormal events 
in a crowd by basing itself on the motives for movement. The 
principle of extraction of the motives for movement is to model the 
most frequent behavior and to consider the abnormal events as 
absurd cases. The deviation from typical behavior is used to 
characterize the abnormality. Several techniques were proposed 
for this category [12]. Combine hidden Marcov models with 
analysis of the main vector components of the optical flow to 
detect scenarios of emergencies. However, the experiments 
concerned simulated data. Using the dynamics of tracking 
behavior one can recognize and locate present objects in a temporal 
sequence of images [13]. Within the framework of human crowds 
there is a particular interest in video surveillance where the follow-
up of individuals allows checking automatically the comings and 
goings in a space. Just like in image recognition, a follow-up can 
be based on graphic properties such as colors or outlines [14, 15]. 
The added temporal dimension allows the possibility of a 
continuity of the presence and the position of the person in the 
scene, in spite of the occlusion. The temporal and spatial 
consistency of the followed characteristics can be obtained in 
certain cases by means of methods of clustering [16]. 

The proposed approaches contribute to the detection of major 
anomalies arising in a complex scene. They also contribute to the 
detection of events in the crowd by following groups instead of 

following every person individually which facilitates the detection 
of events occurring in crowds. 

The approaches usually used for the analysis of crowd behavior 
in video sequences generally comprise four essential stages: 
detection of movement, segmentation, classification and tracking.  

 In our work we propose the use of the detection movement 
technique by optical flow [12-15]. The latter makes it possible to 
detect groups which move in the same direction and to extract the 
reasons for movement. The major advantage of this method is that 
it doesn’t need to be modeled, [4, 5], because it consists of 
detecting the movement by calculation in any point of the image 
of a mathematical quantity which is a function of the intensity or 
the color of the whole of the pixels and which is supposed to reflect 
the importance of the visible movement in the scene.  Therefore 
we propose that the segmentation [16] be done by regrouping the 
areas with the aim of providing a more precise cutting of the 
borders of the areas.  Afterwards, we propose to use a technique of 
classifying anomalies by a dynamic switching between the two 
approaches of artificial neural networks [17] for the management 
of anomalies in a group of people, and the DBSCAN [9] method 
for detecting the entities. Then we propose that the improvement 
of the results be obtained by adding techniques of elimination of 
shades and of occlusion which is due to position and the orientation 
of the camera and the degree of influence of the occlusion.  Lastly, 
we propose the use of a particle filter, which is well adapted to 
follow disturbed trajectories with abrupt changes of movement, or 
a KALMAN filter [7] for the tracking. 

 
According to the state of the art, the proposed approach is 

illustrated in the flow chart in (Figure 2). The first stage is for 
acquiring the image to be treated by the means of a camera.  After 
that, we carried out detection by the optical flow; segmentation of 
the movements and classification, the last of which represents the 
new approach for the detection of abnormalities in very dense 
scenes while being based on the speed of the individuals and of the 
group. The various anomalies are first detected to be handled 
automatically without training by the DBSCAN method to detect 
the entities. The next stage is the tracking of the abnormalities. 
Finally a test is carried out in order to enable us to extract some 

 
Figure 1: Global illustration of our solution for crowd behavior analysis. 
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Figure 2: General architecture of automated video surveillance system. 
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comprehensible information detecting normal and abnormal crowd 
behavior. 

3. Mathematical formulation 

The general architecture used will be detailed by the following 
sections: 

3.1. Motion vector extraction  

The investigated crowd activities are characterized by the 
movement of people. The examination of motion dynamics of 
crowds is based on the so called motion vectors obtained by the 
method of optical flow which is applied to each pair of subsequent 
video frames.  

Applying optical flow returns a set of motion vectors in the 
form:  

Vi,t  = �xi,t, yi,t, mi,t, θi,t�                                     (1) 

Where "Vi,t" is the motion vector "i" at frame "t", represented 
by the feature point at the coordinate (xi,t, yi,t) , the magnitude 
"mi,t" and the orientation angle "θi,t". 

3.2. Elimination of shade  

The stage of the shades removal was achieved by a simple 
passage of colorimetric space RGB towards space HSV "for Hue / 
Saturation / Value", while eliminating the component brightness V. 
This space highlights the chromatic properties due to its 
components H, S and V. 

The chromaticity of pixel (x, y)  could be obtained by color 
normalization. For example the red channel:   

C(r, x, y) =
I(r, x, y)

I(r, x, y) + I(g, x, y) + I(b, x, y),               (2) 

where I(r, x, y), I(g, x, y), I(b, x, y) are respectively the 
intensities of the channels red, green and blue.   

It is the same for the two other channels green and blue. The 
chromaticity of a pixel is then   

C(x, y) = �C(r, x, y), C(g, x, y), C(b, x, y)�.              (3) 

The difference in chromaticity ΔC, between the current C’(x, y) 
chromaticity of the pixel and its chromaticity C(x, y) in the model 
of the background makes it possible to measure the  Mahalanobis 
distance D(x, y) represented as follows: 

D(x, y) = �ΔC(x, y )TS−1ΔC(x, y)                          (4) 

Where S(x, y) the chromaticity covariance matrix of the pixel 
(x, y). Then, for each new image and each pixel, the Mahalanobis 
distance is calculated. 

3.3. Management occlusion   

The position and orientation of a camera influences the degree 
of occlusion. If the camera’s optical axis is horizontal, then 
occlusion will occur in the segment parallel to the horizontal axis 
of the image plane. Occluded blobs will be indistinguishable due 
to overlap in depth. We developed a hybrid segmentation 
methodology to split occluded blobs using a histogram-based 
approach for horizontal occlusion and an ellipse-based approach 
for vertical occlusion (Figure 3). 

 
Blobs, which become slightly occluded at the same depth such 

as these, usually have special shape-based features. When 
projected vertically onto a horizontal line the blobs change into the 
shapes shown. The curve is similar to a signal in the time domain 
where the horizontal line is the time axis, and thus discrete Fourier 
transformation "DFT" can be employed to transform the line into 
a frequency domain. Thereafter, the lowest frequency components 
are retained and the rest are set to zero by a filter. Using inverse 
discrete Fourier transformation "IDFT" they are then transformed 
back into the time domain. This process smoothes the original 
curve and benefits the following segmentation. On the smooth 
curve, the significant peaks are usually located at the horizontal 
position of the head, whereas the significant valleys are usually 
located at the effective cut points for segmenting the occlusion. 

3.4. Motion vectors clustering  

Among the many algorithms proposed in data mining field, 
DBSCAN is one of the most popular algorithms due to its high 
quantity of noiseless output clusters. It discovers clusters with 
arbitrary shape with minimal number of input parameters. 

The input parameters are the radius of the cluster "Eps" and 
minimum points required inside the cluster "Minpts". Complete 
algorithm of DBSCAN is given by [18]. 

In order to determine the membership of each element to a 
cluster and make decisions we need a measure function. 
Minkowski distance is widely used: 

d(i, j) = ��xi1 − xj1�
q + �xi2 − xj2�

q + ⋯+ �xin − xjn�
qq

   (5) 

Many variants are used, mostly with q=1 or q=2. In our case, 
we have used q=2, which represents the Euclidean distance. From 
the latter distance, we have derived the next equation. Using a 
simple difference between the position coordinates, and the 
magnitudes:  

��xp − xq�
2 + �yp − yq�

2 + �mp − mq�
22

< ε       (6) 

Where: (xp, yp) and (xq, yq) are the coordinates of the point’s 
p and q; "mp" and "mq " are magnitudes of the motion vectors at 
the point’s p and q; 

As using DBSCAN by one of these three distance 
measurements, we can cluster motion vectors into diverse groups 
of data points which have similar coordinates, similar magnitudes 

 
Figure 3: Segmentation flow chart. 
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and similar orientation. Each group of motion vectors represents a 
motion pattern. 

3.5. Motion vectors clustering  

The neuronal network is used to classify the crowd behavior.  
Classification is made for each sequence of images in order to 
detect the various behaviors of a group of people.  The classifier is 
based on a set of neurons which contain three layers. Each type of 
behavior is individually detected by a network. The structure of 
each network is defined so that the number of neurons in the input 
layer is equal to the number of input parameters, and the number 
of neurons in the hidden layer can be experimentally determined.  
In this work, two classes of behavior are considered, the normal 
and abnormal classes, each type of behavior is represented by a 
neuron in the output layer. Neurons in the hidden layer are 
represented by a sigmoid function.  The model is represented by 
the following equation: 

ek
(i) = �wj,k

(i−1)sj
(i−1)

j

+ bk
(i−1)                           (7) 

In output, we have  sk
(i) = ak

(i)�ek
(i)� = 1

1+exp (−ek
(i))

  which is 

related to the applied activation in the network. The value bk
(i−1)   

is a skew added to the entry of the kth neuron. The function of error, 
which represents the Euclidean distance between the output of the 
network and the target, is given as follows:  

E =
1
2
‖y − c‖22 =

1
2

 �(yi − ci)2
m

i=1

                    (8) 

It is now necessary to minimize the average of the errors given 
by the function E on the whole of the data provided in 
input Eaverage = 1

N
∑ Et N
t=1 , Where N is the number of couples 

given and Et represents the t-th error of training. 

3.6. Detection of events  

In this section, we describe the detection of anomalies in a 
dense scene.  The selected scenarios belong to the events described 
in the video [19, 20]. 

Run and walk behavior:  The principal idea consists of 
calculating the average magnitude of the movement vectors in each 
image.  A high magnitude means the event runs, while low 
magnitude means the event goes. 

Mmean =
∑ mag(i) nxm
i=1

nxm
                                  (9) 

With n and m numbers it points to movement in the image, and 

mag(i) = �Reli
2 + Imgi2

2
   is the magnitude of each point of 

movement.   

Where Rel and Img are the real and imaginary components of 
the movement vector.   

We considered that the characteristic of the state of a collapse 
situation is a signal of sudden change with a high peak height of 
duration. If there is such a signal then there is an abnormal event. 
The decision for normal or abnormal events is to be taken by 
comparing the calculated and normalized measure with a specific 
threshold defined by: 

TN = max
k=1…F

{N(d(Mt, Mt+1))}k               (10)   

 
The strategy of detection in (Figure 4) represents the unusual 

way of detecting crowd behavior by two approaches (DBSCAN 
and ANN).  This dynamic strategy is always in the case of entity 
and group of people. The results of simulation of this new approach 
will be presented in the following section.  

 
4. Results 

In this section, the proposed method of detection by switching 
in a dynamic way between two approaches, the artificial neurons 
networks (ANN) for the management of group anomalies of 
people, and the Density Based Spatial Clustering of Application 

 

 
Figure 4: Dynamics strategy of detection.  

 

 Video 

 
Characteristics of dispersion 

Behavior detection 
by DBSCAN in 

entities 

Behavior detection 
by ANN in groups 

 

Criteria of 
detection 

 

 
Figure 5: Examples of average speed of a group of people. 
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with Noise (DBSCAN) in the case of entities. The videos are 
mainly collected from the UMN dataset [19]. The BEHAVE video 
dataset and the PETS2009 dataset [20] for performance evaluation 
are adopted in anomalous frame behavior detection experiments. 

The proposed approach is based on computing the magnitude 
of the motion vector which presents the optical flow in the 
Cartesian frame. The point P(x, y) is the position of its interests 
point at time "t" , where Q(x, y) is the position of the same point at 
time"t + 1", we use the Euclidean distance. 

We calculate the average magnitude of each sequence of 
images with an aim to determine the running and walking events 
(Figure 5). These events can be identified by using the magnitude 
of the vectors of optical flow. Therefore the principal idea consists 
of calculating the average magnitude of the movement vectors in 
each image. A high magnitude indicates a running event while low 
magnitude indicates a walking one. The detection is performed 
using DBSCAN in the case of entities, and ANN for the 
management of people in a group, the classifiers based on the 
average speed as criteria. The results of the approach suggested are 
represented in (Figure 6) and (Figure 7). 

 

 
In our work, we suppose that the number of people in an 

occulted group is not limited.  Moreover, we compare our results 
with other methods (Figure 8), such as the function of probabilistic 
density [21] and [22],  the social force model (SFM) [23], and the 
metric ones of similarities based on the speed and the orientation 
of decoupling 2D of histograms [24] and [23].  The obtained results 
are encouraging when the automatic detection of anomalies is 
close to the real time measurement. The approach suggested shows 
a great robustness against false alarm detection since the automatic 
detection of anomaly occurs after the real release of the anomaly.  

These results prove that our method gives the satisfactory 
results comparable to ones concerning the other three methods 
(Figure 8).  

In (Figure 9) and (Figure 10) is present some results that 
illustrate the case of occlusion management and elimination of 
shades.  Our approach has some advantages as it presents a positive 
contribution for the detection of the movement in a complex 
environment. However it requires the estimation of temporal time 
for each sequence of image and at every moment of the video 
sequence which makes it very greedy in computing power 
consumption. Moreover the optical flow occupies only about 84 % 
of movement surface detection in opposition to the advection of 
particles of social forces model which is used to locate a large 
surface (more than 96 %). Our approach reached a flow of 4 
images per second on an INTEL Pentium 2.16 GHz processor 
(which can be seen as a weak processor) simulated under 
MATLAB "R2014a". 

 

 

 

  
 
 

Figure 6: Behaviors detection by NNA, (a) normal behavior, (b) abnormal 
Behavior.   

 
Figure 7: Examples of behaviors analysis by DBSCAN. 
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Figure 8: Moment’s anomalies detection for video 1 and 3 in data UMN [19] 

(green:  Normal events, red:  Abnormal events). 
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Figure 9: Results before and after the removal of shades. (a) Original image, (b) 
Binary image, (c) and (d) Results of shadow elimination. 
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We have some illustrative results in (Figure 11) expressing the 

case of elimination of shade. We note that our described approach 
favors as it presents a positive contribution for the detection of the 
reasons for movement in a complex environment.  The results of 
(Figure 11) show that our system has a good robustness with a 
precision of more than 0.75. 

 
To clarify other advantages of the algorithm we simulated the 

video according to: 

The blue colored curve below (Figure 12) presents the output 
of the algorithm proposed previously.  Different sequences from 
the image in the normal and abnormal situations were 
differentiated by a label from one or zero respectively, according 
to classification by neural networks.   

To show the effectiveness of the method ran a simulation using 
the data from [20] which showed satisfactory results in another 
behavior situation i.e. in the case of the presence of a vehicle, 
unusual crossing of a road at a faster pace (Figure 13). 

 

 
For the identification of events of crowd evaluation, we 

examine the calculation of the performances of the strategy and we 
obtain these following results: 

 
The results of our experiments show that with time the 

execution by contribution with the number of points of DBSCAN 
is close to the quadratic equation as seen in Table 1, and the 
numbers of the points on top is almost linear as seen in (Figure 14). 
The Figure 14 illustrates the efficiency of DBSCAN. Figure 15 is 
the following different watch examples of the images with 
behavior abnormal. 

We noticed that the adopted algorithm manages to detect an 
abnormal behavior when it appears. This algorithm functions in the 
majority of cases. Nevertheless, in certain cases it shows its 
imperfections.  It is judged sufficiently effective to supervise the 
behavior of crowds where there is movement of the crowd in a 
linear direction like the example of a population crossing the road. 

 
 

      
 

Figure 10: States of occlusion (a) Occlusion (b) Histogram of image (c) Result 
of occlusion (d) Smoothing of the histogram. 
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Figure 11: Example Results of Precision presentation of shadow elimination. 
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Figure 12: Example of total video analysis contains abnormal behavior and 

classification by neural networks. 
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Figure 13: Detection of behavior by NNA in data [20], (a) 

normal behavior, (b) abnormal behavior.  

TABLE 1. COMPUTING TIME OF THE CLUSTERS.   

NUMBERS POINTS COMPUTING TIME OF 
THE CLUSTERS (SEC) 

484 0.112150 
891 0.302466 
1203 0.610144 
1433 0.687086 
2051 1.508658 
2357 1.958189 
2873 2.498675 
3412 3.749445 
3632 3.831626 
3776 4.157234 
4406 5.663246 
4956 7.070499 
5396 8.723374 

 

(a)  (b)  (c)  (d)  

(a)  

(b)  
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5. Conclusion 

In this article, we described a new method based on dynamics 
of the detection of abnormal crowd behavior. We are interested in 
the analysis of crowd behavior and its entities in a dense scene. The 
approach is composed of two components:  the calculation of the 
dispersion parameters and the behavior classification.  The various 
anomalies are detected while dynamically switching between two 
approaches: artificial neural networks (ANN) for the detection of 
anomalies of a group of people, and the Density Based Spatial 
Clustering of Application with Noise (DBSCAN) in the entities 
case. In order to examine the effectiveness of the detection 
algorithm proposed, several synthetic and public scenes are 
employed.  In conclusion, the experiments prove that the algorithm 
proposed in detection was examined on several scenes depending 
on the successful detection of abnormal behaviors.   

The method suggested is applied to detect the abnormal crowd 
behavior to imply the dynamics of detection.  Behaviors of escape 
from the crowd in the low ones or average crowd scenes density 
can be identified remarkably, but the results in the scene with high 
crowd density can be insufficient.  The method suggested can be 
estimated exactly only for the strongly distinguishable areas.  And 
one of the main problems of the method suggested is an execution 
in weak real time.  As an element of future work the authors’ aim 

is to study the factors affecting the speed of the algorithm and 
improve the execution of the algorithm in real time and its 
exactitude. 
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