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Editorial 
 
 

dvances in Science, Technology and 
Engineering Systems Journal 
(ASTESJ) is an online-only journal 

dedicated to publishing significant advances 
covering all aspects of technology relevant to 
the physical science and engineering 
communities. The journal regularly publishes 
articles covering specific topics of interest.  
 
 
 
 
 
 

 
 
Current Issue features key papers 

related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 220 accepted papers in 
Computer, Electrical and Electronics 
domains. 
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 Frequency diverse array (FDA) employs a small frequency increment across its array 
elements to provide range, angle and time dependent beampattern. In most radar systems, 
FDA with linear frequency offsets have been employed. But, its transmit beampattern is 
coupled in range and angle dimensions, which may degrade the output signal-to-
interference-plus-noise ratio performance. Note that nonlinear offset is also beneficial in 
FDA radar. In this paper, symmetrical frequency offsets based FDA is investigated which 
removes the inherent periodicity of FDA beampattern to achieve a single maxima in the 
target area. In doing so, the signal information at the receiver is improved significantly. 
Transmit/received beampatterns, signal-to-interference-plus-noise ratio (SINR) and 
detection probability of the proposed method are compared with the conventional FDA. 
Computer simulations are used to verify the effectiveness of the proposed method. 

Keywords:  
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Symmetrical frequency offset 
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1. Introduction 

Frequency diverse array (FDA) utilizing a small frequency 
increment across each antenna elements was proposed by [1], to 
steer the beam electronically in angle and range dimensions. The 
FDA concept has range dependent beamforming capability. It was 
observed that frequency increment makes the array beampattern 
changes as a function of the range, angle and time [1]–[3]. In [4], 
FDA applications for various modes of operations in radar systems 
has been presented. The periodicity of beam pattern in time, range 
and angle was investigated in [5]. In [6], a linear FDA was 
proposed to address the range ambiguous clutters and improves the 
detection ability in a relatively slow moving targets. The radiation 
capabilities of FDA was presented in [7] to show its beam scanning 
features. Also it was proven that the scanning speed was related to 
frequency offset employed between two neighboring antenna 
elements. In [8], the range and angle coupled beamforming with 
frequency diverse chirp signals was presented. In addition, [9] 
investigated FDA range-angle dependent beamforming to suppress 
interferences at different ranges and directions. 

FDA has a lot of promising application [10] which has sparked 
many interesting investigations in finding a suitable frequency 
offset to provide range-angle dependent. It is important to mention 

that frequency offset across the FDA elements plays essential role 
in improving the overall performance of an FDA radar, especially 
in controlling range-angle dependency and spatial distribution of 
generated beam pattern [11], [12]. Hence, researchers have shown 
great interest to investigate frequency offset between the adjacent 
elements of FDA to improve its performance. Since FDA offers a 
range-angle dependent beampattern, it is of great significance as 
this provides a potential for range-angle localization of targets, 
however, the beampattern of the conventional FDA is coupled in 
range-angle dimension. 

 In this regard, a nonuniform linear array was proposed in [13] 
to decouple the FDA transmit beampattern, however, the carrier 
frequency and/or frequency increments cannot be altered in real-
time because it requires relocating the elements mechanically. In 
[14] and [15], logarithmically increasing frequency offsets and 
time-dependent frequency offsets, respectively are reported to 
decouple the range-angle beampattern. However, these methods 
resulted in poor beamforming performance in the range dimension. 
Note that the best decoupling way is to form a dot-shaped 
beampattern rather than S-shaped beampattern. 

In this paper, transmit/received beamforming FDA radar with 
symmetrical frequency offset to decouple range and angle 
beampattern in order to produce a single maxima is investigated. 
The idea is to use the symmetrical frequency offset to provide extra 
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degree of freedom in terms of producing single maxima for a 
particular target of interest in a given region. Due to single maxima 
the received signal at the receiver array will be better than the 
signal for the conventional FDA. Furthermore, the proposed 
transmit/received beamforming are evaluated by the signal-to-
interference-plus-noise ratio (SINR) and detection probability. 
Results shows the superiority of the proposed method. 

The remaining sections are organized as follows: Section II 
presents the signal model of the conventional FDA, followed by 
the proposed symmetrical frequency offset FDA radar. Section III 
presents proposed method transmit / received beamforming. 
Section IV derives the SINR and detection probability. Section V 
presents results and discussions and concluding summaries are 
drawn in Section VI. 

2. Background 

2.1. Conventional FDA Range-Angle Dependent Transmit 
Beampattern 

1r 2r0r
1Mr 

0f 1f 2f 1Mf 

 d




1r 2r0r
1Mr 

0f 1f 2f 1Mf 

 d



 

Figure 1: Illustration of linear frequency offset conventional 
FDA. 

Figure 1 shows the conventional FDA antenna array structure. 
The narrow-band monochromatic signal radiated from each 
element is identical but with a frequency increment ∆f. The 
radiated frequency of the mth element can be expressed as 

0 ,     0,1,..., 1mf f m f m M= + D = -                            (1) 

where f0 is the carrier frequency and M is the number of array 
elements. Then, the signal transmitted by the mth element can be 
represented by 

( )(t ) exp 2m ms j f tp= -                                                             (2) 

The signal arriving at a far-field point (r,θ) can be expressed as 

0 0
t exp 2 tm m

m m
r r

s j f
c c

p
æ ö ì æ öüï ï÷ ÷ï ïç ç÷ ÷- = - -ç çí ý÷ ÷ç ç÷ ÷ï ïç çè ø è øï ïî þ

                                    (3) 

where c0 is the speed of light and sinmr r md q» - , with d 
being the element spacing, is the target slant range for the mth 
element. If uniform weights (all ones) are applied, the array factor 
can be approximately derived as [16] 
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where  
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Equation (4) implies that FDA has range, angle and time dependent 
transmit beampattern. However, the beampattern is coupled in the 
range and angle dimensions and consequently it will have multiple 
maximums. To avoid the dependence of range gain on the angle, 
the FDA parameters should be properly designed.                          

 

2.2. Proposed Symmetrical Frequency offset FDA for Transmit / 
Received Beamforming 

In this paper, the symmetrical frequency offsets is proposed to 
decouple range and angle beampattern in order to localize a target 
in a given region. In designing symmetrical frequency offset, the 
central element is chosen as the symmetric point depicted in Figure 
2.  
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Figure 2: Illustration of proposed symmetrical frequency offset 

FDA. 

In this paper, odd number of elements are assumed, namely, M = 
2Ms − 1. The frequency offset for the kth element can be expressed 
as 

,    1,..., 0,1,..., 1k s sf k f k M MD = D = - + +                   (5) 

Note that in order to show distinct representations, a new element 
index k Î [−Ms+ 1,··· ,0,··· , Ms− 1] instead of m defined in (1) is 
adopted. Reformulate (4) as 
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Similarly, sinkr r kd q= - is used, where r denotes here as the 
reference range to the central element. Equation (6) can be 
rewritten in vector notation: 

( ) ( ), , , ,HAF r t r tq qé ù» ê úë ûw a                                                     (7) 

Where H is the conjugate transpose operator, w is the M × 1 
weighting vector, and transmit steering vector a (θ,r,t) is 

( ) 1, , exp( ),...,1,..., exp( ),..., exp( )
s s

T
M k Mr t j j j

r
q -

é ù= - F - F - Fê úë ûa    (8) 

with T being the transpose operator and 
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The w can be optimally designed to synthesize the desired transmit 
beampattern. 

 

3. Transmit / Received Beamforming for Symmetrical 
frequency offset FDA 

In this section transmit and received beamforming for proposed 
method is presented. The transmit beamforming can be expressed 
as 
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The normalized received beampattern can be written as 
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where ( ) ( )( ) ( )v , , bHr a rq q q= w denotes the virtual steering 
vector v (θ,r) and b(θ) being the received steering vector due to the 
propagation delays from a source to the receive elements. 

 

4. Performance Analysis 

4.1. SINR 

The performance analysis of the proposed method are evaluated 
by signal-to-interference-plus-noise ratio (SINR) and probability 
of detection. First of all SINR can be expressed as 

( ) 22 v ,

w

H
d r d d

H
r i n r

r
SINR

Q

s q

+

=
w

w
                                                  

(12) 

where 2
ds  is the variance of the target reflection coefficient and 

i nQ + denotes the interference-plus-noise covariance matrix 
which is given as 

( ) ( )2 2

1
v , v ,

F
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i n i i i i i n
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Q r r Is q q s+
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(13) 
where 2

is is the variance of the ith interference reflection 

coefficient, F is the number of interferences and 2
nIs  is the 

covariance matrix with I being an identity matrix. Plugging in (13) 
and ( )v ,r d drq=w  into (12) for any radar system, will yields 
SINR for that radar system. 
 
4.2. Probability of Detection (Pd) 

In this section, the probability of detection (Pd) is employed to 
evaluate the performance of a radar system. For the proposed 
method, the hypothesis problem can be written as 

( ) ( ) ( )
( ) ( ){ 0

1

: x   
: x   

H t n t
H t h t n t

=
= +                                                                 (14) 

The noise process is assumed to be Gaussian and independent and 
identically distributed (i.i.d). The probability density function 
(PDF) can be expressed as 
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The likelihood ratio test can be given as 
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(17) 

The probability of detection pd and probability of false alarm pfa, 
respectively, is expressed as in [17] 
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where S (·) denotes the cumulative distributive function, ( )
2
2y  

being the chi-square distribution, P − N + k are the number of 
elements in kth array and R are the number of receiver array 
elements. 
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5. Results and Discussions 

In the simulations, the carrier frequency f0 = 10 GHz, frequency 
offset ∆f = 3 KHz. Both transmit and receive arrays M and N, 
respectively, have 8 antenna elements spaced by half wavelength

0

02
c

d
f

= . The target is assumed to be located at (θd,rd) = (50°,50 

km). Gaussian noise is utilized as additive noise with zero mean 
spatially and temporally white random sequence having same 
variance on each array elements. 

A. Transmit Beampattern 

First, normalized transmit beampattern for FDA and the proposed 
symmetrical FDA is presented to show the effectiveness of 
symmetrical FDA. Note that the two arrays are steered to 
instantaneous angle θ = 0° and the beam direction ranges are also 
normalized to zero-range. Figure 3(a) illustrates the conventional 
FDA beampattern which is coupled in the range-angle dimension.  

 
(a) 

 
(b) 

Figure 3: Comparisons of normalised transmit beampattern when ∆f = 3 KHz is 
adopted: (a) Conventional FDA, (b) Proposed symmetrical FDA. 

In contrast, Figure 3(b) shows the proposed symmetrical FDA 
which has decoupled range-angle beampattern. And this is 
beneficial for targets localization.  

As shown in Figure 4(a), the conventional FDA beampattern 
shows the problem of periodic maxima. This maxima are 

undesirable for proper target localization. On the other hand, 
Figure 4(b) shows the proposed method beampattern which 
produce exactly one maxima at target location and no other 
maxima is seen in the entire region of observation. 

B. Received Beampattern 

In Figure 5(a) and 5(b) both radars produce maxima at the 
intended range-angle pair, but the conventional FDA has more 
serious ambiguity problem shown by the arrow in Figure 5(a). It 
is important to mention that because the conventional FDA has 
larger total frequency offset, it achieved higher range resolution 
than the proposed method. In the case of the proposed method, the 
target is better localized than the conventional FDA. It can be 
noticed that there is no spread of beampattern in both range and 
angle dimensions. 

 
(a) 

 
(b) 

Figure 4: Comparisons of transmit beampattern when the target is present at (θd,rd) 
= (50°,50 km): (a) Conventional FDA, (b) Proposed symmetrical FDA. 

 
(a) 
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(b) 

Figure 5: Comparisons of transmit beampattern when the target is present at (θd,rd) 
= (50°,50 km): (a) Conventional FDA, (b) Proposed symmetrical FDA. 

Finally, SINR and probability detection performance of the 
proposed method and the conventional FDA have been plotted. It 
can be observed that in Figure 6, the SINR of proposed 
symmetrical FDA is better than the conventional FDA. Thus 
proposed method has better robustness against the interferences.  

 
Figure 6: SINR versus SNR performance. 

Figure 7 shows the detection probability versus SNR for the 
proposed method and the conventional FDA radar. Proposed 
method exhibits better detection performance compared to the 
conventional FDA radars.  

 
Figure 7: Probability of detection versus SNR performance. 

Note that the improvement in performance in terms of SINR and 
detection probability can be attributed to single maxima due to 

symmetrical frequency offset employed across the transmit 
antenna array. 

6. Conclusion 

A symmetrical frequency offset based FDA has been presented. 
The proposed method avoids the periodic maxima presented in 
conventional FDA radar and focus the target with multiple beams 
to get single maxima for better target localization. Numerical 
results shows that the proposed method exhibits better robustness 
against interference as well as better detection performance than 
the conventional FDA radar due to the employment of 
symmetrical frequency offset across the transmit antenna array. 
Overall, the proposed method received beampattern show a 
reasonable improvement compared to the conventional FDA. 
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 In urban, rural and indoor applications, diffraction mechanism is very important to predict 
the field strength and calculate the coverage accurately. The diffraction mechanism takes 
place on NLOS (non-line-of-sight) cases like rooftop, vertex, corner, edge and sharp 
surfaces. S-UTD-CH model computes three type of electromagnetic wave incidence such 
as direct, reflected and diffracted waves, respectively. As obstacles in diffraction geometry 
are in the same or closer height, contribution of the diffraction mechanism is dominant. To 
predict the diffracted fields accurately, amplitude and slope diffraction coefficients and the 
derivative of these coefficients have to be taken correctly. In this paper, all the derivations 
about diffraction coefficients are made for knife edge type structures and extensive 
simulations are performed in order to analyze the amplitude and diffraction coefficients. In 
plane angle diffraction, contributions of amplitude and slope diffraction coefficient are 
maxima.   
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1. Introduction 

Diffraction means bending of electromagnetic waves from a 
sharp edge, wedge, corner and narrow slits. The diffraction takes 
place in the case of relatively higher wavelength of 
electromagnetic wave from obstacle or slit aperture. This paper is 
an extension of work originally presented in Electromagnetic wave 
theory symposium [1]. In case that wavelength of electromagnetic 
wave is less than the height of obstacle; high frequency asymptotic 
techniques are used [2]. Geometrical optics model runs for 
refraction, reflection, direct propagation and have been used for a 
long time in wave propagation in lit region. Geometrical optics 
model cannot explain diffraction concept [3], and thus cannot give 
accurate field prediction particularly behind an obstacle. In order 
to solve the diffraction problem in the field prediction, geometrical 
theory of diffraction (GTD) model is introduced [4]. However, 
GTD model gives inaccurate outcomes in optical boundaries [5]. 
GTD gives inaccurate results in the situation that source, 

diffraction and observation points are in the same line [6].  GTD 
model is an extension to geometric optic model by adding 
diffracted fields terms and used in high frequency spectrum [7]. 
UTD model is introduced in order to overcome singularity problem 
of GTD model [8]. UTD model gives appropriate and exact 
outcomes in case of single diffraction [5]. UTD model is also an 
extension to geometric optic model and reflected waves are also 
considered in field prediction [6]. UTD model gives inaccurate 
outcomes in field prediction in the situation of closer building 
height. In order to predict the field strength more exactly, the 
second order diffracted field terms are added to total field at the 
receiver [9]. Slope diffraction model is introduced in [10, 11]. 
However, there are some singularities in field prediction at shadow 
boundary points [12]. Higher order diffraction coefficient and 
diffracted fields are developed to predict the relative path loss at 
the receiver for wedge and knife edge structures [13-15]. 
Amplitude and slope diffraction coefficients are developed via 
providing amplitude, slope and phase continuities in optical 
boundaries [16]. Slope UTD model applied multi-shaped cascaded 
obstacles [17] and adapted into time domain and all formulas are 
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derived in time domain [18]. A new GTD model is introduced for 
equal heights case [19]. After 10 diffractions slope UTD model 
loses the accuracy and requires more computation time. S-UTD-
CH model is proposed to predict the field strength accurately after 
10 diffractions for knife edge and wedge structures [20, 21]. 
Amplitude and slope diffraction coefficients are used in S-UTD-
CH model developed in MATLAB environment. Firstly location 
and height data of transmitter, obstacle and receiver is entered to 
program. And then a ray tracing is made and all contribution to 
total path loss at the receiver is determined. Afterwards, by using 
amplitude and slope diffraction coefficient path loss is calculated. 
As an example a simple test scenario is used in order to show that 
effect of diffraction coefficient is maximum in case of plane angle 
diffraction. All the simulations are performed in MATLAB.  

 

2. Amplitude Diffraction Coefficient 

To calculate the total field behind an obstacle formula [8] is 
given by 

         𝐸𝐸 = [𝐸𝐸𝑖𝑖𝐷𝐷]𝐴𝐴(𝑠𝑠)𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗                                (1) 

where, Ei is incoming field, D is amplitude diffraction 
coefficient. 𝐴𝐴(𝑠𝑠)  stands for spreading factor. s and k represent 
travelled distance and wave number, respectively. The amplitude 
diffraction coefficient for the knife edge type structure is given 
[12] by 

𝐷𝐷(𝛼𝛼) = −  𝑒𝑒−𝑗𝑗𝑗𝑗/4

2�2𝜋𝜋𝑗𝑗 𝑐𝑐𝑐𝑐𝑗𝑗(𝛼𝛼 2⁄ )
𝐹𝐹[𝑥𝑥]                       (2) 

 

where, α is diffraction angle ( α ≡ φ - φ´) and illustrated in Fig. 
1. k is wave number and F[x] refers to transition function. 

 

 
Fig.1. Multiple Knife edge Diffraction Scenario 

 

Amplitude diffraction coefficient used in calculation of the 
diffracted fields behind the obstacle. The amplitude diffraction 
coefficient changes with respect to diffraction angle. The 
diffraction angle is measured between incoming and diffracted 
fields as depicted in Fig. 1. Changing of the amplitude diffraction 
coefficient with regard to diffraction angle is shown in Fig. 2.  

 
Fig. 2. Amplitude diffraction coefficient vs diffraction angle 

 

As it is seen in Fig. 2, the diffraction angle variation is indicated 
on horizontal axis. Variation of the amplitude diffraction 
coefficient is indicated on vertical axis. Also it can be seen in Fig. 
2, the magnitude of amplitude diffraction coefficient has the 
maximum value at π and - π radian (180 ̊ and -180)̊. Plane angle 
diffraction takes place in the case that source, diffracting and 
observation points are in the same line.  

 

3. Slope Diffraction Coefficient 

In order to calculate the diffracted field behind multiple 
obstacles, slope diffraction coefficient have to be used to predict 
the field strength accurately. The slope diffraction coefficient can 
be calculated by the formula [12] expressed by 

 𝑑𝑑𝑗𝑗(𝛼𝛼) = 1
𝑗𝑗𝑗𝑗

𝜕𝜕𝜕𝜕(𝛼𝛼)
𝜕𝜕𝛼𝛼

                                   (3) 

 

where, k is wave number, D(α) is amplitude diffraction 
coefficient and j is complex number. The slope diffraction 
coefficient obtained by partial derivation of amplitude diffraction 
coefficient with respect to diffraction angle [12] is given by, 

𝑑𝑑𝑗𝑗(𝛼𝛼) = −  𝑒𝑒
−𝑗𝑗𝑗𝑗

4�

√2𝜋𝜋𝑗𝑗
𝐿𝐿𝑗𝑗 sin(𝛼𝛼 2⁄ )�1 − 𝐹𝐹(𝑥𝑥)�            (4) 

 

where, k is wave number, Ls is distance parameter for slope 
diffraction coefficient and F[x] refers to transition function. 

 

Slope diffraction coefficient used in calculation of the 
diffracted fields behind multiple obstacles. The slope diffraction 
coefficient changes according to the diffraction angle. Again the 
diffraction angle is measured between incoming and diffracted 
fields as depicted in Fig. 1. UTD model fails in predicting of the 
diffracted field in case of equal or closer obstacle height. In order 
to remove the discontinuities in the predicted field, derivatives of 
the amplitude diffracted fields have to be added on the receiver. 
Changing of the slope diffraction coefficient with respect to 
diffraction angle is shown in Fig. 3.   
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Fig. 3. Slope diffraction coefficient vs diffraction angle 

 

As it is seen in Fig. 3, the diffraction angle variation is indicated 
on x-axis. Variation of the amplitude diffraction coefficient is 
indicated on y-axis. Also it can be seen in Fig. 3, the magnitude of 
the slope diffraction coefficient has the maximum value at π and - 
π radian (180 ̊and -180)̊. By adding the slope diffracted fields, the 
deficiency of UTD model in equal height case is removed [22-23].  

If there are 3 or more obstacles in the propagation scenario, 
normal derivative of the slope diffraction coefficient have to be 
used in prediction [12] is given by, 

𝜕𝜕𝑑𝑑𝑠𝑠(𝛼𝛼)
𝜕𝜕𝜕𝜕

= − 1
2𝑗𝑗

𝑒𝑒
−𝑗𝑗𝑗𝑗

4�

√2𝜋𝜋𝑗𝑗
�𝐿𝐿𝑗𝑗 cos(𝛼𝛼 2⁄ )[1 − 𝐹𝐹(𝑥𝑥)] +

4𝐿𝐿𝑗𝑗2𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠2(𝛼𝛼 2⁄ ) cos(𝛼𝛼 2⁄ ) F ′(𝑥𝑥)�                 (5)   

where, k is wave number, s is travelling distances, is Ls is 
distance parameter for slope diffraction coefficient and F[x] refers 
to transition function. Also F՛[x] is derivative of transition 
function.  

Derivative of the slope diffraction coefficient used in 
calculation of the diffracted fields behind multiple obstacles, when 
the obstacle number is greater than 2. The derivative of the slope 
diffraction coefficient changes with the diffraction angle. Again 
the diffraction angle is measured between incoming and diffracted 
fields as depicted in Fig. 1. Changing of the derivative of the slope 
diffraction coefficient with respect to diffraction angle is shown in 
Fig. 4.   

 
Fig. 4. Derivative of slope diffraction coefficient vs 

diffraction angle 

As it is seen in Fig. 4, the diffraction angle variation is indicated 
on abscissa. Variation of the amplitude diffraction coefficient is 
indicated on ordinate. Also it can be seen in Fig. 4, the magnitude 
of the slope diffraction coefficient has the maximum value at π and 
- π radian (180 ̊and -180)̊. 

 

4. Results and Discussion 

In order to verify the contribution of diffraction is maxima in the 
plane angle diffraction, test scenario in Fig. 5 is used. 

 

Fig. 5. Plane angle test scenario 

As it is depicted in Fig. 5, the transmitter antenna height is 24 m, 
obstacle is 35 m apart from the transmitter and whose height is 24 
m. Operating frequency is 300 MHz.  Path loss variation for direct 
and diffracted fields with respect to the receiver height just behind 
the obstacle (36 m) is illustrated in Fig. 6  

 

 

Fig. 6. Path loss of direct and diffracted fields together  

 

As can be seen in Fig. 6, diffraction effect is maxima in the plane 
angle diffraction case. As the receiver height is 24 m, the angle 
between transmitter and receiver becomes 180.̊ After this height of 
receiver, direct field is dominated.  

 

Path loss variation for only diffracted fields with respect to the 
receiver height just behind the obstacle (36 m) is illustrated in Fig. 
7. 
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Fig. 7. Path loss of diffracted fields 

As can be seen in Fig. 7, the diffraction effect is maxima in the 
plane angle diffraction case. As the receiver height is 24 m, the 
angle between transmitter and receiver becomes 180̊.  

Path loss variation for reflected and diffracted fields with respect 
to the receiver height just behind the obstacle (36 m) is illustrated 
in Fig. 8. 

 

Fig. 8. Path loss of reflected and diffracted fields together 

As can be seen in Fig. 8, diffraction effect is very much on the 
receiver position. In that position ground reflected fields make 
some contribution to total field. If the receiver height is increased 
the diffracted field contribution is decreased. 

 

Fig. 9. Coverage Map 

Furthermore, a coverage map is generated by using the simple test 
scenario in Fig. 5. By using only diffracted field, a coverage map 
is indicated in Fig. 9. 

As it is seen in Fig. 9, the diffraction contribution is maxima in 
the case of plane angle diffraction. Plane angle diffraction takes 
place in the case that the receiver height is 24 m.  

5. Conclusions 

The diffraction mechanism is significant to predict the field 
strength and it is used for coverage prediction in urban, rural and 
indoor environment behind an obstacle like rooftop, edge, corner, 
and vertex. This field generated by direct, reflected and diffracted 
waves.  The diffracted fields take place in the case of that 
wavelength of the electromagnetic wave is close or greater than 
the slit. In order to solve the diffraction problem in shadow region, 
a lot of electromagnetic wave propagation models are presented, 
such as GTD, UTD, S-UTD and S-UTD-CH. Amplitude and 
slope diffraction coefficient directly affect the total 
electromagnetic fields at the receiver. As the diffraction angle is 
close to plane angle, the contribution of slope diffracted field is so 
high. In the case of diffraction angle π radian; in other words 
observation, diffraction and field points are in the same line, 
contribution of amplitude and slope diffraction coefficient is 
maximum. In future, amplitude and slope diffraction coefficient 
will be developed for rectangular type structure.  
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 In the aim to manage and retrieve the organizational knowledge, in the last years numerous 
proposals of models and tools for knowledge management and knowledge representation 
have arisen. However, most of them store knowledge in a non-structured or semi-structured 
way, hindering the semantic and automatic processing of this knowledge. In this paper we 
present a more detailed case-based organizational memory ontology, which aims at 
contributing to the design of an organizational memory based on cases, so that it can be 
used to learn, reasoning, solve problems, and as support to better decision making as well. 
The objective of this Organizational Memory is to serve as base for the organizational 
knowledge exchange in a processing architecture specialized in the measurement and 
evaluation. In this way, our processing architecture is based on the C-INCAMI framework 
(Context-Information Need, Concept model, Attribute, Metric and Indicator) for defining 
the measurement projects. Additionally, the proposal architecture uses a big data 
repository to make available the data for consumption and to manage the Organizational 
Memory, which allows a feedback mechanism in relation with online processing. In order 
to illustrate its utility, two practical cases are explained: A pasture predictor system, using 
the data of the weather radar (WR) of the Experimental Agricultural Station (EAS) INTA 
Anguil (La Pampa State, Argentina) and an outpatient monitoring scenario. Future trends 
and concluding remarks are extended. 
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1. Introduction 

The organizational knowledge management represents a key 
asset to support decision-making processes by different 
organizational stakeholders. The main aim of knowledge 
management systems is to manage, store and retrieve the 
organizational knowledge, so that it can be used later to learn, 
share knowledge, solve problems, and ultimately to support better 
decision-making processes. To ensure an efficient management of 
organizational knowledge, it is necessary to have technological 
platforms that support it. In the previous work, we proposed 
architecture based on data flow processing, for this purpose. 
Specifically, the Processing Architecture based on Measurement 
Metadata (PAbMM) [1, 2, 3]. 

Nowadays, there are processing architectures which allows the 
real-time data processing through configurable topologies such as 
Apache Storm [4, 5] and Spark [6]. In this type of architectures, 

you can dynamically define the processing topology over the data 
streams and adjust it to different computation necessities, being 
possible delegating the data structural definition and its meaning 
inside of the application. In this context, we summarize 
Processing Architecture based on Measurement Metadata [1, 2], 
which supported by the framework for measuring and evaluating 
called C-INCAMI (Context-Information Need, Concept model, 
Attribute, Metric and Indicator) [7], incorporates metadata to the 
measurement process, promoting repeatability, comparability and 
consistency. From the point of view of the semantic and formal 
support for measurement and evaluation (M&E), the conceptual 
framework C-INCAMI establishes an ontology that includes the 
needed concepts and relationships for specifying the data and 
metadata for any M&E project. Moreover, unlike other strategies 
for the processing of data streams [8, 9], with the addition of 
metadata, PAbMM is reliable for guiding the processing of the 
Measures from heterogeneous data sources, analysing each one in 
context of origin, as well as its significance within the proposed 
M&E in which defined. 
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The data streams are structured under C-INCAMI/MIS 
(Measurement Interchange Schema) [10], which allows gather 
data and metadata jointly inside the same stream. In this metadata, 
we can describe the measurement context additionally to the 
entity under measurement, which permits avoid analysing the 
measure in isolation way.  

The PAbMM evolves the original strategy [1] incorporating 
support to the big data repositories in contexts of distributed 
computation. This implies the necessity of gather Big Data and 
Data Stream Processing technologies; which ensures powerful 
large data volumes processing, allowing efficient management of 
knowledge in the Organizational Memory. 

The Organizational Memory that integrates the Processing 
Architecture based on Measurement Metadata serve as base for 
the organizational knowledge exchange and to be used in 
recommender systems in decision making processes.  

Therefore, by having a well-developed organizational memory 
that supports the structuring, reusing and processing of 
organizational knowledge is a primary decision (and likely a 
success factor) to achieve such an effective management. 

Nonaka and Takeuchi have said that an organization cannot 
create knowledge itself. Conversely, the knowledge creation basis 
for an organization is the individual’s tacit knowledge; and tacit 
knowledge is shared through interpersonal interactions [11]. 

Therefore, in order to reach and maintain the organizational 
effectiveness and competitiveness, an organization needs to learn 
from past and present experiences and lessons learnt and to 
formalize organizational memories for enabling to make explicit 
the individual’s tacit knowledge -and why not community’s tacit 
knowledge as well. 

One of the main goals of an organizational knowledge 
management strategy is to make explicit the individuals’ implicit 
knowledge, to try to formalize the informal knowledge in order to 
allow machine-processable semantic inferences. A way of 
alleviating this problem from the knowledge representation 
standpoint is to store the knowledge in a more structured and 
formal way. We have followed this approach by using the case-
based organizational memory strategy. It combines organizational 
knowledge storage technology with case-based reasoning (CBR) 
to represent each item of informal knowledge. In general, the 
organizational memories are intended to store the partial formal 
and informal knowledge present in an organization with 
automatic processing capabilities. In particular, by structuring an 
organizational memory in cases can also facilitate the automatic 
capture, recovery, transfer and reuse of knowledge for problem 
solving. 

The main goal of this research is the integration of the 
Organizational Memory and case-based reasoning into the 
Processing Architecture based on Measurement Metadata as 
conceptual foundation for any organizational knowledge 
management. Also, the discussion about the added value of 
organizational memories; Thus, data, information, and knowledge 
from heterogeneous and distributed sources can be automatically 
and semantically processable by web-based applications, for 
instance, an ‘intelligent’ recommendation system to support a 
more effective decision-making process.  

This article is organized in six sections. The Section 2 
summarizes the conceptual framework C-INCAMI. The section 3 
outlines the Processing Architecture based on Measurement 
Metadata. The Section 4 outlines the case based organizational 
memory. The Section 5 illustrates the application of the 
organizational memory to a practical case: a pasture predictor 
system using the data of the weather radar of INTA EEA Anguil. 
The Section 6 shows the application of the PAbMM Architecture 
and organizational memory to an outpatient monitoring and 
diagnosis case. The Section 7 discusses related work and finally 
section 8 summarizes the conclusions. 

2. C-INCAMI Overview 

C-INCAMI is a conceptual framework [12], which defines the 
concepts and their related components for the M&E area in 
software organizations. It is an approach in which the 
requirements specification, M&E, and analysis of results are 
performed for satisfying a specific information need in a given 
context. C-INCAMI is structured in the following main 
components: i) M&E project management, ii) Non-functional 
Requirements specification, iii) Context specification, iv) Design 
and implementation of measurement and v) Design and 
implementation of evaluation. Most components are supported by 
the ontological terms defined in [13].  

The M&E project definition component defines and relates a 
set of project terms needed for dealing with M&E activities, 
methods, roles and artefacts.  

The Non-functional requirements component allows 
specifying the Information need of any M&E project. The 
information need identifies the purpose and the user viewpoint; in 
turn, it focuses on a Calculable Concept and specifies the Entity 
Category to evaluate. A calculable concept can be defined as an 
abstract relationship between attributes of an entity and a given 
information need. This can be represented by a Concept Model 
where the leaves of an instantiated model are Attributes. 
Attributes can be measured by metrics. 

 Regarding measurement design, a Metric provides a 
Measurement specification of how quantifying a particular 
attribute of an entity, using a particular Method (i.e. procedure), 
and how to represent its values, using a particular Scale. The 
properties of the measured values in the scale with regard to the 
allowed mathematical and statistical operations and analysis are 
given by the scale Type. Two types of metrics are distinguished. 
Direct Metric is that for which values are obtained directly from 
measuring the corresponding entity's attribute, by using a 
Measurement Method. On the other hand, the Indirect Metric 
value is calculated from other direct metrics' values following a 
formula specification and a particular Calculation Method.  

For measurement implementation, a Measurement specifies the 
task by using a particular metric description in order to produce a 
Measure value. Other associated metadata is the data collector 
name and the timestamp in which the measurement was 
performed. The Evaluation component includes the concepts and 
relationships intended to specify the evaluation design and 
implementation. It is worthy to mention that the selected metrics 
are useful for a measurement tasks as long as the selected 
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indicators are useful for an evaluation tasks in order to interpret 
the stated information need.  

 

With the formalization of the project M&E based on C-
INCAMI, the fact labelling process flow allows structuring the 
contents of a consistent and aligned with the project objective way. 
This structuring of the measurements within the PAbMM, 
maintains the concept that each measure is associated; for 
example, if a measure of contextual attribute or property. 

Inside the stream and jointly with each measure associated with 
an attribute, the measures associated with the contextual 
properties are labeled. Thus, it enriches the statistical analysis 
because it is possible verify the formal and syntactic consistency 
of each measure against their formal definition, prior to moving 
forward with more complex statistical techniques.  
3. The Processing Architecture Based on Measurement 

Metadata 

The PAbMM is a manager of semi-structured measurements 
streams, enriched with metadata supported by C-INCAMI, 
specialized in M&E projects, which incorporates detective and 

predictive behaviour at online with the ability to manage and 
provide large volumes of data on demand.  
As shown in Figure 1, the conceptual model in terms of stream 
processing it is as follows. The measurements are generated in the 
heterogeneous data sources (for example, The INTA weather 
radar [14]), which supply a module called Measurements Adapter 
(MA in Figure 1) generally embedded in measurement devices.  

MA incorporates together with the measured values, the 
metadata of the M&E project and reports it to a central gathering 
function (Gathering Function -GF). GF incorporates the 
measurements streams in parallel in: a) The big data repository in 
persistent way,  b) The C-INCAMI/MIS stream for the subscribers 
wishing to process information at the time when it is generated 
(for example, for INTA weather radar data, a consumer could be 
the National Meteorological Service), and c) Inside a buffer 
organized by monitoring groups -dynamic way of grouping data 
sources defined by the M&E project manager- in order to allow 
consistent statistical analysis at level of monitoring group or by 
geographic region where the data sources are located, without 
incurring in additional processing overhead. Additionally, GF 
incorporates load shedding techniques, which allows manage the 
queue services associated with the measurements, mitigating the 
risks of overflow regardless how they are grouped. 

Thus, the C-INCAMI/MIS stream, is incorporated into the big 
data repository with measurements and metadata, and remains 
available to meet requests for services associated with data on 
historical measurement (Big Data Repository and The Historical 
Data Services in Figure 1). In addition to the measurement stream 
is sent to the subscribed consumers, a copy of this continues 
within the data stream processor and applies descriptive, 
correlation and principal components analysis (Analysis & 
Smoothing Function -ASF - in Figure 1) guided by their own 

 
Figure 1. Extensions for the measurement component of C-INCAMI. 
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metadata, in order to detect inconsistent situations with respect to 
its formal definition, trends, correlations and / or identify system 
components that contribute most in terms of variability.  

If a situation is detected in ASF, a statistical alert is triggered 
to the decision maker (DM) for evaluating whether or not to 
trigger external warning (via email, SMS, etc.) for reporting to the 
monitoring staff responsible of the situation (for example, in the 
case of the INTA WR, it could signal a possible device error or 
WR calibration). In parallel, the new measurements streams are 
reported to current classifier (Current Classifier -CC-), who must 
classify the new measurements whether or not correspond to a risk 
and report its decision to the DM. Simultaneously, the CC is 
reconstructed online, incorporating new measurements to the 
training set and producing a new model with them (Updated 
Classifier -UC).  

The UC classifies the new measurements and produce a current 
decision which will also be communicated to the DM. The DM 
determines whether the decisions referred by classifiers (CC and 
UC) correspond to a risk and in which case, what probability of 
occurrence, act accordingly as defined in the minimum threshold 
of probability of occurrence defined by the project manager. 
Finally, regardless of the decisions taken, the UC turns into 
replacing the previous CC, just if an improvement in their ability 
for classifying is obtained according to the adjustment model 
based on ROC curves (Receiver Operating Characteristic) [15]. 

From a technological point of view, PAbMM evolves the 
solution proposed in the SDSPbMM, because now it is possible 
the management of the big data repositories in the distributed 
computation context, the data provision to thirds by subscription, 
and maintaining the real-time measurement processing in parallel 
(See Figure 1). Thus, we prioritize the use of the open source 
technology with the aim of promoting the extensibility, dynamism 
and broadcast of the architecture.  

In this way and how you can see in the Figure 1, the data 
sources continue implementing the original interface of 
SDSPbMM called “DataSource”, which establishes the 
responsibilities that a data source must satisfy to provide data in 
the architecture. Additionally, each MA in PAbMM (See Figure 
1) becomes in a producer in terms of Apache Kafka [16, 17]. Thus, 
the data sent from the producers (for example, the INTA WR) will 
be processed by a subscription service inside of the processing 
cluster, under the concept called “Gathering Function” (GF). In 
this function, the data are collected from the data source, and the 
measures coming from the same entity under analysis are gathered 
and organized in a common buffer. 

From the common buffer, we use Apache Kafka [17] to 
generate the unified measurement streams addressed to the 
consumers (See Figure 1), understanding by this to: a) The real-
time subscribers (for example, Argentinian Air Force), b) The 
real-time processing topology which runs on Apache Storm [4], 
and c) The big data repository which store the streams in Apache 
HBase [18, 19] to support the historical data services. 

Now, because the PAbMM runs on the Apache Storm and uses 
Apache Kafka, it is possible to consume and to process the 
measurement streams from the GF in a continuous way. The latter 
incorporates flexibility, scalability and dynamism in relation to 

the configuration of the processing topology, because both the 
Analysis and Smoothing Function (ASF) and the classifiers are 
Bolts [4], which may be reorganized in agile way and on demand. 
Moreover, inside the Storm topology, the PAbCMM continues 
using R [20] for the statistical computing (analysis and smoothing) 
and Redis [21] as NoSQL database for: i) Cache Management, ii) 
Use of intermediate results from R, iii) Storing of snapshot with 
the last known state of each entity under monitoring. Finally, the 
classifiers use the Hoeffding Tree from Massive Online Analysis 
(MOA) [22] to get a learning incremental strategy which allows 
to process big streams with limited computation resources. 

At persistent level and by a side, PAbMM uses Apache Hadoop 
and HDFS (Hadoop Distributed File System) [23, 24] to promote 
the distributed computing, and Apache HBase [19] as columnar 
database which allows the monolithic scalability and random 
access to the measurements stored as C-INCAMI/MIS. From this 
repository, we use Apache Hive [25, 26] to support ad-hoc query 
on distributed contexts. Moreover, we use Apache Mahout [27, 
28] to run classification and clustering analysis according to the 
needs, which allows one way of feedback the organizational 
memory. 

The organizational memory is case-based and run over the 
Apache HBase. As the case-based reasoning engine uses 
MapReduce [24] programs in its recommendation subsystem, 
each case <fact,solution> is structured in the form of <key,value> 
to get the advantage from the distributed computing and the 
parallelism. 

Finally and on the one hand, PAbMM is oriented to the 
distributed computing, scalability and extensibility over mature 
and open source technologies for supporting big data repositories; 
and on the other hand, it is possible broadcast the information by 
Apache Kafka while the stream engine runs over Apache Storm. 
Thus, PAbMM can be viewed as a simple topology, which allows 
us to manage the changes, make the adjustments/fixes that being 
necessaries, and make easier its interoperability. 

In the case study that will be presented in section 5, where the 
architecture is applied for the processing of the data streams from 
a weather radar,  our focus is in: a) Collect the measurements in 
structured and interoperable way by C-INCAMI/MIS, b) Store all 
the measures under a single repository, c) Use the stored measures 
to answer queries or to support a cluster/classification analysis, d) 
Provide data in real-time and historical on demand, e) Get and 
maintain an organization memory with the previous experience of 
the geographical region, and f) Prevent, or at least detect, the 
potential problematical situations from the documented experience. 

4. Case Based Organizational Memory 

Once the data (with the associated metadata), are incorporated 
from the data sources to persistent Big Data repository,  it is 
desirable to structure them in an Organizational Memory, so that 
can later be exploited and used for recommendation during 
decision-making processes. 

With the aim to manage and retrieve the organizational 
knowledge, in the last years numerous proposals of models and 
tools for knowledge management and knowledge representation 
have arisen. However, most of them store knowledge in a non-
structured or semi-structured way, hindering the semantic and 
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automatic processing of this knowledge. In this section we specify 
a case-based organizational memory, so that it can be used to learn, 
reasoning, solve problems, and as support to better decision 
making as well. 

A way of alleviating this problem from the knowledge 
representation standpoint is to store the knowledge in a more 
structured and formal way. We have followed this approach by 
using the case-based organizational memory strategy. It combines 
organizational knowledge storage technology with case-based 
reasoning (CBR) to represent each item of informal knowledge. In 
particular, by structuring an organizational memory in cases can 
also facilitate the automatic capture, recovery, transfer and reuse 
of knowledge for problem solving. 

4.1. Case Based Organizational Memory Ontology Overview 

Although the benefits of applying the knowledge management 
systems are well known, and the idea of applying case-based 
reasoning methods to lessons learned and best practices are not 
new in the knowledge representation area, there is almost no 
consensus yet on many of the concepts and terminology used in 
both knowledge management and case-based reasoning areas. In 
order to reach this aim we have constructed a common 
conceptualization for case-based organizational memory where 
concepts, attributes and their relationships should be explicitly 
specified; such an explicit specification of a conceptualization is 
one of the core steps for building ontology.  

In the following sections, we will describe case-based 
organizational memory ontology and his application (using the 
architecture) to the construction of a pasture predictor system 
using the data of the wheather radar of INTA EEA Anguil. 

 
Figure 1. The relationship between ontologies at the specific domain level and at 

the generic organizational memory level components 

The organizational memory ontology aims to be at a generic 
level from which other representations for specific domain 
applications can be formulated (see Figure 2). On the one hand, 
the case-based organizational memory ontology is defined at a 
generic organizational memory level, and on the other hand, for 
characterizing the cases according to the specific knowledge 
domain and its context [29], a domain and context ontologies 
should also be provided. 

The objective of our ontology is to serve as a foundation for the 
organizational knowledge exchange with semantic power, which 
in turn facilitates the reuse, the interoperability and the automatic 
processing by agents [30]. 

The main concepts of the ontology, which are illustrated in the 
UML diagram of the Figure 3, are described in the following text, 
highlighted in italic. 

An organizational memory is the way in which an organization 
stores and keeps track of what it knows, i.e., about the past, 
present and future knowledge. An organizational memory can 
have one or more knowledge bases which are intended to achieve 
different information needs of an organization –recalling that data, 
information and knowledge are useful assets for decision making. 
In addition, an organizational memory may be seen as a repository 
that stores and retrieves the whole specified, explicit, formal and 
informal knowledge present in an organization. Thus, a 
knowledge base is an organized body of related knowledge; 
taking into account that knowledge is a body of understanding 
and/or lessons learnt from skills and experiences that is 
constructed by people.   

A type of knowledge base is a case knowledge base which 
stores the acquired knowledge in past experiences, good practices, 
learned lessons, heuristics, etc. to different domains; that is, it 
stores cases. A case is a contextualized knowledge item (i.e., an 
atomic piece of knowledge) representing an experience by means 
of a problem and its solution. 

The representation of the knowledge through cases facilitates 
the reuse of the knowledge acquired in past problems to be applied 
to a new problem in similar situations [31]. 

A case can be seen as an ordered pair < P, S >, where P is the 
problem space, and S is the solution space. 

There exists a general description of problems as P(x1, x2, ... , 
xn), where each individual problem is an instance P(a1, a2,..., an); 
also a general description of solutions as S(y1, y2, ... , yn), and 
every individual solution S(b1, b2, ... , bn) is an instance of that 
general description. The xi are variables that characterize the 
problem (problem feature), and the yi are variables that 
characterize the solution (solution feature), where both are 
features. A feature or attribute is a measurable physical or abstract 
property of an entity category. Since the stored cases refer to a 
specific knowledge domain, the features that characterize the 
problems and solutions are defined by a domain concept term; for 
example, the concepts coming from the meteorology domain 
ontology (i.e.  Precipitation Accumulation, Hail, Hail Damage, 
Environmental Temperature, Environmental Pressure and so on, 
as we will illustrate in Section 5.2). 

The case-based reasoning process consists in assigning values 
to problem variables and finding the adequate instances for 
solution variables. To find the appropriate values for the instances 
of a solution, the similarity assessment of cases should be 
performed, so that for each case knowledge base a similarity 
assessment model should be specified. 

Greater detail of the functionality of the Organizational 
Memory can be found in [32], where processes have been 
formalized by the SPEM metamodel to promote its 
communicability and extensibility. 

4.2. Similarity Assessment Model Representation 

Most of the case-based reasoning applications have been 
focused on problems of specific domains. However, in order to be 
useful to an organization, a case-based reasoning system should 
be fitted in with the main knowledge sources that can stem from 
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diverse domains, and so the similarity functions appropriate to 
each case knowledge base.  

Usually, the similarity between a recovered case R and a new 
case C is defined as the sum of the similarities among its 

constituent feature values multiplied by their weights, i.e. the so-
called Nearest Neighbor formula: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑅𝑅,𝐶𝐶) = ∑ 𝑤𝑤𝑓𝑓𝑓𝑓 ∈𝐹𝐹 ∗ 𝑠𝑠𝑆𝑆𝑆𝑆𝑓𝑓(𝑓𝑓𝑅𝑅 ,𝑓𝑓𝐶𝐶)    (1) 
  
 Where wf  is the weight of the feature f, and simf  is the 

similarity measurements function to the feature. Therefore, in 
order to provide an appropriate representation of the similarity 
model, it is necessary to represent the weights that model the 
relative relevance, and the similarity function type for each 
specific feature. The weights are represented as an attribute inside 
each similarity element (see Figure 3), and the similarity type is 
restricted to be one out of three general types, namely: Exact, 
Difference and Complex.  

The inclusion of these three types of functions is based on the 
analysis of numerous investigation works in the case-based 

 
Figure 3. UML diagram that specifies the main terms, attributes and relationships to the Case-based Organizational Memory Ontology. 
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reasoning area, as well as taking into account they cover the 
similarity representation needs of most cases in the Software and 
Web Engineering area. Particularly: 

• The Exact similarity function returns 1 if two feature values 
are the same and 0 otherwise.  

• The Difference similarity function is inversely proportional to 
the difference between a feature values. It can only be applied 
when it is possible to define the value difference; for instance, 
between numerical values the difference similarity function 
returns 1 if both features are equals, and return 1/|𝑓𝑓𝑐𝑐 − 𝑓𝑓𝑛𝑛| in 
other case.  

• The Complex similarity function solves the similarity for all 
those situations where the two previous functions are not 
applicable; for example, the semantic difference between two 
synonymous terms that is neither completely the same nor 
completely different. If the number of a feature values is finite, 
it is feasible to have beforehand the similarity measure values 
for all possible values’ pairs. In our model, these parameters 
are represented in the Similarity Criterion class, which is 
defined as the assessment pattern used to determine the 
semantic similarities between two feature values.  

Ultimately, an exhaustive glossary of terms, attributes and 
relationships are shown in [29], where the terminology for the 
case-based organizational memory ontology is explicitly 
described. 

 
5. Practical Case 1: A Pasture Predictor 

In order to illustrate the above main concepts, attributes and 
relationships, we will elaborate on an example of case-based 
knowledge base and its similarity assessment model for a specific 
domain: a pasture predictor system, using the data of the weather 
radar of INTA EEA Anguil. This case base stores a body of 
related knowledge about the growth of pasture based on a range 
of data, including current weather conditions and forecasts, 
rainfall events and past climate records, processed by the PAbMM 
architecture and taking the radar as a data source. 

 
5.1. The Weather Radar of INTA EEA Anguil 

Weather radars are active sensors of remote sensing that emit 
pulses of electromagnetic energy into the atmosphere in the range 
of microwave frequencies. These sensors are tools to monitor 
environmental variables, and specifically, the identification, 
analysis, monitoring, forecasting and evaluation of hydro 
meteorological phenomena, as well as physical processes that 
these involve, given the risk that can cause severe events. Its main 
applications are: a) Weather description, forecasting and 
nowcasting, b) Forecasting and monitoring of environmental 
contingencies (hail, torrential rain, severe storms, etc.), c) 
Security in navigation and air traffic control, d) Studies of 
atmospheric physics, e) studies of agro climatic risk, f) Provision 
of basic data for scientific and technological research, and g) 
Provision of input data for hydrological models (i.e. floods) [14].  
The information recorded by the WR is collected through 
volumetric scans and today, the data are stored in separate files 
called volumes. The data contains the different variables: 

reflectivity factor (Z), differential reflectivity (ZDR), polarimetric 
correlation coefficient (RhoHV), differential phase (PhiDP), 
specific differential phase (KDP), radial velocity (V) and 
spectrum width (W).  

Two types of data are distinguished: a) raw data and b) some 
level of data processing or "products". In both cases, the sampling 
units are 1 km2 and 1º and each variable are stored in separate files. 

Under normal operation, in a full day (00:00h to 23:50h), 8640 
files are generated only for the range of 240 km just for one WR. 
In this sense and for each day, just the WR of the EAS Anguil 
produces daily a volume of 17GB of data, which represents about 
6.2 Tb annually and just for one WR. 

From raw data using the proprietary software Rainbow 5, 
different processing can be obtained, for example, some 
hydrological products estimating precipitation characteristics as 
SRI (Surface Rain Intensity), which generates values intensity or 
PAC (Precipitation Accumulation), which calculates a cumulative 
rain in a predefined time interval. These products can be formatted 
in XML or raster image. Also, INTA developed software that can 
generate more products from raw radar data, for example 
applications of models to estimate occurrence of hail and hail 
damage to crops [14]. 

The users of radar data and radar products, with free and open 
access are: i) National System of Weather Radar (SiNaRaMe), ii) 
SMN, iii) Sub secretary of Nation Water Resources  (SSRH), iv) 
National Water Institute (INA), v) Civil Defence vi) Argentinean 
Air Force, vii) Commercial and General Aviation, viii) 
Directorate of Agriculture and Climate Contingencies (DACC, 
Mendoza) ix) Agro climatic Risk Office (ORA), xi) Universities, 
xii) Research Groups and related product development, xiii) 
Insurance Companies, xiv) Media, xv) INTA. 

In this case, PAbMM define a M&E project which is useful 
between others things, for detecting decalibration in the WR in 
each data stream processed. So, and in terms of PAbMM, each 
WR is a heterogeneous data source that uses a MA. The 
architecture store the C-INCAMI streams from each WR, 
provides by subscription the data and allows the monitoring of the 
stream to make decisions in real time. In this way and from the 
processed data, you can build knowledge management systems 
for supporting the decision making in the agricultural production 
domain, based in the experience stored through the Organizational 
Memory. 

5.2. Knowledge Base for Pasture Production 

This case base stores a body of related knowledge about pasture 
growth in relation to current, past and future weather conditions, 
so that it serves as the basis to a recommendation system that 
support the new cycle of pasture production regarding similar past 
ones. 

This knowledge base, collect heterogeneous data from different 
sources (One source of data is the Weather radar of INTA EEA), 
as well as manual measurements made by agricultural producers, 
for example the estimated Daily production of pasture.  

The aims of the knowledge base are to support productivity, 
efficiency and continuing growth in this important industry. 

http://www.astesj.com/


Martín, M & Diván, M / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 12-23 (2017) 

www.astesj.com     19 

It saves past knowledge about weather conditions (as problems) 
and their pasture production (as solutions). 

By providing 60-day forecasts for the growth of pasture, the 
aim to help farmers make better decisions in managing their herds, 
production and costs. 

To illustrate the knowledge base and for easier understanding, 
a simplified model of the Case structure is shown. This case 
knowledge base characterizes the problem situation through 
various characteristics including current weather conditions 7-day 
forecasts, rainfall and hail events, and past climate records. Also 
the context data of location and time is taken into account. In this 
example, the case is characterized through four features, namely: 
Precipitation Accumulation, Hail, Hail Damage, and Rain 
Forecast that are defined in the meteorology domain ontology. 

Table I Example of similarity assessment model for a case base 

Feature Description Type Wht 
Precipitation 
Accumulation 

Accumulative rain in 
Last 10 days 

Difference 0.40 

Hail Indicates the occurrence 
of hail in Last 10 days 
(Possible values are yes 
or no) 

Exact 0.15 

HailDamage Indicates the occurrence 
of hail damage in Last 
10 days (Possible values 
are yes or no) 

Exact 0.25 

RainForecast Indicates the next 7 
days rain forecast 

Difference 0.20 

 
Analogously, the solution will be characterized by the 

PastureProduction feature; which indicates the daily kg of dry 
matter produced in one hectare. 

For each feature that characterizes a case, we should establish 
its weight and its similarity function type (see Table 1). These 
design decisions could be made by an expert taking into account 
which features are considered more relevant from the similarity 
point of view to evaluate in the end the global similarity of two 
cases.  

 
Figure 2. Example of representation of two stored past cases 

Once defined the case structure and its similarity assessment 
model, each case is stored with all the feature values that 
characterize it and its solution accordingly. Two case examples 
are shown in Figure 4. 

A new decision in herds managing can benefit from the case-
based organizational memory by recovering the pasture prediction 
information of the most similar environmental conditions. Let us 
suppose that we want to buy animals to fatten and need to know 
if we have enough grass, and that the case base stores the two 
cases shown in Figure 4, among others. 

 In order to minimize risks, we can take advantage of the 
recorded knowledge by retrieving and reusing the most similar 
past experience. Therefore, table 2 shows the similarity 
calculation of each feature of the new case compared to the 
previous past ones, i.e., “Case 1” and “Case 2”. Hence the global 
similarity calculations give as outcomes: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 1,𝑁𝑁𝐶𝐶𝑤𝑤) = 0.4 ∗ 0.03 + 0.15 ∗ 1 + 0.25 ∗
1 + 0.2 ∗ 0.2 = 𝟎𝟎.𝟒𝟒𝟒𝟒𝟒𝟒  

 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 2,𝑁𝑁𝐶𝐶𝑤𝑤) = 0.4 ∗ 0.083 + 0.15 ∗ 1 + 0.25 ∗
0 + 0.2 ∗ 0.1 = 𝟎𝟎.𝟐𝟐𝟎𝟎𝟒𝟒 
Table II. Example of Similarity Assessment between the previous two past cases 

and the new one  

Feature Case    
1 

Case 
2 

New 
Case 

Similarity 
Case1/New 

Similarity 
Case2/New 

Precipitation 
Accumulation 

50 8 20 1
|50 − 20|
= 0.03 

1
|8 − 20|
= 0.083 

Hail Yes Yes Yes 1.00 1.00 

HailDamage No Yes No 1.00 0.00 

RainForecast 10 5 15 1
|10 − 15|
= 0.2 

1
|5 − 15|
= 0.1 

Resulting “Case 1” as the most similar to the new case, and 
therefore the pasture prediction is 200 daily kg of dry matter 
produced. 

 
6. Practical Case 2: Outpatient Monitoring and Diagnosis 

In this section we show another use of PAbMM and Case Based 
Organizational Memory oriented to an outpatients monitoring 
scenario. 

Considering a healthcare centre, the doctors need monitor the 
outpatients for avoiding adverse reactions or major damage in 
general. In this sense, PAbMM bring to doctors of a mechanism 
by which they can be informed about unexpected variations 
and/or inconsistencies in health indicators defined by them (as 
experts). So, the core idea is: there exists some proactive 
mechanism based on health metrics and indicators that produces 
an alarm for each risk situation associated to the outpatient under 
monitoring. 

Considering C-INCAMI, the information need is “to monitor 
the principal vital signs of an outpatient when he/she is given the 
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medical discharge from the healthcare centre”. The entity under 
analysis is the outpatient.  

According to medical experts, the corporal temperature, the 
systolic arterial pressure (maximum), the diastolic arterial 
pressure (minimum) and the cardiac frequency represent the 
relevant attributes of the outpatient vital signs to monitor. They 
also consider as necessary monitoring the environmental 
temperature, environmental pressure, humidity, and patient 
position (i.e. latitude and longitude) contextual properties. 

 
Figure 3. Details of the Level of Corporal Temperature elementary indicator 

specification 

 The definition of the information need, the entity, its 
associated attributes and the context are part of the “Non-
functional requirements specification” and “Context specification” 
components as discussed in section 2. For monitoring purposes, 
the metrics that quantify the cited attributes, were selected from 
the C-INCAMI DB repository (Implemented by Apache HBase in 
figure 1); likewise, the metrics that quantify the cited contextual 
properties.  

After the set of metrics and contextual properties for outpatient 
monitoring has been selected, the corresponding elementary 
indicators for interpretation purposes have also to be selected by 
experts.  

In this way, they have included the following elementary 
indicators: the level of corporal temperature, the level of pressure, 
the level of cardiac frequency and the level of difference between 
the corporal and the environmental temperature. The concepts 

related to indicators are part of the Evaluation Design and 
Implementation component. Figure 5 shows the specification of 
the level of corporal temperature elementary indicator; for 
example, the different acceptability levels with their 
interpretations are shown, among other metadata. 

Besides, considering that ranges of the acceptability levels 
(shown in Figure 5) are in an ordinal scale type, then the target 
variable for the stream mining function (classification) is feasible. 
So, both classifiers, CC and UC, act relying on the values of the 
given indicators and their acceptability levels. 

6.1. Implementation Issues 

Once all the above project information was established, it is 
necessary for implementation issues to choose a concrete 
architecture to deploy it. Fig. 6 depicts an abridged deployment 
view for the outpatient monitoring system considering the 
PAbMM approach.  

Let’s suppose we install and set up the MA in a mobile device 
–the outpatient device-, which will work in conjunction with 
sensors as shown in Fig. 6. Therefore, while the data collecting 
and adapting processes are implemented in a mobile device by the 
MA, the gathering function and other processes can reside in the 
medical centre computer. The MA component informs the 
measures (streams) to the gathering function (GF) in an 
asynchronous and continuous way. MA takes the measures from 
sensors (in fact, the data sources) and incorporates the associated 
metric metadata for attributes and contextual properties 
accordingly. For instance, it incorporates the contextual property 
ID for the environmental temperature joint to the value to transmit; 
and so, for every attribute and contextual property. Note that data 
(values) and metadata are transmitted through the C-
INCAMI/MIS schema to the gathering function (GF inside of 
PAbMM in figure 6), as discussed in section 3. 

Although all the values of metrics and contextual properties 
from monitored outpatients are simultaneously received and 
analyzed, let’s consider for a while, for illustration purpose, that 
the system only receives data for the axillary temperature attribute 
and the environmental temperature contextual property from one 
outpatient, and that also the system visualizes them. 

The measures and, ultimately, the acceptability level achieved 
by the level of corporal temperature elementary indicator, indicate 
a normal situation for the patient. 

Nevertheless, the online decision-making process (Inside of 
PAbMM, See Section 3), apart from analyzing the level of 
acceptability met for attributes; also it analyzes the interaction 
with contextual properties and their values.  

At first glance, what seemed to be normal and evident, it was 
probably not because the processing model can detect in a 
proactive form a correlation between axillary temperature and 
environmental temperature. This could cause the triggering of a 
preventive alarm from the medical centre to doctors, because the 
increment on the environmental temperature can drag in turn the 
increment in the corporal temperature, and therefore this situation 
can be associated to a gradual raise in the risk likelihood for the 
outpatient. 

http://www.astesj.com/


Martín, M & Diván, M / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 12-23 (2017) 

www.astesj.com     21 

6.2. Diagnosis System 

Despite of outpatient monitoring task, using the knowledge 
base of the organizational memory, and the outpatient monitoring 
data streams, is possible recommend disease diagnosis for a better 
decision-making. In a similar way to pasture prediction presented 
in section 5.2, for designing the diagnostic system based on the 
MOBC, the Organizational Memory must be customized, 
defining the domain ontology according to the type of knowledge 
to be stored (See Figure 2). 

 
Figure 7. Example of a diagnostic case stored in the MOBC. 

A problem (possible illness) can be characterized by its 
symptoms. In order to simplify our example, and for this study, 
the complete ontology was not developed. We will consider that 
corporal temperature, the systolic arterial pressure (maximum), 
the diastolic arterial pressure (minimum) and the cardiac 
frequency represent the relevant attributes that characterize the 
problem in the patient, but this list must be completed and adapted 
to each health institution, according to your needs. Each 
symptomatic table may have a diagnosis associated with it, and 
each diagnosis may have different treatments. 

Figure 7 shows an example of a case that represents the 
diagnosis "Influenza", and its respective solution (or corrective 
action) based on the conceptual model of Figure 2. 

For illustrating how the PAbMM classifier can be trained in the 
arrival of new measures from the monitoring, an example is 
shown in which the MO stores among its data, two cases: the 
Influenza case (See Figure 7) and the hypertension case, (See 
Figure 8). In the case of new data, the classifier will generate a 
new case (data + metadata using C-INCAMI / MIS) and try to 
establish an alarm (if applicable) interacting with the MO through 
the recommendation function. 

Measures reported from PAbMM to MO suggest a temperature 
of 36.9°, a diastolic arterial pressure of 110 mmHg, a systolic 
arterial pressure of 200 mmHg and a heart rate of 98 bpm. The 
PAbMM indicates an alarm because it has detected a progressive 
increase in the pressure, but he does not know how to proceed in 
terms of medical treatment, and it resorts to organizational 
memory. The CBR engine of the MO will look for a more similar 
case. For our example we apply the similarity function Difference, 
which values the similarity equal to 1 if both characteristics are 
equal and   1/|𝑓𝑓𝑐𝑐 − 𝑓𝑓𝑛𝑛| in other case. 

 
Figure 6. A deployment view for the Outpatient Monitoring System. 
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Figure 8. Example 2 of a diagnostic case stored in the MOBC.  

Table 3. Medical Recommendation. Example of Similarity Assessment between 
the previous two past cases and the new one 

Feature Case    
1 

Case 
2 

New 
Case 

Similarity 
Case1/New 

Similarity 
Case2/New 

Corporal 
temperature 

38.9 35.7 36.9 0.5 0.83 

Systolic 
corporal 
pressure 

120 170 200 0.0125 0.03 

Diastolic 
arterial 
pressure 

80 130 110 0.033 0.05 

Cardiac 
frequency 

95 103 98 0.33 0.20 

 
We also apply equal weight (0.25) to each of the four 

characteristics. In order to calculate the overall similarity of each 
pre-existing case with respect to the new case (NC), the formula 
(1) in section 4.2 is applied, replacing the weights and similarity 
values for each characteristic (See Figures 7 and 8). As set out 
below: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 1,𝑁𝑁𝐶𝐶𝑤𝑤) = 0.25 ∗ 0.50 + 0.25 ∗ 0.0125 +
0.25 ∗ 0.033 + 0.25 ∗ 0.33 = 𝟎𝟎.𝟐𝟐𝟐𝟐𝟐𝟐  

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐶𝐶𝑆𝑆𝑠𝑠𝐶𝐶 2,𝑁𝑁𝐶𝐶𝑤𝑤) = 0.25 ∗ 0.83 + 0.25 ∗ 0.033 +
0.25 ∗ 0.05 + 0.25 ∗ 0.2 = 𝟎𝟎.𝟐𝟐𝟐𝟐𝟐𝟐  

In this way, the most similar case to the new one is the 
hypertension, which will allow triggering together with the alarm, 
the recommended treatment (Carvedilol concentration 12.5, 1 
capsule per day) for the detected situation. 

7. Related Work 

In our specific work we have illustrated the use of the case-
based reasoning approach to develop a case-based organizational 

memory; using the advantage of having the PAbMM architecture, 
which manage large volumes of structured data together with their 
metadata. The main goal is to exploit the knowledge that con be 
extracted from organizational memory under a key-value 
structure (i.e. case-solution structure) stored in the Big Data 
repository, allowing to incorporate more experience for 
recommending the courses of actions to the decision-making 
process.  

Firstly, from the organizational memory point of view, there 
are numerous proposals in the knowledge management area, for 
example the ones documented in [33, 34]. Most of them capture 
and store the knowledge in repositories of documents like 
manuals, memos, and text files systems, etc. where structured or 
semi-structured storage strategies are seldom used. These 
approaches usually do not employ powerful mechanisms of 
semantic and automatic knowledge processing based on 
ontologies therefore causing very often loss of time and high 
investment in human resources.  

Secondly, from the stream processing architecture point of 
view, there are recent works which make focus on the data stream 
processing from a syntactic point of view [8, 9]. In this context, 
the data model of the stream is based in a key-value structure and 
incorporates techniques for the adaptive management of high-rate 
streams [35]. Our architecture incorporates metadata based on a 
M&E framework, which allows to guide the organization of 
measures (for example, through snapshots in memory and the last 
known state of the entities under analysis), facilitating consistent 
and comparable analysis from the statistical point of view, being 
able to fire alarms based in the interpretation of the decision 
criteria of the indicators whose value was got from the data. 

8. Conclusions 

The organizational knowledge management represents a key 
asset to support a more effective decision-making process by 
different stakeholders. In this direction, by having an IT-based 
organizational memory that supports the structuring, reusing and 
processing of organizational knowledge is a primary decision to 
achieve that effective management.  

In the previous work [3], we had specified a case-based 
organizational memory for the stream processing architecture 
based on measurement metadata. In this paper we deepen the 
former research and considerably expand the development of the 
proposed technologies. As a result, we obtained a robust and 
mature platform for the processing of heterogeneous sources data 
streams and the management of organizational knowledge. 

The knowledge representation through cases facilitates the 
reuse of knowledge acquired in past problems to be applied to a 
new problem in similar situations, in addition facilitates the 
automatic knowledge processing as well.  

In this way, the proposed case-based organizational memory 
can benefit from processing power of the PAbMM architecture, 
which is supported by distributed Big Data technologies. Also, the 
PAbMM and the importance about how the measures can be 
informed jointly with the metadata by C-INCAMI/MIS has been 
shown. The metadata help guide the processing strategy through 
the definition of the M&E project and it’s possible thanks to the 
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C-INCAMI framework, which establishes the concepts and 
relations necessaries to support any M&E project. 

Finally, we have illustrated these models and approach with 
two practical cases. On the one hand a pasture predictor system, 
using the data of the weather radar of INTA EEA Anguil. This 
case base stores a body of related knowledge about  the growth of 
pasture based on a range of data, including current weather 
conditions and forecasts, rainfall events and past climate records, 
processed by the PAbMM architecture and taking the radar as a 
data source. On the other side the outpatient monitoring and 
diagnosis case, shows the processing power of the proposed 
PAbMM Architecture. 
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Frequency diverse array (FDA) antenna employs a small frequency 
increment, as compared with the carrier frequency, across antenna array 
elements. The use of a frequency increment generates an array factor that is 
dependent on angle, time, and the range and this yields a range and angle 
dependent beampattern. In this paper, a transmit array beamforming FDA 
employing costa sequence frequency increments is proposed that offers low 
probability of interception (LPI) for radar systems. Because active radars are 
highly visible to intercept receivers, FDA beam with uniform linear array and 
non-linearly increasing frequency offsets to reduce the system visibility is 
replaced by the conventional high gain phased-array antenna beam. The 
proposed method produce random-like peak distribution without obvious 
peaks making it difficult to be detected by unfriendly detector or intercept 
receivers without known of the specified coding sequence for the frequency 
increments. Numerical simulation results verify the proposed method.
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1 Introduction

Phased-array antenna has been extensively employed in
many applications such as radar, electronic warfare, radio
astronomy and airport safety etc. This is because it can steer
the high-gain beam electronically with high effectiveness
towards any desired direction [1, 2, 3]. The directional gain
obtainable by employing phased-array antenna is beneficial
for detecting, tracking weak targets and suppressing side-
lobe interferences from other directions [4]. Conversely,
the high gain beam is visible to intercept receivers which
will degrade the capability of the surveillance system [5].
Furthermore, active surveillance radars are highly suscepti-
ble to detection and interception by opposing forces. The
electronic support measures (ESM) can be used to intercept
the radar transmission and possibly facilitate harmful elec-
tronic counter-measures (ECM) techniques [6]. Therefore
it is essential to develop low probability of intercept (LPI)
radar systems.

LPI radar system employs a distinct emitted waveform
intended to prevent a non-cooperative intercept receiver
from intercepting and detecting its emission. On the other
hand, low probability of identification (LPID) radar sys-
tem uses a special radiated waveform intended to prevent
a non-cooperative intercept receiver from intercepting and
detecting its emission but if intercepted, identification of the

radiated waveform modulation and its parameters becomes
difficult. It is worth mentioning that LPID radar is an LPI
radar [7].

Several techniques have been introduced to reduce radar
visibility and improve its LPI ability [8]. Mostly, three
main areas are considered in order to reduce radar visibil-
ity [6]: (i) spreading the energy in time with high duty cy-
cle waveforms (ii) spreading the energy in frequency with
wide bandwidth waveforms (iii) spreading the energy in
space through broad transmitter antenna beams. In [9], fre-
quency hopping, orthogonal frequency division multiplex-
ing (OFDM), and random waveforms have been put for-
ward for LPI radars. In [10], switched antenna technique
called antenna hopping method which uses irregular scan
patterns to reduce the susceptibility to receivers was intro-
duced to enhance the LPI performance. Although with spe-
cific beamforming technique, the probability of being de-
tected in sidelobe region can be reduced. In [6], LPI trans-
mit array beamforming method was proposed which em-
ployed phased array antenna. Even though phased-array
antenna has been widely employed for numerous applica-
tions, it produce fixed steering beam at an angle for all the
ranges [11].

A new flexible antenna array called frequency diverse
array (FDA) has been introduced in [12, 13]. The authors
reported that the range-angle-time dependent far-field ar-
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ray pattern formation are the core attributes of the concept.
FDA was defined in [15] as an antenna aperture where the
frequency of each antenna element is controlled indepen-
dently to steer the main beam, depending on the time do-
main of each frequency component in the far-field. The
most significant feature of FDA, as opposed to phased-
array, is that the former employs a small frequency incre-
ment across its antenna array elements. This frequency in-
crement makes the array beampattern to change as a func-
tion of the range, angle and time [11, 12, 13]. In [14],
FDA radar using costas sequence modulated frequency in-
crements was proposed to decoupled the range and angle
beampattern, in which only FDA applications are consid-
ered.

In this paper, LPI FDA transmit beamforming with
costa sequence frequency increments is proposed. The pro-
posed method transmitted beampattern will have a random-
like peak distribution without obvious peaks. This implies
that it will be difficult for the intercept receiver from inter-
cepting and detecting without known of the specified coding
sequence for the frequency increments.

The rest of the paper is organized as follows: Section 2
proposes the LPI beamforming using costas sequence FDA
antenna, which is verified in Section 3 with numerical re-
sults. Finally Section 4 concludes the paper.

2 LPI FDA BEAMFORMING
Consider an FDA withM elements which can be excited by
either the same waveform or different waveforms. In this
paper, we assume costas sequence frequency increments
used for the mth element is ∆fm as shown in Figure 1. In
the costas coding technique frequencies for the subpulses
are chosen in a random pattern, according to some prede-
termined rule. Consider the frequency-time matrix shown
in Figure 2(a), (b) and (c). In this case, the rows are in-
dexed from i = 1,2, ...,M and the columns are indexed from
j = 0,1,2, ..., (M − 1). The rows and columns are used to
denote subpulses and distinct frequencies, respectively. As
shown in Figure 2(a), (b) and (c) a dot indicates the distinct
frequency value assigned to the associated subpulse. In this
fashion, the frequency assignments are chosen randomly.
The element of the difference matrix in row i and column j
is given as

Di,j = ai+j − aj , i + j ≤M (1)

where ai is the ith element of the coding sequence. The
remaining locations (where i + j > M) are left blank. Us-
ing (1) the first row is formed by taking differences between
adjacent elements in the coding sequence, then second row
by taking differences between next-adjacent elements, and
so forth. We employ this technique for FDA antenna, thus,
only one carrier frequency is transmitted by any one of the
M FDA elements and each carrier frequency is permitted
only once. In [16], the details for the construction algo-
rithms for costas signals can be found.

The radiated frequency fed to the mth of the LPI FDA
using costas frequency increments can be given as

fm = f0 +∆fm, m = 0,1,2, . . . ,M − 1 (2)

where f0 and ∆fm are the carrier frequency and fre-
quency increment, respectively, and M is the number of ar-
ray elements. Specifically, standard FDA is achieved when
∆fm = m∆f . Suppose a far-field position with range and
angle (r, θ), the phase of the transmitted signal of mth ele-
ment is represented by

αm(r,θ) = (f0 +∆fm)rmβ (3)

rm = r +md sinθ, m = 0,1,2, . . . ,M − 1 (4)

where d is the element spacing. Hence, the phase dif-
ference between the signals transmitted by themth and first
elements can be approximately given as

ψm(r,θ) = −βf0md sinθ +∆fmrβ − βm∆fmd sinθ (5)

Next, we apply a set of costas frequency coding, ∆fm
and phases, δm (r) to each element to achieve a “spoiled’
low-gain beamforming. Hence the transmit array factor
(AF), which can be seen as the fundamental basis pattern
[17, 18] is expressed as

AF0 (r,θ) =
M−1∑
m=0

e−jβf0md sinθ ·ej∆fmβr ·e−jβ∆fmmd sinθ ·e−jδm(r)

(6)
where ∆fm is designed using Welch-constructed costas

coding sequence and δm (r) can be designed using optimiza-
tion algorithms. By applying a linear phase progression to
(6) in increments of κ = 2π

N for first pattern, 2κ for the sec-
ond pattern and so forth, additional patterns can be created.
In such a fashion, (N −1) patterns can be generated. There-
fore (6) can be formulated as (7) [18] at the top of the next
page, where n = 1,2, ...,N .

It is worth mentioning that, these N steered versions of
the fundamental guarantee linear independence. Moreover,
they all exhibit low gain and broad beamwidth. Therefore
their peak power can be significantly reduced in any direc-
tions to ensure LPI property.

Furthermore, to retain the array radar performance and
simultaneously achieving LPI property, we synthesize the
high gain patterns along the desired direction by linear com-
binations of the basis patterns. Suppose the nth basis pattern
is weighted by the complex coefficient w0,n, then N trans-
mit beampatterns can be expressed in matrix formulation as
given in (8), [6, 18].

This implies that using (8), high gain beampatterns can
be formed by linearly combinations of theN basis patterns.

3 NUMERICAL RESULTS
In the simulations, we assume the LPI FDA operating at a
carrier frequency of f0 = 10 GHz. An 32 elements uniform
linear array is used for the standard FDA and phased-array
beamforming (see Figure 4). The transmit array element
spacing is designed to be d = c0

2f0
. We consider the Welch

constructed costas coding sequence for M = 10, with the
chosen positions as 1,2,4,8,5,10,9,7,3,6. Similarly, for M
= 12, we have 1,2,4,8,3,6,12,11,9,5,10,7 and M = 15, as
2,8,9,12,4,14,10,15,13,7,6,3,11,1,5. These costas sequence
coding with M = 10, M = 12, M = 15, respectively, was
used for LPI FDA transmit beamforming for the arrays and
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Figure 1: Illustration of LPI FDA. δm and ∆fm denotes phase shifters and costas coding frequency increments for themth
element, repectively.

AFN−1 (r,θ) =
M−1∑
m=0

e−(N−1)mκe−jβf0md sinθ ·e−j∆fmβr · e−jβ∆fmmd sinθ · e−jδm(r) (7)


A0 (r,θ)

...
AN−1 (r,θ)

 =


w0,0 · · · w0,N−1
...

. . .
...

wN−1,0 · · · wN−1,N−1




AF0 (r,θ)
...

AFN−1 (r,θ)

 (8)
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Figure 2: Frequency-time matrix representations of costas sequence coding: (a) M = 10, (b) M = 12, (c) M = 15.
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(a) (b)

(c)

Figure 3: Illustration of LPI FDA beampattern using costas sequence coding: (a) M = 10, (b) M = 12, (c) M = 15.

(a) (b)

Figure 4: Illustration of transmit beampattern: a) Standard FDA, b) Phased-array.
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(a) (b)

(c)

Figure 5: Illustration of three-dimensional ambiguity function LPI FDA using costas sequence coding: (a)M = 10, (b)M
= 12, (c) M = 15.

their frequency-time matrix representation is shown in Fig-
ure 2.

Next, we show the LPI FDA transmit beamforming em-
ploying costas sequence with M = 10, M = 12, M = 15,
respectively, in Figure 3. It can be seen that for the re-
spective costas sequence coding employed, the LPI FDA
transmit beamforming has random-like peak distributions
without noticeable peaks. This characteristics implies that
it is very difficult to be intercepted and detected by intercept
receivers or unfriendly detectors without the knowledge of
the specified costas coding sequence used for the frequency
increments.

Suppose ∆f = 5 kHz, Figure 4(a) shows the standard
FDA when specifically ∆fm = m∆f . It can be observed that
it produces range and angle dependent and range-angle cou-
pling transmit beamforming. This feature can be exploited
for range and angle localization of radar targets. Differ-
ently, the phased-array produce angle-dependent only trans-
mit beamforming, as shown in Figure 4(b). However, the
phased-array provides no range information because of its
range-independent beamforming.

Finally, the ambiguity function of LPI FDA costas cod-
ing sequence is shown in Figure 5 for distinct M. It can be
seen that the ambiguity functions accumulates into a spike,
thus clearly resembles thumb-tack response.

4 CONCLUSION

This paper proposed a transmit beamforming technique us-
ing FDA which offers LPI for surveillance systems. The
high-gain phased-array antenna beam is replaced with the

low gain FDA beams with nonlinear frequency increments
to reduce the system visibility. The proposed technique
achieves the same performance as the traditional high-gain
beam. The obvious advantage of the proposed technique
presented here is the random-like peak energy distributions
without noticeable peaks. The results show that the pro-
posed technique has the advantages of both FDA radar and
guarantee LPI property. The frequency increments are cho-
sen from Welch constructed costas coding sequence across
the array element to ensure the LPI property for radar sys-
tems. Overall, the proposed technique can possibly be com-
bined with other LPI waveform design techniques to further
reduce the susceptibility and visibility of LPI radar systems.
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 Cyberinfrastructure is undergoing a radical transformation as traditional enterprise and 
cloud computing environments hosting dynamic, mobile workloads replace 
telecommunication data centers.  Traditional data center security best practices involving 
network segmentation are not well suited to these new environments.  We discuss a novel 
network architecture, which enables an explicit zero trust approach, based on a 
steganographic overlay, which embeds authentication tokens in the TCP packet request, 
and first-packet authentication.  Experimental demonstration of this approach is provided 
in both an enterprise-class server and cloud computing data center environment.   
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1. Introduction  

Network-based cybersecurity attacks against cloud data 
centers have been increasing in both frequency and severity, far 
outstripping traditional defense methods.  In an effort to combat 
this problem, this paper is an extension of work originally 
presented at the recent IEEE International Conference on Smart 
Cloud [1] which introduced the use of first packet authentication 
in a zero-trust cloud network.  We further develop the use of 
transport access control (TCP) for authentication in cloud 
environments, such as Amazon Web Services (AWS). We then 
introduce a high-speed optical bypass switch into the system 
architecture, and characterize its performance under realistic load 
conditions.   

Security remains a significant concern for cloud computing 
environments.  According to recent industry survey data [2], 27% 
of connected third-party cloud applications introduced into 
enterprise environments in 2016 posed a high security risk. 
Authentication is a particular problem in cloud environments, 
since the traditional security perimeter is effectively virtualized.  
Many cloud applications cannot be effectively segregated from 
the corporate infrastructure, and communicate freely with 
software-as-a-service (SaaS) platforms [2].  Cloud data centers 
are under constant attack from a variety of bad actors; a 

moderately-sized commercial data center network can experience 
over 100,000 security events per day [2,3]. These attackers range 
from individual hacktivists and cyber-gangs motivated by 
creating social disruption to large, well organized groups with 
political or financial motivations who are backed by nation-states.   
Increasingly, these attacks have multiple goals, including 
compromising critical network resources such as the network 
controller.   

In response to the growing number and sophistication of 
cybersecurity threats, a United States Presidential Executive 
Order tasked the National Institute of Standards and Technology 
(NIST) with creating a set of voluntary policies and guidelines to 
help develop the U.S. cybersecurity framework.  This eventually 
led to the so-called “zero trust model” for information security [4].  
Traditional security models are based on a perimeter security 
model (also known as an implicit trust model or “trust but verify” 
approach), in which all communication is trusted between devices 
within a specified security group.  This relatively static approach 
is based on segmenting the network and creating a demilitarized 
zone (DMZ) between trusted and untrusted portions of the 
network.  Perimeter security breaks down in modern cloud 
computing environments, leading to a new approach that 
explicitly verifies all network connections.  These zero trust 
networks assume that all traffic is a threat until it is authenticated 
and inspected.  Zero trust is intended to provide a scalable security 
infrastructure that redefines the approach to resource 
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segmentation, a fundamental principle in which resources to be 
protected are grouped together and securely isolated or partitioned 
to limit unauthorized access.     

While a full zero trust network has not yet been commercially 
realized, significant progress has been made towards the 
development of enabling technologies.  It is generally recognized 
that long-standing segmentation techniques such as VLANs no 
longer provide sufficient cloud network security [2-6]. Many 
organizations attempt to segment their networks in a coarse 
granularity fashion to reduce risk, subject to limitations imposed 
by legacy hardware, complex virtualization software, and a lack 
of programmable resources [6].  By contrast, a zero trust network 
security architecture incorporates an explicit trust model and 
dynamic, automated security policy that extends across 
conventional security boundaries but still provides fine 
granularity segmentation and isolation of critical resources.  All 
traffic needs to be validated, even between virtual machines (VMs) 
sharing a common physical host.  Explicit security is part of a 
layered, defense-in-depth approach, which avoids kill chains and 
thus prevents single points of failure from compromising the 
entire security defense system.  Fine grain segmentation improves 
management visibility and makes it feasible to disrupt network 
attacks as early as possible in the attack process, preferably to 
prevent data reconnaissance techniques from even identifying the 
resources which are being protected, much less being able to 
fingerprint these resources in preparation for an attack.   

     Micro-segmentation of a zero-trust network should 
preferably include authentication of not just users or applications, 
but also extend to the level of authenticating individual packets.  
Conventional networks assert the identity of a user or application 
based on a series of attributes such as network addresses, which 
may be forged [5].  Such networks may decide to trust a user or 
application based on some criteria, but the concept of trust does 
not apply to conventional network packets, which are the 
fundamental building blocks of any network.  Our research 
implements a form of authentication with packet level granularity, 
which offers several advantages.  First, a finely grained approach 
(at the packet level) improves visibility, particularly when 
combined with analysis of management plane data logs.  Other 
potential benefits of our approach include simpler, vendor 
agnostic architectures, better scalability, and improved 
application portability. 

     Our approach helps avoid unauthorized awareness (a 
request for access to the network should not only be denied, it 
should avoid providing the requestor with any information about 
the nature of resources that are connected to the network).   For 
example, modern data center networks are subjected to a constant 
stream of access requests, since even a denied TCP connection 
request will return some information about the nature of the 
network, thereby assisting attackers in fingerprinting the target 
system [5, 6].  This means that potential attackers can gather 
useful information about a potential target by repeatedly trying to 
complete a connection request, even if the request attempt itself 
does not succeed.  The information collected in this manner may 
be used to plan future attacks or identify weaknesses in the 
perimeter defenses.  The approach demonstrated in this paper 
prevents error message reconnaissance information from reaching 
a potential attacker, without compromising performance of the 
remaining system.   

While the theoretical approach to zero trust data center 
architectures encompasses a wide range of components, for the 

remainder of this paper we will concentrate on disruptive network 
technologies.  For example, zero trust networks benefit from the 
centralized management plane and dynamic configurability 
offered by software-defined networks (SDN).  While the 
definition and basic operating principles of SDN networks are 
well known [7], we will briefly mention several of their useful 
features.  Programmable SDN controllers are able to implement 
dynamic network segmentation based on data collected from 
sources outside the network itself, such as honeypots, security 
analytic engines, and other sources.  The application of security 
analytics to monitoring or management data sets enables the 
creation of actionable threat intelligence, allowing an SDN 
network to proactively discourage security threats and respond in 
near real time when new threats become apparent.  This approach 
is particularly effective when combined with virtualized network 
functions (VNFs) such as virtual routers, firewalls, or other 
appliances [8, 9].    

In this paper, we describe an approach that enables zero trust 
networks by providing first-packet based authentication, 
combined with transport layer access control, and experimentally 
demonstrate the use of this approach in defending an SDN 
controller from cyberattacks.  We describe a steganographic 
overlay that embeds network authentication tokens in a TCP 
connection request, and blocks unauthorized traffic from 
completing a request.  Resources protected in this manner are 
effectively concealed from reconnaissance attempts by attackers.  
We also demonstrate an approach to transport layer identity 
management and authentication.  We show that this approach 
prevents fingerprinting of key network resources (such as the 
SDN controller) by blocking any response to unauthorized 
packets at the transport layer and below.  We experimentally 
demonstrate this approach in both large, enterprise-class servers 
and a cloud computing test bed.   

This paper is organized as follows.  After the introduction, we 
describe the operation of a transport layer identity management 
scheme in section 2.  We then present experimental results for the 
enterprise server and cloud test bed use cases in section 3.  Finally, 
section 4 presents our conclusions and recommendations for future 
work.  

2. Transport Access Control Architecture 

Our approach independently authenticates each network 
session at the transport layer, prior to granting any access to the 
network.  This is implemented through a combination of two 
technologies, namely transport access control (TAC) and first 
packet authentication.  To our knowledge, these approaches have 
not previously been combined in this manner.  Unauthorized 
session requests are completely rejected, and there is no feedback 
to a potential attacker attempting to fingerprint the network.  
Explicit trust is established by generating a network identity token 
during session setup.  The network token is a 32 bit, 
cryptographically secure, single use object which expires after four 
seconds.  Tokens are associated with identities from existing 
Identity Access Management (IAM) systems and credentials, such 
as Microsoft Active Directory or the IAM system used by Amazon 
Web Services [10].  Explicit trust is established by authenticating 
these identity tokens as early as possible, namely on the first packet 
of a TCP connection request (see Figure 1).  

Tokens are generated for each unique entity (user or device) 
requesting access to network resources. An in-line virtual 
appliance (the TAC gateway) is installed between the equipment 
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being protected (the protected resource) and the rest of the 
network; a second gateway is installed between the authorized or 
trusted user and the rest of the network.  When the trusted user 
attempts to access the protected resource, the first gateway inserts 
an identity token into the first packet of the TCP connection 
request.  When the second gateway receives a connection request, 
it extracts and authenticates the inserted identity token and then 
applies a security policy (such as forward, redirect, or discard) to 
the connection request based on the received identity.  This 
gateway acts as a policy enforcement point transparent to the rest 
of the system architecture and backwards compatible with 
existing network technologies.  If the network access token for a 
TCP request fails to resolve to an identity or resolves to an identity 
that lacks the authority to access the requested resource, then the 
connection request is rejected without providing any further 
response to the requestor, effectively cloaking the presence of the 
protected resource.  Failed access attempts are logged in an 
external Syslog server, which allocates enough memory to avoid 
wrapping and over-writing log entries. Existing tools such as 
SIAM can be used to analyze the logs or generate alerts of 
suspicious activity.   We note that continuous logging of all access 
attempts is consistent with the approach of a zero-trust network 
(i.e. not allowing any access attempts to go unmonitored).  Both 
the identity insertion gateway and identity authentication gateway 
appliances can be hosted as VNFs hosted on a virtual server, 
router, or other compatible piece of networking equipment.   

 
Figure 1: Transport Layer Authentication handshake; first packet authentication is 
performed at position 1 (as early as possible); traditional session authentication is 
performed at position 2 (after the session is already established). 

This approach offers several advantages, including separation 
of security policy from the network design (addresses and 
topologies).  This approach works for any network topology or 
addressing scheme, including IPv4, IPv6, and networks that use 
the Network Address Translation (NAT) protocol, and is 
compatible with dynamic addressing often used with mobile 
devices.  This approach extracts, authenticates, and applies policy 
to the connection requests, not only protecting against 
unauthorized external reconnaissance of the network devices but 
also stopping any malware within the protected devices from 
calling home (exfiltration).   Security policies can be easily 
applied at the earliest possible time to conceal network-attached 
devices from unauthorized awareness. By preventing 
unauthorized awareness and access, transport access control 
blocks both known and unknown attack vectors.  This approach is 
low latency and high bandwidth since packet content is not 
inspected.  Since the network tokens are embedded in the TCP 

session request, they do not consume otherwise useful data 
bandwidth.  The combination of transport access control and a 
segmented, multi-tenant network implements a layered defense 
against cybersecurity threats, and contributes to non-repudiation 
of archival data.  These techniques are also well suited to 
protecting public and hybrid cloud resources, or valuable, high 
performance cloud resources such as enterprise-class mainframe 
computers.  Further, this approach can be applied to protecting the 
centralized SDN network controller from unauthorized access, 
and enable only authorized SDN controllers to manage and 
configure the underlying network.  TAC uses an innovative 
identity token cache to provide high scalability and low, 
deterministic latency. The token cache is tolerant of packet loss 
and enables TAC deployments in low bandwidth and high packet 
loss environments.  

3. Cloud test bed experimental results 

The experimental cybersecurity cloud test bed is illustrated in 
Figure 2.   A protected resource (in this case, the SDN controller) 
is intended to be accessible only from either of two trusted clients.  
A BlackRidge hardware appliance gateway, which implements 
TAC with first packet authentication [11], is placed in-line with 
the trusted clients, where it inserts tokens in the transport frame 
headers.  Tokenized packets flow through the untrusted network, 
which eventually routes them to the SDN controller.  A virtual 
gateway appliance is placed between the network and the SDN 
controller, which will authenticate the tokenized packets and only 
allow authenticated and authorized packets to pass through to the 
SDN controller.  Any packets without Tokens or identified traffic 
without the authority to access the SDN controller will be dropped. 
Our test configuration uses a hardware appliance to insert Tokens 
and a Virtual Appliance running on VMWare ESXi to 
authenticate Tokens.  The hardware and software appliances are 
only addressable through their management ports and use the 
management ports to access the required network time protocol 
(NTP) Servers.  A list of trusted devices to be allowed access is 
provisioned in the TAC gateways, and the list of trusted devices 
can be edited using the gateway management ports.   

 
Figure 2 – Experimental cybersecurity cloud test bed  

     The specifications for the gateway used in this testbed are 
given in Table 1.  This gateway has three modes of operation, 
known as Bridge, Enforce, and Monitor.  In Bridge mode the 
gateway does not perform authentication or insert tokens into the 
data packets; rather, it simply functions as a two port, Layer 2 
bridge device.  Enforce mode will perform authentication and 
insert tokens into the 32 bit sequence and acknowledgement 
number fields of a TCP frame, according to the established 
address list policy.  Monitor mode has the same functionality as 
Enforce mode, with the exception that it does not enforce the 
security policy.  Monitor mode is useful to validate configurations 
during installation and setup for a new gateway.  By toggling a 
configured gateway between Bridge and Enforce modes, it is 
possible to observe the effects of turning token-based 
authentication off and on.  The gateway architecture is a “bump 
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in the wire” approach, and the gateway device is only addressable 
through its own dedicated device management access port.  

               Table 1 – TAC gateway capabilities 

 
We configured the test bed and toggled the gateway between 

Bridge and Enforce modes.  This allowed us to verify that Enforce 
mode would only permit tokenized packets from one of the trusted 
clients to reach the SDN controller.  We then attempted a 
reconnaissance scan of the SDN controller from an untrusted 
client.  These scans were conducted using several industry 
standard tools, including Metasploit, HTTPrint, Firewalk, and 
PuTTY [5, 6].  When the TAC gateways were in Bridge mode, we 
were able to successfully fingerprint the SDN controller, and 
determine that it was an instance of Open DayLight (Helium 
release) running OpenFlow 3.2 in this example.  We then repeated 
the scans with the gateway in Enforce mode, and as expected we 
were unable to identify even the presence of an SDN controller 
since The TAC authentication gateway blocks all potential 
responses at and below the transport layer.  We cannot even 
determine if there is a TAC gateway present, as TAC was also 
used to protect the management port of the gateway.  This 
implements both packet level authentication and unauthorized 
awareness, both desirable properties in a zero trust architecture.   

To evaluate the effectiveness of the TAC gateway in defending 
against denial of service (DoS) attacks, we launched a DoS attack 
at the network protocol layer from the untrusted client in Figure 2.  
Common DoS simulation tools require knowledge of the target IP 
address, but as previously demonstrated the TAC gateway 
effectively cloaks the IP address for our SDN controller.  For test 
purposes, we assume that an attacker has somehow obtained the 
SDN controller IP address through outside channels (perhaps a 
spear phishing attack on the network administrator) and we 
proceed to launch a DoS attack against the controller. Using a 
standard tool such as Low Orbit Ion Cannon (LOIC), we launched 
an attack against the IP address of the gateway data port, 
management port, and SDN controller.  All packets were blocked 
by the TAC gateway without providing any additional intelligence 
to the attacker.   

The gateway can also be used in a Layer 3 operating mode, 
which performs NAT for selected ports on the gateway.  This is 
useful in cloud computing environments, allowing the gateway to 
present a public IP address on its client facing, untrusted port and 
a private IP address on its trusted port.  In this case, the insertion 
and authentication of tokens is performed before NAT.   We have 
demonstrated this approach in a public cloud deployment, similar 
to figure 2 except that the protected resource was located within 
an Amazon Web Services cloud.  The cloud service provider 
infrastructure is located on the right-hand side of figure 2 
(replacing the ESXi network), with the public Internet acting as 

the untrusted network and the cloud users on the left side of figure 
2.  Public IP addresses are used on ingress ports facing the 
untrusted network and the cloud service provider’s protected 
resource connect to a trusted egress port.   

The virtual TAC gateways were also tested in a enterprise-
class environment using the IBM zCloud (a cloud based on a 
highly virtualized IBM Z Systems mainframe).  These servers are 
commonly used in public, private, and hybrid cloud environments 
for Fortune 500 applications (particularly in the financial markets) 
as well as within cloud service providers such as SoftLayer.  As 
shown in figure 3, an IBM model z13 enterprise server was 
provisioned into four logical partitions, with two partitions 
running the z/OS operating system, and two partitions running 
zLinux.  For each operating system, one partition served as the 
protected resource while the other served as the trusted host.  All 
four partitions share common physical network interfaces, 
provided by an Open System Adapter (OSA) card running 1 
Gbit/s Ethernet. The virtual appliances were hosted in two 
additional logical partitions (LPARs), interconnected with the 
protected resources, trusted hosts, and OSAs as shown in figure 3.  
Additional OSA cards were provisioned to serve as interfaces for 
the network management ports on the virtual appliances. 

 
Figure 3 – Enterprise server use case test configuration 

Three use cases were tested using this configuration.  First, the 
gateways were configured to allow connectivity only between 
Linux partitions 1 and 2.  We confirmed normal operation of 
resource connectivity including SSH, SCP, iperf, sftp, and wget 
functions, and verified that untrusted hosts such as zOS-1 could 
not access the Linux partitions.  Second, the gateways were 
configured to allow connectivity between Linux-1 and zOS-2 
partitions (note that the gateway authentication is independent of 
the operating system running in either the supplicant or the trusted 
resource).  As before, we verified basic functionality (including 
multiple sftp file transfers between the trusted host and protected 
resource) and confirmed that other partitions, such as zOS-1, 
could not access the protected \resource in this configuration.  
Third, the gateway was configured to allow connectivity between 
the two zOS partitions.  As in the previous use cases, we verified 
basic functionality (including multiple sftp file transfers between 
the protected resource and trusted hosts) and confirmed that the 
Linux-1 partition was unable to access protected resources in this 
configuration.   These three test cases established that the 
gateways could be configured to enable or disable applications 
running between any two partitions on the same physical server, 
even if the gateway itself is hosted in a partition on the same 
physical server.  This approach directly supports the zero-trust 
architecture we intended to implement. 

     The gateway functionality was further demonstrated in a 
pre-production test environment at Marist College, part of the 
New York State Cloud Computing and Analytics Center (CCAC).  
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In this case, the network spans multiple buildings on the campus 
MAN (about 1 km apart) as shown in figure 4.  In the first building, 
ten sysadmin terminals were interconnected to a Layer 2 switch, 
and one switch port was connected to the insertion gateway.  In 
this configuration, all terminals connected to the trusted switch 
port receive authentication tokens and will be allowed to access 
the protected resource.  In a second building, the second gateway 
was configured in Layer 3 mode, which was then attached to the 
protected resource (a sysadmin application (Syswiki) running in a 
SUSE Linux guest VM on an IBM z144 enterprise server 
(mainframe).  

 
Figure 4 – syswiki BlackRidge 

Using this configuration, we verified that the gateway allowed 
the Sysadmin trusted host terminals to perform operations 
including SSH, scp, and http post/get functions to the protected 
resource.  We also verified that other terminals (untrusted hosts) 
on the same network were unable to access the protected resource 
when the gateways were set to Enforce mode, but could access the 
protected resource when the gateway was put into Bridge mode.  
The Sysadmins showed no measurable degradation in response 
time or performance of the protected resource application with 
and without the gateway operating in enforce mode.  

Further, there was no measurable performance impact when 
accessing other resources on the campus network or accessing 
Internet resources when the gateway was in Enforce or Bridge 
mode.  We also conducted a port scan of the gateway using 
Nmap/Zenmap tools from an untrusted terminal, and were unable 
to identify any open ports or fingerprint the Syswiki when the 
gateways were in Enforce mode. 
4. Optical Bypass Switch Testing 

For the next phase of testing, we incorporate a high-speed 
optical bypass switch into the system architecture, so that in the 
event of a hardware or software failure in the gateway, the TAC 
appliance will not obstruct network traffic. One advantage of an 
optical bypass switch is that it continues to pass traffic even if a 
power failure or firmware problem disables the functionality of 
the TAC gateway.  Similar approaches have been suggested in 
high performance computing applications, where network traffic 
bypasses firewalls and other security features in order to maintain 
throughput for the application [12].  For these experiments, we 
used a 10 Gbit/s traffic stream while evaluating the impact of 
protection switching on the gateway.   

In our environment, the TAC gateway incorporated a 10 Gbit/s 
multimode Silicom brand optical switch (model PE210G2BP) 
with optical bypass switch driver ixgbe ver 4.3.15.  The optical 
bypass testbed is shown in figure 5.  We configure two ESXi 
server instances, each driving 10 Gbit/s of traffic (loadgen 1 and 
loadgen 2, respectively).  These servers run the Iperf benchmark 
test, enabling us to test switch times and throughput in both 
directions.  As shown, the virtual switch on server loadgen1 
connects to an untrusted port on the TAC gateway, while the 
virtual switch on loadgen2 connects to the corresponding trusted 
port.   

 
Figure 5 – Optical Bypass Switch testbed 

Each test was repeated five times to obtain a meaningful 
average result, as shown in table 2. We can see that the optical 
bypass can sustain a data rate of about 8.3 Gbit/s while running 
Iperf, and about 8.9 Gbit/s in bypass mode (as expected, the 
bandwidth in bypass mode is somewhat higher).   

Table 2 – optical bypass switch sustainable bandwidth measurements 

Bypass mode, Gigabits 
per second 

Iperf, Gigabits per second 

8.88 8.39 
8.95 8.24 
8.92 8.33 
8.91 8.05 
8.85 8.31 

In order to determine how long it would take for the optical 
bypass to tansfer traffic under different conditions, another server 
was inserted as a tap on the untrusted link, as shown in figure 6.  
By running WireShark on a 10 Gbit/s interface, this server is able 
to measure the effective switching times.  A representative 
WireShark trace, shown in figure 7, confirms that the gateway 
bypass switch exhibits 110 ms recovery time upon a power failure 
to the gateway. We found that recovery time was faster when 
simulating a firmware outage (53 ms) and slightly longer when 
the TAC cloaking function was suspended due to a firmware 
problem (257 ms).   

 
Figure 6 – Optical Bypass swithing time test bed 
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Figure 7 – Representitive WireShark trace from Optical Bypass switching time 
test bed 

Finally, we reconfigured the gateway to conduct syslog 
benchmark testing, as shown in figure 8.  The WireShark server 
is now monitoring traffic through the TAC gateway with optical 
bypass.  We can run an nmap port scan simultaneously on servers 
loadgen1 and loadgen 2 using this configuration.  For this testing, 
we configured the gateway to automatically blacklist any IP 
address which makes more than 100 access attempts in 60 seconds 
(an effective defense against some types of brute force dictionary 
attacks).  We can keep an address blacklisted for different periods, 
ranging from 30 seconds to hours or even 24 hours.  A blacklisted 
address generates a specific message type in the syslog, so we can 
easily determine the number of blacklist events in a given period.   

 
Figure 8 – Optical Bypass syslog test bed 

For our tests, the initial default setting was a rate limit of 10 
messages within 5 seconds, or a peak rate of 5 Mbit/second.  Based 
on existing data about typical syslog messaging patterns [2, 3, 12], 
we expect the performance of our system to be well within normal 
commercial operating parametes. The peak data throughput 
measured during this experiment was 14 Mbit/second.  

5. Conclusions 

The growing cybersecurity treat requires an architectural 
redesign of the data center network, based on the principles of an 
explicit zero trust network.  We have demonstrated several 

principles of zero trust using a transport access control system, 
based on a steganographic overlay, which embeds authentication 
tokens in the TCP packet request and first-packet authentication.  
The system was tested on both x86 and Z Systems platforms in 
private cloud environments, and using AWS in a public cloud 
environment.  This system can provide enhanced security in both 
enterprise computing and cloud environments as part of a defense-
in-depth strategy and prevents unwanted fingerprinting of 
protected resources.  An optical bypass switch was also 
characterized as part of a high availability architecture.   
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1. Introduction 

The Capability Maturity Model (CMM) and its successor 
Capability Maturity Model Integration (CMMI) have been widely 
accepted as a process model to steer software process 
improvement (SPI) activities [1]. In some parts of the software 
industry, like the defense industry, software suppliers are obliged 
to have their software processes at least at CMM [2] level 4 or 5 
in order to get any contracts. In many organizations, software has 
become such a critical part of the product portfolio, that senior 
management at the strategic level has defined objectives and 
allocated budgets for improvements. Despite these successes to 
realize sustainable improvements, the percentage of failures is 
however probably still higher. It is true of any system that there 
are several Critical Success Factors [3]. They include both 
performance requirements (such as serviceability, reliability, 
portability, and usability) and limited resource requirements (such 
as people, time and money) In my experience, they either failed 

because of poor estimation or poor change management or even 
poor requirements including release plan.  

 
Although modeling activities [4] like Data Flow Diagram, 

Entity Relationship Diagram, State Charts, Object Oriented 
Method and Unified Modeling Language helped to better 
understand the Requirements and to represent them in clear and 
comprehensive manner, it still failed to adapt to an evolutionary 
approach for incremental software release and an opportunity for 
prioritizing requirements. This paper presents a Release 
Management model to support requirements management. 
Requirements development and management can be integrated 
with a release-planning approach to achieve lesser Requirements 
spillover problems that are an innovative way to capture, control 
and evolve the user requirements. A metric coupled with the 
incremental software release that offers organizations an 
opportunity for prioritizing requirements, an optimization 
technique, based on integer linear programming, to support 
software vendors in determining the next release of a software 
product developed and demonstrated in Section 3. The technique 
is based on the assumption that a release’s best set of requirements 
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is the set that results in maximum projected revenue against 
available resources in a given time period.             

                                                   
2. General Process Metrics 

Today measuring processes and products, objective, 
quantified information can be gathered to support decision-
making at all levels. The objective measurements provided allow 
management and software product engineers to:  

 
1. Identify inefficient processes that need improvement.  
2. Reengineer ineffective processes that do not add quality to 

products.  
3. Evaluate process changes to measure process improvement.  
4. Utilize historic measurements of productivity, complexity, 

size, effort, and cost during project planning.  
5. Monitor a current project plan's risk by measuring the 

schedule, cost, size, and effort of the products under 
development and comparing them to the assumptions and 
estimates used as the basis for the plan.  

6. Monitor product development by measuring current cost, 
effort, and schedule data to determine if corrective action, 
such as re-planning, is needed.  

 
A typical Process Flow of the Software Process is shown in 

Fig1 that is based on Humphrey [4] with only minor changes. In 
the first phase Analysis the Requirements are studied, where after 
estimates are made for the size of the resulting program, the 
productivity, the effort distribution over the subsequent phases, 
and other product and process metrics. These estimates are 
recorded on the Project Plan Summary.  

 
During the subsequent phases, the actual defect and time data 

are logged on the Defect Log Form and the Time Log Form. The 
Design Review Checklist and the Code Review Checklist are used 
to structure the review process during the Design Review phase 
and the Code Review phase. When the program has been tested 
and is ready to be released as a Finished Product, all recorded data 
is summarized in the Project Plan Summary, enabling the software 
engineer to make an analysis in the Post Mortem phase prior to 
the program release.  

 
Fig 1: Process flow of the Software Process (based on [HUM 1997]). 

 
The purpose of this analysis is to investigate how the process 

used can be further improved. The result may be that the Process 

Script, the Design Review Checklist and/or the Code Review 
Checklist are adjusted. Further, the data from the Project Plan 
Summary can be used to calculate accumulated values for 
productivity, time or effort distribution, and so on. This 
information can be stored in a Repository to support the 
estimation process for future programming assignments.  

 
By following the Process Flow of the Software Process [5] 

Humphrey proved that valuable product and process data could be 
obtained and the analysis of the data would enable a software 
engineer to calculate for instance the following metrics for better 
decision making in software engineering: 

 
2.1. Estimation Accuracy 

Estimates are collected for the size of the program to be 
developed and the process to be followed (time distribution, 
productivity, etcetera). These estimates are compared with the 
actual figures when the program has been implemented and tested. 
The result is the estimation inaccuracy, which can be calculated 
with the following 
 
Equation: 

 
2.2. Relating Size and Effort: Productivity 

By measuring the size and effort of programs, the 
productivity can be calculated in retrospect. When the 
productivity has been measured, however, it can be used to 
proactively calculate the expected effort or time needed to 
develop a program when the size of the program has been 
estimated, the equation being: 

 
2.3. Yield 

When developing a program subsequent development phases 
are passed through. In each development phase defects will be 
injected and removed. Removed defects might have been injected 
in the current development phase; however, they might also have 
been injected in previous development phases. The yield of a 
development phase can be defined as a number, expressing the 
number of defects removed in a particular phase divided by the 
sum of the number of defects inherited from previous phases and 
the defects injected in the phase itself: 

 
Where #= Number of Defects and Px is ”Phase x” The yield of a 
phase can vary from 0% to 100% (if the denominator equals 0, the 
yield of the phase is equal to 100%). When the yield of a phase 
equals 0 it means that in that particular phase no defects have been 
removed. They are all carried forward to the next phase. When the 
yield of a phase equals 100%, it means that in that particular phase 
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all existing defects are removed. These are both the defects 
inherited from previous phases and the defects injected in that 
particular phase itself. In the ideal case, the yield of each 
development phase is equal to 100%. This means that in each 
phase all injected defects are also removed and that the final 
product is free of defects.  

But in practice, not all defects will always be removed. 
Defects will be carried forward to the subsequent phases. If they 
are not found in, they will be shipped being part of the final 
product. Note that the yield of the different development phases 
can only be calculated when all defects have been found. Only 
then it is known how many defects were injected and removed in 
the different phases.  

If an injected defect is carried forward to subsequent phases, 
it is very important to detect and remove the defect as early as 
possible. The rework effort is proportional to the difference 
between the injection phase and the detection and removal phase. 
If an early injected defect is found in one the latest phases of 
development, the rework effort will extend over more phases. 
Very expensive defects are the ones that are injected during the 
Analysis and Design phase and detected during the Test phase. It 
is assumed here, that there are no defects in the requirements. 
Another approach is now to calculate the Yield of the phases 
Analysis and Design (A&D) combined: 

 
This metric denotes the quality of the early phases before handing 
over of the product for further implementation and testing. 

2.4. Appraisal/Failure Ratio (A/FR) 

Striving for a high combined Yield means investing effort in 
appraisal to detect defects as early as possible. An example of an 
appraisal action is, for instance, a peer review. The objective of 
appraisal actions is to pass forward a reliable product to the next 
phase. Advantages are twofold. In the first place, this will 
probably lead to a more reliable final product. It is a utopia to 
think that all transported defects will be found at a later stage. In 
the second place, the total failure cost in subsequent phases due to 
fixing detected defects will probably decrease as the number of 
expensive defects decreases. A new metric is introduced, called 
the Appraisal/Failure Ratio or A/FR. This is the ratio between the 
appraisal cost in the early development phases and the failure cost 
in subsequent development phases, its equation: 
 

 
 
The A/FR can vary from 0 to infinite (if the denominator equals 
0, the A/FR is equal to 0 if defects are found but not removed and 
the A/FR is undefined if no defects are found). An A/FR equal to 
0 means that no appraisal effort is spent in detecting and removing 
defects in the early phases of development. The failure cost to be 
made in subsequent phases later will presumably be very high, 
assuming that the reliability of the final product is important. 
 

2.5. Defect Injection and Defect Removal Rate 

Collecting defect data enables one to calculate the defect 
injection and defect removal rate in each development phase. It 
can, for instance, be related to the effort spent in that particular 
phase: 

 
2.6. Defect Density 

The defect density can be calculated by relating the total 
number of defects found during development to the resulting 
program size: 

 
A defect density equal to 0 means that no defects are introduced 

during development; in other words, the Yield of each 
development phase equals 100%. These metrics are powerful to 
analyze the software process and adjust the process in order to 
implement improvements. Most metrics are self-explaining with 
regard to their best values. The best values for Estimation 
Inaccuracy and Defect Density are for instance 0%, for Yield the 
best value would be 100%. This is however not evident for a metric 
like A/FR. But there is more. The best value does not necessarily 
mean that it is the optimal value. There might be practical 
limitations to obtain a Yield of 100% for instance. Human work is 
not perfect, causing the injection of defects, and a project budget 
is normally limited, meaning that time for appraisal and failure 
expenditures is limited. It is worth considering the question 
whether there are optimal combinations of a set of metrics, that 
there is no metric that allows helping management to decide on 
prioritizing requirements in the 3-Degree-Of-Freedom [6] of 
Software Engineering (Software Development Process, System 
Components and View onto the Systems). 

3. The Derived Metrics 

This section will have all the derived metric from above and 
how the derived metrics can be used to support the re-engineering. 
The set of derived metrics will offer the possibility to analyze and 
re-engineer processes and their respective work products. Finally, 
this re-engineering will allow for efficient Requirement Analysis 

and bi-directional requirement traceability [7-9]. 

 One of the most common life-cycle approaches adopted by 
most software development organizations is the evolutionary 
approach. This approach, coupled with incremental software 
release offers the opportunity for prioritizing requirements [10]. 
Customers receive part of the full working system early on as a 
beta release and it is easier to schedule and estimate for each 
delivery. This approach also enables user feedback early on 
(during development stage) and changes and additions to 
requirements are easily handled. Release management is 
mathematically modeled as follows. 
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Let us consider a set of requirements ℜ  

{ }1 2, ,..., nr r rℜ =  

Assign ℜ  into an evolutionary life cycle release categories C  
as: 

I. Next Release ( 1nR + ) 

II. Next but one release ( 2nR + ) 

III. Not yet assigned ( n mR + ) 
 
Requirement Dependencies D and requirement precedence 
within the domain ℜ  are specified as: 
 
• Requirement Coupling (RC): ir  must be in the same release 

as kr  

• Requirement precedence (RP): ir  must be implemented 

before kr  
 
Effort constraints Ω  are formulated as: 
 
• The total effort for implementing ℜ  is Ω  
• For ir ∈ℜ , an estimated effort is assigned iω  

• 
1

n

i
I
ω

=

≤ Ω∑   

 
Stakeholders Prioritization S is formulated as: 
 
• Set of stakeholder: { }1 2, ,..., mS s s s=  

• Weight of each stakeholder ( ):k ks S w s∈  

• Each stakeholder s assigns a priority to the situation that ir  

is assigned to the option ( ): , ,ik P s r k  
 
Thus, in the evolutionary life-cycle, a software release is defined 
as: 

 
4. Discussion 
 

Release Re-engineering using Requirement Analysis [11]. 
For software vendors, the process to determine the requirements 
[12] for the next release of a software product is often difficult. 
The mathematical formalization of release composition with a 
corresponding optimization tool that aims to support product 
managers and development project managers during release 
planning is discussed as above. The tool is based on integer linear 
programming and assumes that an optimal set of requirements is 
the set with maximum projected revenue against available 
resources in a given time period. The input for the optimization is 
twofold. Input data like the list of candidate requirements 

estimated revenue and required team resources per requirement, 
whether or not a requirement is mandatory, comprise the first type 
of input. Secondly, several managerial steering mechanisms 
provide flexibility in the optimization environment. 

Companies developing software products face complex 
challenges when determining requirements for upcoming releases. 
Often the wish list of requirements extends the capacity of 
available resources, requirements may not be unambiguous, they 
may be difficult to prioritize, etc. As a matter of fact, many aspects 
influence the definition of an optimal set of requirements for a 
next release. Several scholars have presented lists of such aspects 
including importance or business value, personal preference of 
certain customers and other stakeholders, the penalty if not 
developed, the cost of development in man days, development 
lead-time, requirement volatility, requirement dependencies, the 
ability to reuse, and requirements quality. 

In order to deal with this multi-aspect optimization problem, 
different techniques and procedures have been applied. The 
analytical hierarchy process [13] assesses requirements according 
to certain criteria by taking all possible requirement pairs, 
relatively valuing each pair, and subsequently using matrix 
calculations to determine a weighted list of requirements. Jung 
extended the work of Karlsson and Ryan by reducing the 
complexity of applying the analytical hierarchy process to large 
amounts of requirements using linear programming techniques 

[14]. Through cumulative voting (Leffingwell and Widrig (2000)) 
different stakeholders are asked to distribute a fixed amount of 
units (e.g. euros) between all requirements, from where an 
average weighted requirement list is constructed. With discrete 
event simulation, the effect of the development of requirements is 
modeled, allowing what-if analysis. 

The set of derived metrics shown in Section 3 offers the 
possibility to analyze projects, Software Requirement, and their 
respective work products in detail [15]. The following can be 
concluded: 

• Predictability: There is a considerable budget overrun 
(+50%) and schedule overrun (+19%), but the realized 
product size is less than predicted (-24%). The realized 
overall productivity is nearly half the predicted value (-49%). 
These data need to be further analyzed in order to find out the 
reasons for these deviations. 

• Effectiveness: The cumulative Yield at the Detailed Design 
phase and the Implementation phase is very low, 10% and 19% 
respectively. This implies that many defects are transported 
to subsequent phases and that the failure cost in these phases 
will probably be high. This is confirmed by the fact that the 
total amount of rework equals 38% of the overall lifecycle 
effort. 

• Efficiency: The efficiency is very low because many defects 
have been found in the later phases. As a consequence, the 
overall failure cost is high (38% of overall life cycle effort). 
This is confirmed by the fact that the cumulative A/FR before 
the Detailed Design phase and Implementation phase is very 
low (0.02 and 0.03 respectively). 

This analysis gives an organization the possibility to select 
improvements for future projects, assuming that this project has 
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not been very exceptional but comparable with similar projects. 
Improvements might be: 

A) Improve the predictability by using a lower productivity 
figure when estimating projects. In this way, more realistic 
estimates will be obtained. 

B) Increase the quality of the resulting product by increasing 
the Yield in the earlier development phases. This can be 
done by increasing the review effort (A/FR higher) or by 
adjusting the review method. 

C) Improve the efficiency by increasing the A/FR in the various 
development phases before the Integration Test phase. 
Special interest might be given to the Implementation phase 
and Unit Test phase as in these phases the Detection Rate 
and Removal Rate are very high. 

In all cases, the available data can be used to make 
predictions about the expected effects in terms of return on 
investment. This is not always easy, as the various parameters 
might be correlated (for instance, a higher A/FR will probably 
contribute to a higher Yield). 

However, by building a record of experiences, the 
capabilities in this area can be stepwise improved. In this example, 
the following approach might be applied in an iterative way: 

1) Increase the cumulative A/FR by increasing the appraisal 
cost in the earlier development phases. 

2) Estimate what the effect will be on the cumulative Yield at 
the Detailed Design phase: what will be the reduction of 
defects injected in the Requirements phase and Architecture 
phase? 

3) Take measures to improve the inspection and review process 
during the Implementation phase and Unit Test phase and 
estimate the effect on the Defect Detection Rate and the 
Defect Removal Rate in these phases. 

4) Use the cumulative Yield at the Detailed Design phase to 
predict the number of defects that will be passed forward to 
subsequent phases and use the Defect Detection Rate and 
Defect Removal Rate to calculate the failure cost. 

5) Calculate the effect on effort, time, and expected corrective 
maintenance cost. 

6) Repeat the steps 1 till 5 until satisfactory (and realistic) 
values have been obtained. 

5. Conclusion 

The derived metrics can be considered to be useful for 
organizations still having to build a measurement foundation for 
their software projects and products as well as for organizations 
looking for further improvements of their software processes. The 
mature organizations will analyze their available data, select the 
most promising improvements and re-engineer and re-measure 
their performance over time. The less mature organizations will 
not be able to implement re-engineering from day one but need to 
define a strategy how to implement the model in subsequent steps. 
The order of the steps can be derived from the most urgent 
problems the organization is faced with: 

I. Predictability. In this case, the first step might be to collect 
estimates and actual for size, effort and time. 

II. Effectiveness. In this case, the focus is on the output of the 
project, being the quality of the product. Important 

measurements to be considered first are defects (Yield 
values per phase and cumulative). 

III. Efficiency. In this case, attention must be paid to appraisal 
cost related to failure cost (A/FR) and defect rates (Defect 
Detection Rate and Defect Removal Rate). 

In all cases, supporting methods and tools might be selected 
to facilitate the measurements, as long as it is understood that “a 
fool with a tool still remains a fool”. A method or tool will not 
solve the problem; they can only support a defined process. 
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 In this study, a control system of a feedback device of temperature sensation for myoelectric 
prosthetic hand users was improved. The device is mounted on a user's upper arm in contact 
with the skin, and transfers the temperature sensation in the upper arm corresponding to 
the temperature detected by the temperature sensor at the fingertip to the user. However, 
since the feedback device developed in the previous study was controlled in an open loop 
system, it was difficult to maintain the temperature for a long period. To solve this problem, 
a closed loop control system was constructed for the feedback device by using a PID 
controller. In addition, in order to verify the performance of the feedback device controlled 
in the closed loop control system, performance evaluation experiments were performed. As 
a result, the sufficient capability of the feedback device controlled in the closed loop control 
system was indicated. Finally, temperature identification experiments were performed 
based on psychophysical method to verify an effectiveness of the feedback device. As a 
result, the difference threshold of the feedback device of temperature sensation, 0.62°C was 
obtained. 
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1. Introduction 

A myoelectric prosthetic hand is an electrically driven artificial 
hand in which the intended motion is identified and the movement 
is controlled based on biosignals generated when muscles are 
moved.  However, myoelectric prosthetic hand users are unable to 
feel sensations when they touch an object using a prosthetic hand. 
Therefore, investigation of the functions that provide sensation 
feedback to the user is required. It is shown that sensory feedback 
is important for improvement in proficiency level of a myoelectric 
prosthetic hand [1]. 

Recent researches focused on developing a feedback device of 
sensations for myoelectric prosthetic hand users. These included 
our previous study [2] in which a feedback device of force 
sensation was developed. In this mechanism, when the myoelectric 
prosthetic hand held an object, the belt of the device was wound 
by a motor and tightened the operator’s upper arm. This enabled 
the user to obtain a force sensation. Additionally, the user could 
feel a difference in the object hardness by changing the winding 
speed of the belt. 

A study [3] also reported a feedback device using vibrations. 
The device changed the vibration intensity based on the size of the 

detected force. Another study [4] reported a device that perceives 
the temperature when touched by a myoelectric prosthetic hand 
using a hot and cold pad. This device obtains the temperature 
difference between an object and the user's skin temperature by the 
changes in the temperature of the hot and cold pads. A study [5] 
examined transfer of temperature sensation using the Peltier 
element. 

In our previous study [6], a feedback device of temperature 
sensation was developed by using a Peltier element to perceive the 
object temperature when the user touches objects by a prosthetic 
hand. The object temperature is measured by a temperature sensor 
attached at fingertip of the prosthetic hand. However, the 
temperature measurement required several tens of seconds. 
Therefore, a temperature prediction algorithm was proposed to 
shorten the measurement time. The study [4] examined a device 
that transmits a temperature difference between skin temperature 
of cut section and object temperature. However, the temperature 
sensation differs at each body site. Therefore, the feedback device 
developed in our study transfers temperature sensation in the upper 
arm corresponding to the temperature detected at the fingertip of 
the prosthetic hand. To this end, an experiment to examine the 
difference in the temperature sensation felt by the fingertip and that 
felt by the upper arm was performed, and the feedback device 
reproduces the temperature sensation felt by the fingertip to the 
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upper arm based on the result of the experiment. Furthermore, an 
identification experiment for temperature was performed to verify 
the effectiveness of the feedback device. However, the feedback 
device developed in previous study was controlled in an open loop 
system. Therefore, it was difficult to maintain the temperature 
using this control system.  

This paper is an extension of work originally presented in 2016 
International Conference on Advanced Mechatronic Systems [6]. 
The key changes from the conference paper are summarized as 
follows.  

In this paper, a closed loop control system was constructed to 
enhance the performance of the feedback device. In addition, to 
improve the operability of the myoelectric prosthetic hand, a new 
myoelectric prosthetic hand was built. Then, performance 
evaluation experiments were performed to verify the performance 
of the feedback device controlled in the closed loop control system 
using the new myoelectric prosthetic hand. Furthermore, 
psychophysics tests were conducted to measure the difference 
threshold of the feedback device in terms of the temperature 
difference. 

2. Feedback Device of Temperature Sensation 

2.1. Peltier Effect and Seebeck Effect 

Exothermic and endothermic reactions occur when an applied 
current flows through a junction between two conductors. This 
phenomenon is called the Peltier effect. The Peltier element is an 
electronic device that changes surface temperature on the basis of 
the Peltier effect. It enables both cooling and heating by applying 
a voltage, and temperature can be adjusted by regulating the 
voltage. The feedback device has a Peltier element, and transfers 
the temperature sensation to the user. The Peltier element used in 
this study is “TEC1-12708” Peltier element made by HB 
Electronic Components. 

 In contrast to the Peltier effect, the Seebeck effect is a 
phenomenon that generates a voltage by providing a temperature 
difference to a conductor. When the temperature difference is 
provided to the conductor, voltage that is proportional to the 
temperature difference is generated due to the Seebeck effect. This 
principle is used to measure temperature. A thermocouple is a 
temperature sensor that uses the Seebeck effect. In this study, a K 
type “AD-1214” thermocouple manufactured by T & D 
Corporation was used as the temperature sensor.  

2.2. Outline of Feedback Device 

Figure 1 shows the feedback device of temperature sensation 
(Hereafter, FB device) developed in our study. 

 
Figure 1: Feedback device of temperature sensation (FB device) 

When the FB device is used for a long period, there is a 
possibility of high-temperature due to the accumulated heat. Hence, 
the continuous operating time of the FB device controlled in an 
open loop control system was limited to 5 s. Figure 2 shows 
relationship between the applied voltage and the temperature 
produced by the FB device. 

The FB device enables refrigeration of surface temperature to 
a minimum of 15°C for 5 s. In addition, when the FB device 
increases the temperature, it enables heating exceeding 50°C. 
However, the temperature of the FB device was limited to 40°C 
for safety considerations. 

 
Figure 2: Added voltage and temperature of the FB device 

3. Temperature Prediction and Temperature Sensation 
Investigation 

After contact with the object, it takes several tens of seconds 
until the measured value settles. Thus, the temperature sensor 
needs a long time for measuring the temperature. Consequently, a 
temperature prediction was performed to shorten the measurement 
time. 

3.1. Temperature Prediction Algorithm 

Let y(t) denote a sensor output and u(t) denote an amount of 
temperature variation, and let relationship between y(t) and u(t) be 
given by the following equation in transfer function expression: 

 Y(s) = G(s)U(s) (1) 

In order to determine the transfer function G(s), the parameters 
identification was performed by using the gradient method. As a 
result, G(s) was given by the following equation: 

 G(s) = 0.89𝑠𝑠3+0.66𝑠𝑠2+0.49𝑠𝑠+0.06
𝑠𝑠4+2.54𝑠𝑠3+1.7𝑠𝑠2+0.8𝑠𝑠+0.06

 (2) 

Furthermore, let ∆T denote the predicted temperature variation 
and 𝑦𝑦�(𝑡𝑡) denote the estimated output, then the estimated output is 
calculated as follows using the identified transfer function. 

 𝑦𝑦�(𝑡𝑡) = 0.89𝑠𝑠3+0.66𝑠𝑠2+0.49𝑠𝑠+0.06
𝑠𝑠4+2.54𝑠𝑠3+1.7𝑠𝑠2+0.8𝑠𝑠+0.06

∆𝑇𝑇 (3) 

Let ε(t) denote the error between the estimated output 𝑦𝑦�(𝑡𝑡) and 
sensor output y(t), which is represented by the following equation. 
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 𝜀𝜀(𝑡𝑡) = 𝑦𝑦�(𝑡𝑡) −  𝑦𝑦(𝑡𝑡) (4) 

The predicted temperature variation ∆𝑇𝑇  is updated by 
using 𝜀𝜀(𝑡𝑡) as follows in each sampling period. 

 ∆𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛 = ∆𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜 + 𝐾𝐾 ∙ 𝜀𝜀(𝑡𝑡) (5) 

where ∆𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜  is the predicted temperature variation one step before 
and  ∆𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛 denotes an updated predicted temperature variation. In 
addition, K is an arbitrary constant, which was chosen as K=70 in 
this study, since noise was comparatively low and the reaction time 
was fast when the temperature prediction was performed. 

Let T denote the predicted temperature and 𝑇𝑇0 denote the room 
temperature, then the predicted temperature is given by the 
following equation. 

 𝑇𝑇 =  ∆𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛 + 𝑇𝑇0 (6) 

The predicted temperature is updated to reduce the error when 
the sensor detected a change of the temperature, thus the 
temperature when reached to the equilibrium state is given by 
Equation (6). As a result, the sensor can detect the temperature of 
the object in a short time. 

3.2. Verification of Temperature Prediction Algorithm 

In order to verify the effectiveness of the proposed temperature 
prediction algorithm, an experiment to investigate the behavior of 
the temperature prediction when the touched object was changed 
to an object with a different temperature during the temperature 
prediction was performed. When the sensor touched an object with 
a temperature of 20°C after touching an object with a temperature 
of 30°C under the room temperature of 25°C, the temperature was 
predicted by using the temperature prediction method. Figure 3 
shows the result of the temperature prediction. 

 
Figure 3: Temperature prediction for objects with different temperature 

The results showed that it is possible to perform the 
temperature prediction even when an object with a different 
temperature was touched during the temperature prediction. 

3.3. Purpose of Temperature Sensation Investigation 

It is difficult for the FB device to reproduce the low 
temperature. As shown in Figure 2, the FB device cannot 
reproduce a temperature of lower than 15°C. However, the 
temperature sensations of an individual differ at each body site. For 
example, there is difference between the temperature sensations 

when an object with the same temperature is touched with a finger 
or with the upper arm. Therefore, an investigation of temperature 
sensation was performed, and a temperature that corresponds to the 
temperature at which an object was touched with a finger was 
determined as feedback temperature to the upper arm. 

3.4. Method and Result 

In order to investigate the difference in the temperature 
sensation between the fingertip and the upper arm, an experiment 
was performed in the following procedure using water from 
temperatures ranging from 5°C to 40°C for each 5°C. The details 
of the procedure of this experiment are addressed in the literature 
[6]. 

Table 1 shows the result of the temperature sensation 
investigation performed for 7 healthy subjects in their 20s. 

Table 1: Result of temperature sensation investigation 

Based on these results, the FB device is controlled to reproduce 
the temperature experienced by the upper arm which is equivalent 
to the temperature experienced by the fingertip. Thus, the 
temperature sensation which should be reproduced to the FB 
device is determined by the temperature prediction at the fingertip. 
However, the temperature of FB device is not changed when the 
prosthetic hand touched an object at 30°C. This is because the 
temperature of FB device is approximately 30°C at normal 
temperature. 

 
Figure 4: Predicted temperature and input voltage to the FB device 

The temperature which should be presented at the upper arm 
and the voltage which should be applied to the FB device were 
determined as follows. The relationship between the temperatures 
experienced by the fingertip and by the upper arm was interpolated 
as shown in Figure 4. Then, the relationship between the predicted 
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temperature at the fingertip 𝑇𝑇 and the target temperature in the 
upper arm 𝑇𝑇𝑡𝑡 , and the relationship between the predicted 
temperature at the fingertip 𝑇𝑇  and the input voltage to the FB 
device 𝑉𝑉  are approximated as shown in Equations (7) and (8) 
respectively, by using the least-squares method.  

𝑇𝑇𝑡𝑡 = 0.00008𝑇𝑇4 − 0.006𝑇𝑇3 + 0.1841𝑇𝑇2 − 1.1439𝑇𝑇 + 16.902  (7) 
 
                      𝑉𝑉 =  1.578 × 10−7𝑇𝑇6 − 2.135 × 10−5𝑇𝑇5   
                             +1.122 × 10−3𝑇𝑇4 − 2.894 × 10−2𝑇𝑇3 
                             +0.3819 × 𝑇𝑇2 − 2.543𝑇𝑇 + 8.743                 (8) 
 

4. Temperature Identification Experiment 

4.1. Purpose and Equipment 

The FB device transmits the temperature sensation 
corresponding to the predicted temperature of the object which 
was touched by the fingertip of the myoelectric prosthetic hand to 
the user’s upper arm. In order to verify the effectiveness of the 
developed FB device, the temperature identification experiment 
was performed using a myoelectric prosthetic hand developed in 
the literature [7].  

The myoelectric prosthetic hand needs three types of 
operations in the experiment, namely bending the finger to touch 
the object, maintaining the posture, and releasing the finger. To 
distinguish these operations, electrodes were stuck on the flexor 
digitorum superficialis muscle and the extensor digiti minimi 
muscle to measure surface electromyogram (SEMG). The flexor 
digitorum superficialis muscle is used to flex the fingers, and the 
extensor digiti minimi muscle is used to extend the fingers. Figure 
4 shows the positions where the electrodes were stuck on. 

 
Figure 4: Positions of electrodes 

4.2. Method of Experiment 

The subjects executed the identification of the temperature 
transmitted by the FB device. In the experiment, another Peltier 
element which is different from that of the FB device was used as 
the object touched by the fingertip of the prosthetic hand. The 
following five variations in temperature were employed:  hot 
(approximately 40°C), lukewarm (approximately 35°C), not 

much (25°C–30°C), a little cold (approximately 20°C), and cold 
(approximately 15°C).  

The temperature identification experiment was performed in 
the following way. The temperature of the object (Peltier element) 
is randomly selected from the five variations, and the temperature 
of the object is adjusted to become the selected temperature. The 
subject operates the myoelectric prosthetic hand to touch the 
object. Then, the temperature prediction is performed and the 
voltage calculated from Equation (8) on the basis of the predicted 
temperature is applied to the FB device. Based on the 
corresponding temperature sensation reproduced by the FB device, 
the subject identifies the temperature of the object from the five 
variations. The experiment was executed for 10 subjects. The 
experimental environment is shown in Figure 5. 

 

Figure 5: Experimental environment 

Table 2 shows the success rates of temperature identification 
for each subject, and Table 3 shows the success rate of 
temperature identification for each presented temperature. 

Table 2: Result of the temperature identification 

Subject Success rate of 
identification [%] 

A 90 
B 80 
C 100 
D 90 
E 70 
F 100 
G 80 
H 100 
I 90 
J 80 

Average 88 
 

Table 3: Success rates for each temperature 

Presented 
temperature [°C] 

Success Failure Success rate of 
identification [%] 

40 17 0 100 
35 23 5 85.2 

25–30 9 1 90 
20 22 4 84.6 
15 17 2 89.5 

Electrode
(the extensor digiti
minimi muscle)

Electrode
(the flexor digitorum
superficialis muscle)

Peltier element

Electrode

Feedback device

Myoelectric prosthetic handTemperature sensor
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The results show that the average success rate for 10 subjects 
is 88%. In addition, the success rate of each presented temperature 
exceeded 84%. The above results revealed that the difference in 
temperature can be recognized with high accuracy. The causes for 
the failure identification include the failure of the temperature 
prediction and the individual differences of the sensation of each 
subject. 

5. Closed Loop Control System 

5.1. Construction of the Control System 

The FB device developed in the previous study is controlled 
in an open loop system, in which the constant voltage through 
Equation (8) computed from the predicted temperature is applied 
to the FB device. Hence, it is difficult to maintain the temperature 
using this control system, because if the voltage is continuously 
provided to the FB device the temperature keeps increasing or 
decreasing. Therefore, the continuous operating time of the FB 
device was limited to 5 s. 

To solve this problem, a closed loop control system was 
constructed. To this end, a temperature sensor which is the same 
type as one attached at the fingertip of the prosthetic hand was 
additionally attached on the surface of the Peltier element of the 
FB device. The target temperature in the upper arm 
𝑇𝑇𝑡𝑡  corresponding to the predicted temperature at the fingertip of 
the myoelectric prosthetic hand 𝑇𝑇 is determined by Equation (7). 
Then, the input voltage to the FB device is determined by a PID 
controller. The PID gains were determined by trial and error, and 
chosen as 𝐾𝐾𝑃𝑃 = 1 , 𝐾𝐾𝐼𝐼 =  0.05  and 𝐾𝐾𝐷𝐷 =  0.01. 

In order to verify the validity of the closed loop control system 
with PID controller, sudden change in temperature when the target 
temperature is decreased from 40°C to 15°C was examined. The 
transition of the temperature of the FB device and the input 
voltage to the FB device are shown in Figure 6. 

 
Figure 6: Temperature transition and input voltage to the FB device 

As shown in Figure 6, the constructed closed loop system 
enabled the adjustment of the presenting temperature of the FB 
device according to the temperature change and also enabled a 
long time continuous operation of the FB device. 

6. Performance Evaluation Experiments 

6.1. Purpose and Equipment 

In order to verify the performance of the FB device controlled 
in the closed loop control system, an evaluation experiment was 
performed.  

To improve the operability of the myoelectric prosthetic hand, 
a new myoelectric prosthetic hand was designed and built by 
imitating the commercial prosthetic hand, which is shown in 
Figure 7. The temperature sensor was attached to the silicone 
finger installed on the fingertip of the index finger of the 
myoelectric prosthetic hand, and the pressure sensor was attached 
to the fingertip of the thumb of the prosthetic hand. Thus, when 
the prosthetic hand holds an object, temperature value of the 
object and grasping force of the finger are obtained. The new 
myoelectric prosthetic hand was used in this experiment. 

 
Figure 7: New myoelectric prosthetic hand 

6.2. Method of Experiment 

The experiment was performed in the following procedure. In 
this experiment, the following four variations in temperature were 
employed:  approximately 40°C, approximately 35°C, 
approximately 15°C, and approximately 5°C. 

1. The temperature of the object (Peltier element) is adjusted to 
become the selected temperature. 

2. The temperature of the object 𝑇𝑇𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜  is recorded and the real 
value of the target temperature in the upper arm 𝑇𝑇𝑡𝑡_𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜  is 
calculated through Equation (7) from 𝑇𝑇𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜 . 
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3. The object is touched by the fingertip of the myoelectric 
prosthetic hand. 

4. The temperature prediction is performed and the target 
temperature corresponding to the predicted temperature 𝑇𝑇𝑡𝑡  is 
calculated through Equation (7). 

5. The temperature of the FB device is controlled by using the 
closed loop control system. 

6. The temperature of the FB device 𝑇𝑇𝐹𝐹𝐹𝐹  and the target 
temperature corresponding to the predicted temperature 𝑇𝑇𝑡𝑡 are 
recoded.  

7. The error between the target temperature 𝑇𝑇𝑡𝑡 and the real value 
𝑇𝑇𝑡𝑡_𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜 (prediction error 𝑇𝑇𝑡𝑡_𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜 − 𝑇𝑇𝑡𝑡), and the error between the 
target temperature 𝑇𝑇𝑡𝑡 and the temperature of the FB device 𝑇𝑇𝐹𝐹𝐹𝐹  
(control error of the FB device 𝑇𝑇𝑡𝑡−𝑇𝑇𝐹𝐹𝐹𝐹) are recorded for 10s. 

 The above procedure was repeated 5 times for each 
temperature. 

6.3. Result 

Table 4 shows the result of the performance evaluation 
experiment. 

From the experimental result, a maximum error of 3.43°C was 
observed between the target temperature 𝑇𝑇𝑡𝑡  and the real value 
𝑇𝑇𝑡𝑡_𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜, and a maximum error of 2.86°C was observed between the 
target temperature 𝑇𝑇𝑡𝑡 and the temperature of the FB device 𝑇𝑇𝐹𝐹𝐹𝐹 . 
In addition, the overall average of the prediction error and control 
error of the FB device for 10s were 1.09°C and 0.61°C, 
respectively. From this result, it is considered that the FB device 
controlled in the closed loop control system showed sufficient 
capability to present the temperature sensation. 

6.4. Purpose of Difference Threshold Measurement Experiment 

The usefulness of the FB device controlled by the closed loop 
system is objectively verified with a psychophysics experiment 
method. Namely, a temperature difference threshold of the FB 
Device is measured by this experiment. The difference threshold 
is the minimum difference between two stimulations that can be 
distinguished by the user. Therefore, in this study, the difference 
threshold means a change in the temperature that the user can 
recognize using the FB device. 

6.5. Method of Experiment 

In this experiment, the myoelectric prosthetic hand is not used, 
but each temperature is input directly to a computer, and then the 
difference threshold measurement of a single body of the FB 
device is conducted. 

The temperature of 30°C is used as standard stimulation, and 
five kinds of temperature, 28°C, 29°C, 30°C, 31°C and 32°C, are 
used as comparative stimulation. The following describes the 
experimental procedure: 

Table 4 Result of performance evaluation experiment 

1. The FB Device is attached on the upper arm of the subject.  

2. An experimenter inputs the standard stimulation (30°C）to the 
computer and standard stimulation is presented to the subject 
by the FB device. 

3. An experimenter inputs the comparative stimulation that is 
randomly selected from the five kinds of temperatures to the 
computer and comparative stimulation is presented to the 
subject by the FB device. 

4. The subject then answers which temperature is higher or 
whether the two are the same. 

5. 25 sets of the work 2 ~ 4 are performed.  

6. The works 2 and 3 was replaced and 25 sets of the work 2 ~ 4 
are performed. 

In the operations, all the comparative stimulations were used 
ten times in random orders. The experiment was executed for 5 
healthy subjects in their 20s. 

6.6. Result 

Table 5 shows the result of difference threshold measurement 
experiment. 

Table 5: Results of difference threshold measurement experiment 
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] 28 0 14 86 

29 4 36 60 
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31 60 34 6 

32 86 10 4 

Temperature of the 
object  𝑇𝑇𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜 [°C] 

Prediction error 
𝑇𝑇𝑡𝑡_𝑟𝑟𝑛𝑛𝑟𝑟𝑜𝑜 − 𝑇𝑇𝑡𝑡 [°C] 

Control error of the FB device 
𝑇𝑇𝑡𝑡−𝑇𝑇𝐹𝐹𝐹𝐹 [°C] 

Ave. Max Ave. Max 
5.4 0.58 0.98 0.31 0.95 
4.7 1.03 1.51 0.49 1.26 
5.2 1.03 1.51 0.55 1.26 
5.4 1.19 1.78 0.44 1.22 
5.4 1.37 1.87 0.55 1.12 

14.6 1.27 2.26 0.46 1.62 
15 0.27 0.86 0.31 1.13 

14.5 1.00 1.70 0.41 1.65 
15 1.49 2.28 0.36 1.59 

15.4 1.19 1.98 0.36 1.59 
35 1.31 2.42 0.40 1.58 
35 0.82 1.74 0.47 1.42 

35.2 0.97 1.66 0.45 0.85 
35.4 1.17 1.70 0.58 1.10 
35.4 0.89 1.57 0.40 1.05 
41.3 2.23 3.43 1.60 2.49 
40.3 0.50 0.93 0.69 1.39 
41.5 1.65 2.28 1.75 2.86 
40.3 0.93 1.20 1.32 2.14 
40.3 0.92 2.00 0.36 0.93 
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When the method of three categories (large, almost equal, 
small) is used and when the stimulation value at which the 
occurrence ratio of “large” and the occurrence ratio of the others 
are both 50% is written as 𝑆𝑆𝑈𝑈, the stimulation value at which the 
occurrence ratio of “small” is 50% is written as 𝑆𝑆𝐿𝐿, the difference 
threshold ∆𝑆𝑆 can be obtained by the following equation: 

 ∆𝑆𝑆 = 𝑆𝑆𝑈𝑈−𝑆𝑆𝐿𝐿
2

 (9) 

The stimulation value 𝑆𝑆𝑈𝑈  and the stimulation value 𝑆𝑆𝐿𝐿  were 
calculated through a linear interpolation method. Table 6 shows 
the results. 

Table 6: Calculation of difference threshold 

𝑺𝑺𝑼𝑼 30.81 

𝑺𝑺𝑳𝑳 29.58 

Difference threshold ∆𝑺𝑺 0.62 

 
From the above calculation procedures, the difference 

threshold of the FB device was found to be ∆𝑆𝑆  = 0.62°C. 
Therefore, the experimental results suggest that the temperature 
change can be distinguished if the temperature is changed 0.62°C 
or more under the standard stimulation, namely temperature of 
30°C. 

7. Conclusion 

In this paper, a control system of the FB device of the 
temperature sensation developed for myoelectric prosthetic hand 
users was improved. In the previous FB device controlled in the 
open loop control system, it was difficult to operate the FB device 
continuously. Also, the FB device could not adjust the 
temperature for the temperature change. To solve these problems, 
a closed loop control system was constructed for the FB device 
and was tested for sudden change of the temperature. 

In addition, a new myoelectric prosthetic hand was built to 
improve the operability of the myoelectric prosthetic hand. Then, 
a performance evaluation experiment was carried out using the 
new myoelectric prosthetic hand to verify the performance of the 
FB device controlled in the closed loop control system. The 
overall average of the prediction error and control error of the FB 
device were 1.09°C and 0.61°C, respectively. Thus, the sufficient 
capability of the FB device controlled in the closed loop control 
system was shown. 

Furthermore, psychophysics tests were conducted to measure 
the difference threshold of the feedback device. As a result, the 
difference threshold of the feedback device of temperature 
sensation, 0.62°C was obtained. 
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 A thrombus or a blood clot is the result of blood coagulation which is a natural process to 
prevent bleeding. An inappropriate formation of a thrombus in a deep vein is known as 
Deep Venous Thrombosis (DVT). The main complication of a DVT is a Pulmonary 
Embolism (PE) which occurs when a thrombus breaks loose and travels to the lungs. DVT, 
PE, or both are also known as Venous thromboembolism (VTE). It affects an estimated 
300,000–600,000 Individuals just in the United States per year and can cause considerable 
morbidity and mortality. This multifactorial disease related to advanced age, immobility, 
surgery or obesity is an important public health issue. Our project is looking to link the 
VTE epidemiology (risk factors, patient history, PE) to the thrombus structure. To reach 
our goals, we are collecting ultrasonography (echogenicity) and elastography (stiffness) of 
human thrombus. This manuscript describes our approach to create and preprocess a 
database using Toshiba Aplio 500. Our approaches to characterize the thrombus structure 
with ultrasound images are also described. The feature extraction is made with the 
scattering operator. Obtained features are then reduced using Principal Component 
Analysis and are analyzed to evaluate our approach. 
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1. Introduction  

This manuscript is an extension of two conference papers 
presented at 2016 2nd International Conference on Frontiers of 
Signal Processing [1, 2]. Deep Venous Thrombosis (DVT) is an 
outcome of an incongruous blood clot in a deep venous network. 
Due to the clot, the blood flow is slowed or stopped in the affected 
vessel. Therefore, the remaining blood finds its way back to the 
heart through the superficial network. This situation can oftenly 
occur in leg vessels and it may lead to warm, swelling, pain or 
edema of the affected leg. DVT is a serious disease and has to be 
treated as soon as possible to avoid the blood clot extent and 
irreparable damage to the veins. Moreover, it may also have deadly 
consequences when a clot fragment breaks off, travels to the lung 
and causes a Pulmonary Embolism (PE). Without an urgent care, 
a DVT has about a 50% risk of leading to a PE [3]. DVT has 

multifactorial causes: immobilization, surgery, age, cancers, 
genetic variations; and it is mostly diagnosed via ultrasound. More 
precisions on blood clot formation and risk factors are provided in 
section 2. 

Our project is aiming to relate the blood clot structure to its age, 
its formation cause and PE risk. Ultimately that can lead us to the 
detection of a cancer in an early stage. Section 2 presents the 
imaging techniques – ultrasonography and elastography – and our 
acquisition system. Section 3 describes our databases get with 
Toshiba Aplio 500 and the preprocessing steps. Section 4 proposes 
a wavelet-based feature extraction algorithm, the scattering 
operator [4]. Finally, major energetic relevant features have been 
selected using Principal Component Analysis. 

2. Background and Key issues 

Here in after, our project on Deep Venous Thrombosis is 
described. Subsection 2.1 describes a blood clot and its major risk 
factors. Subsection 2.2 summarizes the state of art and describes 
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the main imaging techniques. Subsection 2.3 outlines technical 
issues related to our acquisition process. 

2.1. Medical Background 

2.1.1. Blood circulation and coagulation 

Blood flows one-way through the body [5]: the arteries (in red 
on Figure 1) distribute oxygenated blood from the heart to various 
organs and muscles. Veins (in blue on Figure 1) have thinner and 
elastic walls and take over from arteries to return back oxygen 
impoverished blood to the heart. The blood cycle is performed 
using: (a) Heartbeat to maintain a continuous flow, (b) 
Diaphragmatic or deep breathing, (c) Muscle pump system (calf 
muscular contraction) and (d) Venous pump of the foot which is a 
major factor in blood return activated by walking. Moreover, veins 
include a valve system to avoid blood reflux. Prolonged 
immobilization due to plaster cast, bed rest or long distance flights 
slow down blood circulation and raise the risk of a venous 
thrombosis. 

The physiological process to keep blood within veins and stop 
bleeding in case of injuries is called hemostasis [6]. Hemostasis 
involves vascular spasm (reduction of the damaged vessel 
diameter) and coagulation which change the liquid blood to a gel. 
The mechanism of coagulation includes: activation, adhesion, and 
aggregation of platelets along with deposition and maturation of 
fibrin. When a broken vessel is cared, a process named fibrinolysis 
starts dissolving the clot and prevents it from growing and causing 
thrombosis. Hemostasis or fibrinolysis disorder is indeed one of 
the risk factors for venous thrombosis. 

 
Figure 1: Deep Venous Thrombosis and its major complication, Pulmonary 

Embolism. 

2.1.2. Thrombosis, symptoms and treatment 

Thrombosis occurs when an abnormal blood clot is formed 
and/or when the fibrinolysis process becomes deficient. 
Thrombosis symptoms are an inflammation of a stamped or 
obstructed vessel [5], most commonly in the lower extremities. 
Superficial thromboses occur in the veins near the skin and usually 
don’t cause fever, infection or swelling. On the contrary, DVT are 
very dangerous because a piece of the clot can break off, be carried 
by the blood to the lung and cause a PE, as seen in Figure 1.  

The clot formation often begins in the calf veins, where the 
blood flow may slow down (valves, collateral veins) and extends 
to the knee or thigh veins [6]. The risk of a PE increases when the 
clot gets closer to the heart. When a deep vein is obstructed by a 

clot, the blood cannot flow anymore back to the heart through this 
vein; this creates a hypertension upstream part of the clot, therefore 
the blood finds another way through the superficial venous 
network. 

Many cases are asymptomatic and resolve spontaneously. 
Otherwise, DVT can be revealed by three main signs: swelling of 
the calf or the ankle, leg warm to the touch and leg pain or 
tenderness. The patient could also have numbing, cramps, a 
sensation of heavy legs, pain on palpation and/or bluish skin 
discoloration. At a confirmed stage, DVT may go along with fever, 
edema, ulcer, tachycardia or even a complete functional impotence 
[6]. Asymptomatic DVT is about 5 to 20 times more common than 
symptomatic events [3]. Moreover, relapse is frequent and the 
patient can have post-thrombotic symptoms, i.e. long-term 
complications. 

DVT treatment aims to prevent the clot from getting any bigger 
or breaking loose and causing a pulmonary embolism. In general, 
the anticoagulant drugs decrease the blood's ability to form a clot 
but they don’t break up existing blood clots (to avoid a PE). The 
blood clot will be naturally destroyed by the body (fibrinolysis). 
Later on, physicians should treat the patient to reduce the risk of 
new thrombosis. 

2.1.3. Epidemiology 

Normally in our blood circulation system, there is a trade-off 
between coagulant and anticoagulant molecules. Many 
physiopathological mechanisms can unbalance the fragile trade-
off and create a venous thrombosis. Virchow’s triad [7] for 
thrombus formation is: 

(a)  Venous stasis, 

(b)  Endothelial injury, 

(c)  Hypercoagulable state.  

Venous stasis gathers all factors responsible for the blood slow 
down: extended immobilization (bed rest, labor, and plaster cast), 
heart failure, varicose vein and venous constriction (prolonged 
sitting, long distance flight, cancer). For instance, statistics on 
venous thrombosis showed an incidence of two to four per ten 
thousand passengers of a flight over five hours [8]. Smoking also 
increases the risk as it stimulates the production of fibrinogen in 
the blood (and hence platelet aggregation and coagulation) and 
generates more viscous blood.  

Endothelial injury brings factors degrading the venous walls. 
Therefore, an inflammation caused by an infection (related to 
surgery, catheter, traumatism and age) can produce a thrombosis. 
According to [8], statistics show that the risks, without preventive 
thrombosis in medicine, increase in the range of ten to twenty 
percent in the four to five weeks following a hospital discharge. In 
the same way, risks become twice larger every ten years after the 
age of 40. 

Hypercoagulability incorporates all mechanisms reinforcing 
coagulation or disturbing anticoagulation. It can be acquired 
factors (such as pregnancy, hormone therapy, and cancer), 
inflammatory disorders or inherited factors (Factor V Leiden 
mutation, protein C or S deficiency, antithrombin deficiency). 
Pregnant women or people with hormonal treatment have two to 
five times more likely to develop a DVT [8]. 
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2.1.4. Diagnosis and imaging techniques 

An untreated DVT in the calf has about a 25% risk of extending 
and reaching the proximal veins (popliteal, femoral, or iliac) [3]. 
As well, half of untreated proximal DVT will lead to a PE. To 
reduce the risk of a long term complication (e.g. damage of venous 
valves and wall) and PE, it is vital to diagnose as soon as possible 
the DVT. However, this task seems to be difficult because the signs 
and symptoms associated with the DTV are not specific to this 
disease [6]. A blood test can exclude thromboembolic disease 
where the DVT probability is low. This test is based on the 
concentration of D-Dimers (i.e. fibrin degradation products) which 
are present in the blood when the coagulation system is activated. 
Nevertheless, a positive test does not always indicate thrombosis. 

Imaging studies of the venous blood network are needed for 
diagnosis. Duplex ultrasonography is the standard imaging 
process. Physicians view the blood network and flow, and check 
on the veins’ compressibility. A vein with a blood clot is relatively 
incompressible and is more echogenic than a free vein. Contrast 
venography is a gold standard but it is rarely used because its 
invasiveness [9]. Magnetic Resonance Angiography (MRA) and 
Computed Tomography Angiography (CTA) are rarely used: they 
are costlier and less than ultrasonography which is mostly 
sufficient to diagnose a DVT. In the event of a PE suspicion, CTA 
is the standard procedure. 

2.2. Medical issues 

2.2.1. Venous thrombus characterization 

DVT is a multifactorial disease which can cause serious and 
irremediable health problems. Its early detection would limit the 
risk. Since this disease is often asymptomatic, prevention measures 
and surveillance might be used before and after any procedure or 
event that can increase the risk of a DVT. In case of doubt, the 
detection using ultrasound is relatively simple. Yet it is a lot more 
difficult to identify the thrombosis origins, age and to estimate the 
risk of PE. Thus, the objective of our project is to analyze the blood 
clot structure with the help of ultrasonography and elastography 
techniques in order to estimate the age, the origins and the risk of 
a PE. Elastography is an imaging technique, based on ultrasound, 
used with success to analyze human tissue stiffness (e.g. liver 
fibrosis detection).  

In the literature, there are studies linking thrombosis maturity 
to the clot elasticity ([10, 11]), determining the impact of genetic 
variations on the onset of a DVT ([12, 13]) or estimating treatment 
efficiency ([14, 15]). But, currently, there is a little or no 
convincing evidence that there is a correlation between the blood 
clot structure and its triggering factors, hence making our research 
even more challenging. To characterize thrombi, in vivo data are 
collected thanks to Brest University Hospital. The following two 
subsections will respectively describe ultrasonography and 
elastography. In biomedical Engineering, these two techniques are 
widely studied in various research projects. In particular, the 
authors of [16] publish an instructive survey titled “Automated 
breast cancer detection and classification using ultrasound 
images”. The recent and promising imaging technique, 
elastography, is mainly considered for detection and 
characterization of several tissues, such as liver [17], breast [18, 
19] and thyroid [20, 21]. The tissue shiftiness is indeed a valuable 
source of information to diagnose diseases. 

2.2.2. Ultrasonography  

Ultrasonography (or Brightness-mode with 2-dimension 
imaging – B-mode 2D) is the default and the most intuitive mode: 
it is a 2-dimensional cross sectional view of the portions of the 
organs or the tissues that are intersected by the scanning plane. The 
shape of the field (sector, rectangular or trapezoid) depends on the 
used probes. The chosen probe to perform venous examination is 
a 5-10 MHz linear probe. On a gray scale, high reflectivity (as 
tissue) is colored white and for no reflection (as blood) is colored 
black. Two ultrasound imaging findings can point out the presence 
of a blood clot in a vein: the relative incompressibility of the vein 
and an echogenic intraluminal material [22].  

In most case, the blood clot is echogenic (see Figure 2). At the 
beginning of a DVT episode (in the first hours or days), the clot is 
hypoechoic, homogeneous, elastic and it dilates the vein. On the 
contrary, an older clot (several weeks) becomes slowly more 
heterogeneous, harder and smaller. The clot echogenicity actually 
depends on its blood cell composition, distribution and on its fibrin 
mesh [23]. The incompressibility of the vein during the ultrasound 
test is considered as the main detection criterion of a DVT. 
Conversely, using the adjacent artery as a reference point, the full 
compression of the vein with a minimal deformation of the artery 
indicates an absence of thrombosis. Moreover, the vascular paresis 
(fixity of the venous valves) can indicate the presence of a blood 
clot as well. 

 
Figure 2: Transverse (left) and longitudinal (right) ultrasonographies of a 

blood clot in the femoral vein (Images obtained with Toshiba Aplio 500). 

2.2.3. A new approach: elastography 

Elastography consists in mapping the hardness, or the 
elasticity, of human tissues, e.g. their resistance when a mechanical 
force is applied on it: the harder a tissue is, the more elastic it is. A 
static external stress 𝜎𝜎 (in pascal Pa), applied to the surface of a 
solid, is linearly proportional to its fractional extension 𝜀𝜀  (non-
dimensional) by the modulus of elasticity 𝐸𝐸 (in Pa). This principle 
is named Hooke’s law [24]: 

 𝜎𝜎 = 𝜀𝜀𝐸𝐸 (1) 

Human soft tissues can distort under the influence of two types 
of mechanical waves: compressional and shear waves. 
Compressional waves are also called longitudinal waves because 
the particle displacement is parallel to the direction of wave 
propagation. As well, shear waves are named transverse waves 
because, this time, the particle displacement is perpendicular to the 
direction of the wave propagation.  

The velocity of these waves is directly connected to the elastic 
modulus 𝐸𝐸 (or Young’s modulus). In soft biological tissues [24], 
the compressional velocity is much higher (≈ 1500 m/s) than the 
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shear wave velocity (≈ 10 m/s), so the Young’s modulus can be 
approximated using the following equation:  

 𝐸𝐸 ≈ 3𝜌𝜌𝑐𝑐𝑠𝑠2 (2) 

where 𝜌𝜌  is the volume density (kg/m3) and 𝑐𝑐𝑠𝑠  the shear wave 
velocity (m/s). The volume density is assumed to be constant (1000 
kg/m3 which is the water density) even if it is actually different 
from one tissue to another (fat ≈ 950 kg/m3, blood ≈ 1025 kg/m3, 
liver ≈ 1060 kg/m3, muscle ≈ 1070 kg/m3 and bone between 1380 
kg/m3 and 1810 kg/m3 [25]). 

Elastography systems do not measure directly the hardness of 
the human tissue but estimate the velocity of the shear waves. 
These systems send either a mechanical or an acoustic impulse to 
generate the shear waves and follow their propagation using 
ultrasound, i.e. compressional waves. Ultrasonic echoes are 
analyzed in order to determine the velocity of the shear waves, and 
hence the elasticity, using equation (2). 

2.2.4. Elastography and venous blood clot 

In the medical context, the main application is the diagnosis of 
hepatic fibrosis because the liver gets harder when the fibrosis gets 
more severe. In old days, palpation was used to estimate the 
hardness. Recently, several systems can precisely measure and 
create a map of the organ hardness (elastography). In theory, the 
blood clot hardness (and hence elasticity) should increase with age 
thank to the loaded fibrin. The exact age of the thrombus can help 
determining the right treatment (anticoagulant, surgery). Several 
studies ([11, 26]) create an animal model to estimate the exact age 
of the venous thrombus in vivo using ultrasound elastography. On 
human patients, the treatment efficiency makes the experiment 
more difficult. However, for some patients still presenting a DVT 
after three months, the results show a correlation between the shear 
wave velocity measures and the age of the thrombus [27]. 
Furthermore, our project aims to characterize the thrombus 
structure by analyze his stiffness using elastography. 

2.3. Technical issues 

2.3.1. Acquisition system: Toshiba Aplio 500 

Our research project is currently focused on ultrasonography 
and elastography to characterize the blood clot structures and 
emphasize the existing links to the patients’ physiopathologies. 
Elastography is a recent imaging technique (about 10 to 20 years) 
but it becomes inescapable for biomedical manufacturers as it has 
been introduced in several systems: Toshiba (Aplio 500), Echosens 
(FIbroscan), Siemens (Acuson S3000), Supersonic Imagine 
(Aixplorer), Philips (Epiq), Hitachi Aloka (Arietta), General 
Electric (Ultrasonix, Logic SonixTouch), Esaote (MyLabEight). 

At Brest Hospital, Toshiba Aplio 500 machines are used to 
diagnose DVT with ultrasonography and to practice elastography. 
This section describes our acquisition systems, the used procedure 
and relative data. Toshiba Aplio 500 delivers high resolution 
clinical images to help a physician making quick and reliable 
diagnostic [28]. As said before, the system provides both modes 
ultrasonography and elastography.  

Three types of 2D-ultrasonography are available: 

• Classic Brightness-mode (cf. paragraph 2.2.2 or fundamental 
ultrasound imaging: the probe transmits an impulsion at a 

certain frequency and measures echoes reflected by the 
different interaction with the medium. The system then 
interprets the echoes at the selected frequency to build the 
image. 

• Tissue Harmonic Imaging (THI): the image is produced using 
higher harmonics. These harmonics are generated by the 
nonlinear propagation of the ultrasound beam through tissues. 
THI has a better lateral resolution and a better signal-to-noise 
ratio. 

• Differential Tissue Harmonic Imaging (DTHI): Toshiba 
develops a new nonlinear sonographic imaging technique 
where a dual-frequency 𝑓𝑓1  and 𝑓𝑓2  is transmitted, then the 
system analyzes the echoes of the difference 𝑓𝑓2 − 𝑓𝑓1 and the 
second harmonic of 𝑓𝑓1. DTHI can combine the advantages of 
fundamental and THI modes. 

In the Shear Wave Elastography (SWE) mode, three display modes 
are available on Toshiba’s system (see Figure 3): 

(a)  Shear velocity named speed mode (m/s),  

(b) Modulus of elasticity named elasticity mode (kPa),  

(c) Propagation mode.  

The relationship between shear velocity 𝑐𝑐𝑠𝑠 (m/s) and modulus of 
elasticity 𝐸𝐸 is given by equation (2). 

Figure 4. If the shear waves, lines, are parallel, the 
reliability in this area becomes high. In contrast, distorted and non-
paralleled shear waves correspond to a low reliability.  

 
   (a) Speed mode (m/s)  (b) Elasticity mode (kPa) (c) Propagation mode 

 
Figure 4: Reliability of the propagation display [29]. 

Previously, the used probe is primarily intended to observe the 
organs and their structures within the abdomen. That probe 
allowed us to use elastography which greatly helps to diagnose a 
liver or a pancreas fibrosis. Our ultrasound echo signals are 
acquired using a convex array ultrasound transducer (Toshiba 
PVT-375BT). With a variable carrier frequency in 1.5 to 6 MHz, 
the venous network can be observed in a depth of 0 up to 10 cm. 

Since June 2016, the Toshiba Aplio 500 has been updated by a 
new probe: PWT-1005BT. This Linear Array Probe has a 
frequency range [5, 14] MHz and is intended, in particular, to 
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small-part imaging. The update and the new probe have improved 
the imaging quality of our acquisition. However, we ended up by 
having two distinct databases for feature extraction and 
classification. Next two subsections describe the acquisition 
procedure and the data 

2.3.2. Data acquisition process with Toshiba Aplio500 

In case of DVT suspicion, the medical expert locates the blood 
clot head using compression ultrasonography. During the 
diagnosis, the patient lies on his back. Then, the physician switches 
to the SWE mode and selects a Region Of Interest (ROI). A part 
of the tissue is deformed by the shear wave. For an existing 
obstacle (such as a tumor in the tissue or a clot in a vein), the shear 
wave velocity in that area should be different from the velocity of 
surrounded areas. A softer obstacle slows down the shear waves as 
opposed to a stiffer obstacle which makes them faster. 

The system displays the elastography on the left side of the 
screen and the ultrasonography on the right side, see Figure 5. 
Later on, physicians select a shape (an ellipse or another shape) 
around the blood clot on the ultrasound image. Then, the system 
returns the shear wave velocities in this area and displays the mean 
and the standard deviation values at the bottom of the screen, see 
Figure 5. After checking the data reliability, several screenshots 
are made and added to our database.  

Previously, and in order to reduce human error (e.g. probe 
pressure on the skin, localization), two experts make 10 measures, 
each patient. For each patient, a second check-up should be made 
three months later. In most cases, the treatment dissolves the blood 
clot but new measurements are performed again. The new system 

limits operator errors and makes elastographies more stable. 
Moreover, previously, the blood clot was only analyzed in a 
transverse view. However, a longitudinal observation is also 
considered, as shown in Figure 2 or Figure 5.  

2.3.3. Data description 

The data are exported from Aplio 500 in a format named 
Digital Imaging and COmmunication in Medicine (DICOM). This 
is a standard for handling, storing, and transmitting medical 
imaging information and related data. A DICOM file contains a 
certain number of attributes (metadata such as name, age, etc.) and 
also one special attribute containing the image pixel data 
(ultrasonography, X-rays, MRA, CTA, etc.).  

In our case, the image data is a color screenshot as shown in 
Figure 5 which contains different information: the acquisition 
parameters (system, probes, and date), the patient’s name (erased 
here for medical secrecy), the ultrasound image, the elastography, 
the elliptical ROI selected by an expert and the shear wave velocity 
in this area. Raw images can’t be provided with Toshiba’s system. 
For this reason, the ultrasonography and the elastography have to 
be extracted from the screenshot and then preprocessed. 

The metadata provides us information about the patient (name, 
age, and gender), some acquisition parameters (e.g. probes, 
emitted frequency) and the images (size, depth). It is worth 
mentioning that in our data, the DICOM files do not contain any 
information about the shear wave velocity. Indeed, this 
information should be recovered from the image data. Thus, a 
Human Computer Interaction (HCI) is created and described in the 
next section.

 

 

 
Figure 5: Image exported from Toshiba Aplio 500 and composed of the elastography and ultrasound images; the measurement parameters, the mean and the standard 

deviation of the shear wave velocity are displayed on the border of the image. 
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Figure 6: HCI of our application to manually extract information from the DICOM files exported from Toshiba Aplio 500. 

 

3. Database and preprocessing 

Previous sections explain the major goal of our project in the 
characterization of the blood clot structure in order to identify the 
DVT main triggering factor. To do this, two databases (before and 
after the updating of the system update) composed of 
ultrasonography and elastography in DICOM format are built. 
This current section describes the used process to prepare our data 
for further image processing (feature extraction and classification). 

3.1. Data analysis using a Human Computer Interaction 

The first step of the process is to read the DICOM file which is 
composed of metadata and an image. This image contains mostly 
two parts (mainly ultrasonography and elastography), the 
acquisition parameters and the elastometry values. Moreover, the 
patient physiopathologies and the presence of PE are collected in 
a spreadsheet enclosed with the database. To gather all those data 
in a single file, to identify the type of each part of the image and to 
recover the information unavailable in the metadata, a HCI is built. 
Our application browses through all DICOM files and is illustrated 
in Figure 6.  

The DICOM image is displayed on the middle of the HCI (the 
< 2 > pointer of Figure 6). The patient’s number, the month 
(approximation of clot age) and the image number are indicated 
just above the image (the < 1 > pointer of Figure 6). The right fields 
of the HCI are related to the global acquisition information and the 
ultrasonography. The user notices the acquisition orientation 
(transverse or longitudinal) and the thrombus presence in the two 
checkboxes (the < 3 > pointer of Figure 6). Since there can be 
several screenshots for one acquisition (with or without ellipse, 
shear wave propagation), the acquisition ID (or measure ID) 
should be specified too. The location of the clot is extracted from 
the spreadsheet. The two checkboxes indicated by the < 4 > pointer 
of Figure 6 have to be checked if the image contains an 
ultrasonography part and an ellipse around the clot. The different 
fields, indicated by the < 5 > pointer of Figure 6, correspond to the 
ultrasonography parameters (8. to 13. pointers of Figure 5) and 

they will be useful to evaluate the impacts of these parameters on 
our future simulations.  

The left part of the HCI is dedicated to the shear wave 
elastography mode. In the box indicated by the < 6 > pointer of 
Figure 6, the user can indicate if the image displays the 
elastography or the shear wave propagation (see Figure 3). He can 
also estimate the reliability of the acquisition. The shear wave 
parameters (18. to 20. pointers of Figure 5) are entered fields 
indicated by the < 7 >pointer of Figure 6. The four next fields (< 8 
> and < 9 > pointers of Figure 6) allow the user to enter the color 
range (the 19. pointer of Figure 5), the means and the standard 
deviation of the shear wave velocity (the 16. pointer of Figure 5). 

Furthermore, the user can delete or save changes using the 
dedicated buttons (the < 10 > or < 11 > pointer of Figure 6). The 
image is then converted in the bitmap format (‘.bmp’). The 
recovered information and the metadata are stored in a file. The 
navigation between the patient’s DICOM files is made using the 
buttons ‘Previous patient’, ‘Next patient’, ‘Before’ and ‘Next’ (the 
< 12 > pointer of Figure 6). The already exported files can be 
skipped by checking the checkbox indicated by the <13> pointer 
of Figure 6. 

3.2. Image extraction and sorting by type 

DICOM image contains two parts among elastography, 
ultrasonography and shear waves propagation. This paragraph 
explains how these two parts are isolated and how the depth 
resolution is estimated. The boundaries of each part can be 
estimated using the metadata. The depth resolution is not contained 
in the metadata so the depth scale marks are segmented to estimate 
it (see tag 14. in Figure 5). These marks have a special pixel color 
whose value is used for the segmentation. Some marks are not 
filled. After filling them, an erosion removes the isolated pixels 
(pixel of the ultrasound image with the same color as the marks). 
Then, the middle mark indexes are calculated, the number of marks 
is counted and the depth resolution is estimated. The both extracted 
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images are finally cropped so that neither scale mark nor a black 
border is present on these images.  

   

(a) Elastography (b) Ultrasonography (c) Propagation mode 

Figure 7: Images extracted from a transverse acquisition: a DICOM file of 
this acquisition is display in Figure 6 (images get with Toshiba Aplio 500). 

Moreover, for a single acquisition, there could be several 
DICOM files so our program gathers all files with the same 
measure ID. Each extracted image is store in the main file and its 
fieldname is defined by the image type and the ellipse presence. 
Until all file with the same ID are browsed, the images, if wanted 
by the user, are cropped to the elastography size. An example is 
shown in Figure 7. 

3.3. Image preprocessing 

3.3.1. Elastography 

As you can see in Figure 8 (a), the elastography is a RGB map 
superimposed on the ultrasonography. For further analyses, the 
ultrasonography has to be removed and RGB colors have to be 
converted into velocities using the color scale displayed on main 
image (see Figure 6). Depending on the acquisition parameters, the 
transparency coefficient 𝛾𝛾 is either 0 or 0.5. The RGB map 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅  
can be computed from the elastography 𝐼𝐼𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝐸𝐸𝐸𝐸  and the 
ultrasonography 𝐼𝐼𝐸𝐸𝐸𝐸ℎ𝐸𝐸  with the following equation:  

 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐼𝐼𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸−𝛾𝛾 𝐼𝐼𝐸𝐸𝐸𝐸ℎ𝐸𝐸
1−𝛾𝛾 

 (3) 

  
 

(a) 𝐼𝐼𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝐸𝐸𝐸𝐸 (b) 𝐼𝐼𝐸𝐸𝐸𝐸ℎ𝐸𝐸 (c) Velocity map 

Figure 8: Estimation of the velocity map from the ultrasonography and the 
elastography (images get with Toshiba Aplio 500). 

Then, each pixel of the RGB map is compared with color scale 
to obtain its velocity value. The final velocity map (see Figure 8 
(c)) is stored in the main file. 

3.3.2. Ultrasonography 

During the medical examination, the physician often needs to 
adjust some parameters to observe the blood clot. Before the 
system update, most ultrasonographies were acquired with the THI 
mode at the frequency 5MHz (setup A). After the system update, 
the Differential THI is preferred and there are two main setups: one 
with a 10MHz frequency (setup B) and another with 14MHz (setup 
C). Whatever the setup, the most changing parameter is still the 
gain which essentially affects the contrast and the brightness. To 
standardize our acquisition for each setup, this manuscript  
proposes the equalization of obtained histograms with the two 
following methods: ordinary Histogram Equalization (HE) and 
Contrast-Limited Adaptive Histogram Equalization (CLAHE) 
[30]. 

HE improves the contrast globally by adjusting intensity 
values. This process uses the same transformation derived from the 
image histogram to transform all pixels. The transformation 
function is proportional to the cumulative distribution function of 
pixel values. This works well when the distribution of intensity 
values is similar throughout the image. However, when the image 
contains regions that are significantly lighter or darker than most 
of the image, the contrast in those regions will not be sufficiently 
enhanced. In our images, the blood clot is mostly darker than the 
surrounding tissues so the contrast inside the blood clot may not be 
improved. 

For improving the local contrast and enhancing the definitions 
of edges in each region of an image, HE can be applied over each 
region of the image with a transformation function derived from 
their neighbor pixels. This method is called Adaptive Histogram 
Equalization (AHE) and a major drawback concerning the 
overamplifying small amounts of noise in largely homogeneous 
regions of the image. This noise problem can be reduced by 
limiting contrast enhancement specifically in homogenous areas 
characterized by a high peak in the associated histogram because 
many pixels will be inside the same gray range.  

With CLAHE, the slope associated with the gray level 
assignment function is limited by a threshold. The main 
disadvantage of CLAHE is that the ratio between the gray values 
of  the  original  images  and  those  of  the  resulted  image  is  not

     

     
(a) Ultrasonography (b) HE (c) CLAHE - Uniform (d) CLAHE - Rayleigh (e) CLAHE - Exponential 

Figure 9: Ultrasonography contrast enhancement of an image (get with Toshiba Aplio 500) (a) using respectively ordinary Histogram Equalization (HE (b) and 
Contrast Limited Adaptive HE (CLAHE with uniform- (c), Rayleigh- (d) and Exponential- (e) distribution functions. 
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constant, so CLAHE images are not suited for quantitative 
measurements. Figure 13 compares HE and CLAHE for a blood 
clot image. In this example, CLAHE methods give better results 
but it is hard to choose the best distribution function (uniform, 
Rayleigh or exponential) for CLAHE. 

3.4. Blood clot for image extraction 

To characterize the blood clot structure and identify the 
thrombosis triggering factors, hereinafter the scattering operator1 
is applied on the ultrasonographies containing a blood clot. To 
simplify and reduce the computing effort of the scattering operator, 
these extracted images should be squares and have a size of 2. The 
next paragraphs explain our strategy to create our database 
composed of blood clot resized square images 

3.4.1. Blood clot localization 

During the acquisition, the physician draws an ellipse to 
emphasize a blood clot. In the longitudinal observation, several 
ellipses can be drawn on different areas of the blood clot (see 
Figure 10 2.). For the structure characterization, the inside of the 
ellipse is analyzed using image processing. An image mask is 
created by exploiting the special color of the ellipses. 
Segmentation at this specific pixel color is made either on the 
ultrasonography (if available) or on the elastography. Therefore, 
the segmentation followed by a filing operation give the ellipse 
mask.  

Sometimes, the ellipses are truncated (because of the previous 
cropping) or their edges are not closed. Thus, a validation step, 
either manual (display of the result and dialogbox) or automatic 
(based on the ellipse area), checks if the ellipses are well-
segmented. Otherwise, their edges are closed and filled. This 
procedure can be repeated if necessary. Then, with an image 
processing toolbox, the ellipses are labelled (see Figure 10) and 
their properties estimated: area, centroid O, orientation α, major a 
and minor b axes (see Figure 12). Finally, this information is 
stored in the main acquisition file.  

   
1. Original 

ultrasonography 
2.Elastography with 

the ellipses 
3. Segmentation and 

edge closing 

   
6. Blood clot 

ultrasonography 
5.Mask check on the 

elastography 
4.Filling, erosion and 

labeling 

Figure 10: Segmentation of the ellipses, creation of their mask and extraction 
of their position (Ultrasonography and elastography get with Toshiba Aplio 500). 

3.4.2. Image extraction 

At first, the blood clot image was identified as the biggest 
square inside an ellipse, as shown in Figure 11. This approach 

 
1 The scattering operator is an algorithm based on wavelet transforms 
implemented in a deep convolution network [4]. 

includes a rotation if the ellipse and the image have not the same 
orientation. 

 
Figure 11: Extraction of the largest square inside an ellipse on an ultrasound 

image: the rotation distorts the image. 

To avoid the artefacts generated by this rotation, this 
manuscript suggests to not rotate the global image and to find the 
biggest square in the image orthonormal system. Figure 12 and 
Figure 13 illustrate this idea, the different variables and the results 
without artefacts. The width c is computed using the following 
system:  

 
𝑋𝑋²

𝑎𝑎²
+ 𝑌𝑌²

𝑏𝑏²
= 1 (4) 

where 𝑋𝑋 = 𝑐𝑐(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐) and 𝑌𝑌 = 𝑐𝑐(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐). 

 
Figure 12: Extraction of the largest square inside an oriented ellipse. 

 
Figure 13: The extracted image is smaller with this second method but there 

is no artefact. 

3.4.3. Image resizing 

The size of the square differs according to the patient (its 
anatomy), the clot age, its size and its localization (vein). To 
compare their scattering transform, the images need to have the 
same size. The simulations were made with two different sizes 
(64x64 and 128x128 pixels) and four resizing methods: nearest 
neighbor interpolation [31], bicubic interpolation [31] and zero 
padding in the Fourier or in the cosine representation. If the goal 
size is relatively close of the original size, these four methods give 
very similar results. In the next section, the scattering operator is 
applied on 64x64 images resized with zero padding in cosine 
transform. 

4. Feature extraction and classification 
Previous sections describe the background of our project and 

the collection mechanisms of our data. This section presents our 
way to characterize thrombi structures with ultrasound images. 
The exposed simulations are made with our first database (about 
200 images for 12 patients). The blood clot will be characterized 
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with features extracted by applying an algorithm named scattering 
operator [4]. This technique is based on wavelet transforms and 
detailed in the subsection 4.1.  

This project intends to correlate the images features and the 
Venous ThromboEmbolism (VTE) epidemiology (Risk factors, 
history of DVT, and presence of EP). Principal Component 
Analysis (PCA) is used to reduce the important size of the 
scattering features. Simulation results are presented in the 
subsection 4.2. 
4.1. Feature extraction using the Scattering Operator 

The challenge of automatically classify images resides in the 
high variability within a same class. This variability is often 
uninformative in the sense that it does not characterize a class 
change. The scattering operator aims at reducing this variability by 
creating a “translation invariant image representation, which is 
stable to deformations and preserves high frequency information 
for classification” [4]. 

4.1.1. Scattering wavelets 

The scattering operator combines three three types of 
operations: 

(a) A local average 𝜙𝜙𝐽𝐽 to recovered the low frequencies:  

 𝜙𝜙𝐽𝐽(𝑢𝑢) = 2−2𝐽𝐽𝜙𝜙(2−𝐽𝐽𝑢𝑢) (5) 

where 2J is the maximum scale and u stands for the spatial position 
vector and ϕ is a scaling function named father wavelet. 

(b) Localized band pass filters 𝜓𝜓𝜆𝜆 defined, for each scale 0 < 
j < J and an orientation θ, by the following equation:  

 𝜓𝜓𝜆𝜆(𝑢𝑢) = 2−2𝑗𝑗𝜓𝜓(2−𝑗𝑗𝑟𝑟𝜃𝜃−1𝑢𝑢) (6) 

where, to simplify notation, 𝜆𝜆 = 2−𝑗𝑗𝑟𝑟𝜃𝜃 and rθ is the rotation 

matrix: 𝑟𝑟𝜃𝜃 = �cos(𝜃𝜃) − sin(𝜃𝜃)
sin(𝜃𝜃) cos(𝜃𝜃) �. The wavelet transform is stable 

to small deformation and invertible if the rotated and scaled 
wavelet filters cover the whole frequency plane (see Figure 15) so 
this operation recovers the information lost by the local average. 
In the simulation, the Morlet wavelet family is used. 

 
Figure 14: Frequency support of the mother wavelet on the left side and of the 

child wavelets on the right side: ψ�λ is the Fourier transform of 𝜓𝜓𝜆𝜆. 

(c) A non-linear operator to contract the space and move 
the energy to the low frequencies which is the modulus (see Figure 
15).  

 

Figure 15: Frequency support (threshold at -3dB) of a localize pass band filter 
before (left) end after (right) the application of the modulus. 

4.1.2. Scattering transform 

The first step to compute the scattering transform S of an image 
x consists in applying the average filter 𝜙𝜙𝐽𝐽 on the image x:  

 𝑆𝑆[∅]𝑥𝑥 = 𝑥𝑥 ∗ 𝜙𝜙𝐽𝐽 (7) 

To recover the high-frequency information lost by this 
operation, localized band pass filters 𝜓𝜓𝜆𝜆  are applied. Then, that 
information is extracted with a modulus and a low pass filter again:  

 𝑆𝑆[𝜆𝜆1]𝑥𝑥 = �𝑥𝑥 ∗ 𝜓𝜓𝜆𝜆1� ∗ 𝜙𝜙𝐽𝐽 (8) 

𝑆𝑆[𝜆𝜆1]𝑥𝑥 defines the first layer of the scattering transform S. To 
recover the high frequency information lost during the average 
operations is applied localized band pass filters 𝜓𝜓𝜆𝜆to construct the 
second layer of S: 

 𝑆𝑆[𝜆𝜆1, 𝜆𝜆2]𝑥𝑥 = ��𝑥𝑥 ∗ 𝜓𝜓𝜆𝜆1� ∗ 𝜓𝜓𝜆𝜆2� ∗ 𝜙𝜙𝐽𝐽 (9) 

If 𝑝𝑝 = (𝜆𝜆1, 𝜆𝜆2, . . . , 𝜆𝜆𝑚𝑚) is a path of length m, then 𝑆𝑆[𝑝𝑝]𝑥𝑥 is an 
image called scattering coefficient of order m computed at the layer 
m of the scattering network (see Figure 16). For a large invariant 
representation, several layers are necessary to avoid losing crucial 
information. The number of rotations, scales and layers are key 
parameters of the scattering transform and need to be optimized. 

Finally, each ultrasound image will be represented by the 
𝐿𝐿1(ℝ2) norm of each image 𝑆𝑆[𝑝𝑝]𝑥𝑥 of the scattering transform. The 
𝐿𝐿1(ℝ2) norm forms a crude signal representation which measures 
the scarcity of the wavelet coefficients and is defined by:  

 ‖𝑆𝑆𝑥𝑥‖1 = ∫ |𝑆𝑆𝑥𝑥(𝑢𝑢)|𝑑𝑑𝑢𝑢 
ℝ  (10) 

 
Figure 16: The scattering operator computed the first layer of wavelet 

coefficients modulus and its local average 𝑆𝑆𝐽𝐽[∅]𝑥𝑥  (black arrows). Then, the 
process is applied again on each wavelet coefficients modulus to forms the second 
layer of coefficients 𝑆𝑆[𝜆𝜆1]𝑥𝑥  (blue arrows). This process is repeated until the 
desired layer m is reached. 

4.1.3. Feature reduction using Principal Component Analysis 

 

𝑺𝑱[∅]𝒙 = 𝒙 ∗ 𝝓𝑱 
𝒙 

𝑚 = 0 

𝑚 = 1 

𝑚 = 2 

𝑺𝑱[𝝀𝟏]𝒙  

𝑺𝑱[𝝀𝟏,𝝀𝟐]𝒙  

𝑚 = 3 

𝑼[𝝀𝟏, 𝝀𝟐]𝒙  

𝑼[𝝀𝟏]𝒙  
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Let 𝑃𝑃 be the number of the scattering feature. Firstly, the data 
are centered around the origin by subtracting the mean of each 
variable 𝐸𝐸(𝑆𝑆𝑥𝑥𝑘𝑘)  from the dataset. PCA algorithm approximates 
the difference 𝑆𝑆𝑥𝑥𝑘𝑘 − 𝐸𝐸(𝑆𝑆𝑥𝑥𝑘𝑘) by projecting them in a linear space 
of lower dimension 𝑑𝑑 ≪ 𝑃𝑃 . Let 𝑉𝑉𝑘𝑘 stands for the linear space 
generated by the 𝑑𝑑  PCA eigenvectors of 𝑆𝑆𝑥𝑥𝑘𝑘  covariance matrix 
having the largest eigenvalues. Among all linear spaces of 
dimension 𝑑𝑑, 𝑉𝑉𝑘𝑘 is the approximation space  𝑆𝑆𝑥𝑥𝑘𝑘 − 𝐸𝐸(𝑆𝑆𝑥𝑥𝑘𝑘)  with 
the smallest expected quadratic error.  

Finally, PCA is equivalent to approximating 𝑆𝑆𝑥𝑥𝑘𝑘  by its 
projection on an affine approximation space:  

 𝐴𝐴𝑘𝑘 = 𝐸𝐸(𝑆𝑆𝑥𝑥𝑘𝑘) + 𝑉𝑉𝑘𝑘 (9) 
This affine space selection is effective if  𝑆𝑆𝑥𝑥𝑘𝑘 − 𝐸𝐸(𝑆𝑆𝑥𝑥𝑘𝑘)  is well 
approximated by a projection in a low-dimensional space. The 
scattering parameters (number of scales, orientations and layers) 
and the dimension 𝑑𝑑  must be adjusted so that 𝑆𝑆𝑥𝑥𝑘𝑘  has a better 
approximation in the affine space 𝐴𝐴𝑘𝑘. 

4.2. Simulations 

4.2.1. Experimental process 

Our databases are formed by three different categories: the old 
acquisition system, the new one with 10 MHz and 14 MHz. In this 
paper, the exposed simulations are made with the biggest possible 
database including ultrasound images get with exactly the same 
parameters. Indeed, the use of different presets can affect the 
scattering coefficients and biased our conclusions. Consequently, 
the test database contains about 200 images acquired with the older 
version of the system. Our main goal is to identify the main causes 
of the DVT and to evaluate the risk of a PE. Thus, the expected 
classes would include: 

• Cancer  
• Idiopathic: DVT with unknown pathogenesis of apparently 

spontaneous origin 
• Idiopathic and PE  
• Immobilization  
• Pregnancy  
• Surgery and PE 

The scattering operator parameters (number of scales, 
orientations, layers and the size of the images) should be 
optimized. The optimization step is necessary; even though, there 
is no guarantee that it will lead to a satisfactory classification. We 
are not totally sure that the cause of the thrombosis and the 
presence of a PE are linked to the clot structure. In our 
simulations, our images are resized to 64 x 64 pixels because a 
power-of-2 square image reduces the calculation factor of the 
scattering operator. All coefficients are computed with the 
following parameters: 

• Number of scales J: 2, 3, 4, 5, 6 and 7 

• Number of orientations L: 1, 2, 4, 6 and 8. 

The scattering energy has an exponential decay with respect 
to the order m [4]. Moreover, its energy converges to 0 as m 
increases and is below 1% when m ≥ 3. Therefore, all obtained 
coefficients (for all J and L) are neglected when m ≥ 3. To analyze 
the scattering feature for each order, each image will be 

represented by one vector per order (i.e. four vectors: orders m = 
0, 1, 2 or m = 3). After that, the dimension of these four vectors is 
reduced using PCA. The affine approximation space will be 
projected in two dimensions: the two 2 best discriminant 
dimension among the three first principal components. 

4.2.2. Results 

Figure 17 shows the projection of the scattering features in 
two-dimension spaces. Figure 17 (a) considers coefficients at the 
order 0: the abscissa axis represents the first Principal Component 
(PC) and the ordinate axis the third PC (it is more discriminant than 
the second PC). The point cloud can be separate into four clusters: 

• Cluster 1: some images of patient No .2 (immobilization.) 

• Cluster 2: some images of patient No. 4 (idiopathic), patient 
No. 8 (idiopathic) and patient No. 19 (pregnancy); 

• Cluster 3: patient No. 9 (surgery & EP) 

• Cluster 4 (rest of the point cloud): No. 1, No. 10, No. 13, No. 
15, No. 16, No. 17 and No. 18.7 

However, it is difficult to link this observation with the main 
cause of the DVT. There is a pregnant woman in two clusters (No. 
17 and No. 19). Idiopathic thromboses are also presented in the 
two clusters (cluster 1 and 4). 

The points of patient No.2 show the impact of the acquisition 
conditions. Indeed, two levels can be easily distinguished. In fact, 
these images were taken by two different medical experts. To 
reduce the effect of the human factor, an articulated arm was used. 
We can notice as well that there are two levels for patient 19: the 
beginning of the DVT and three months later. The age of the blood 
clot seems to impact the scattering coefficients. Naturally, an old 
blood clot is stiffer, and thus more echogenic than a recent blood 
clot. 

Moreover, the order 0 corresponds to low frequency 
information which greatly depends on the overall energy of the 
image. In order to characterize the clot structure, the higher 
scattering orders appear to be more appropriate. Nevertheless, 
looking at Figure 17 (b) to (d), the clusters observed at order 0 are 
less explicit. The scattering coefficients seem to give less 
information at the deeper order: order 2 (c) and order 3 (d) point 
clouds are very similar, so it is sufficient to explore until m=2. 
Finally, if  orders 1 and 2 are represented on the same figure, then 
Figure 17 (e) and (f) show that order 2 do not add a lot of 
information comparing the order 1: Figure 17 (e) shows that the 
first PC of these orders are mostly correlated. As well, Figure 17 
(c) and (f) are quite similar to Figure 17 (b). 

These simulations did not reveal much about a correlation 
among the blood clot structure, the scattering coefficients and the 
VTE epidemiology. In our experimentations, we tried other 
metrics (e.g. Minkowski at different exponents), increased the size 
of the images (128x128 pixels) and applied the described contrast 
enhancement methods (HE and CLAHE). But, unfortunately, the 
new parameters do not improve our results. 

5. Conclusion 

Venous thromboembolism occurs with inappropriate blood 
clots, causing considerable morbidity and mortality in the world. It 
affects an estimated 300,000–600,000 individuals just in the 
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United States per year [32]. The term venous thromboembolism 
includes  both  deep vein  thrombosis,  clots  in  the  deep veins and  

   

(a) Order 0: PC1 and PC3 (b) Order 1: PC1 and PC2 (c) Order 2: PC1 and PC2 

   

(d) Order 3: PC1 and PC2 (e) Order 1 PC1 and order 2 PC1 (f) Order 1 PC1 and order 2 PC1 

Idiopathic Idiopathic & PE Cancer Immobilization Pregnancy Surgery & PE 

 Patient No.1 

 Patient No.4 

 Patient No.8 

 Patient No.10 

 Patient No.16 

 Patient No.13 

 Patient No.15 

 Patient No.2 

 Patient No.18 

 Patient No.17 

 Patient No.19 
 Patient No.09 

Figure 17: Projection of the scattering features in two-dimension spaces: (a) to (d) display the two best discriminants Principal Component (PC) at each order; (e) 
displays the first PC of the orders 1 and 2; (f) displays the first PC of the order 1 and the second PC of the order 2. 

pulmonary embolism. Multiple factors can cause a venous 
thromboembolism: stasis, endothelial injury or/and 
hypercoagulability. Deep vein thrombosis is a common, serious 
and multifactorial disease. Our project aims at characterizing the 
blood clot structure in order to date it, explain its formation and 
estimate the risk of pulmonary embolism. Several techniques exist 
to analyze their structure: phlebography, magnetic resonance 
angiography, computed tomography angiography and 
ultrasonography. Ultrasonography and elastography have the 
advantage to be easy, repeatable, cheaper and non-invasive. This 
paper presents our approaches to generate databases using Toshiba 
Aplio 500. The outputs of Toshiba’s system are preprocessed 
images exported in the DICOM format. Therefore, a human 
computer interaction is created to read the output files, store the 
acquisition parameters and extract both the ultrasonography and 
the elastography. 

After some preprocessing steps, the scattering operator is 
applied to the ultrasonography in order to characterize the blood 
clot structure. Our simulations show that the scattering operator 
seems to be not suitable for the clot characterization. In recent 
work, we compared the obtained results with respect to different 
image sizes, resizing methods and with histogram equalization 

(ordinary HE or CLAHE). Even doing the later procedures, similar 
results are obtained. Currently, we are working on spectral 
clustering because it gave positive results in prostate and brain 
MRI images [27, 28]. Moreover, we are looking to increase the 
size of our database and to standardize the acquisition procedure. 
In future work, we want to compare the results obtained with the 
scattering operator, spectral clustering and deep learning. The later 
approach is recently widely used and shows promising results in 
breast tumor elastography classification [19]. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

This research project is supported by the Brittany region (Région 
Bretagne, France) and French Clinical Research Infrastructure 
Network on Venous Thrombo-Embolism (F-CRIN INNOVTE). 
We would like to acknowledge Brest University Hospital, 
ENSTA Bretagne and Toshiba for the material support. Finally, 
our thanks go out to all the people involved in our project and, 
particularly, to L.Fréchier and B.Hermenault. 

http://www.astesj.com/


T. Berthomier et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 48-59 (2017) 

www.astesj.com     59 

References 

[1] T. Berthomier, A. Mansour, L. Bressollette, F. Le Roy, and D. Mottier, 
“Venous blood clot structure characterization using scattering operator,” in 
2016 2nd International Conference on Frontiers of Signal Processing 
(ICFSP), Warsaw, Poland, 2016, pp. 73–80. 

[2] T. Berthomier, A. Mansour, L. Bressollette, F. Le Roy, and D. Mottier, 
“Deep Venous Thrombosis: Database creation and image preprocessing,” in 
2016 2nd International Conference on Frontiers of Signal Processing 
(ICFSP), Warsaw, Poland, 2016, pp. 87–92. 

[3] N. L. Reyes, S. D. Grosse, and A. M. Grant, “Deep vein thombosis & 
Pulmonary Embolism,” in CDC Health Information for International Travel 
2016, Oxford University Press, Incorporated, 2015, pp. 132–135. 

[4] J. Bruna and S. Mallat, “Invariant Scattering Convolution Networks,” IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 8, 
pp. 1872–1886, Aug. 2013. 

[5] A. M. N. Gardner and R. H. Fox, The Venous System in Health and Disease. 
IOS Press, 2001. 

[6] R. W. Colman, Hemostasis and Thrombosis: Basic Principles and Clinical 
Practice. Lippincott Williams & Wilkins, 2006. 

[7] C. N. Bagot and R. Arya, “Virchow and his triad: a question of attribution,” 
British Journal of Haematology, vol. 143, no. 2, pp. 180–190, Oct. 2008. 

[8] P. Léger, D. Barcat, C. Boccalon, J. Guilloux, and H. Boccalon, 
“Thromboses veineuses des membres inférieurs et de la veine cave inférieure 
(article in French),” EMC - Cardiologie-Angéiologie, vol. 1, no. 1, pp. 80–
96, Feb. 2004. 

[9] J. P. Carpenter, G. A. Holland, R. A. Baum, R. S. Owen, J. T. Carpenter, and 
C. Cope, “Magnetic resonance venography for the detection of deep venous 
thrombosis: Comparison with contrast venography and duplex Doppler 
ultrasonography,” Journal of Vascular Surgery, vol. 18, no. 5, pp. 734–741, 
Nov. 1993. 

[10] J.-L. Gennisson, S. Lerouge, and G. Cloutier, “Assessment by transient 
elastography of the viscoelastic properties of blood during clotting,” 
Ultrasound in Medicine & Biology, vol. 32, no. 10, pp. 1529–1537, Oct. 
2006. 

[11] B. Geier et al., “Ultrasound elastography for the age determination of venous 
thrombi. Evaluation in an animal model of venous thrombosis,” Journal of 
Thrombosis and Haemostasis, Jan. 2005. 

[12] Smith NL et al., “Asociation of genetic variations with nonfatal venous 
thrombosis in postmenopausal women,” Journal of the American Medical 
Association, vol. 297, no. 5, pp. 489–498, Feb. 2007. 

[13] F. Couturaud et al., “Factors that predict thrombosis in relatives of patients 
with venous thromboembolism,” Blood Journal, vol. 124, no. 13, pp. 2124–
2130, Sep. 2014. 

[14] F. Couturaud et al., “Six Months vs Extended Oral Anticoagulation After a 
First Episode of Pulmonary Embolism: The PADIS-PE Randomized Clinical 
Trial,” The Journal of the American Medical Association, vol. 314, no. 1, pp. 
31–40, 2015. 

[15] H. R. Büller et al., “Edoxaban versus warfarin for the treatment of 
symptomatic venous thromboembolism,” The New England Journal of 
Medicine, vol. 369, no. 15, pp. 1406–1415, Oct. 2013. 

[16] H. D. Cheng, J. Shan, W. Ju, Y. Guo, and L. Zhang, “Automated breast 
cancer detection and classification using ultrasound images: A survey,” 
Pattern Recognition, vol. 43, no. 1, pp. 299–317, Jan. 2010. 

[17] I. Gatos et al., “A new computer aided diagnosis system for evaluation of 
chronic liver disease with ultrasound shear wave elastography imaging,” 
Med. Phys., vol. 43, no. 3, pp. 1428–1436, Mar. 2016. 

[18] K. Skerl, S. Vinnicombe, S. McKenna, K. Thomson, and A. Evans, “First 
step for computer assisted evaluation of qualitative supersonic shear wave 
elastography characteristics in breast tissue,” in 2016 IEEE 13th 
International Symposium on Biomedical Imaging (ISBI), 2016, pp. 481–484. 

[19] Q. Zhang et al., “Deep learning based classification of breast tumors with 
shear-wave elastography,” Ultrasonics, vol. 72, pp. 150–157, Dec. 2016. 

[20] J. Ding, H. D. Cheng, J. Huang, Y. Zhang, and C. Ning, “A novel quantitative 
measurement for thyroid cancer detection based on elastography,” in 2011 
4th International Congress on Image and Signal Processing, 2011, vol. 4, 
pp. 1801–1804. 

[21] F. Paparo et al., “Real-Time Elastography in the Assessment of Liver 
Fibrosis: A Review of Qualitative and Semi-quantitative Methods for 
Elastogram Analysis,” Ultrasound in Medicine & Biology, vol. 40, no. 9, pp. 
1923–1933, Sep. 2014. 

[22] A. Sarti and F. L. Lorini, Echocardiography for Intensivists. Springer 
Science & Business Media, 2012. 

[23] S. Beuil, “Recherche d’une corrélation entre l’échographie 2D et 
l’Elastométrie sur les thromboses veineuses proximales profondes pour 
datation du thrombus,” Diploma of Complementary Specialized Studies 
(thesis in French), UBO, Brest, 2013. 

[24] M. E. Hachemi, S. Callé, and J.-P. Remeniéras, “Application of shear wave 
propagation to elasticity imaging of biological tissues,” Traitement du signal 
et cancérologie, vol. 23, 2006. 

[25] L. M. Roch, “Introduction à l’imagerie médicale (University course in 
French),” University of Montreal Hospital, Mar-2006. 

[26] E. Mfoumou, J. Tripette, M. Blostein, and G. Cloutier, “Time-dependent 
hardening of blood clots quantitatively measured in vivo with shear-wave 
ultrasound imaging in a rabbit model of venous thrombosis,” Journal of 
Thrombosis and Haemostasis, vol. 133, no. 2, pp. 265–271, Feb. 2014. 

[27] L. Bressollette, P. Quehe, S. Gestin, and S. Beuil, “Imagerie du thrombus 
(article in French),” Journal des Maladies Vasculaires, vol. 40, no. 5, p. 286, 
Sep. 2015. 

[28] Toshiba Medical Systems Corporation, Ed., “System Brochure : Aplio 500, 
picture perfect ultrasound.” 2012. 

[29] H. Lijima, “Approaches to the diagnosis of liver fibrosis,” Japan, 2014. 
[30] K. Zuiderveld, “Contrast limited adaptive histogram equalization,” in 

Graphics Gems IV, P. S. Heckbert, Ed. San Diego, CA, USA: Academic 
Press Professional, Inc., 1994, pp. 474–485. 

[31] H. S. Prasantha, H. L. Shashidhara, and K. N. Balasubramanya Murthy, 
“Image scaling comparison using universal image quality index,” in 2009 
International Conference on Advances in Computing, Control, and 
Telecommunication Technologies, 2009, pp. 859–863. 

[32] M. G. Beckman, W. C. Hooper, S. E. Critchley, and T. L. Ortel, “Venous 
Thromboembolism: A Public Health Concern,” American Journal of 
Preventive Medicine, vol. 38, no. 4, Supplement, pp. S495–S501, Apr. 2010. 

[33] G. Tartare, “Contribution à l’analyse de l’IRM dynamique pour l’aide au 
diagnostic du cancer de la prostate,” Ph.D Thesis (in French with an abstract 
in English), Université du Littoral Cote d’Opale, 2014. 

[34] P. Chuzel et al., “Automatic clustering for MRI images, application on 
perfusion MRI of brain,” in 2016 2nd International Conference on Frontiers 
of Signal Processing (ICFSP), 2016, pp. 63–66. 

 

http://www.astesj.com/


 

www.astesj.com     60 

 

 

 

 

 

 
Improving customs’ border control by creating a reference database of cargo inspection X-ray images 

Selina Kolokytha*1, Alexander Flisch1, Thomas Lüthi1, Mathieu Plamondon1, Adrian Schwaninger2, 3, Wicher Vasser3, Diana 
Hardmeier3, Marius Costin4, Caroline Vienne4, Frank Sukowski5, Ulf Hassler5, Irène Dorion6, Najib Gadi6, Serge Maitrejean6, 
Abraham Marciano6, Andrea Canonica7, Eric Rochat7, Ger Koomen8, Micha Slegt8 

1Empa - Swiss Federal Laboratories for Materials Science and Technology, Center for X-ray Analytics, 8600 Dübendorf, Switzerland 

2University of Applied Sciences and Arts Northwestern Switzerland, School of Applied Psychology,4600 Olten, Switzerland  

3Center for Adaptive Security Research and Applications (CASRA), 8050 Zürich, Switzerland 

4CEA, LIST, Department of Imaging & Simulation for Non-Destructive Testing, 91191 Gif-sur-Yvette, France 

5Fraunhofer Institute for Integrated Circuits IIS, Development Center for X-ray Technology (EZRT), 90768 Fürth, Germany 

 6 Smiths Heimann S.A.S. (SH), 94405 Vitry sur Seine, France 

7 Swiss Federal Customs Administration (FCA), 3003 Bern, Switzerland 

8 Dutch Customs Laboratory (DTCA), 6401 DN Heerlen, The Netherlands 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 16 February, 2017  
Accepted: 22 March, 2017 
Online: 06 April, 2017 

 Countries’ effective and efficient border security is becoming increasingly important in 
today’s global world of economy and trade. To ensure these, customs organisations are 
responsible for the prevention of illicit goods’ transportation across borders, particularly 
upon entry. The predicament of the customs administrations will soon be aggravated by 
both the increase of global trade and the trend towards 100% screening. It is therefore a 
goal to advance inspection methods to enable successful cargo handling, a scope towards 
which this research was aimed at. This work was carried out as part of the project ACXIS 
“Automated Comparison of X-ray Images for cargo Scanning” a European research 
project within the seventh framework programme answering the call SEC-2012.3.4-1: « 
Research on Automated Comparison of X-ray Images for cargo Scanning », to improve the 
process with the largest impact to trade flow: the procedures of freight X-ray scanning. As 
such, this project was focused on to implementing a manufacturer independent reference 
database for X-ray images of illicit and non-illicit cargo, developing procedures and 
algorithms in order to uniform X-ray images of different cargo scanners, and developing a 
training simulator for inspection officers and a toolbox enclosing several assisted and 
automated identification techniques for potentially illicit cargo. 
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1. Introduction   

Within the grand scheme of security, border control, and 
specifically the screening of border traffic cargo, has seen 
increasing focus in recent years. Given today’s world of trade and 
the threats that exist to our societies, effective and efficient border 
controls are increasingly essential. The fiscal integrity and security 
of the movements of goods across these borders are the 
responsibility of customs administrations. Accordingly, they are 
also expected to have a positive impact on the economic 
competitiveness of their respective nation.  

Indeed, customs administrations aim at identifying cargo that 
is inconsistent with its declaration, contain illicit goods, or that 
pose threats to society. Smuggling of counterfeited and pirated 
goods cause harm to a nation’s wellbeing due to missed taxes that 
could otherwise be put to service for society. The Organization for 
Economic Co-operation and Development (OECD) estimates that 
the global international trade in counterfeits and pirated goods in 
2007 may amount to USD 250 billion, which would equate to 
1.95% of global trade [1]. Cigarettes lead the chart in the European 
Union with around 35% among all smuggled goods [2]. The 
increasing number of cargo transported through borders requires 
innovative inspection procedures. In this direction, automatic 
detection in cargo screening constitutes an important role. 

 Within the project ACXIS, cargo screening developments are 
made in supporting the inspection officers’ work of illicit cargo 
detection. More specifically, ACXIS develops automated target 
recognition (ATR) functions to analyse X-ray images of cargo 
screened at border crossing points (land, air or sea). These 
functions can continuously self-improve through a central 
reference data base. This database contains X-ray images of illicit 
and non-illicit cargo, and it is designed to be manufacturer 
independent. All these database images, particularly the ones 
containing threats, constitute a significant tool for the training of 
screening officers and also for machine learning methods in 
automated detection algorithms [3,4]. 

2. Hardware Set-Up and Optimisation 

In order to image illicit cargo mock-ups, laboratory X-ray 
scanners were used at Empa - the Swiss Federal Laboratories for 
Materials Science and Technology, at CEA - the French 
Alternative Energies and Atomic Energy Commission, and at 
EZRT - the German Development Center for X-ray Technology 
[5]. The Dutch and Swiss customs administrations used their own 
commercial cargo scanners, such as Smiths Heimann, Rapiscan 
and Nuctech systems. 

The X-ray source used for the data acquisition at Empa was a 
portable dual energy 4 and 6 MeV linear accelerator; with a focal 
spot size of 2 mm (Fig. 1). Certain modifications were made on the 
existing high energy CT at Empa, in order to optimise the system 
for this project [6-8]. First, rails were placed on the linear 
accelerator and the detector towers to allow changing the source-
to-detector distance up to 5.4 m. Then, the CT detector were 
replaced by a newly designed line detector consisting of 20 
modules with 32 channels each, made of 30 mm deep CdWO4 
scintillators with a pitch of 4.6 mm (X-Scan LCS 4.6, from 
Detection Technology). A 3D CAD of the new detector is shown 
in Fig. 2. Careful design and work was carried out in the detector 
assembly in reducing X-ray scattering. Additionally, new lead and 
tungsten source collimators   were installed to shape the beam 
according to the detector geometry. An X-ray filter, specially 

designed, was fitted between the primary and secondary source 
collimators to flatten the intensity of the X-ray beam over the full 
detector width (approximately 3 m).  

The laboratory scanner built at CEA consists of a linear 
accelerator, a line detector and a translation table (Fig. 3). The 
scanning geometry was chosen to match the commercial scanners, 
namely a horizontal translation of the object, using a vertical 
detector line. The linear accelerator is a Varian Linatron M9A 
model, delivering 5, 6 and 9 MeV with a maximal dose rate up to 
30 Gy/min. The focal spot size is specified to less than 2 mm in 
diameter. The detector is made of 10 X-Scan LCS 4.6 modules, 
assembled on a straight line. A lead collimator is used in front of 
the active area and the backside is shielded by 5 mm of lead. 

  
Figure 1 ACXIS laboratory set up of cargo container imaged by linear 
accelerator (left) and new detector (right; hidden behind container).   

 
Figure 2 3D CAD of the new detector, shown without the casing, to allow 
visualisation of the individual detector modules, one of whose close up photo is 
shown. The CAD shows the detector fitted on adjustable towers.    

Linear a  

Linear accelerator 

Cargo container 

Detector 

http://www.astesj.com/


S. Kolokytha et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 60-66 (2017) 

www.astesj.com     62 

 
Figure 3 Laboratory setup at CEA. 

 The translation table has a second plate that can be tilt with 
±15°, as shown in Fig. 4. This option was used for mock-up 
objects for which different incident views were needed. Tilting 
the objects is equivalent to placing them at different heights in a 
full container, hence several combinations of various positions 
were operated more easily. 

 
Figure 4 Translation table with tilt in the setup of CEA. 

3. Reference Database: An Integration 

 One of ACXIS key goal is the creation of a reference database 
of realistic X-ray images of both non-illicit and illicit cargo.  Such 
a database is essential for the development of training systems for 
customs officers and for providing assisted detection techniques of 
threats with the use of dedicated algorithms. To construct this 
database, we rely on historic images provided by customs. 
However, the number of threat images acquired through real 
detections remains limited and needs to be increased by additional 
threat images obtained through simulation. A very important 
aspect for this project is that all the pre-mentioned images must 
have a standard format so that images originating from different 
systems can be incorporated.  

3.1. Creating Artificial Images of Illicit Cargo 

 To efficiently generate X-ray images for the database we can 
rely on two strategies. The first one consists in using simulation 
tools to generate artificial X-ray projections of illicit cargo. CEA 
develops the software CIVA, which integrates a module for 
modelling X-ray generation, interaction and detection, thus 
allowing the creation of realistic radiographic projections of any 
object that is put in the simulation scene. In this case, the shape of 
the object has to be described by a 3D CAD model and its material 
has to be specified. For multi-material objects however, each 
material component has to be segmented, which will result in 
highly complex objects in the case of a complete cargo. In practice, 
due to the complexity of container loadings, this approach has not 
been implemented. The second strategy consists in using real 

images of legal freights, which are widely available, and to 
combine these with one or several threat images. For this purpose 
a so-called “merging tool” has been developed and threat images 
have been either acquired or created by simulation. 

 Both approaches have advantages and disadvantages: for 
instance, cigarettes packs have a very specific texture that is 
difficult to model in the simulation software and real images have 
to be used in this case. On the other hand, some realistic 3D models 
of weapons have been collected and were used to easily generate 
multiple threat images with various orientations.  

3.2. Threat Images  

3.2.1 Acquisition from Mock-Up Scans  

 Based on risk analysis conducted by the customs 
administrations, threat objects and their locations in the container 
were identified. Following their recommendations, a set of mock-
ups was created with real threat items and simulants, combined 
with common goods (Figure 5). These were scanned using 
laboratory systems, and some with a cargo scanner, chosen as 
reference. 

 For some illicit items the incidence of the X-ray paths through 
the object largely influences the produced image. Therefore mock-
up X-ray scans were performed with different object tilts so that 
the best projection could be selected depending on the vertical 
position of the object in the container. 

 
Figure 5 Photograph of a container of apples containing hidden Plastex (left)  and 
hand grenade (right), above, and X-ray image of this threat container, below. 

3.2.2 Generation from Simulation Software 

 The main objective of the mock-up scans was to enlarge the 
variety of threat images. For the same purpose, simulation tools 

Translation table 

Detector 
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were also used in order to generate X-ray images from 3D models 
of various types of threat items (e.g. weapons). 

 The acquisition geometry, source spectrum and detector 
parameters of the high energy scanner were defined in the 
simulation software. 3D models of different weapons were then 
loaded into the software environment and multiple projections 
were created (Figure 6). 

  

Figure 6 3D CAD model (left) and simulated X-ray projection (right) of a 
weapon. 

The strength of the simulation approach is to create easily a 
large set of images of an object from different viewpoints. This 
variety of images of a same object is essential for training learning 
algorithms for detecting specific threats. Figure 7 displays 
simulated images of a small weapon, a larger weapon and a bottle 
that could represent a chemical product used for explosive devices 
for instance. Each threat has been rotated from side view to top 
view by steps of 30°.  

 
Figure 7 Simulated images of three different threats from 

multiple viewpoints. 

 

3.3 Merging Threat Images with Historic Ones 

The basic principle of X-ray imaging is the measurement of the 
X-ray photons which are attenuated when traversing matter. This 
process is modelled by the Beer-Lambert law, which can be 
approximated as follows: 

Idet= I0 e-∑ μi·xi
N
i=1          (1) 

Where Idet  is the beam intensity at the detection point after 
traversing N different materials, I0  is the beam intensity at the 
initial point, μi and xi are the linear attenuation coefficient and the 
thickness of each material, respectively. According to (1), the 
beam intensity at the detector point corresponds to the combination 
of the attenuation due to each material successively penetrated by 
the X-ray beam. It can be decomposed as: 

Idet = I0∙e-μ1∙x1⋯ e-μj∙xj����������� ∙ e-μj+1∙xj+1⋯e-μN∙xN�����������
 Ibg e-μth∙xth

                 (2) 

Where Ibg is the beam intensity attenuated by the background 
(non-illicit cargo without threat constituted of j materials) and the 
parameters μth  and xth  represent the characteristics of the threat 
element (constituted of N-j materials). 

Then, by injecting in (2) the additional measure of the incident 
beam intensity attenuated by the threat Ith it comes: 

Idet = Ibg ∙
Ith
I0

              (3) 

with: 

  Ith = I0 ∙ e-μth∙xth   (4) 

According to (3), we can combine pixel to pixel the attenuation 
of the threat (threat image acquired as described in earlier 
subsection)  to the grey value of the non-illicit cargo image to 
create an image of illicit cargo (Figure 8). 

  
Figure 8 Simulated image of a weapon (left) inserted into a non-illicit cargo to 
create an artificial illicit cargo image (right). 

The implemented tool allows the insertion of a same threat 
image multiple times at different positions in the background 
image and with different orientations. The major difficulty when 
performing the merging is in the selection of suitable and realistic 
spots for placing the considered threat. 

A first set of illicit cargo images created artificially has been 
submitted to customs officers, who have assessed and validated the 
quality of the merging process. 

3.4 Creating a Unified X-ray Image Standard 

 Upon visual inspection of X-ray images, the human brain can 
easily adapt to different systems, regardless the different parameter 
variations such as geometric deformations,   textures, and levels of 
contrast or noise. This is not equally the case for automatic 
algorithms.  

Given the large variety of X-ray scanners installed at border 
checkpoints, it is important that the acquired images are similar in 
terms of the permissioned parameters. As such, standardising these 
images enables an increase in the automatic detection 
performances. Therefore, all X-ray data can be converted into a 
standardised format and stored in a database, along with the results 
of the ATRs and useful annotations (Figure 9 centre). This 
standardisation enables the comparison between scans originating 
from different X-ray imaging systems. The database consists of set 
of approximately 30.000 scans as reference material, and new 
scans can be integrated continuously. 
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Figure 9 X-ray inspection procedure for border controls, with automated target recognition functions based on a centralised reference 
database. 

Similarly, scanners with very different energy spectra such as 
mobile systems equipped with 2.5 MeV sources and stationary 
ones using 9 MeV accelerators produce very different images in 
terms of contrast and image quality [9]. Based on this analysis, it 
is not relevant to convert all scanner images to a unique reference 
configuration but for creating a homogeneous database, we 
propose to standardise images acquired with systems of energy in 
the range 4 MeV to 9 MeV. The strategy for the adaptation of 
contrast is based on the use of X-ray images of step wedges of 
different materials, which give a unique response curve for a given 
system. Using these images, we express, for a given thickness of 
material, the attenuation value of one system as a function of 
another. The equation of this curve corresponds then to the contrast 
conversion function, which is applied after the geometric 
conversion. 

Finally, several noise reduction algorithms were evaluated in 
order to select the best one, BM3D [10] to reduce the noise to the 
level of the reference scanner, without affecting the image quality 
(e.g. the texture or the sharpness). 

Figure 10 Real container scan with Euromax (a) and SH-HCVS (b) scanners. The 
Euromax scan was converted to the HCVS format (c). 

4. Customs Officers Training 
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information into consideration, or to ignore it when they believe 
that the ATR function has generated a false alarm. The waybill 
information is also provided to the officer, regarding the container 
contents. 

 

The CBT software incorporates both training and testing 
modes. The training mode can be used for initial and recurrent X-
ray image interpretation training using the large reference 
database. For each container image, the CBT asks the screening 
officer whether and where suspect goods are present. Following 
each image inspection, the officer is given feedback. When a 
screener correctly reports that an X-ray image contains an item 
that does not match the waybill or is illicit, the response is counted 
as a hit. If an incorrect illicit item present answer has been given, 
the response is categorised as a false alarm. Feedback on missing 
illicit items and correctly reporting that a container image is 
harmless is also provided. When an illicit item is present in the 
image, the feedback includes an additional window displaying the 
illicit item as a photograph and as an X-ray image. The training 
time and further details of the simulated scenario can also be 
examined. Upon completion of a training session, a summary 
feedback on detection performance in that session is provided. 
The testing mode is similar to the training mode but feedback is 
not provided. It can be used to measure X-ray image interpretation 
competency of customs officers and to conduct research for 
example on training progress and the value of ATRs. 

5. ATR Algorithms Trained on Merged Threats 

      In comparison with the amount of data required to train and 
test ATR algorithms, a small sample of images containing illicit 
goods is available. Building a database derived from merging 
techniques is therefore crucial, especially for machine learning 
based algorithms where hundreds of thousands of images are 
often needed. Thus, a single sample can easily be projected 
according to different orientations and scales, increasing the 
variability of the dataset. 

      Our experience has shown that some differences may appear 
between the results yielded on artificially generated and real 

testing sets. Though, while tested on real data, ATR algorithms 
indicate highly satisfactory performances.  

      In the framework of the ACXIS project, two prominent ATR 
tools have been developed and trained on projected images: the 
Automatic Firearm Detection (Figure 12 (a)) and Reefer Unit 
Analysis (Figure 12 (b)) algorithms. 

 

 

Figure 12 (a) Firearms automatically identified in the container scanned by an 
HCVM system (b) Narcotics automatically detected in the reefer unit, Rotterdam 
HCVS, 2016. 

6. Conclusions 

This work, which was part of the ACXIS project, developed 
a manufacturer independent reference database for X-ray images 
of illicit and non-illicit cargo, procedures and algorithms to 
uniform X-ray images of different cargo scanners and 
measurement parameters, and an automated identification method 
of potentially illicit cargo. Historic images of real detection scans, 
images of illicit cargo mock-ups as well as images of non-illicit 
cargo were integrated into the reference database. The resulting 
database was then used for the improved training and evaluation 
of customs’ officers. The developed software incorporates ATR 
functions, which together with the impact of the systematic 
computer-based training is expected to confirm the benefits 
through a validation study. The foreseen results of the study will 
confirm that this software increases the success of border controls 
and reduces the required time necessary for cargo inspection. 
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 The article deals with the problem of increasing the accuracy of determination of aircraft's 
navigation flight parameters. Increasing the accuracy and sensitivity of navigation 
parameters determination will improve the efficiency of air conveyance by optimizing the 
flight trajectories and reducing the flight time and simultaneously will ensure the sufficient 
level of air conveyance safety. The main purpose of this article is to develop a polarimetric 
navigation method for determining the aircraft's coordinates during flight. This method can 
potentially increase the accuracy and sensitivity of navigation parameters determination. 
The article gives a detailed analysis of the existing methods and systems for determination 
of aircraft's navigation parameters, their advantages and the sphere of application. Also 
the polarimetric navigation method and the system for implementing this method are 
proposed. The system envisages the use of two measurement channels and consists of two 
main blocks: the radiation unit and the measurement unit. The practical implementation of 
the proposed navigation method and system includes the development, creation and use of 
the polarimetric navigation system. The results of system's mathematical modeling are 
given and the optimum parameters of the optical channel elements of the proposed system 
are determined based on these results. Further research in this area envisages the 
development and creation of the polarimetric navigation system as well as experimental 
verifications of the concept. Using a high-precision measuring method, such as 
polarimetric measurement method, to determine the aircraft's navigation flight parameters 
will significantly improve the safety and efficiency of the airlines industry. 
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1. Introduction 

Modern transportation market is characterized by the dynamic 
development of the airline industry. This is due to increasing 
mobility of population, development of national and international 
tourism, increasing enterprise activity and globalization process. 
According to ICAO statistics annual increase in the volume of 
regular freight and passenger traffic is observed. Thus, for example, 
during 2015 [3] there was the increase in the volume of passenger 
traffic by 7.1% and increase in the volume of freight traffic by 

1.7%.The main advantages of aviation operations that distinguish 
it among other types of transportation are a high speed, high 
reliability, better safety of cargo, the ability to deliver cargo to 
remote areas, the shortest traffic routes and others. The vast 
majority of transcontinental cargo and passenger transportation 
over long distances is carried out by air. There are main 
disadvantages of aviation operations such as the high cost, high 
consumption of materials and high power consumption, 
dependence on weather conditions. 

One of the priorities for increasing the efficiency and safety of 
air traffic is to ensure effective and overall air navigation services 
[4]. Improving the quality of air navigation services will optimize 
routes and reduce the duration of flights. This will reduce some of 
the above mentioned disadvantages of air transportation. Air 
navigation services include the air traffic service, the radio-
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technical support, the aeronautical information service and the 
meteorological service. This article will focus on radio-technical 
support aspects of air navigation services. 

Radio-technical support should be understood to mean a set of 
measures aimed at the timely formation of information about air 
situation and its issuance to aviation's control point and aircraft's 
crews to provide navigation, takeoff and landing of aircraft [5]. 
Radio-technical support includes providing communication, 
navigation and surveillance. This article will focus on providing 
navigation of the aircraft's flight. 

Air navigation (Aeronavigation) is the realm of science about 
the methods and means of driving the aircraft and determination of 
its movement parameters during the flight within the atmosphere. 
The aircraft's flight includes several main stages, such as, takeoff, 
climb, route flight, landing approach, landing and others. During 
the flight, the following navigational tasks are performed: 
programming of flight trajectory; determining the coordinates of 
the aircraft in space; determining the vectors of air speed, ground 
speed and wind speed; determining the flight time to point of call, 
turning points; determining maneuver in the horizontal and vertical 
planes during flight, approach, landing and other tasks. Accurate 
and timely determination of aircraft navigation parameters at each 
stage is a prerequisite for safe and efficient air transportation. 

Aircraft's navigation parameters include parameters and their 
derivatives, which describe orientation, location and movement of 
aircraft in space and around center of mass. There are the main 
navigational parameters defined during the flight such as 
coordinates (geographical, polar), height (absolute altitude, height 
above ground, true height), heading (magnetic, true, great-circle), 
speed (indicated, airspeed, ground), attitude (roll, pitch and yaw 
angles) and others. 

One of the promising directions to improve the efficiency of air 
transportation is the concept of free flight. This concept involves 
transferring operating choice of the route trajectory, flight speed 
and profile to aircraft crews [6].This will allow using airspace 
more rationally and flexibly. Applying this concept can increase 
efficiency and provide annual savings of several billion dollars by 
reducing fuel consumption and flight time. Applying of this 
concept involves the compacting of the flow of air transport in 
airspace. This, in turn, requires improving the accuracy of 
determination of the coordinates and position of aircraft in air 
space, as well as providing early warning about possible conflicts 
to ensure the necessary level of safety. 

2. Problem Statement 

The dynamic development of the airline industry, the air traffic 
volume growth and implementation of air traffic management 
concepts «Free Flight» lead to the necessity for compacting the 
flow of air transport in airspace and lead to potential reduction in 
air transportation safety because of aircraft collision at the critical 
density of aircraft in the air space. Improving safety with air 
transport flow compacting is possible by increasing the accuracy 
of determination of the aircraft’s coordinates and by predicting 
aircraft motion trajectory for the near future. The analysis of the 
motion trajectories of aircraft which are in locally restricted space 
will allow providing air traffic regulation and safe deconfliction of 
aircraft in the airspace. Thus, there is a need to develop new or 
improve existing methods for determining the coordinates of the 
aircraft to ensure improvement of measurement accuracy. It is 
critical to improve measurement accuracy of aircraft coordinates 

in locally restricted space: in the zone of the airport, around turning 
point, near the intersection zone of air-route and in other zones of 
airspace with a high density of aircraft. 

3. Review 

To determine navigation parameters, different technical means 
which can be divided into autonomous and non-autonomous 
systems are used. The non-autonomous navigation systems define 
navigation parameters by using information which coming on 
board from outside. The autonomous navigation systems are 
characterized by the use of onboard equipment for navigation 
parameters determination. 

All navigation technique depending on their physical 
principles of action can be divided into 5 main groups: 
geotechnical, inertial, radio, astronomical, lighting. Each of these 
groups has certain operating peculiarities and is used to define 
aircraft's leg. 

Geotechnical navigation means are based on the different 
physical properties of the Earth and its atmosphere, which include 
the gravity force, Earth's magnetism and the earth magnetic field, 
terrain, pressure change with flight altitude changing, air velocity, 
thermal properties of the Earth and others. This group of 
navigation technical means refers to autonomous navigation 
systems and is characterized by low accuracy and sensitivity. This 
group includes magnetic and gyromagnetic compasses, 
magnetometers, gravitometers, a barometric altimeter, an air speed 
meter, correlation-extreme navigation systems and others. This 
group of navigation technical means was widely used at the 
beginning of aviation development, and now they are used as 
emergency devices. 

Radio navigation means are based on the physical properties of 
artificial electromagnetic waves that propagate in space. This 
group of means refers to non-autonomous navigation systems: the 
source of radio waves (radio beacon) is needed for their work. This 
group of means is characterized by high precision work in any 
weather conditions, at any time of the day, and at different 
distances. This group includes a short range radio navigation 
system, a long range radio navigation system, the VOR system, the 
DME system, a radio altimeter and others. Radio navigation means 
are widely used in modern aircraft in different stages of flight, to 
perform various tasks. 

Astronomical navigation means are based on the use of 
objective laws of relative position and the Earth's motion relative 
to the Sun, the Moon and other celestial bodies. This group of 
navigation technical means refers to non-autonomous navigation 
systems: visibility of celestial bodies is needed for their work. This 
group of means is characterized by high accuracy and is used 
exclusively for navigation tasks. Equipment of astronomical 
navigation means is used as an additional information source of 
aircraft position during flight over the ocean and in the North and 
South Poles. This group includes astronomical compasses, 
sextants and others. 

Inertial navigation means are based on measuring of angle rate 
and linear accelerations caused by the action of non-gravitational 
force (engine thrust, atmospheric effect, lift component, control 
force and others). This group of means refers to autonomous 
navigation systems. Modern inertial means are characterized by 
relatively high accuracy and sensitivity, the accumulation of errors 
over time, the relatively small weight and size. This group includes 
fiber optic gyros, ring laser gyros, MEMS-gyros, attitude and 
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heading reference systems, inertial navigation systems and others. 
This type of navigation means is widely used in modern aircraft in 
different stages of flight, to perform various tasks. 

Lighting and visual navigation means are intended to marking 
of visual cues and provide ground-based aircraft navigation. This 
group of means refers to non-autonomous navigation systems: for 
their work is needed earth-based system for marking of visual cues. 
Means of this group is mainly used at leg of takeoff and landing. 
This group includes light beacons, searchlights, laser instrument 
landing systems of direct vision, laser instrument landing systems 
on the dispersion effect and others. 

The current stage of aerotechnics development is characterized 
by integrated utilization of navigation technical means with 
different physical principles. It permits to reduce the measurement 
error of navigation parameters significantly and reduce the 
adjustment time of navigation system. 

Inertial and radio navigation systems and methods are widely 
used to determine navigation parameters during end route flight. 
Inertial navigation systems allow obtaining information about 
linear and angle accelerations on aircraft's board. Onboard system 
determines the angle of turn and covered distance in some system 
of coordinates, as well as calculates aircraft's navigation 
parameters, such as coordinates, heading, attitude, altitude, speed 
and others. Radio navigation systems provide determination of 
aircraft's coordinates by measuring distance and azimuth to radio 
beacon. The holistic use of inertial and radio navigation systems 
permit to increase the accuracy of determining the navigation 
parameters.  

Consider radio navigation systems in more detail. . According 
to the measured navigation parameter radio navigation systems are 
divided into the azimuth-measurement navigation system, range-
measurement navigation system, rho-theta navigation system, 
differential-range measurement navigation system and others.  

The systems which provide the navigational information about 
the distance to the radio beacon on board of the aircraft refer to the 
range measurement navigation systems.  Using this type of 
navigation systems allows determining aircraft coordinates by the 
distance to three DME-beacons or the distance to two DME-
beacon and altitude. 

Azimuth-measurement radio navigation systems are the 
systems which provide the navigational information about relative 
angular position of aircraft and radio beacon on board of the 
aircraft. Using this type of navigation system allows determining 
aircraft coordinates by the azimuths of two VOR beacons and 
altitude. 

The systems that provide the navigational information about 
relative angular position of the aircraft and radio sources and about 
the distance to the radio beacon on board of the aircraft are defined 
as rho-theta navigation system. Using this type of navigation 
system allows determining aircraft coordinates by the azimuth and 
distance to radio beacon and altitude. 

The differential-range measurement navigation systems are the 
systems that provide on board of the aircraft the navigation 
information about the location of aircraft by determining the 
difference of the distances to several radio navigation points. To 
determine the coordinates of the aircraft, it is necessary to have 

three (four) independent differences of the distances to two (three) 
beacons. 

So to perform navigation tasks during the flight route the most 
widely used radio and inertial navigation means. The radio 
navigation means characterized by high precision work in any 
weather conditions, at any time of the day, and at different 
distances, but needs availability of radiowaves source - radio 
beacon. The inertial navigation means are autonomous and 
characterized by relatively high accuracy and sensitivity, the 
relatively small weight and size, but they accumulate the errors 
over time. Integrated utilization of inertial and radio navigation 
systems permit to increase the accuracy of aircraft’s navigation 
parameters determining. 

4. Problem Solution  

Optical measurement methods are widely used in various fields 
of science and technology. Application scope of optical 
measurement methods has expanded significantly in recent years. 
This is due to their advantages. Optical measurement methods 
have the following advantages: noncontact measurement, non-
destructive testing, high speed of measurements, high 
measurement accuracy and sensitivity, and others. One of the 
application directions of optical measurement methods for 
determining the aircraft's coordinates is the use of the optical 
gyroscopes: fiber optic gyroscopes and ring laser gyroscopes. 
Their operation principle is based on the Sagnac effect. This effect 
consists in the change of the phase difference of two oppositely 
directed light waves, which propagate in a closed loop at its turn 
around a normal axis. Optical gyroscopes are autonomous means 
and refer to inertial navigation means. They are characterized by 
high accuracy, sensitivity and stability, relatively small gyro drift 
- 0,001 degrees per hour. The disadvantages of ring laser 
gyroscopes include high power, the complexity of their production 
technology, relatively large mass and dimensions. The 
disadvantages of fiber optic gyros include inverse scattering, effect 
of temperature, vibration, magnetic and electric fields on the 
quality of their work.  

One of the most sensitive optical measurement methods is 
polarimetric measurement method. It allows measuring the 
azimuth plane polarization with accuracy 0,0005° [7]. Polarimetric 
measurement methods involve measuring the polarization 
properties of radiation after interaction of polarized radiation with 
the objects: the degree of polarization, azimuth plane of 
polarization, ellipticity and others. The use of polarimetric 
measurement methods to solve navigation problems is possible 
through the use of an isotropic dielectric plane-parallel plate in the 
optical channel of measurement. The dielectric plate rotates the 
plane of polarization of the incident radiation depending on his 
angle of incidence. 

This paper is an extension of work originally presented in IEEE 
4th International conference « Methods and Systems of Navigation 
and Motion Control (MSNMC) » [8]. This article continues 
studying the issue of using polarimetry in aircraft navigation 
systems and is aimed at a wider and more detailed examination of 
the polarimetric technology possibility to solve aviation navigation 
tasks. Polarimetric techniques are understood to mean the totality 
processes of collection, accumulation, processing, transmission, 
storage and display of information. They use polarimetric methods 
and devices to obtain basic information about the object. This 
article proposes the polarimetric navigation method and system, 
which implements this method. The operation principle of the 

http://www.astesj.com/


A.E. Klochan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 67-72 (2017) 

www.astesj.com   70 

method is based on Fresnel's formulas. The proposed method and 
system are based on the use of physical properties of artificial 
electromagnetic waves in the optical band, which propagate in 
space. The polarimetric navigation method and system are 
classified as non-autonomous and in accordance with the 
classification above they can be attributed to radio navigation 
means. 

Rotating the polarization plane of polarized radiation after 
falling on isotropic planar dielectric plate with weakly absorbing 
material is explained by various transmittance and reflectance for 
p- and s-polarized beam components, which are described by 
Fresnel's formulas. Studies, presented in [1] and [2], confirm this 
statement and show that at falling of linearly polarized beam on 
the dielectric plate the reflected and refracted beams will also be 
linearly polarized, and the angle of polarization plane will depend 
on the angle of incidence. 

The values of azimuth of polarization plane for the reflected 
and refracted beam that has passed through the two faces of the 
plate can be determined by the following formulas: 
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where rϕ  – azimuth of polarization plane of the reflected beam,   

eϕ  – azimuth of polarization plane of the incident beam,  

dϕ  – azimuth of polarization plane of the refracted beam,  
i  – angle of incidence,  
r  – angle of refraction, 

Thus, when polarized radiation falls on the isotropic dielectric 
plate, the polarization plane of the refracted beam, reflected beam 
and beam passing through the two faces of the plate rotates. The 
azimuth rotation of polarization plate depends on the incidence 
angle of radiation and the azimuth of polarization plane of the 
incident beam. 

The use of polarimetric technologies to solve the 
aeronavigation tasks is as follows. The emitter, which is located on 
navigation beacon, emits linearly polarized radiation with a certain 
dispersion aperture in the vertical plane and the minimum 
dispersion aperture in the horizontal plane. The polarization plane 
of radiation rotates simultaneously with the rotation of radiation 
diagram. The meter located on board of the aircraft receives 
radiation from the navigation beacon, measures the polarization 
plane azimuth of the beam that has passed through the two faces 
of the plate and determine the angle of incidence and polarization 
plane azimuth of the incident beam. This polarization plane 
azimuth of the incident beam is directly associated/ connected with 
the navigation beacon bearing and angle of incidence depends on 
the relative navigation beacon bearing and distance to it, as well as 
pitch angle, yaw angle and altitude of the aircraft. 

Consider the block diagram of the optical measurement 
channel shown in Fig. 1. 

1 2 3 4 5 6 7 8 9

 
Figure 1. Block diagram of the optical channel 

Radiation source 1 is intended to emit unpolarized light. The 
optical filter 2 is designed to filter radiation in order to highlight a 
certain wavelength. Faraday cell 3 is designed to polarize radiation 
and to rotate its plane of polarization according to the law of 
diagram rotation of beacon radiation. Scattering lens 4 is designed 
to dissipate polarized radiation with defined aperture dispersion. 
The dielectric plate 5 is designed to rotate the plane of polarization 
depending on the angle of incidence and polarization plane 
azimuth of the incident beam. It provides primary information 
about angle of incidence and polarization plane azimuth. Focusing 
lens 6 is designed to focus the polarized beam after dielectric plate 
on modulator 7. Analyzer 8 is designed to determine the plane 
azimuth of polarization radiation, which has passed through the 
dielectric plate. Photodetector 9 is designed to convert the intensity 
of radiation incident on it into an electrical signal. The resulted 
electrical signal is sent to the measurement unit for determining of 
polarization plane azimuth and incidence angle of radiation. 

Accuracy measurement is defined by the relation of a signal to 
noise. The relation of a signal to noise for photodetector has the 
following appearance [7]: 
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where S is signal; N is noise; US, UТH, USH are voltages generated 
by signal, thermal and shot noises, respectively; A1, A2 are 
constants depending on the properties of the photodetector; k1, k2 
are principal transmittances of polarizing prisms; Δ is system 
sensitivity; P is polarization degree of the light in the optical 
channel; α is the angular vibration amplitude of polarization plane, 
changing according to the periodic law: 𝛼𝛼 = 𝛼𝛼0Φ(𝑡𝑡). 

Using the polarimetric techniques to solve aeronavigation 
problems anticipates the use of polarimetric navigation system, 
which consists of two main units: radiation unit and measurement 
unit. Radiation unit is set on the beacon and designed to emit 
polarized beam with fixed value of polarization plane azimuth. At 
that the polarization plane azimuth depends on the direction of 
radiation. Measurement unit is set on the onboard and designed to 
measure the polarization plane azimuth of the passed beam and 
calculate navigation beacon bearing. Radiation unit has two 
channels and provides radiation of two linearly polarized beams 
with different wavelengths and polarization plane azimuths. 
Dependence of the polarization plane azimuth in the first and 
second channels (ϕe1, ϕe2) on radiation azimuth (θ) of the 
navigational beacon is shown in Fig. 2. Radiation unit consists of 
two identical channels, each of which is configured to 
corresponding channel of radiation unit. 
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Figure 2. Dependence polarization plane azimuth on radiation station azimuth in 

the first and second channel 

The block-diagram of one channel of polarimetric navigation 
system is shown in Figure 3. One channel of polarimetric 
navigation system includes radiation unit 1, measurement unit 2 
and propagation medium 11.  Unit 1 emits the polarized beam with 
certain polarization plane azimuth that passes through the 
propagation medium 11 and falls to the measurement unit 2 where 
the calculation of navigation beacon bearing takes place. 
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Figure 3. Block diagram of one channel of polarimetric navigation system 

One channel of the radiation unit includes radiation source 3; 
monochromator 4; Faraday cell 5; sound generator 6; scattering 
lens 7, slit diaphragm 8. Both radiation channels are placed on the 
platform 10, which rotates. Monochromator 4 is designed to filter 
the incidence beam and miss out the wavelength on which the 
appropriate channel of measurement unit is tuned. Faraday cell 5 
is designed for polarizing the beam and rotating its plane of 
polarization. Sound Generator 6 is intended to form control signals 
to the Faraday cell 5. Scattering lens 7 and a slit diaphragm 8 are 
designed for scattering plane-polarization radiation in the vertical 
plane with minimal divergence radiation angle in the horizontal 
plane. The platform 10 rotates around a vertical axis at constant 
frequency and provides changing the radiation direction of the 
beam 9. The beam polarization plane and platform rotate rotates 
simultaneously. This ensures communication of polarization plane 
azimuth and the radiation station azimuth. Two measurement 
channels differ by rotation frequency of the polarization plane: in 
the first channel it is equal to the speed of platform rotation, while 
in the second channel it is equal to the half of the platform rotation 
frequency. 

The channel of measurement unit consists of planar dielectric 
plates 12 and 13, which are designed to rotate the polarization 
plane depending on the angle of incidence and polarization plane 
azimuth of the incident beam, it provides getting primary 
information about incidence angle and polarization plane azimuth; 
optical filters 14 and 15, which are designed to filter the incidence 
beam and miss out the wavelength on which the appropriate 
channel of radiation unit is tuned; focusing lens 16 and 17, which 
are designed to focus the radiation on the Faraday cell 18 and 19; 

Faraday cell 18 and 19, which are designed to modulate polarized 
radiation in an alternating magnetic field; sound generators 20 and 
21, which are designed to form the control signals which are 
transmitted for Faraday cells 18 and 19; analyzers 22 and 23, which 
are designed to determine the polarization plane azimuth; 
photodetectors 24 and 25, which are designed to convert 
polarization plane azimuth into an electrical signal; narrow-band 
amplifiers 26 and 27, which are designed for amplifying electrical 
signal; synchronous detectors 28 and 29, which are designed to 
increase the measurement sensitivity and provide measurement 
"on zero signal"; microcontroller 30, which is designed for 
processing measurement results; storage unit 31, which is designed 
for collecting and storing measurement results; calculator 32, 
which is designed to perform mathematical calculations. 

5. Result of Research   

The paper represents the azimuth-measurement polarimetric 
method for determining the coordinates of the aircraft and the 
navigation system that implements the proposed method.  
Proposed navigation system allows measuring the relative angular 
position of the aircraft and navigation beacon. At that, aircraft's 
coordinates are determined by the azimuths of two beacons and 
altitude. The system consists of two channels. The polarization 
plane azimuth and incidence angle of radiation are defined in each 
channel. The value of polarization plane azimuth of incidence 
radiation in two channels determines the airplane bearing. The 
measured value of the incidence angle may be used in determining 
the altitude, pitch angle and station bearing. 

In the process of mathematical modeling the dependence graph 
of the polarization plane azimuth of the refracted beam on 
incidence angle for different values of polarization plane azimuth 
of the incident beam (Fig. 4), the dependence graph of the 
measurement sensitivity on polarization plane azimuth of the 
incident beam (Fig.5), the dependence graph of the polarization 
plane azimuth of the refracted beam on the polarization plane 
azimuth of the incident beam for different values of the incidence 
angle (Fig. 6) were created. To determine the optimal incidence 
angle we created the dependence graphs of measurement 
sensitivity and refracted beam intensity on incidence angle on the 
same graph (Fig. 7). The incidence angle value of the intersection 
point is optimal incidence angle. 

 

 
Figure 4.Dependence graph of the 

polarization plane azimuth of 
refracted beam on incidence angle 

 
 

Figure.5 Dependence graph of the 
measurement sensitivity on 

polarization plane azimuth of the 
incident beam 
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Figure 6. Dependence graphs of the polarization plane azimuth of the refracted 

beam on polarization plane azimuth of the incident beam 

 
Figure 7 – Dependence graph of measurement sensitivity and refracted beam 

intensity on incidence angle 

After analyzing the dependence graph of the polarization plane 
azimuth of refracted beam from incidence angle (Fig. 4), we 
conclude that the relationship is symmetric about the y axis and 
depends on the polarization plane azimuth of the incident beam. 
After analyzing the dependence graph of the measurement 
sensitivity on polarization plane azimuth of the incident beam (Fig. 
5), we conclude that the relationship is symmetric about zero and 
has extremes. The graph shows that the highest sensitivity value 
provides polarization plane azimuth ϕe= ± 68°. After analyzing the 
dependence graph of the polarization plane azimuth of the 
refracted beam on polarization plane azimuth of the incident beam 
(Fig. 6), we conclude that the relationship is nonlinear and depends 
on the incidence angle. At that, the sensitivity of the measurement 
increases with the increase of the incidence angle. After analyzing 
dependence graphs of measurement sensitivity and refracted beam 
intensity on incidence angle on the same graph (Fig. 7), we 
conclude that the optimal incidence angle (i) equal i= ± 52,5°. The 
optimal incidence angle is provided by installation of dielectric 
plate at an angle to the horizontal plane. Due to the fact that one 
measurement channel unit has two dielectric plates, it is proposed 
to establish one plate at an angle of 52.5 ° to the vertical plane and 
the second 52.5⁰ angle to the horizontal plane. 

6. Conclusions  

The article deals with the existing methods for determining 
navigation parameters and the proposed azimuth-measurement 
polarimetric method for determining the coordinates of the aircraft. 
This method can potentially increase the accuracy and sensitivity 
of determining the navigation parameters. Also in the article the 
measurement system that implements this method is proposed. The 
proposed method and system can be used with azimuth-
measurement and rho-theta navigation system for determining the 
aircraft's coordinates.  

Distinction between the proposed system and optical 
gyroscopes lie in different principles of action: optic gyroscopes 
are autonomous means and polarimetric system is non-
autonomous means, as well as lie in various physical operation 
principles: optical gyroscopes are based on the Sagnac effect and 

polarimetric navigation system is based on the Fresnel's formulas. 
Integrated utilization of optical gyroscopes and means of 
polarimetric navigation system will greatly increase the accuracy, 
sensitivity and reliability of information about aircraft's navigation 
parameters of flying. 

The article also shows the results of mathematical modeling of 
the measurement channel. Optimal polarization plane azimuth of 
the incident beam and optimal incidence angle of radiation were 
determined during mathematical modeling. Calculations can be 
applied in the development and implementation of polarimetric 
navigation system. The practical implementation of the proposed 
method is to create a polarimetric navigation system and requires 
additional theoretical and practical research. This article reflects 
results of one theoretical research stage of the possibility to use the 
polarimetric technology for solving air navigation tasks. 
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 A new architecture of multi-standard transmitter that combines single and double frequency 
conversion is presented. The transmitter is able to generate waveforms of different cellular 
standards (GSM, UMTS, Wimax), LAN standards (Bluetooth, Zigbee, IEEE802.11 b/g) and 
Radio navigation standards (GPS, Galileo) as well. Depending on the selected standard 
and frequency, the transmitter routes the intermediate frequency signal, into direct or 
double conversion path. Optimization design techniques are introduced to manage multiple 
standards and efficiently enable them while reducing cost, size and weight of the resulting 
transmitter. Such a transmitter is aimed to be used as a backup solution for a broken 
network to reestablish and insure communication links for rescue operations. 
 

Keywords :  
Multi-standard, transmitter, 
optimization, direct conversion, 
single-double conversion, UAV 
and rescue operation 
 

 

 

1. Introduction  

On January 12th 2010, an earthquake has devastated Haiti, 
causing approximatively 160.000 deaths [1]. One of the main 
reasons that worsen the disaster was some major failures in the 
wireless communications towers, located at Port-au-Prince, which 
hampered the emergency measures.  

Disasters have no specific target location and no specific 
timing. One of the possible solutions to insure the communication 
between rescue and intervention units is to deploy Unmanned 
Aerial Vehicles (UAVs, a.k.a Drones) to restore the links with the 
wearable transmitters in case of emergency and to generate radio 
navigation signals when satellite signals are lost. As illustrated in 
Figure 1, an UAV equipped with a multi-standard transceiver will 
fly over the affected city to take over the communication system. 

Existing mobile networks are heterogeneous and people own 
different devices supporting cellular standards (GSM, UMTS and 
Wimax), wireless personal and local area network standards 

(Bluetooth, Zigbee and IEEE802.11 b/g) as well as Radio 
navigation (GPS and Galileo). In this context, the UAV’s 
transceivers have to support all available wireless communication 
standards and all operating frequencies. Therefore, there is a real 
need to a multi-standard transceiver that covers common wireless 
standards and automatically switches between different standards 
and frequencies whenever needed.  

Some solutions have been already proposed. Indeed, 
Qualcomm transmitter in [2] serves different GSM variants 
(GSM850, Primary GSM, EDGE, Railway GSM, and GSM1800 
& GSM1900). In [3], another architecture is proposed to generate 
GSM signals using Phased Locked Loops (PLLs) in the up-
converters eliminating the additional filters traditionally used 
between the up-converter and the amplification bloc. This solution 
minimizes power consumption but is only applicable to constant 
envelope signals. Another architecture [4] was proposed for both 
constant and complex envelope signals. Each waveform is 
generated by a different configuration of I/Q modulators.  

 The proposed solution involves a new architecture that 
generates the RF signal using direct or double conversion, 
depending on the desired standard. In addition, an optimization 
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technique is introduced to minimize the high number of RF filters 
and PLLs necessary to cover multiple standards and frequencies. 
Therefore, cost, size and weight are also minimized. 

This paper is an extension of work originally presented in IEEE 
MILCOM2016 [5] and it is organized as follows: Section II 
outlines the basics of multistandard architecture optimization. The 
judicious filtering technique is detailed. After presenting the 
frequency plan of different standards to be served, two 
architectures with their different components will be presented. In 
the last section, both of architectures are validated by carrying out 
simulations with CAD software: Advanced Design System (ADS).    

 

 
Figure 1 Artist point of view of a rescue operation using UAVs [1] 

   

2. Multi-standard transmitter architecture definition and 
optimization 

2.1. Basics of architecture optimization  

The first step in the transmitter design is defining the 
architecture. Generally, the transmitter is divided into the 
following blocks: baseband part, frequency up-converter, RF filter, 
power amplifier and antenna. Modern architectures could be 
heterodyne, homodyne, polar and digital-IF. The digital IF which 
is heterodyne is the most used because of its perfect balance 
between I and Q signals. Its architecture is illustrated in Figure 2. 
Digital I and Q signals are combined in the baseband part. The 
resulting signal is converted by a digital to analog converter.  
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Figure 2 Architecture of digital IF (heterodyne) transmitter 

 

The frequency fIF of the signal at the IF stage is then up-
converted to fRF, at the output of the up-converter. In order to 
reduce the number of required filters, in a multi-standard 
transmitter, the upper side band signal located in fRF = fLO + fIF and 

the lower side band signal located in fRF = fLO – fIF are used. The 
mixing of the IF signal and the carrier produces the desired output 
signal, the image signal and the intermodulation products. As 
illustrated in Figure 3, the desired signal can be located either on 
the upper or lower sideband. Harmonics and inter-modulation 
products have the form m*fLO+n*fIF, and the critical harmonics are: 
–fLO+5fIF, fLO–3fIF,  fIF,  fLO,  fLO+3fIF,  fLO+5fIF. The IF-frequency fIF 
is fixed whereas the PLL-frequency fLO is tuned. If the signal is 
transmitted in the upper sideband, the filer should reject the nearest 
unwanted signal components fLO and fLO+3fIF. In the same way, if 
the signal is transmitted in the lower sideband, the rejection of fLO 
and fLO–3fIF is required. This concept allows increasing the 
bandwidth of the RF filters, and therefore, it reduces their numbers.  

 

 
Figure 3  A typical output spectrum of the up-converter  

 

Moreover, it decreases the frequency range that should be 
covered by the PLLs. Indeed, the sub-frequency band of the PLL 
that will cover the higher sub-band of the filter will be re-used to 
cover the lower sub-band of the filter. Figure 4 illustrates this 
concept. In conventional direct-conversion architecture, the 
maximum stop bandwidth of a filter is lower than fIF. By using the 
optimization concept, the stop bandwidth of each RF filter is lower 
than 2fIF. An overview of this filtering strategy is given in Figure 
5. The difference between the upside (fStopHigh) and low side 
(fStopLow) stop band frequencies of the RF filter should be at most 
equal to 2fIF. Two scenarios are included in Figure 5, the higher 
lateral band (fLO1+fIF) is filtered where fLO1 is the frequency 
generated by the local oscillator. In the second scenario, the lower 
lateral band (fLO2–fIF) is filtered by the same filter where fLO2 is the 
frequency generated by the local oscillator. 

 

Figure 4 RF filters bands and the corresponding PLL frequency bands. 
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Figure 5 Judicious filtering technique. 

 

2.2. Optimization of a Direct Conversion Multi-standard 
Transmitter 

The frequency plan to be covered is shown in Figure 6. The 
second generation of a cellular communication standard (GSM) 
offers voice and low speed data transfer [6]. The need to add 
multimedia services at a very high-speed in wireless 
communication infrastructure has led to the development of the 
third generation such as UMTS and the fourth generation as 
Wimax [7]. Local and Personal wireless networks such as WLAN, 
Bluetooth and Zigbee have become very popular [8]. And satellite 
navigation systems were developed to enable precise and reliable 
positions for users. European Union launched a new positioning 
system called Galileo and United States of America have upgraded 
their satellite navigation system [9], [10]. 

The method consists on subdividing the whole frequency band 
into sub-bands, respecting the fact that the rejection bandwidth 
does not exceed 2fIF. Another point that should be considered is 
that closer the pass band is to 2fIF, the steeper the slope of the filter 
transfer function has to be. Therefore, the order of the filter 
increases and the number of resonators increases as well which 
increases the size of the RF filters. The rejection bandwidth should 
not exceed 2fIF. Thus, in order to reduce the number of required RF 
filters, The IF frequency fIF should be high enough.  

The maximum frequency that the afforded digital to analog 
converter can generate is 140 MHz. Thus, the transmitter requires 
8 RF filters, each one having a bandwidth less than 2 fIF 
=2x140=280 MHz. the standards served by each RF filter are 
shown in Figure 7. Filter 1 covers the standards GSM, UMTS and 
Zigbee between 824 MHz and 960 MHz. Filter 2 covers GPS and 
Galileo signals. It has a bandwidth of 136 MHz centered at 1232 
MHz. Filter 3 covers also GPS and Galileo signals between 1559 
MHz and 1575 MHz. Filter 4 covers the standards GSM and 
UMTS between 1710 MHz and 1785 MHz. Filter 5 covers also the 
standards GSM and UMTS between 1805 MHz and 1990 MHz. 
Filter 6 covers the UMTS standard between 2010 MHz and 2170 
MHz. Filter 7 covers Wimax, Bluetooth, Zigbee and WLAN 
standards between 2300 MHz and 2497 MHz. Filter 8 covers 
UMTS and Wimax standards between 2496 MHz and 2690 MHz. 
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Figure 6  Frequency plan of the considered standards 
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fL=824 MHz 
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Filter 7: 
fL=2300 MHz 
fU=2497 MHz 
fc=2398.5 MHz 
BW=197MHz  

 

Filter 8: 
fL=2496 MHz 
fU=2690 MHz 
fc=2593 MHz 
BW=194MHz 

Figure 7 RF filters specifications. 

Figure 8 shows how the multi-standard architecture generates 
and processes the right signal. GPS signal is taken here as an 
example to illustrate the process. At the DAC output the FPGA 
generate the GPS signal that passes through an IF filter of 32 MHz 
bandwidth, centered at 140 MHz. This corresponds to the 
maximum pass band allowed by the whole set of standards. The 
filtered signal is then up-converted to the desired RF frequency 

using a Phase Locked Loop (PLL). A combination of a two 
digitally controlled SPDT and SP4T switches insures the routing 
of the signal to the GPS filtering path which is selected among 8 
RF filtering arms. Finally, the filtered signal is amplified before 
transmission. 
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Figure 8 The proposed multi-standard transmitter architecture. 

The frequency band covered by the voltage controlled oscillator 
used in the PLL depends on RF filter bandwidths. For a given 
filter having a central frequency fc and a bandwidth BW, the 
frequency range is: 

[ fc–BW/2–fIF ; fc–fIF] if we choose fRF = fIF  + fLO,  (1) 

[ fc+fIF ; fc+ fIF+BW/2] if we choose  fRF = fLO–fIF.    (2) 

Figure 9 shows the obtained frequency ranges to be covered 
by the frequency synthesizer. 
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Figure 9 Frequency bands to be covered by the frequency synthesizer. 

 

The mixer is selected primarily depending on its frequency 
band operation. The characteristics of the mixer are shown in Table 
1. The frequency band of the LO port has to cover 824 and 2690 
MHz. It has to exhibit a high IIP3 and a high 1dB compression 
point, as well as low insertion loss. Regarding those conditions, the 
best candidate is MACOM’s ESMD-C50M mixer. 

 

For the SPDT switch, many device candidates are possible. 
The Analog Devices’ ADG918 exhibits the lowest insertion loss 
and return loss and offers the highest isolation and IIP3. For SP4T, 
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the Analog Devices’ADG904 fulfil the requirements. The 
specifications of the RF switches are presented in Table 2. 

Table 1 Mixer main characteristics 

Mixer Name MACOM ESMD-C50M 

RF band [MHz] 10-2950 

IF band [MHz] 30 - 590 

LO band [MHz] 10 - 2950 

Conversion Loss [dB] 6.21 

LO drive level [dBm] 13 

 
Table 2 SPDT & SP4T main characteristics 

Name SPDT- 
ADG918 

SP4T- 
ADG904 

Freq band [MHz] DC - 4000 DC-2700 

Insertion Loss [dB] 0.8 1.1 

Isolation [dB] 43 37 

Retun Loss [dB] 26 27 

IP1dB [dBm] 17 16 

IIP3 [dBm] 36 31 

The IF filter has to be centered at 140 MHz with a minimum 
bandwidth of 32 MHz. Low ripple, low insertion loss and low 
group delay are required. High stop band rejection and return loss 
are also needed. Oscilent’s 820-IF140.0M is selected as it satisfies 
all the requirements. Its characteristics are presented in Table 3. 

Table 3 IF Filter characteristics 

Name Oscilent820-IF140.0M 

Center Freq [MHz] 140 

Bandwidh [MHz] 34 
Ripple (dB) 0.65 

Group delay (us) 0.96 
Rejection (dB) 60 

Insertion Loss (dB) 22.2 

The RF filter reponse depends on the characteristics of the 
chosen RF components, especially the frequency conversion bloc. 
The rejection level required to attenuate the level of fLO, fLO ± 3fIF 
and of the other remaining intermodulation products should be 
determined to respect the out-of-band emission mask. A software 
simulation (ADS) is used to obtain the level of different 
harmonics and intermodulation products at the input of RF filters 
and at the output of the first stage of RF switches.  

The common RF filter response is plotted in Figure 10. The 
attenuation Amin should be low in the filter passband between Fc-
Fp and Fc+Fp. The term 

LofA is the attenuation level needed to 
reject the oscillator signal. The frequency bands between Fc-Fp- 
fIF and Fc- fIF and between Fc+ fIF and Fc+Fp+ fIF correspond to 
the frequency range of the PLL frequency fLO. The term Amax is 
the attenuation level to be achieved for the image frequency. The 
frequency bands between Fc-Fp-2fIF and Fc-2fIF and between 

Fc+2fIF and Fc+Fp+2fIF correspond to the frequency range of the 
image signal. The term 3Lo IFf fA ±  is the minimum level required to 

attenuate the intermodulation product located in 3Lo IFf f−  and 
3Lo IFf f+ . The frequency bands between Fc-Fp-4fIF and Fc-4fIF 

and between Fc+4fIF and Fc+Fp+4fIF correspond to the frequency 
range of the harmonic components 3Lo IFf f−  and 3Lo IFf f+  
respectively. The term 5Lo IFf fA ±  is the minimum level required to 

attenuate the harmonics located in 5Lo IFf f−  and 5Lo IFf f+ . 
The frequency bands between Fc-Fp-6fIF and Fc-6fIF and between 
Fc+6fIF and Fc+Fp+6fIF correspond to the frequency range of the 
harmonic components 5Lo IFf f−  and 5Lo IFf f+  respectively. 
The term 

IFfA is the attenuation level of the IF component.  
Different standards have an attenuation levels depending on 

the in- and out-of-band emission limits. The level of each 
harmonic components and undesired signals at the input of the RF 
filters are designed with a software simulation. The obtained 
harmonics and intermodulation products rejection levels for each 
filter are summarized in Table 4. The RF power amplifier is 
assumed to be linear to guarantee that the levels of the generated 
harmonics and intermodulation products generated by the up-
converter relative to the signal level are kept to be similar after the 
amplification bloc. 
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Figure 10 RF Filter response 

Table 4 FLO and FLO± 3FIF rejections for each channel filter 

Specification Center 
Freq 
[MHz] 

Pass 
band 
Freq 
[MHz] 

fLO± 3fIF 
rejection 
level [dB] 

fLO 
rejection 
level [dB] 

Filter 1 892 136 80 59 

Filter 2 1232 136 40 19 

Filter 3 1575 32 40 19 

Filter 4 1747.5 75 80 59 

Filter 5 1897.5 185 80 59 

Filter 6 2090 160 53 32 

Filter 7 2398.5 197 52 31 

Filter 8 2593 194 53 32 
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2.3. Optimization of a Multi-standard transmitter architecture 
using single/double conversion 

The first architecture uses eight RF filters, two SPDT switches, 
four SP4T switches. This architecture is costly in terms of size. For 
optimization purposes, we have developed another architecture 
based on double conversion. Two stages are used to transpose the 
signal from an intermediate frequency to RF frequency. 

In order to reduce further the number of required RF filters, 
The IF frequency fIF should be sufficiently high. The maximum 
frequency that the afforded DAC can generate is 140 MHz. The 
purpose is to cover the maximum standards with the minimum 
number of filters. The judicious filtering technique detailed in the 
section II.A is re-used to develop this architecture.  

The first part of the spectrum is 824 –1300MHz. For this 
section of the spectrum, the direct conversion method with an IF 
frequency of 140 MHz (which leads to a maximum channel filter 
bandwidth of 280 MHz) gives good results in terms of rejections. 
However, the second section of the spectrum (1559 – 2690 MHz) 
requires at least six IF-filters to be entirely covered. To reduce the 
total size and cost of this previous setting, we use instead, a double 
conversion with a new IF-frequency that will be high enough to 
require at most two band-pass filters without being too close to the 
LO frequency. This prevents to generate harmonic interference.  

In fact, the intermediate frequency is not fixed for this 
architecture, it is chosen in such a way that it does not exceed the 
third of the frequency of the phase-locked loop, 3/LOf . Indeed, at 
the output of each mixer at both frequency conversion blocs, the 
critical harmonics that should be filtered are IFLo ff 5+− , IFf , 

IFLo ff 3− , Lof , IFLo ff 3+ , IFLo ff 5+ . These harmonics may 
disturb the judicious filtering technique when one of them, at least, 
falls within the frequency ranges between IFLo ff 2−  and 

IFLo ff 2+ . The RF filter bandwidth is at most equal to twice the 
intermediate frequency 

RFLOIF fff
9
2

7
2)max( ==                               (3) 

)min(*2 IFff ≤∆                                     (4) 

Looking at Figure 6, the frequency bands of interest start at 
MHzfRF 824= . According to (3), the maximum IF frequency is 

therefore 206 MHz. In one hand, if the carriers around 824 MHz 
are generated by double conversion, the maximum of the 
frequency at the output of the digital converter must be 51.5 MHz. 
In the other hand, if the signal is generated by direct conversion, 
the maximum of the intermediate frequency is 140 MHz and the 
first filter covers the frequency band between 824 MHz and 960 
MHz. The bandwidth of the filter is 136 MHz and the minimum 
intermediate frequency IFf  is 68 MHz. The first filter bandwidth 
covers GSM, UMTS and Zigbee standards. The second filter starts 
at MHzfRF 1164= . According to (3), the maximum IF frequency 

IFf  is therefore 291 MHz in the case of direct conversion. The 
bandwidth of the filter is 136 MHz therefore the minimum 
frequency is 68 MHz. The frequency bands to be covered which 
come just after the second filter start at frequency 1559 MHz. The 
corresponding maximum IF frequency is 389.75 MHz. The third 
filter covers the band 1559-1990 MHz. The maximum frequency 

and minimum frequency is therefore 215.5 MHz. The fourth filter 
covers the frequency band between 2010 MHz and 2690 MHz. The 
maximum intermediate frequency is 502.5 MHz and the minimum 
intermediate frequency is 340 MHz. Simulations using Advanced 
Design System (ADS) of Keysight technologies on this set up (see 
Simulation section) prove that the second stage IF frequency of 
357.5 MHz is a good compromise and corresponds to a central 
frequency of an available intermediate filter. The maximum 
allowed channel filter bandwidth is 715 MHz. The filters 1 and 2 
are used for the direct conversion whereas the filters 3 and 4 are 
used for the double conversion. Specifications of each RF filter are 
summarized in Figure 11. 

 

Filter 1: 
fL=824 MHz 
fU=960 MHz 
fc=892 MHz 
BW=136MHz 
 

 

Filter 2: 
fL=1164 MHz 
fU=1300 MHz 
fc=1232 MHz 
BW=136MHz 

 
Filter 3: fL=1559 MHz, fU=1990 MHz, fc=1774.5 MHz, 

BW=136MHz 

 
Filter 4: fL=2010 MHz, fU=2690 MHz, fc=2350 MHz, 

BW=680MHz 
Figure 11  RF filters specifications. 
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Figure 12 The proposed multi-standard transmitter architecture. 

The global transmitter architecture is shown in Figure 12. The 
DAC output is filtered by an IF-filter with a 32 MHz bandwidth 
(corresponding to the maximum pass band of the GPS standards) 
centered at 140 MHz. The signal is then up-converted to a desired 
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RF frequency. Then, depending on the RF frequency, the signal is 
routed to either single or double conversion path. For the double 
conversion, two intermediate surface acoustic wave (SAW) filters 
centered at 357.5 MHz and having at least 32 MHz bandwidth are 
to be considered before the second up-conversion stage. The 
signal is then driven by a variable gain amplifier (VGA) 
depending on the standard and finally amplified by a high power 
amplifier (PA). 

Figure 13 shows the obtained frequency for the local oscillators. 
The green bands of 684 – 752 MHz and 1032 –1100 MHz are the 
LO frequencies corresponding to the direct conversion path 
(filters 1 and 2). For double conversion path we use the up 
sideband frequency 497.5 MHz (357.5+140) because it is closer 
to the other required bands. The orange and purple bands 
corresponds to the LO frequencies of the second PLL for the 3rd 
and 4th filters respectively (low side band and higher side band). 

In the frequency synthesizer’s side, the frequency range to be 
covered by the Voltage-Controlled Oscillator (VCO) depends on 
the bandwidth of the filters. For a filter whose center frequency 

cf  is and the bandwidth is WB , the frequency range to be 
covered by the VCO is between IFWc fBf −− 2  and IFc ff −  
on the one hand and between IFc ff +  and IFWc fBf ++ 2  on 
the other hand. Figure 13 shows the total frequency range to be 
covered by the RF frequency synthesizers. For the signals covered 
by the first two filters covering the frequency bands 824-960 MHz 
and 1164-1300 MHz respectively, the intermediate frequency 

IFf  is set to 140 MHz. In the path where the frequency 
transposition occurs twice, the intermediate frequency at the 
output of the analog-digital converter is fixed and is equal to 140 
MHz. The signal generated by the converter is transposed to 357.5 
MHz by the first block of the frequency synthesizer. The first 
frequency synthesizer should generate a frequency of 497.5 MHz 
or 217.5 MHz. The frequency 497.5 MHz is chosen because it is 
closer to the other frequency ranges. The second block of the 
frequency synthesizer serves to transpose the 357.5 MHz 
frequency signal to a RF signal that will be filtered by the third 
and fourth filters. 
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Figure 13 Frequency bands to be covered by the frequency synthesizer 

Between the two mixers, a filter should be inserted. In the 
market, SAW (Surface Acoustic Wave) filters can be used. The 
third filter covers GPS, Galileo, UMTS, GSM and WLAN 
standards with a maximum channel width of 32 MHz. The fourth 
filter covers the UMTS, WIMAX, Bluetooth, Zigbee and WLAN 
standards with a maximum bandwidth of 28 MHz. The first and 
the second SAW are pass-band filters. The center frequency of the 
first SAW is located between 215.5MHz and 389.75 MHz and 
between 340 MHz and 502.5 MHz, for the second. Their 

bandwidth should be at least 32 MHz and 20 MHz respectively.   
Figure 14 illustrates the possible locations of IF channels to be 
filtered by the third and fourth filters, i.e, at the second frequency 
conversion bloc. 

 
Figure 14 Possible frequencies of intermediate IF channels. 

The folding of the two intermediate frequency ranges is 
considered as an optimization point if a filter that covers the 
frequency band between 389.75 MHz and 340 MHz is available. 
From the market, the chosen SAW filter is RFM SF2090C as its 
ripple, group delay and insertion loss are low and its out-of-band 
rejection is high. Its characteristics are in Table 5. 

The modified transmitter architecture is illustrated in Figure 
15. The transmitter includes an analog to digital converter, a mixer, 
phase locked loops, an SPDT type RF switch, two SP4T type RF 
switches, a variable gain amplifier and an RF amplifier block. The 
chosen mixer is MACOM’s ESMD-C50M. Its main 
characteristics are listed in TABLE I. The RF switches ADG918 
and ADG904 of analog devices are the best candidates. Their 
characteristics are in TABLE II. After the DAC, the IF filter 
(Oscilent’s 820-IF140.0M) is inserted. Its characteristics are listed 
in Table 1. 

Table 5 SAW IF filter characteristics 

SAW filter Name RFM SF2090C 

Center freq [MHz] 357.5 

Bandwidth [MHz] 35 

Ripple [dB] 1 

Group delay [ns] 55 

Rejec-tion [dB] 40 

Insertion Loss [dB] 12 

Frequency Band [MHz] 340-375 
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Figure 15 The architecture of single/dual multi-standard transmitter. 
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The out-of-band attenuations of the first second filters are 
determined based on the level of the harmonics at the output of the 
first mixer and the values of the center frequency and bandwidth. 
The center frequency of the first filter is 892 MHz, and its 
bandwidth is 136 MHz. The first filter covers GSM, UMTS and 
Zigbee standards. According to their various masks and spurious 
emissions cited, the rejection of the image frequency should be 80 
dB and of the local oscillator should be 19 dB. The second filter 
covers the GPS and Galileo systems, the rejection of the image 
frequency should be 40 dB and of the component is 19 dB. For the 
third filter and the fourth filter, the levels of harmonics are obtained 
by carrying out a harmonic balance simulation. The level of 
harmonic components Lo IFf f+  and Lo IFf f−  is 10.79 dBm. 
The level of the local oscillator signal is -19.64. According to the 
Mask signal and out-of-band emission limits of GSM, UMTS, 
GPS and Galileo, the third filter should attenuate the image signal 
by 80 dB and the local oscillator component by 71.15 dB. The stop 
band of this filter is 720 MHz. The fourth RF filter has a bandwidth 
of 680 MHz. It covers UMTS, Bluetooth, Zigbee, WLAN and 
WIMAX standards.   It should attenuate the signal at Lof  by 44.15 
dB and the image frequency by 53 dB.  

3. Simulation  

3.1. Simulation of the Direct Conversion Multi-standard 
Transmitter 

To validate the concept, the multi-standard architecture is 
implemented in ADS, as shown in Figure 16. The RF filters, the 
RF switches, the mixer as well as the IF filter are implemented by 
using their models. The simulation allows checking whether the 
spurious signals are well rejected by the RF filters. All standards 
generated through the proposed multi-standard architecture are 
tested. And for each standard, many frequency step simulation runs 
were carried out. The output spectrum respects the out of band 
emission limits, in all simulated cases. The following test run is 
used as an illustration example. 

 
Figure 16 Validation of the direct conversion multi-standard transmitter 

architecture with ADS. 
To generate a WiMAX signal at 2304 MHz, the RF switches 

are activated in a way that the signal is filtered by filter 7. The 
frequency of the signal that is generated by the PLL is

2164Lo RF IFf f f MHz= − = . The spectrum of the signal at the 
output of the transmitter for this case is illustrated in Figure 17. 

 
Figure 17 Spectrum of the signal at the output of the transmitter 

3.2. Simulation of a multi-standard transmitter using single/ 
double conversion technique 

After the selection of the RF components, the simulation of the 
second architecture is done using the Keysight–ADS simulator. 
The circuit diagram useful for completing the simulation in ADS 
is shown in Figure 18. The simulation consists in carrying out the 
spectral analysis at the output of the transmitter by varying the 
frequencies of the frequency synthesizers and adjusting the control 
parameters of the RF switches. 

 
Figure 18 Validation of the multi-standard transmitter architecture using 

single/double conversion technique with ADS. 

 
Figure 19 Spectrum of the signal at the output of the transmitter 
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For example, if the frequency of the first frequency synthesizer 
and of the second frequency synthesizer are adjusted to 

MHzfLo 5.4971 =  and MHzfLo 5.22172 = . The different RF 
switches are tuned in a way that the RF signal passes through the 
third filter. At the output of the transmitter, the spectrum is shown 
in Figure 19. 

4. Conclusion 

In this paper, two new optimized architectures of a multi-
standard transmitter have been presented. The first one is an 
heterodyne based architecture. The second combines single and 
double frequency conversion that allows further reducing the cost, 
size and weight of the transmitter. This transmitter is a part of a 
wireless radio that will be carried by an UAV reaching stricken 
areas after a disaster and therefore enabling and making easier 
efficient rescue intervention.  

It has been shown, through simulation, that both of 
architectures can generate GPS and Galileo signals which are very 
critical for rescue operations and waveforms of different cellular 
wireless communication standards (UMTS, GSM and Wimax) 
along with waveforms of different local and personal area wireless 
network standards (Bluetooth, Zigbee and IEE802.11 b/g). The 
high number of different wireless communication standards and 
their operating frequency bands requires a high number of RF 
filters and PLLs. The first architecture is direct conversion. It uses 
an analog digital converter to convert the digital signal into an 
analog signal. The analog signal passes through an IF filter with a 
center frequency of 140 MHz. The filtered signal is mixed with a 
carrier to be transposed to an RF frequency. The RF signal may be 
the upper or lower sideband. The RF signal passes through an 
SP4T switch which points the RF signal to its corresponding RF 
filter. The first architecture uses eight RF filters. RF filters are 
partitioned and defined based on the judicious filtering technique. 
For each RF filter, the lower half of bandwidth serves to filter the 
upper side signal and the upper half of filter’s bandwidth serves to 
filter the lower side signal. The second architecture is less 
expensive than the first. It uses fewer components. It uses two 
SAW IF filters, two mixers, two SP4T RF switches, an SPDT RF 
switch and four RF filters. The frequency range to be covered by 
the frequency synthesizers of the second architecture is between 
497.5 MHz and 3047.5 MHz. As a logical perspective, the 
architecture can be further optimized. There is an opportunity to 
use a frequency doubler that allows using fewer RF filters and 
fewer RF frequency synthesizers. 
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1. Introduction 

This paper is an extension of the work originally presented at 
the URSI Commission B International Symposium on 
Electromagnetic Theory (EMTS 2016) [1]. In this article we model 
the scattering of three-dimensional electromagnetic waves on a 
finite impedance section of a wavy surface separating two media. 
The scattering of electromagnetic waves by a wavy interface 
between two different media is an important problem for various 
applications. In this article we investigate the incidence of an 
arbitrary plane wave on a local inhomogeneity of the interface 
assuming sufficiently high conductivity of the underlying medium. 
The mathematical formulation of such problems reduces to that of 
solving a system of Maxwell equations in non-regular infinite 
regions. Depending on the polarization of the incident field, the 
boundary-value problems are reduced to independent systems of 
hypersingular integral equations solved by specially developed 
numerical algorithms utilizing a singularity isolating algorithm. 

2. Mathematical model and numerical algorithm 

2.1. Mathematical formulation of wave scattering problems 

Let us assume that an interface between two media is situated 
in Cartesian coordinates x, y, z. The interface consists of two 
half planes Σ  that are specified by the equation 0=y  and joined 
by an impedance cylindrical wavy section S that stretches along 
the z  axis. The entire wavy section is located in the half-space 

.0≥y  The surface S is specified by the equation y=f(x), 

,0 ax ≤≤  ,0)()0( == aff  where a is the x length of irregularity 
S. Let .2π=a  The reflecting surface Σ∪S  does not depend on 
z coordinate. Denote by 1D  the region over interface Σ∪S  
where the 3D incident electromagnetic field propagates. This 
region 1D  is characterized by permittivity 1ε , permeability 1µ , 

and the 1k  wave number 11
22

1 µεω=k , where ω  is the circular 
frequency (Figure 1). The time dependence is ( )tiω−exp . 

 

Figure 1: Geometry of perfecting surface 
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The field of the plane wave 
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is incident on the surface Σ∪S  in region 1D . Here, 0ϕ  is the 
angle between axis z and the direction of the incident wave 
propagation. When 2/0 πϕ = ,  we obtain a plane reflection two-
dimensional problem. If 00 =ϑ , we have the case of the normal 
incidence in the plane problem. 

In region 1D  we seek for a solution to the homogeneous 
system of Maxwell equations 
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which satisfies on the plane section Σ  the condition of perfect 
conduction 
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=× zyxEn  

Leontovich condition on local section S with a finite conductance 
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./ 222 εµ=W  Here, 2ε  and 2µ  are the characteristics of the 

section S,  ( )0,, yx nnn =


 is the outward normal to region 1D . The 
reflected field satisfies the radiation conditions at infinity. 

We look for the total electromagnetic field in 1D   that has the 
same dependence on z  as the incident field, that is 
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Then, the boundary condition on S can be represented as follows:

( ) ( ) ( )

( ) ( )
( ) ( )









∂
∂

+
∂

∂
−

−
=









∂
∂

−
∂

∂
−

−
=

τ
γωµ

γ

ωε
τ

γ
γ

yxEi
n

yxHi
kW

yxH

n
yxEiyxHi

k
WyxE

zz
z

zz
z

,,1,

,,,

012
0

2
12

102
0

2
1

2

, 

,/// ynxnn yx ∂∂+∂∂=∂∂ xnyn yx ∂∂−∂∂=∂∂ /// τ  are 

the normal and tangent derivatives, respectively. Accordingly, 
boundary conditions on plane section Σ  take the form 
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1 γβ −= k  Then the considered boundary value problem can 

be reduced to solving in region 1D  of the 2D homogeneous 
Helmholtz wave equation 
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with appropriate boundary conditions on Σ  and S. 

2.2. Reduction of the boundary problem for Helmholtz equations 
to the system of singular equations in case of E-polarization 

In order to obtain a system of hypersingular integral equations 
equivalent to the boundary value problem for Helmholtz equation, 
we introduce Green’s function ( )PMg E , , satisfying in region 

1D  the inhomogeneous Helmholtz equation 
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12

2

2

2
PMPMg

yx
E δπβ −=










+

∂

∂
+

∂

∂  

the boundary condition for perfect conductor on half-plane Σ   

( ) ,0, =PMg E  

that have the form 
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E rHrHiPMg ββπ

−=  

Here, )()1(
0 xH  is the zero-order Hankel function of the first kind; 

( ) ( ) ,22
, PMPMPM yyxxr −+−=  where ( )PMPM yx ,, ,  are 

coordinates of M and P points; =PMr ˆ,
ˆ

( ) ( ) ,22
PMPM yyxx ++−=  ( )PP yx −,  are the coordinates 

of the P̂  point. 

Applying in region 1D  the Green’s formula successively to 

functions ( ),Mu   ( )PMg E , ,  taking into account the radiation 
conditions and the properties of surface potentials, we obtain a 
system of two integral equations for unknown functions 

( ) nPu ∂∂ /  and ( ) τ∂∂ /Pv  on finite section S  for E- polarization 
case: 
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where ( ) ( ) .expexp),( 00000 yixiyixiyxu E βαβα +−−=  In the 
case of the H- polarization we can obtain a system of two integral 
equations for unknown functions ( )Pv  and ( ) τ∂∂ /Pu  on finite 
section S. 

2.3. The numerical algorithm for the solution of singular 
integral equations for the E-polarization  

The systems of integral equations are singular and can be 
solved through reducing them to the complex system of linear 
algebraic equation by means of the collocation and approximation 
method.  

To this end, we divide the interval [ ],,0 a  on which the 
equation )(xfy = of the irregular cylindrical surface S  is 
defined, by points ,,0,/ 0 axxNiax Ni ===  into N  equal 
parts. The points dividing the curve S  have the coordinates 
( ).)(, ii xfx  Then we replace the integrals entering into the 

systems of equations (1), (2) with the sums of the integrals over 
the subintervals and set ,

2
1+= iMM  ,,...,1 Ni =

2
1+iM are 

collocation points. The sought solution on the section ,
1, +jj PPS

,1,...,0 −= Nj  is approximated by a zero-order spline. As a 
result, we obtain a complex system of linear algebraic equations. 
When calculating the integrals over a section ,

1, +jj PPS  in which 

the integrand depends on either ( )PMg E ,  or 
( ) ,,

P
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replace the integration with respect to s  with the integration with 

respect to x by setting ( )( ) .1 2
PP xdxfsd ′+=  

Note that the terms that enter the kernels of integral equations 
and depend on ),( PMg E  have a logarithmic singularity when the 
arguments coincide. Therefore, when developing the numerical 
algorithm, this singularity is separated in an explicit form and the 
integrals containing it are calculated analytically. 

The normal derivatives of the function ),( PMg E  have no 
singularity when the arguments are equal, and 
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strong singularity. In order to calculate the matrix elements that are 
integrals of the functions with a hypersingularity, it is necessary to 
develop a numerical algorithm. To this end, we preserve the 
integration over the arc s  in these integrals. We defined the 
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To develop a special computing algorithm, every integrands is 
represented by a sum of two terms: the first one is the total 
differential of some function has been calculated analytically; the 
function in the second term has a logarithmic singularity and is 
integrated by separating this singularity in the explicit form, 
thereafter the corresponding integrals are calculated analytically. 

In the first term Mn∂∂ /  let us consider the component Mx∂∂ /  
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The points M  and P  can coincide, hence, there is an integral of the 
Dirac delta-function. 

Similarly let us consider the component My∂∂ / in the first 
term Mn∂∂ / : 
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Using (4)-(5) and the recurrence relations for Hankel functions 
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we obtain the final formula for the calculation of the second 
normal derivative of the Green function [2]. 

2.4. Calculation of the reflected field pattern for the  E-
polarization 

Using the solution to the system of integral equations (1)-( 2) and taking into 
account the boundary conditions on the section S , we can obtain the integral 
representation for the field ( ) ( ) ( )MuMuMu E
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We introduce spherical coordinate frame ,,, ϕϑr  where angle  
( )2/2/ πϑπϑ <<−  is measured from the y axis and angle  
( )2/0 πϕϕ <<  is measured from the z axis. We seek for a 

representation of the scattered field for ,PM rr


>>  .11 >>Mrk
  

Following that, we introduce the notation ρ=Mr
 . It can be 
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and also for ( )Mu1 [3]. 
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the pattern of scattering field ( )Mu1 . Knowing the solution of the 
system of singular integral equations (1)-(2), we calculate the 
currents induced on the irregular surface and far-field pattern for 
the scattered field in the far zone [4]. 

3. Numerical results 

The induced currents and reflected electromagnetic field 
patterns are calculated for E- polarization, i4502 +=ε , contour 

S  specified in the XOY plane by the equation ( ) xxf cos1−= , 
π20 ≤≤ x , π2=a . 

Figure 2 shows the distribution of the calculated function of 
the induced current ( ) nPuxI ∂∂= /)(  on the boundary S  

along the x axis for π31 =ka , ,5.1=λ
a where λ is the 

wavelength of the incident field. The  results are obtained for 
various angles 0ϑ  and 0ϕ  of the electromagnetic wave incidence: 
(curve 1) 00 =ϑ , 0

0 85=ϕ ; (curve 2) 300 =ϑ , 0
0 60=ϕ ; 

(curve  3) 450 =ϑ , 0
0 45=ϕ ; (curve 4) 600 =ϑ , 0

0 30=ϕ . 

Figures 3-4 show for π31 =ka , 5.1=λ
a  reflected field 

pattern ( )ϕϑ ,EF  in polar coordinates for the range 
 8585 <<− ϑ  and fixed values of ϕ . Curves 1-5 

correspond to .5,30,45,60,85 =ϕ  Figures 3-4 represent 
the results of calculations for the reflected field when a plane wave 
incident at the angles 85,0 00 == ϕϑ  (Figure 3) and 

 45,45 00 == ϕϑ (Figure 4).  

 

Figure 2  

 

 

Figure 3 

 

 

Figure 4 

 

Further, the analogous results are presented on Figures 5-
7 for .5.2,51 == λπ aka
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Figure 5 
 

 

 

Figure 7 

 

4. Conclusion 
 

1. The exact model of plane electromagnetic wave incident 
on inhomogeneous conductive surface is investigated. 

2. The problem is reduced to the system of singular integral 
equations. The analytic solution is provided for a 
singularity in the kernels of integral equations. 

3. The numerical algorithm for calculation of scattering 
characteristics of incident electromagnetic field was 
developed and calculation examples were presented. 
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ulation of PMI-PMBOK v5 and ITIL v3 both for the management of the
project and for the verification of risks in the IT services. Second, we ap-
plied a set of risk mitigation strategies based on international standards
as NIST 800-82 and 800-30. Thirdly, we assembled the two mentioned
phases in a Guide for standards-based instructions and security poli-
cies, which previously have been encouraged on NIST 800-82, 800-53
and 800-12. Hereby, we observed the reduction of incidents of infor-
mation security, the correct delimitation of the functions of the direct
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1 Introduction

According to the Guide to Industrial Control Sys-
tems (ICS) Security NIST-2nd Revision [1], “threats
to control systems may be originated from numer-
ous sources, including hostile governments, terrorist
groups, disgruntled employees, malicious intruders,
complexities, accidents, and natural disasters as well
as malicious or accidental actions by insiders. ICS se-
curity objectives typically follow the priority of avail-
ability and integrity, followed by confidentiality”.

Facing these issues, the industry has proposed sev-
eral studies as recommended by [2] where best prac-
tices and risk assessment of the ICS have been sug-
gested. In [3] authors documented about Supervisory

Control and Data Acquisition (SCADA) system secu-
rity. In [4] enlightens the myths and facts behind Cy-
ber security in ICS, while in [5] [6] [7] [8] [9], au-
thors present issues, methods and countermeasures
to the protection of information, control systems as
well as automation. In [10] exposes the research about
SCADA security in the light of Cyber-Warfare. In re-
cent studies such as [11] examines the State of the Art
in Cyber security risk assessment methods for SCADA
systems. In [12] [13] proposes a study on efficiency of
an Information Security Management System (ISMS)
for ICS with compliance. In [14] presents a formal
approach that automates the security analysis of ICS.
In [15] explains a process of defense of securing ICS.
In [16] presents a theory of security metrics in SCADA
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and ICS including resilience. In [17] [18] [19] [20] [21]
authors explore the ICS cybersecurity landscape in-
cluding threats, vulnerabilities, intrusions and cyber-
attacks. In [22] discusses that the wireless systems
in all ICS are subject to cybersecurity vulnerabilities.
In [23]gives an analysis of behavior, time, and adap-
tation in the assessment of ICS Cybersecurity Risk. In
all mentioned studies, general recommendation and
analysis on the ICS were discussed, but unfortunately
they missed to propose a management system of in-
formation security. The standards listed in the men-
tioned studies are predominantly: NIST 800-53, ISA
99, NERC, ISO 27001, ISO 27002 [24], ISO 31010, and
ISO 27019.

Despite having controls and procedures in the
management of information security of its ICS, the
manufacturing companies, fail to reduce and resolve
the incidents. In addition, there is little or no evidence
of a complete vulnerability, threat and risk analysis
of their critical assets and services. This may be at-
tributed to the high level of sophistication of the ICS
and the poor knowledge of the present personnel that
manages and carries out such tasks [10].

Thus, the main contribution of this research has
been to provide a methodology to manage informa-
tion security in ICS. This has been focused on both,
Information Technology (IT) professionals and man-
ufacturing automation professionals. Its stages and
methods have been consistently combined with the
standards outlined above and are internationally used
in traditional IT and ICS. Specifically, these contri-
butions are: (1) Novel guides for the management of
the project of implementation of the methodology; (2)
Updated methodologies for risk assessment in IT ser-
vices used in ICS; (3) Methodological procedures to
encounter new risk mitigation strategies; and finally,
(4) Methodological procedures to develop the manual
of security standards and policies for ICS.

Based on the findings and conclusions presented
by [24] [26], we agree and confirm that NIST fulfills
all criteria needed and has been therefore chosen to
be ideally for this study, besides the existence of two
further interesting options such as the North Amer-
ican Electrical Reliability Corporation / Critical In-
frastructure Protection (NERC / CIP). They represent
a set of requirements designed to secure the assets re-
quired to operate in North America and the Interna-
tional Automation Society (ISA), being is a series of
standards, technical reports and related information
that defines procedures for Systems Automation and
Control Electronics (IACS). Therefore, we have opted
for a reliable standard like NIST stands for, which is
not exclusively framed in the organization nor in the
technical part only. This allows the possibility to man-
age in an effective and holistic way different areas that
coexist in the SCI being: business, computing, elec-
tronics, automation, production processes and peo-
ple. It is also recognized that NIST is internationally
highly disseminated and its best practices exist sup-
plementary information that may be available to the
professional stakeholders of this project.

This document is an extended version of a pre-
vious conference presentation [27], which has been
based specially on NIST. In this present article, areas
of knowledge of the PMBOK and ITIL standards have
been also included, which served to improve the man-
agement of the methodology implementation projects
and in the risk analysis of the IT services operating
in the ICS. Furthermore, we added detailed evidence
and discussions of the results presented in [27].

The remainder of this paper is organized as fol-
lows: The conceptual framework that describes the
theoretical foundation of this study is described in
Section 2. Then, the adaptation and improvement
of the methodology proposed is explained in section
3. Results and discusses of findings and their impli-
cations are displayed in Section 4. Finally, Section
5 closes with conclusions and some future research
lines.

2 Theoretical Framework

This section comprises all the important theory and
knowledge about the ICS, tools for IT architecture
modeling and expert system validation method that
have been used in this study:

2.1 Industrial Control Systems (ICS).

As reported by the Guide to Industrial Control Sys-
tems (ICS) Security of the National Institute of Stan-
dards and Technology (NIST) [1], the term Industrial
Control System includes Supervisory Control and
Data Acquisition (SCADA), Distributed Control Sys-
tems (DCS), as well as programmable logic controllers
(PLCs). ICS are used in industries such as electricity,
water distribution systems, wastewater, petroleum,
natural gas, chemical, transportation, pharmaceuti-
cal, pulp, paper, food, automotive, aerospace, among
many others. On the other side, SCADA systems are
also used to control critical infrastructure. As stated
by ENISA in [28] critical infrastructure such as elec-
tricity generation plants, transportation systems, oil
refineries, chemical factories and manufacturing fa-
cilities means an asset, system or part thereof located
in a country which is essential for the maintenance
of vital societal or strategic functions, such as health,
safety, security, economic or social well-being of peo-
ple, and the disruption or destruction of which would
have a significant impact (e.g. disruption to busi-
ness operations and services but also potential dam-
age and destruction of equipment). As a final point,
DCS are used to control production systems within a
local area such as a factory using supervisory and reg-
ulatory control. PLCs are used for discrete control for
specific applications and generally provide regulatory
control [1].
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2.2 Security incidents in Industrial Con-
trol Systems.

The proliferation of connections that use the electro-
magnetic spectrum, combined with vulnerable source
code and errors in configurations of automation sys-
tems expose the ICS to potential from cyberspace.
Weak IT security policies and weaknesses in the secu-
rity features of automation systems dramatically in-
crease the risk of a successful cyber-attack [29].

Facing such issues, there are some organizations
authorized to investigate and combat cybersecurity
incidents. For instance, in the United States are the
Cybersecurity Emergency Response Team (ICS-CERT)
[30] and the Federal Bureau of Investigation (FBI).
ICS-CERT in 2015, received and responded to several
incidents reported by owners and manufacturers of
industrial products in North America. Other reports
considered are also those reported by manufacturers
and suppliers of equipment, industrial systems, and
information security solutions such as: ABB, Allen
Bradley, Verizon [31], among others.

In the same context [27] [28] discloses the current
maturity level of ICS-SCADA cybersecurity in Europe
and identifies good practices handled by European
Member States to improve this area. The first and sec-
ond part of this study introduces the ICS-SCADA cy-
ber security topic, explains the role of ICS-SCADA in
critical sectors and summarizes the methodology of
this research.

2.3 Guide for Industrial Control System
Security NIST 800-82.

The NIST Industrial Control System Safety Guide
800-82 establishes some guidelines for the implemen-
tation of safety in ICS. The main reason for using the
regulations for an ICS is that these increasingly adopt
computer components in their design and operation.
While some features are similar between traditional
IT systems and ICS, it is fundamental to understand
that they are unable to be handled in a similar pro-
cedure. ICS and IT include significant risks such as
health, protection of human life, environmental dam-
age, financial impact, production losses, etc., [1].

This document is the second revision to NIST SP
800-82 which has been published in March of 2015.
Updates in this revision include: ICS threats and
vulnerabilities; ICS risk management, recommended
practices and architectures; current activities in ICS
security; security capabilities and tools for ICS; Ad-
ditional alignment with other ICS security standards
and guidelines; new tailoring guidance for NIST SP
800-53, among others [1].

Risk is present, when the probability exists of an
occurrence of a threat or any vulnerability. Threats
are able to take advantage of vulnerabilities. In the
case of a computer incident, for example, the magni-
tude of the potential impact results from a successful
exploitation of vulnerability [32] and [33] should be
determined. Risk assessment, in turn, is the process of

identifying the risks of an organization’s operations,
assets, and individuals by evaluating the likelihood of
an identified vulnerability having a potential impact.
The risk assessment also has to compare the costs of
such safety with those expenses or financial damages
associated with a possible incident.

2.4 Guide to the Project Management
Body of Knowledge (PMBOK®
Guide)–Fifth Edition.

The Guide to the Project Management Body of Knowl-
edge provides guidelines for the direction of individ-
ual projects and defines concepts related to project
management. It also describes the life cycle of project
managements and related processes, as well as the
project life cycle. The PMBOK® Guide contains the
globally recognized standard and guidance for the
project management profession. By standard means
a formal document that describes established stan-
dards, methods, processes and practices. Similar to
other professions, the knowledge contained in this
standard evolved from the recognized good practices
of the professionals dedicated to the management of
projects that have contributed to its development. Ac-
ceptance of project management as a profession in-
dicates that the application of knowledge, processes,
skills, tools and techniques may have a considerable
impact on the success of a project [34].

2.5 IT Infrastructure Library (ITIL)

ITIL is part of a suite of best-practice publications for
IT service management (ITSM). ITIL provides guid-
ance to service providers on the provision of qual-
ity IT services, and on the processes, functions and
other capabilities needed to support them. Organiza-
tions are encouraged to adopt ITIL best practices and
to adapt them to work in their specific environments
in ways that meet their needs. ITIL is not a standard
that is mandatory to be followed, it is more likely a
guidance that should be read, understood, and used to
create value. The ITIL framework is based on the five
stages of the service lifecycle, namely Service Strategy,
Service Design, Service Transition, Service Operations
and Continual service improvement [34] [35] [36].

2.6 Control Objectives for Information
and Related Technology (COBIT).

The COBIT provides a comprehensive framework that
supports enterprises to achieve their goals and deliver
added value through effective governance as well as IT
governance of the Organization. In this way, it sup-
ports organizations to create optimal value from IT,
by maintaining a balance between realizing benefits
and optimizing levels of risk and resource utilization.
This allows IT and related organizations to be gov-
erned and administered in a holistic manner through-
out the Organization. This includes the full scope of
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all functional and business areas of responsibility, tak-
ing into account the internal and external interests of
IT stakeholders.

3 Methodology Proposal.

3.1 Research Methodology

During this project, we have used the Action research
Methodology [37], also known as participatory re-
search which is a testing of theories developed to over-
come an immediate on the job-difficulty. In short, ac-
tion research means learning by doing. In this kind
of approach first a solution is devised and evaluated,
while depending of the results, a new solution may be
constructed in order to try to achieve more sophisti-
cated results. These processes are cyclically repeated
until an acceptable performance has been obtained.
In one of its formal stages it is established the gather-
ing of pertinent data, material, methods, techniques,
and so on for setting into testing periods. All data
should be relevant to the problem. Therefore, it has
been pertinent for us, to use PMBOK v5 and ITIL
PRACTITIONER in their respective areas of knowl-
edge called Communication. As collaborative instru-
ments, workshops were developed with ICS experts as
a focus group. The next stage has been to concern the
developing plans for implementation of a theory.

The research has been carried out under real
conditions of four industrial plants of the principal
manufacturing enterprises in their markets. These
have approximately 600 employees in the manufac-
turing area and some 400 more, in the administrative
area. The four plants were comprised of two produc-
tion lines containing four distributed control systems
(DCS), 120 Allen Bradley and Siemens PLCs, 40 HMIs
Allen Bradley, 48 desktop computers, 15 industrial
applications using Rockwell Automation and Won-
derware software (including 5 critical mission) and
a Local and Wide area networks (LAN/WAN) with
Cisco equipment and Checkpoint. Reference stan-
dards such as: NIST 800-30, NIST 800-82, NIST 800-
53, NIST 800-12, PMBOK v5, ITIL v3, interviews, sta-
tistical processes and cost-benefit analysis have been
used among the most important ones.

3.2 Modeling of IT frameworks &
Methodological proposal.

In order to improve the methodology proposed in our
previous study [27], we have considered the adapta-
tion of other standards, referential frameworks, and
management systems that are used in Information
Technology (IT). With the purpose to understand the
context, we have started by modeling the indicated
in a hierarchical pyramid that is illustrated in Figure
1. In the base stand the standards used in traditional
IT: COBIT, ISO 27000, PMBOK and ITIL. The second
level of the pyramid holds NIST, NERC and ISA. At
the third level is the proposed methodology. From

bottom to top, these standards reveal ICS practition-
ers “how to do it?”, while from top to bottom urges
the question of: ”what to do?”

Firstly, as part of the COBIT IT governance pro-
cess, the ”BAI01” (Building, Acquiring and Imple-
menting, BAI), called Program and Project Manage-
ment has been included. There, COBIT indicates
“what to do?” According to this process, all the in-
vestment portfolio programs and projects are strongly
recommended to be managed in a coordinated way
and in line with the corporate strategy. In a similar
case, chapter 13 of [34] indicates “what to do?” to
identify project stakeholders. In the case of this pro-
posed management, the “how to do?” procedure is in-
dicated to discover the stakeholders required at each
step of the implementation.

Figure 1: Modeling of IT frameworks & Methodological proposal

Secondly, [1] indicates “what to do?” to evaluate
and mitigate ICS risks. In the case of the management
proposal for ICS security, it is indicated “how to do
it?”

Although COBIT, ISO27000, PMBOK and ITIL are
not fully implemented in the case study, it is neces-
sary to use some of their areas of expertise and refer
them to fit the methodological proposal into a form,
which is already worldwide established. This avoids
the occurrence of inaccuracies of concepts that in the
future may not articulate in the management of the
information security at managerial, operational, and
technical level.

3.3 Project to improve the methodological
proposal

For the improvement of this methodology and be-
cause its implementation requires to perform a con-
siderable amount of tasks with specific deliverables
with a defined time, in which the quality of the in-
formation is fundamental, having some stakeholders
in account, it has become necessary to include in the
methodology standards in the field of project manage-
ment, which help to keep critical success factors con-
trolled (i.e. cost, quality, scope and time). The main

www.astesj.com 91

http://www.astesj.com


F. Bustamante et. al / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 88-99 (2017)

reason for adopting PMBOK [34] has been the bet-
ter adaptability with NIST, its interdependence and
the widespread diffusion that this standard has had
in project management.

Prior the implementation of the methodology in
an enterprise, several meetings with the responsible
of the ICS must be realized. It starts with the collec-
tion of information that serves to identify and ana-
lyze stakeholders. In line with [34] this point plays
a fundamental role in the development and success
of a project. Later, a variety of points should be re-
viewed such as: names and position of who will be
the project manager of implementation, identifica-
tion of the problem to be solved, business need to
solve the problem, justifications that lead to imple-
ment the methodology in the enterprise, levels of au-
thority of Project Manager, risks that may exist in
the implementation, opportunities that the enterprise
has with this project, general deliverables, specific de-
liverables, and pre-allocated resources (i.e., financial,
material and human resources). With all this infor-
mation two documents need to be elaborated to be-
gin the project of implementation of the methodol-
ogy such as Project Charter and Power-Interest Ma-
trix Stakeholder (see Figure 2). In consonance with
[34] the Charter Project must be signed before begin-
ning the implementation of the methodology in or-
der to formalize the support and participation of the
entire enterprise. The signers of the charter project
are the Project Manager and the Chief Executive Offi-
cer (CEO), who is the first and most important stake-
holder.

Figure 2: Power-Interest Matrix Stakeholders of the implementa-
tion project.

As stated in [34], the analysis of the power-interest
matrix stakeholders illustrated in Figure 2, allows
identifying who are the experts of the ICS. Moreover,
there it’s stated that all the workshops and meetings
that are needed to obtain the information, which will

be vital for the success of the implementation, must
be carried out.

Figure 2 illustrates that these experts are those lo-
cated in the quadrant entitled ”Manage Closely” (e.g.
Engineers of automation, maintenance, manufactur-
ing, and IT Infrastructure Engineering Engineers).
Shown in the ”Keep Satisfied” quadrant, investors,
executive directors, and the CEO will be placed, be-
cause they are only interested in the project for ade-
quate results for the enterprise. Besides, in the ”Keep
Informed” quadrant, there are all those who are in-
terested in implementing the methodology, but are
not directly involved within. Finally, in the ”Moni-
tor” quadrant, the managers are placed in charge of
monitoring what is being implemented and when the
methodology is already in place to notify about the
incidents and problems that may appear.

Given the experience gained in the implemen-
tations acquired by the research team, it is recom-
mended to meet with the project implementation
team and the Project Manager to assess progress and
review the project’s risk status once a week. As in-
puts, surveys should be carried out by the experts of
each workshop and meeting, with whom the method-
ology is being implemented. In section 4, evaluation
of results and discussion implies such behavior. In or-
der to obtain the results of the surveys carried out by
the experts, the following formula has been used (see
equation 1):

Pm =
∑q

n=1 (Rm)n
q

(m=1, 2, 3,4) (1)

Where ”P” is the average of the answers of ques-
tion number ”m”; ”n” is the workshop session num-
ber; ”q” is the number of the last workshop; and ”R”
is the qualification the expert gave to each question.

Once the adaptation and improvement of the pro-
posed methodology is planned, starts the implemen-
tation of the methodology, being divided into three
phases represented in Figure 3. A brief schematic de-
scription is provided below:

Figure 3: Stages of the methodology proposed, as adapted by [27]

Unlike the previous version presented in [27] and
as illustrated in Figure 3, in this extended version, ar-
eas of knowledge of both PMBOK and ITIL have been
added in blue colors in the three stages of the pro-
posed methodology. In stage 1, the PMBOK, NIST
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and ITIL stakeholder management were used to assess
risks in ICS components and services, design of miti-
gation strategies, including the authors’ contribution.
In the second phase, only PMBOK stakeholder man-
agement are incorporated together with what NIST
suggests in the preparation of the guide for standards-
based instructions and security policies, as well as the
contribution of the authors. Stage 3 includes PMBOK
stakeholder management, ITIL service strategy cata-
logs, ITIL service design and communication manage-
ment suggested by ITIL practitioner, and the authors’
contributions.

3.4 Risk assessment and design of miti-
gation strategies for ICS

The first process in the methodology of risk manage-
ment is the evaluation of threats and vulnerabilities,
according to [1]. To perform such task, the subsequent
steps are followed:

Step 1. The characterization of the system. In agree-
ment with [34] it is determined with the whole sys-
tem of hardware, software, connectivity, data, per-
sonnel support and execution processes. They also
take into account the revision of existing documenta-
tion, the use of exploration tools, questionnaires and
stakeholder interviews of the ”Monitor” and ”Manage
closely” quadrants of the Power-Interest matrix (Fig-
ure 2).

Step 2. Identification of threats. For this step, we
have drawn a table with sources based on threats [25],
motivations, actions that would yield these threats
and a comment of the stakeholders if necessary. Those
responsible for conducting workshop sessions from
step 2 through step 8 are the stakeholders of the
”Manage closely”.

Step 3. Identifying Vulnerabilities: Interviews were
conducted, information related to recent incidents has
been gathered and subsequently analyzed. Further-
more, documentation risks of the enterprise, I-CAT
NIST database vulnerability, and security require-
ments were check-listed and later analyzed according
to [35]. Although other ways to identify vulnerabili-
ties have been available as proposed by [32], we have
used a simplified version of the proposed methodol-
ogy as suggested by [30].

Step 4. Analysis of Controls: A variety of control
methods, control categories, and analysis techniques
of control according to [24] were taken into account.
The results have been documented due to the realiza-
tion of workshops.

Step 5. Determination of Probability (P): The mo-
tivation of the source of threat (TM), the nature of
vulnerability and the effectiveness of controls (EC) ac-
cording to [24] were considered. In this respect:

1. If TM=High and EC=low, then P=1 (High).

2. If TM=medium and EC=medium, then P=0.5
(Medium).

3. If TM=low and EC=high, then P=0.1 (Low).

Step 6. Determination of Impact: The mission of the
ICS has been to review the data criticality and to re-
spect the sensitivity of the data and the information
security [38] within the enterprise. In the present case
study, the mission, the vision, the strategic plan of
the enterprise and the documentation ISO 9001: 2015
held by the enterprise were analyzed.

Step 7. Risk Assessment (R): The risk assessment
has been estimated according to the probability of
threat sources (P) and the corresponding magnitude
of the impact (I). Thus: R = P x I. The risk scale has
been used by [24]: being HIGH when 100> value> 50,
MEDIUM when 50> value> 10 and LOW when 10>
value> 1.

Step 8. Recommended Controls: The recommended
controls aim to reduce the vulnerability and risk level
of the ICS and its data to an acceptable level for the
enterprise, which needs to take into account the low-
est possible costs and impacts.

Step 9. Documentation Result: A final report about
the achieved results has been developed and after-
wards addressed to the stakeholders, being rather sys-
tematic and analytical than accusatory in any form.
However, finally in the present case study an execu-
tive summary has been elaborated and addressed to
the CEO. Furthermore, the methodology for risk mit-
igation has been performed according to [24] (Figure
4).

In order to complement and verify that the ICS
risk analysis has been accomplished, it is further rec-
ommended to use a risk assessment with respect of
computer services in the ICS. Therefore, it is necessary
to pick up the ICS services catalog as indicated [35]
and [36]. To evaluate the risks in the IT services at
ICS, a brainstorming session is held with the experts,
without losing sight of the services catalog. In this
way it is possible to analyze the probability and the
impact in each of them, in the same way that it has
been performed with the components of the ICS.

Regarding the data characteristics of the exper-
imentation, we may point out, that for the accom-
plishment of the present study, confidentiality agree-
ments have been signed with the enterprise of the case
study. Consequently, this prevents the disclosure of
detailed information on the characteristics of the com-
ponents of their ICS. However, it should be stressed
out, that regardless of the technology used, the pro-
posed methodology would work properly as it has
been focused on both management and technical cri-
teria. Even so, the characteristics of the components
have been better detailed described in the following
points.

3.5 Preparation of the Guide for
standards-based instructions and se-
curity policies

The security of an ICS according to [1] is based on a
combination of effective security policies and a set of
security controls configured properly. Such consider-
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Figure 4: Risk Mitigation methodology conformity with NIST SP 800-30 [24], with Authors’ contributions (in red) based on [27]

ations lead to the following five phases:
Phase 1: Meeting with the stakeholders (i.e., the

”manage closely”, ”Keep informed” and ”monitor”
of the power-interest matrix, Figure 2). The pur-
pose of these meetings is to encounter project require-
ments, implemented safety controls and other impor-
tant documentation for the preparation of the manual.
For this purpose the basic questions 5W-1H are used.

Phase 2: Preparation of the guide. As a reference
has been taken of [1] [39] [40] [41], which serve as
guidelines for developing security policies. In order
to improve to structure the guide, it has been classi-
fied into three types of policies: being management,
operational, and technical type, operational and tech-
nical. The stakeholders of the ”manage closely” quad-
rant (Figure 2) are in charge of conducting the work-
shop sessions to elaborate phases 3, 4 and 5.

Phase 3: Management type. These are according
to [1] security countermeasures to an ICS that focus
on risk management and information security man-
agement: Evaluation of security and Authorization
(CA), Planning (PL), Risk Assessment (RA), System
and Services Acquisition (SA), and program Manage-
ment (PM).

Phase 4: Operating Type. According to [1], these are
security countermeasures for an ICS, which are exe-
cuted and implemented mainly by people (i.e., stake-
holders of all quadrants of the power-interest matrix,
Figure 2): Personal Security (PS), physical and en-
vironmental protection (EP), Contingency Plan (CP),
Maintenance (MA) and integrity of the information
system (SI), media protection (PM), incident response
(IR) and awareness training.

Phase 5: Technical type. According to [1], the
technical types are security countermeasures to the
ICS, which are primarily implemented and executed
by the system through mechanisms containing hard-
ware, software or firmware of the system: Identifica-

tion and authentication (IA), Access Control (AC), Au-
dit and Accountability (AU), System Protection and
communications (SC).

4 Evaluation of Results and Dis-
cussion.

As indicated in section 3, this study includes the re-
sults of evaluations of experts’ perceptions regard-
ing the methodology implementation project. These
were completed after each workshop session lasting
between 60 and 120 minutes. This has been achieved
by being informed of how the project is being imple-
mented and better managing the risks related to its
factors of success. The questions that were given for
these evaluations were the following:

Question 1: Do you think that the time you took
to collaborate in this workshop add value to the en-
terprise? Possible answers: Much (100%), Very (75%),
little (50%), Very little (25%) and Nothing (0%).

Question 2: Do you think that the team that
worked in this workshop provided all the necessary
information? Possible answers: Yes (100%), some-
thing (50%) and No (0%).

Question 3: Do you agree that this workshop cov-
ered all aspects related to the scope of the project?
Possible answers: Yes (100%), something (50%) and
No (0%).

Question 4: How would you rate the time that has
been used for this workshop? Possible answers: Very
productive (100%), productive (75%), Normal (50%),
Unproductive (25%) and Nothing Productive (0%).

Figure 5 reveals the averages of the answers to
the questions asked in each evaluation according to
each of the interested areas indicated in the ”Manage
Closely” quadrant of the Power-interest matrix indi-
cated in section III: Maintenance, Process, Automa-
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tion, and IT infrastructure of Figure 2.

Figure 5: Averages of the scores of the expert’s evaluations in the
project.

Although the first and the fourth question are sim-
ilar, it should be noted that the first one assesses
whether there is added value to the enterprise or not.
In contrast the fourth question assesses the produc-
tivity of the expert who has been present. The average
answers to question 1 range from 88% to 97%, while
the answers to question 4 range from 87% to 95%, re-
spectively. This means that the experts are aware that
their time in the implementation of this project gives
value to the enterprise. However, it is not very pro-
ductive or fun for them to spend any given time talk-
ing about the subject since their professional profile is
more technical than administrative. These results al-
low important clues about how the project is perform-
ing in terms of the cost that the enterprise is invest-
ing in implementing such methodology. In addition,
it demonstrates if there is any need to motivate the ex-
perts with an incentive, which may be analyzed later
by the area of human resources and the project man-
ager. In turn, these results indicate that there is a like-
lihood that the time-cost risks of project experts will
be activated, as well as risks due to schedule delays
due to fatigue or lack of interest. This information
helps the project manager as well as the implementa-
tion team of the methodology. In current implementa-
tions, the subject of communication with stakeholders
has been based on [42] and [34] and is being started in
order to mitigate these project risks at the time of its
execution.

The averages of the answers in question 2 indicate
that the quality of implementation of the methodol-
ogy is on track, since the corroborating ranks range
from 97% to 100%. This question induces to the ex-
perts to unholy anything saved for them and to con-
tribute with the vital information required. Also, it
indicates to the Project Manager that the risks regard-
ing the quality of the project are unlikely to be acti-
vated.

The answers to question 3, range from 97% to
100%, which indicates that the risks in scope are less
likely to be activated.

After analyzing the results of risks of the imple-
mentation of the methodology, we have proceed to
analyze the results of the risk assessment and design

of mitigation strategies for ICS. These resulted in five
visible threats, 15 vulnerabilities, 17 resulting risk
and ten suggested mitigation strategies.

In this study, we assessed the risks from the per-
spective of ICS components and also of the informat-
ics services. Therefore, the result of lifting the catalog
of services according to [35] and [36] of the manufac-
turing process of the product ”P” in the production
line ”L” is illustrated in Figure 6. There, they found 13
IT Services, 18 Information Systems and 26 informat-
ics components. The risks found in the IT services co-
incided with items 1,2,6,8 and 9 mentioned in Table 2,
and their mitigations would be the same as those an-
alyzed with NIST. For other ICS manufacturing pro-
cesses the same procedure may be performed.

As for the results obtained in the development
of mitigation strategies, as mentioned in section 3,
these are directly linked to the cost-benefit analysis
presented to the enterprise (case study). Specifically,
these indicate a deficiency in the management of the
Information Security of this ICS, which forms it ade-
quate to apply the proposed methodology.

Table 1 illustrates the considered variables. These
indicate the investment costs of the implementation
of the strategies versus the losses if the enterprise
avoids the implementation of the methodology. Based
on such calculations, the monthly cost of unavail-
ability of the two production lines may reach be-
tween $ 109,000.00 in the first production line and $
226,400.00 in the second production line. These cal-
culations were obtained taking into account an hourly
value of $ 5.01, with a total of 160 working hours
per month. Total costs of implementation of mit-
igation strategies have reached up to $ 170,400.00
(i.e. estimated total costs of implementing technol-
ogy, processes, and personnel requirements for the
ten largest mitigations) compared to $ 1,422,760.00,
which would be the cost of not implementing them.
With these results, we follow that the best decision
for the managers of these companies is the applica-
tion of the proposed mitigation strategies. As men-
tioned in [38], it is confirmed that availability and in-
tegrity are more important than confidentiality in an
ICS. Therefore, at this point we may suggest the devel-
opment of a software application for the management
of ICS that is able to evaluate the risks and the cost
benefit of information security decisions in a fast and
effective way.

The results of the simulations of the application of
the above mentioned mitigations are listed in Table 2.
The residual risk has been reduced in most cases from
100% to 10%, as well as the probability of execution
of the threats. However, the impact remained almost
unchanged. Simulations include only risks that would
potentially have a high impact on SCI. The other mi-
nor risks should not be ruled out, but were carried out
in a similar analysis, which produces a complete risk
management in the ICS. Analyzing the whole context,
we are able to appreciate that the continuous changes
in the processes, the behavior of the people and the
technology documented in this study, besides the in-
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Table 1: Cost–Benefit Analisis

Number Strategy/Control
Impact of

implementa-
tion

Aditional
costs/

investment

Impact of
omited imple-

mentation

Aditional
costs/

investment

1 Implentation of antivirus and firewall in the network
ICS MEDIUM $24.000 HIGH $81.750

2 Implementingan application, whic changes control
and manages backups MEDIUM $20.000 MEDIUM $226.400

3 Introduction of a security cameras system in control
rooms LOW $24.000 HIGH $60.000

4 Implementation of an application for asset manage-
ment and inventory LOW $15.000 HIGH $60.000

5 Acquisition of an additional PLC to quality control
and later integration into the network MEDIUM $16.000 HIGH $283.000

6 Introduction of an authentication a system (where
possible) and daily backups MEDIUM $14.000 MEDIUM $251.550

7 Physical access controls in control rooms MEDIUM $15.000 HIGH $134.160

8 Introduction of a coordination procedure between
Automation and IT LOW $2.400 HIGH $45.000

9 Review of software licensing and other major equip-
ment programs for the maintenance of ICS MEDIUM $24.000 HIGH $226.400

10 Documenting algorithms and programs for changes
of PLC LOW $16.000 MEDIUM $54.500

$170.400 $1.422.760

dications of [43], demonstrate that it is essential to
mitigate and reduce the risks in an ICS. This leads to
a risk assessment and mitigation strategy to be per-
formed at least once a year.

For the Guide for standards-based instructions
and security policies, the different formats and tem-
plates used by the enterprise for this type of doc-
umentation have been used. In order to carry out
the evaluation of the Guide, a ten-person committee
composed of management, technical and operational
personnel (stakeholders of the quadrants: ”manage
closely” and ”keep informed”) was elected. This
group had the task of reviewing, commenting, and
proposing changes to improve the content of the
policy manual. The collected responses were sub-
sequently evaluated using statistical formulas and
graphs (frequency, means, fashion, median, standard
deviation and central tendency) as an evaluating tool
to visualize the results (Figure 7). From a total of
eleven data, the acceptance percentage has a median
of 75%, an average of 79.09% and an acceptance for
most questions of about 90% (fashion). In general, the

Guide lists 18 clear and precise guidelines, which con-
tain the point of view of management and the enter-
prise, thus considering all aspects of the management
of the ICS safety guide. Therefore, it complies with
what it stands for [12], where a policy also helps to re-
duce investment costs in technology control, induced
by appropriate management processes and assigned
functions.

Due to the Guide evaluation, the low values of
about 55.24% may reflect poor judgment or knowl-
edge of the contestants, in which an additional survey
may be able to analyze its potential causes. Nonethe-
less, evidently users accept the Guide, allowing hav-
ing high expectations that its application will signifi-
cantly improve management and reduce potential fu-
ture incidents.

In the Guide-induced simulations, ten stakehold-
ers were consulted (i.e. from the ”manage closely”,
”keep informed” and ”monitor” quadrants, Figure 2).
Figure 8 illustrates that out of a total of 100 data (ten
questions asked to these 10 ICS stakeholders), the per-
centages of perception of policy compliance vary from

Figure 6: Services catalog of Industrial Control System.
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Table 2: Results of The Simulation of Applications of Mitigation Strategies on ICS(The Top 10)

Item Risk description Probability Impact Risk Strategy mitigation Probability Impact Residual
risk

1 Virus infection and mal-
ware network of ICS 1 100 100 Implementation of antivirus

and firewall 0,l l00 l0

2 Information loss and config-
uration errors in the ICS 1 100 10

Implementing an application
for managing change controls
and backups

0,1 100 10

3 Robbery of computers and
devices of the ICS backup 1 100 100

Introduction of a camera secu-
rity system in control rooms and
workshops

0,l l00 l0

4 Critical infrastructure lack-
ing insurance policy 1 100 100

Implementation of an applica-
tion for asset management and
inventory

0,l l00 l0

5

Damage of PLC of Quality
Control in the 2nd produc-
tion line (Outdated equip-
ment)

1 100 100

Acquisition of an additional
PLC for quality control, pro-
gram support, and integration
into the control network

0,l 50 5

6 Intentional alteration of in-
formation of the ICS 0,5 100 50

Introduction of an authentica-
tion system where possible and
daily backups

0,l 100 10

7 Failures in ICS caused by
unauthorized persons 0,5 100 50 Implementation of physical ac-

cess controls 0,l 100 10

8
Improper acquisitions by
outdated information secu-
rity technology

5 50 50
Introduction of adequate and
contemporary coordination pro-
cedure between Automation
and IT

0,l 50 5

9
Inadequate sizing of tech-
nology resources in ICS
maintenance

0,5 100 50

Regular software licensing re-
view and other major equip-
ment programs for the mainte-
nance of ICS

0,l 50 5

10 Allen Bradley PLC Failure
(control room 3) 1 50 50 Documenting Algorithms and

programs for changes in the PLC 0,l 50 5

15% to 80%, while the average perception of compli-
ance yielded an average of 41.05% and a median of
45%. Despite the negative trend shown in this figure,
the slope (about 45 degrees) indicates a reliable distri-
bution of the data collected for this analysis. On the
other hand, as illustrated in Figure 8, 60 of the 100
questions answered are between the average (41.05%)
and 80% of the fulfillment of perception. This may
be considered as satisfactory values of the simulation.
It is therefore thought that in the future stakehold-
ers will support the improvement of the proposed
methodology for the security of management infor-
mation in ICS once they become familiar with such
a procedure.

Figure 7: The statistical process, which results by the evaluation of
the acceptance of the Guide for standards-based instructions.

In Figure 9 the perception of compliance with the
application of the manual that are outside the range
between 20.61% and 61.49% may result from the lack

of judgment or even ignorance of the respondents re-
garding the Security of the ICS, since it is a contem-
porary and new topic for many professionals in the
industrial field.

According to enterprise executives in this case
study, the percentage of compliance with other poli-
cies and standards manuals of the organization vary
in the range of 40% to 50%. This suggests that 40% is
not a coincidence but the result of the organizational
culture of such an enterprise. According to these re-
sults a proposal of a follow-up may rise, where the tar-
get may be of how an organizational culture has a po-
tential impact or relation with the compliance of the
rules and policies of an enterprise. Simultaneously,
it should also be considered to propose the develop-
ment of a software application that simulates the per-
formance of the manual, in order to be able to deter-
mine the degree of information security management
of an ICS that is a useful tool for the managers and
stakeholders of the quadrant ”Manage closely”.

Finally, the proposed approach and the set of in-
dustry standards analyzed in this study have been
complemented with each other. Therefore, the sub-
stantial difference is situated in the amalgamation
and articulation of proven techniques, methods, and
the adaptation of other standards, referential frame-
works, and management systems that have been used
in IT for both project management and industrial se-
curity in the same place where the facts are occur-
ring. This allowed significant improvements to effec-
tively and holistically manage the different and com-
plex areas, which coexist in the ICS: business, com-
puting, electronics, automation, production processes
and people.

www.astesj.com 97

http://www.astesj.com


F. Bustamante et. al / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 88-99 (2017)

Figure 8: The statistical process, which resulted by the perception
of the compliance of the Guide for standards-based instructions.

Figure 9: The statistical process, which results by the simulation of
the application of the Guide for standards-based instructions.

5 Conclusions and Future Work.

Based on the results obtained, it is concluded that
the set of mitigation strategies and the Guide for
standards-based instructions and security policies for
a manufacturing enterprise may achieve a reduction
of 40% of security incidents in its ICS in the con-
texts of availability, integrity and confidentiality of
information. At the same time, it is observed how
the project of implementation of the methodology has
been favorably accepted by the stakeholders creat-
ing motivation, collaboration and synergy in the ar-
eas that use, operate and manage the ICS. As for NIST
800, PMBOK, COBIT and ITIL, it has been perceived
that they are highly strategic international standards,
robust and in line with the management proposal pre-
sented for the ICS. That means that in turn, that the
management proposal is perfectly articulated with the
managerial, operational, technical areas of such enter-
prise. The proposed methodological process may be
compared with ISO 27000 ISMS, being recommended
to be used in manufacturing companies to manage in-
formation security in industrial control systems.

As future lines of studies, it is planned to combine
the proposed methodology with DSS02, DSS03 and
DSS04 of COBIT 5, the ITIL service operation stage,
and a general guide of information security policies
as well as norms throughout the enterprise according

to ISO 27000, and NIST 800-82, in order to maintain
proper management of traditional IT and ICS. In ad-
dition, the design and implementation of an informa-
tion security incident response team (CSIRT) for ICS,
based on NIST 800-61 as a framework and ITIL V3,
has also been considered in order to analyze the in-
volved computer services.
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The unsupervised morphology processing in the emerging 
mutant languages has the advantage over the human/
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1 Introduction

This article is an extension of work originally pre-
sented in Proceedings of 4th Saudi International Con-
ference on Information Technology (Big Data Analy-
sis) [1]. The article discusses one of the main chal-
lenges in computational linguistics is the identifica-
tion of morpheme boundaries [2, 3, 4]. Boundary de-
tection process plays a central role in extracting stems
from words [5]. Moreover, the noisy infixes affect the
performance of some tasks such as similarity compu-
tation [6, 7, 8]. The fascinating results of this pro-
cess performed easily on specific examples made com-
puter learning of language morphology a desirable
approached for a long time; as are simple problems
hiding dissuasive details. As a result of that, Zelig
Harris [9] way of segmenting words into morphemes
by only counting letters that may occur after a prefix
and marking the picks seems to be the first approach
published. Since that, investigations did not cease on
building a model easily maintainable to grasp how
words are coined in a human language. Benefits of
unsupervised approaches step beyond avoiding costly
human efforts on known languages. These approaches
also have the advantage of being fast enough and to
some extent language independent.

In Semitic languages [10, 11] such as Arabic, the

challenge is even harder because of the irregularities,
like mutations and diphthongs situations. Mutation
means that one letter can be replaced by another to fit
the pronunciation. Take the Arabic word “��WR�”
([AD◦TajaE]: lie-down)1 comes from applying the pat-
tern “???�” and then mutates the third letter “�”
([t]: 3rd Arabic letter) to “ª” ([T]: 16th Arabic letter).
This mutation also can be shown with a long vowel2

deleted or replaced by another. For example, the past
tense of the verb “�w�” ([qawl]: say) is “�A�” ([qaAl]:
said) by mutating “¤” ([w]: 27th Arabic letter) into “�”
([A]: 1st Arabic letter), whereas the imperative form of
the same verb is “��” ([qul]: say) with the letter “¤”
([w]: 27th Arabic letter) deleted. The second situation,
diphthong; means that two consecutive identical let-
ters are merged into one letter. For example, the word
“ÄdJ” ([$ad∼]: pull) is originally “Á ÅdJ” ([$ad◦da]).

The proposed approach is developed to the de-
sign of a fully computerized (i.e., unsupervised) ex-
traction of the morphemes. In light of this goal, the
approach uses simple and intuitive statistical feature
extracted by reading a corpus of plain text with no
tag to become able to identify the morphemes bound-
aries. The approach also was compared with an ex-
isted approach named Morfessor [13]. Although the
original goal of this work was to address the much

*Corresponding Author Email: abeer.alsheddi@gmail.com (A. Alsheddi)
1In this article, Arabic is represented in some or all of three variants according to context: ”Arabic word” ([Buckwalter Arabic translit-

eration] [12]: English translation).
2Three Arabic letters have long vowels: “«” or “�” ([A]: 1st Arabic letter), “¤” ([w]: 27th Arabic letter) and “©” ([y]: 28th Arabic letter)
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richer vocabulary of the classical Arabic, the test was
conducted on an English set as well. The results are a
proof of concept that unsupervised techniques can ac-
curately handle a morphology as complex as the one
of a legacy Semitic language.

The study brings the following values:

1. A model: An intuitive but formal model was de-
veloped for morphology learning based on a sim-
ple interpretation of the probabilistic dependence
[14] to segment a word into morphemes.

2. Languages

• Classical Arabic: The performance of the model
was reported on the morphology of the classical
Arabic, which is the language of a huge legacy
literature. Arabic morphology is more compli-
cated than simple languages [15]. Because of
these complex features, some of the methods
widely used in many languages cannot be ap-
plied to Arabic [6, 11]. On the other hand,
two known varieties of Arabic are classical Ara-
bic and Modern Standard Arabic (MSA). MSA is
based on the classical Arabic. However, MSA is
used more in informal speech and can combine
words borrowed from other languages that may
not use Arabic rules. In contrast, the classical
Arabic has been used to write literary legacy and
traditional vocabulary. It contains purer Arabic
words than MSA. Moreover, Arabic morphologi-
cal and semantic rules are derived from the clas-
sical Arabic. At the same time, the researchers on
Arabic are paying most of their attention to MSA.
To the best of our knowledge, the only studies
taking into account the classical Arabic are lim-
ited to religious texts.

• Other Languages: The performance of the model
was tested on a concatenative language namely
English. It has a totally different degree of mor-
phological complexity from Arabic [16].

3. Comparison: The performance of another word
segmentation approach named Morfessor was re-
ported on the same dataset.

4. Corpus: It is a language resource defined as a col-
lection of texts stored in a machine-readable for-
mat. To assess the proposed approach, we had to
build a corpus of classical Arabic texts authored in
the period from 431 to 1104 (in Hijri between 130
b.h and 498 h) counting around 122M words in to-
tal and 1M distinct words.

The remaining parts of this article are organized as
follows: Section 2 reviews existing methodologies on
detecting morpheme boundaries. Section 3 intro-
duces the proposed approach and explains its algo-
rithm. Section 4 discusses the tests and the results it
carried out. Finally, section 5 concludes with a sum-
mary of contributions and makes suggestions for fu-
ture research work.

2 Applied Methodologies

One of the oldest published work on unsupervised
word segmentation is due to Harris who suggested
a process to break a phonetic text into morphemes
[9] using only successors numbering. Bordag [17]
partially relies on Letter Successor Variety (LSV) due
to Zelig Harris [9, 2, 3] and combines it with a trie
based classifier [18]. The approach is claimed to reach
67.48% F-measure. Bernhard [19] too combined the
same principle of successors variation with a set of
heuristics to filter out the less plausible segments. The
F-measure is claimed to reach 60.81%.

One of the well-known systems in this area is Mor-
fessor, developed by Creutz and Lagus [13]. Morfessor
tries to capture the morpheme boundaries in a proba-
bilistic model with simplistic features such as the fre-
quency and the length of the morpheme. For compar-
ison, we investigate this approach deeper in Section
4.1.4. Eroglu, Kardes, and Torun [20] tried to make
Morfessor 1.0 accommodate the phonetic features of
the Turkish language. By adding phone-based fea-
tures the tried to measure the phonemic confusabil-
ity between the morphemes. Their results are claimed
to be better than Morfessor’s for Turkish, Finnish and
English. Pitler and Keshava [5] use the forward and
backward conditional probability to build a list of
substantial affixes. They report a 52% F-measure on
their test set and 75% on the gold-standard.

A number of works depend on Markov Models
(MM).Melucci and Orio [21] investigated the use of
the Hidden Markov Models (HMMs). The evaluation
though is done on a whole information retrieval sys-
tem (extrinsic) [22]. Naradowsky and Toutanova [23]
designed a model, which tries to exploit the alignment
of morphemes in a source language to the morphemes
in a target (machine translated to) language. With dif-
ferent settings of the model, the approach is claimed
to reach 84.6 F-measure for Arabic.

Peng and Schuurmans [24] proposed a two-level
hierarchical Expectation Maximization (EM) model.
Their test set holds 10K words and their results are
claimed to reach 69% F-measure. Poon, Cherry and
Toutanova [25] use a log-linear model [26, 27] to cap-
ture the features inherent to the morpheme itself and
its surrounding letters. The authors tested the ap-
proach on supervised and semi-supervised settings as
well. The unsupervised settings reached a 78.1% F-
measure for Arabic and 70% for Hebrew.

It is worth mentioning that, the actual list of sim-
ilar works is longer. Thus, we limited the overview to
the previous works only. Some of the extra works are
in the surveys [28] and [29] that provided for the inter-
ested reader. In light of the proposed goal in this ar-
ticle, this section intentionally avoids supervised ap-
proaches [30].

On the other hand, other works in real environ-
ments use the segmentation technique in their ap-
proaches, such as document image retrieval systems
[31, 32].
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3 The Proposed Approach

The word “unbreakable” is coined by concatenating the
prefix “un”, the stem “break” and the suffix “able”.
The vocabulary, which suggests such segmentation,
should contain other words with different combina-
tions of prefixes, stems and suffixes (e.g. “rebreak-
able”, “unbreaking”...etc), which makes the occurrence
of “un” have a weak dependence to the occurrence of
“break” whose occurrence is also relatively indepen-
dent of the occurrence of the suffix “able”. On the
other hand, each morpheme is supposed to be insepa-
rable from neither its first nor its last letter. The pro-
posed approach (Dependence-Based Segmentation) is
all about exploiting these two facts. A good formal
modeling of these facts is the definition of the proba-
bilistic dependence [14].

3.1 Segmentation Algorithm

Algorithm 1 iterates over the word W letter by letter
and computes for every letter wi two dependences: 1.
the dependence of the prefix on wi as its last letter,
2. the dependence of the suffix on wi as its first letter
where the prefix ends (inclusive) at wi and the suffix
starts (inclusive) at it. The difference then points to
which of the two (i.e. the prefix or the suffix) is more
attached to the current letter wi . The algorithm keeps
going until it encounters a change of the direction of
the attachment. The change is done when the prefix
depends on the preceding letter wi−1 more than the
suffix does, and at the same time the suffix depends on
the current letter wi more than the prefix does. Then
between the previous and the current letters a cutting
point (CP) is marked.

3.2 Computation of the Dependence

The concept of dependence we use is symmetric [14].
In this context: “the string depends on the letter” means
“the letter depends on the string” and vice versa.

We will call the dependence of a letter a on the pre-
fix α: the forward dependence, and we denote FD(u)

where u=αa is the prefix tailed by the letter under pro-
cessing a. We call the dependence of the letter a on
the suffix β: the backward dependence, and we de-
note BD(v) where v=aβ is the suffix headed by the let-
ter under processing a. We also mark the beginning
and the end of a word by respectively # and $. The
forward dependence is then:

FD(u) =
P (α→ a)
P (a)

(1)

BD(u) =
P (a← β)
P (a)

(2)

Where P (α→ a) is the conditional probability:

P (α→ a) =
Count(αa)
Count(α)

(3)

and P (a← β) is the conditional probability:

P (a← β) =
Count(aβ)
Count(β)

(4)

FD(u) =
Count(αa)
Count(α)P (a)

(5)

BD(u) =
Count(aβ)
Count(β)P (a)

(6)

Where the probability of a letter a: P(a) is esti-
mated by its normalized frequency in the corpus.

P (a) =
Count(a)∑
b∈ACount(b)

(7)

Where A is the alphabet. Count(α) expresses how of-
ten an n-gram α occurs in the corpus.

By the definition of the dependence measure [14],
when both forward and backward dependencies at the
same letter are lower than one, this means that the let-
ter does not depend on the prefix or the suffix. Thus,
we assigned zero to the difference’s value and dis-
carded this position from the segmentation process.
This dependence is called a negative dependence [14].

After segmenting a word using the cutting points,
we supposed that a morpheme with the least fre-
quency among the other morphemes is a stem and the
other morphemes are affixes.

Arabic example: The Arabic word “ A�Atk��”
([Al◦kitaAbaAk]: the two books) contains two cutting
points as shown in Table 1. The first one occurs when
the second letter “�” is more dependence on the pre-
fix ”��#” than the suffix ”$ A�Atk�, while the third let-
ter “�” is more dependent on the suffix ”$ A�At�”
than the prefix ”���#”. The second position is the
sixth letter “
” when the dependence tendency is
changed. Thus, these two cutting points “ �|
At�|��”
produce the following morphemes: “��”, “
At�” and
“ �”. Consequently, the morpheme “
At�” is the
stem depending on the frequency list in Table 3.

Negative dependence example: The Arabic word
“	yt�” ([kutayb]: small book) does not contain any
cutting point as the table 2 shows it. Consequently,
the morpheme “	yt�” is the stem of the word. At
the same time, we can note the second letter “�” ([t]:
3ed Arabic letter) has zero as its difference value. That
means both forward and backward dependencies are
less than one.

English example: Table 4 is a simulation of the al-
gorithm on the word “unbreakable”. The difference at
each letter (FD(u)-BD(v)) points a dependence direc-
tion of that letter. In other words, the positive differ-
ence means that the current letter wi is more attached
to the prefix w1...i than suffix wi...n and vice versa. The
second letter “n” depends on the prefix “#u” more
than it does on the suffix “breakable$”, where the third
letter “b” depends on the suffix “reakable$” more than
it does on the prefix “#un”. This change of the depen-
dence direction makes the point “un|breakable” a cut-
ting point. The same logic applies to the seventh letter
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Table 1: Arabic example of the segmentation

i u FD(u) v BD(v) Difference Direction
1 �# 0.991 $ A�Atk�� 7.174 -6.182 ↓
2 ��# 9.349 $ A�Atk� 9.153 0.195 ↑
3 ���# 1.017 $ A�At� 17.174 -16.157 ↓
4 k��# 0.716 $ A�A� 1.210 -0.494 ↓
5 Atk��# 2.532 $ A�� 0.544 1.987 ↑
6 
Atk��# 12.067 $ A� 1.552 10.514 ↑
7 A�Atk��# 1.366 $ � 1.865 -0.498 ↓
8  A�Atk��# 4.560 $  1.792 2.767 ↑

Table 2: Example of the negative dependence

i u FD(u) v BD(v) Difference Direction
1 �# 1.125 $	yt� 5.631 -4.505 ↓
2 �# 0.646 $	y� 0.349 0 0
3 ¨t�# 0.685 $	§ 2.030 -1.344 ↓
4 	yt�# 6.675 $
 0.256 6.419 ↑

Table 3: A frequency list of chosen words

Morpheme Frequency Morpheme Frequency
un 1,986 �� 72,845

break 46 
At� 47
able 1,426  � 10,047

Table 4: English example of the segmentation

i u FD(u) v BD(v) Difference Direction
1 #u 0. 46 unbreakable$ 30.97 -30. 51 ↓
2 #un 6. 36 nbreakable$ 5. 84 0. 52 ↑
3 #unb 1. 35 breakable$ 46. 70 -45. 35 ↓
4 #unbr 1. 94 reakable$ 10. 45 -8. 51 ↓
5 #unbre 3. 11 eakable$ 5. 01 -1. 90 ↓
6 #unbrea 6. 79 akable$ 1. 68 5. 11 ↑
7 #unbreak 34. 71 kable$ 1. 50 33. 21 ↑
8 #unbreaka 5. 09 able$ 7. 38 -2. 29 ↓
9 #unbreakab 46. 70 ble$ 9. 89 36. 81 ↑

10 #unbreakabl 9. 72 le$ 2. 76 6. 96 ↑
11 #unbreakable 10. 02 e$ 1. 15 8. 87 ↑

“k” and the eighth letter “a”. Therefore, the result-
ing morphemes will be: “un”, “break” and “able”. The
least frequent morpheme is “break” by using Table 3.

Consequently, the morpheme “break” is the stem.
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4 Tests and Results

Before describing the test settings, we will list main
steps, that we followed in the study:

1. Build the corpus. (see Section 4.1.1).

2. Make the normalization (see Section 4.1.2).

3. Generate the language model (see Section 4.1.3).

4. Test the proposed approach (see Section 4.1.4) us-
ing materials (see Section4.1.5).

5. Evaluate the performance by using the metrics (see
Section 4.1.6).

4.1 Test Settings

4.1.1 Test Dataset

Arabic The purpose of the research, which drew our
efforts to design this approach, was to address chal-
lenges in processing the morphology of the classical
Arabic. Works we are aware of try to handle MSA.
Actually, MSA is known to include a mixture of words
borrowed from other languages and words just coined
for the convenience, which usually breaks the classi-
cal Arabic rules. Correctly handling the classical Ara-
bic brings three interrelated values: 1. The classical
Arabic vocabulary is much richer in terms of pure
Arabic words. 2. The Arabic rules in the morpho-
logical, grammatical and semantic levels amply docu-
mented since the eighth century have been designed
on the basis of the classical Arabic. 3. A huge legacy
literature is written in the classical Arabic, and most
of the time standing beyond the scope of the super-
vised approaches designed for the MSA. The present
corpus3 gathers Arabic texts dating back from 431 to
1104 (130 b.h and 498 h). It contains around 122M
words in total and 1M distinct words with an aver-
age size of 6.22 letters per word. Table A.1 in the ap-
pendix shows a sample of the index in Arabic that was
published with our corpus. Such dataset is by itself a
valuable resource for researches in NLP field.

English We obtained the English text by merging
the two corpora ”wiki” and ”news”4. This resulted
in more than 1M unique words and more than 8M
words in total, having an average size of 8.00 letters
per word.

4.1.2 Normalization

The normalization process is frequently used to trans-
form text into an approved form, which aids in reduc-
ing the noise and sparsity in the text. In present work,
the following normalization was applied to the Arabic
words:

1. The removal of diacritics.

2. The substitution of all variants of Hamza “º” ([´])
with the form “º” ([´]).

3. The substitution of the letter “�” ([ | ]) with “�º”
([´A]).

4.1.3 Language Model

The proposed language model extracts all possible q-
grams from a word of n length, where q rises from one
to n. Then it assigns each gram to its occurrence in
the corpus. Algorithm 2 explains the extraction. Ta-
ble A.2 in the appendix shows the n-grams of the two
example words “ A�Atk��” and “unbreakable”.

4.1.4 Test Process

Morfessor 2.05 and the proposed approach
(Dependence-Based Segmentation) are run over the
same corpus, then three samples of 100 words each
are randomly picked out of the whole segmented cor-
pus. The results of these approaches are evaluated
manually. Precision, recall and F-measure of the cut-
ting points are then recorded. This is repeated on each
of the four settings combinations where each setting
combines one of two occurrence settings with one of
two affix settings.

Occurrence Settings

• Distinct: To build the language model, the ap-
proach used distinct words, i.e. each word in the
corpus occurs one time.

• Plain: The number of occurrences is taken into ac-
count during building the model, i.e. a word may
occur more than once.

Affix Settings

• Raw: Results sample is picked randomly with no
restriction.

• Non-empty affix: Samples are picked randomly
only among words for which the proposed ap-
proach has carried out at least one cutting point.
For a number of words, the segmentation simply
did not identify any cutting point. Most of them
were because of the scarcity of the stem or stem.affix
remaining combination. We then tried to assess the
impact of such cases on the performance and how
accurate the identified cutting was.

It is worth noting that our objective was to address the
challenge of segmenting the classical Arabic words.
To the best of our knowledge, there is no suitable gold
standard for TA. We had to build ourselves the set of
words. Then we proceeded to the manual segmenta-
tion of three different randomly picked samples for
each setting.

3https://sourceforge.net/projects/classical-arabic-corpus/
4http://corpora.informatik.uni-leipzig.de/download.html
5One of our objectives is to keep the process entirely unsupervised. Thus, we used the latest version without using any optional

parameters to discard any semi-supervised extension.
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4.1.5 Test Platform

We used the following materials to test the proposed
algorithm:

• Operating system: Ubuntu 12.04, 64-bit.

• Programming language: C++.

• Compiler: GCC 4.9.0.

• Database management system: MySQL Server
5.5.43.

• C++ external Library: libmysqlcppconn-dev 1.1.0-
3build1 to connect C++ with MySQL server.

• CPU: Intel(R) Xeon(R) CPU E5530 @ 2.40GHz * 16.

• RAM: 6 GB for RAM and 12 GB for Swap.

4.1.6 Performance Metrics

For evaluating, we used three metrics: recall, preci-
sion and F-measure [33], where we took into account
a number of cutting points during the evaluation.

1. Recall: This metric measures how many correct po-
sitions are found among all the existing correct po-
sitions. The higher the recall, the more correct po-
sitions are found and returned.

Recall =
correct cutting points in the result

all correct cutting points in the sample

2. Precision: Precision measures how many positions
are actually correct among all the positions that the
algorithm found. The high precision indicates that
the algorithm found significantly the correct posi-
tions more than incorrect positions.

P recision =
correct cutting points in the result

all found cutting points in the result

3. F-measure: A weighted average of the recall and
the precision is measured.

F −measure = 2 ∗ Recall ∗ P recision
Recall + P recision

4.2 Result

4.2.1 Arabic Results

Compared to the English, the results of the
proposed approach (Dependence-Based Segmenta-
tion)are clearly lower on Table 5. The two obvious
causes might be the irregularities in Arabic morphol-
ogy and the typos in the test set. The latter is con-
firmed by results obtained when the sample is re-
stricted to the words with a relatively high frequency
(thresholded) as shown in Figure 1. Thresholded de-
notes an additional filter applied to non-empty affix
sample, where a segmentation is picked only if the af-
fix reappears in more than 1K other segmentations. It

is worth noting that we omitted this filter in the En-
glish tests because we observed a rise in values of the
standard deviation between the three samples. It has
fluctuated around 0 to 29 words. Reasons for this de-
viation need to be investigated more closely in a sep-
arate work, and we paid our attention in this work to
Arabic results.

Another reason affects the performance which is
the lack of a dataset. The proposed approach works
totally with the unsupervised method and depends
only on the count of words in the corpus. How-
ever, it is difficult to include all possible derivatives in
the corpus. For example, the derivative “�A�A��³�”
([Al◦<ij◦HaAfaAt]: the prejudices) appears one time
in the dataset; that is, there is no other derivative that
appears in the dataset without the prefix ”��”, for in-
stance. Indeed, the word ”�A�A���” would be more
dependent on the prefix ”��” and the proposed ap-
proach does not learn that the prefix ”��” can be cut
off from the word ”�A�A��³�” as shown at the top of
Table 6. This problem will be removed if we add the
word ”�A�A���” into the dataset. The approach then
finds the segmentation position ”�A�A���|��” as it ap-
pears at the bottom of Table 6.

The segmentation seems to be the best when the
word counts are omitted (distinct). This seems to be
due to the diversity of affixed in the classical Arabic.
Indeed some stems/affixes may not appear more than
once in the whole corpus (e.g. “����” ([kajux◦f])as
a deep sleep).

Surprisingly, Morfessor was unable to detect any
boundary. The expected reason is that Morfessor may
not be able to deal effectively with non-Latin letters,
such as Arabic letters. We then evaluated Morfessor
using Buckwalter Arabic transliteration [12]. Despite
the simplicity of the proposed approach, the results
of Morfessor is close to the results of the proposed ap-
proach especially after applying the filter.

Running the proposed approach over the whole
corpus resulted in around 1,805,231 morphemes and
596,358 distinct morphemes with an average size of
5.94 letters per morpheme.

4.2.2 English Results

With no restriction on the results sample, Morfessor
outperforms the proposed approach (Dependence-
Based Segmentation) in terms of precision where the
latter has a better recall as shown in Table 7 . This
matches well the results given in [34]. The low re-
call of Morfessor explains the worsening of its per-
formance with affixed words while the proposed ap-
proach improves. The F-measure shows that the over-
all performance of the proposed approach is better as
shown in Figure 2.

When the counts of the words are involved in the
computation of the dependence, Morfessor improves.
The dependence-base’s precision increases too, where
its recall worsens.
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Table 5: Arabic results

Distinct Plain
Dependence Morfessor Dependence Morfessor

Raw
Precision 81.21±2.76 86.0215±0.61 78.66±6.73 83.6547±4.32
Recall 48.11±1.32 76.0147±1.94 44.88±3.98 75.9473±1.74
F-measure 60.62±1.47 80.7091±1.08 57.14±4.96 79.6149±1.67

Non-empty affix
Precision 78.73±4.97 83.2916±3.37 78.02±1.96 83.9520±5.34
Recall 74.96±2.44 75.1702±4.66 69.26±1.90 72.0343±5.03
F-measure 76.80±2.54 79.0228±4.08 73.38±1.90 77.5379±5.19

Thresholded
Precision 89.36±5.18 90.1493±4.60 85.80±8.13 89.9908±4.07
Recall 78.69±2.30 73.5789±1.29 72.78±7.89 73.0709±2.74
F-measure 83.69±3.49 81.0256±2.57 78.76±7.90 80.6530±2.43

Table 6: Example of the lack of a dataset

i u FD(u) v BD(v) Difference Direction
1 �# 0.991 $�A�A��³� 7.174 -6.182 ↓
2 ��# 9.349 $�A�A��³ 12.204 -2.855 ↓
3 ³�# 2.637 $�A�A��� 26.555 -23.917 ↓
4 �³�# 2.096 $�A�A�� 5.499 -3.402 ↓
5 ��³�# 1.019 $�A�A� 3.443 -2.423 ↓
6 A��³�# 4.484 $�A�� 1.404 3.079 ↑
7 �A��³�# 11.911 $�A� 1.296 10.614 ↑
8 A�A��³�# 3.587 $�� 2.422 1.164 ↑
9 �A�A��³�# 17.184 $� 0.885 16.298 ↑
i u FD(u) v BD(v) Difference Direction

1 �# 0.991 $�A�A��³� 7.174 -6.182 ↓
2 ��# 9.349 $�A�A��³ 6.102 3.246 ↑
3 ³�# 2.637 $�A�A��� 26.555 -23.917 ↓
4 �³�# 2.096 $�A�A�� 10.081 -7.984 ↓
5 ��³�# 1.019 $�A�A� 3.374 -2.714 ↓
6 A��³�# 4.484 $�A�� 1.411 3.072 ↑
7 �A��³�# 11.911 $�A� 1.298 10.612 ↑
8 A�A��³�# 3.587 $�� 2.422 1.164 ↑
9 �A�A��³�# 17.184 $� 0.885 16.298 ↑

Table 7: English results

Distinct Plain
Dependence Morfessor Dependence Morfessor

Raw
Precision 71.60±1.68 87.36±2.64 74.99±1.14 90.72±4.83
Recall 78.11±3.98 70.90±4.84 79.66±1.88 71.98±4.73
F-measure 74.71±2.17 78.27±3.57 77.25±0.73 80.27±2.52

Non-empty affix
Precision 75.82±1.98 89.73±1.74 76.26±2.34 91.37±1.24
Recall 88.10±5.73 67.11±6.12 84.19±4.61 68.77±3.40
F-measure 81.50±3.43 76.79±4.64 80.03±2.81 78.47±1.88
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(A) Raw sample

(B) Non-empty affix sample

(C) Thresholded sample

Figure 1: Arabic results of the two approaches

5 Conclusion and Future Work

We investigated the use of an intuitive yet formal def-
inition of event dependence in the detection of mor-
pheme boundaries. The initial target of our work was
the classical Arabic, which is a Semitic language rec-
ognized to have a complex morphology and a vocab-
ulary richer in pure Arabic words than the Modern
Standard Arabic (MSA). The test also was conducted
on an English set as well. Results on the classical
Arabic and on English have been compared to the re-
sults of another unsupervised complicated segmen-
tation approach so-called Morfessor that initially de-

signed for European languages. As simple and ele-
gant as is the proposed approach (Dependence-Based
Segmentation) , it seems to be more committed to the
recall where the latter’s precision is better on English
words. This has been confirmed when the evaluation
focused on affixed words. On Arabic, Morfessor could
not identify boundary. The results are a proof of con-
cept that unsupervised techniques can decently han-
dle a morphology as complex as the one of a legacy
Semitic language like Arabic.

In addition, required for the evaluation, we care-
fully built a pure classical Arabic dataset. Where such
linguistic resource is abundant in languages like En-
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(A) Raw sample

(B) Non-empty affix sample

Figure 2: English results of the two approaches

glish, we are not aware of any other classical Arabic
dataset.

One of the things made possible by morpheme
boundaries identification is the automated word gen-
eration. The segmentation of a small set of well-
chosen words will result in a set of diverse mor-
phemes. The generation of new words is then a proper
concatenation of the resulting morphemes. The chal-
lenge is then two folds: to build a suitable word-set
of a decent size, which allows an accurate segmenta-
tion and a wide coverage of the different morphemes,
then to find the appropriate concatenation strategy to
minimize the number of irrelevant words.
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Appendix

Table 1: Sample of index of the corpus
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Table 2: Sample of N-grams table

N -gram Frequency
# 1,138,616
�# 157,361

��# 120,542
���# 2,856
k��# 119
Atk��# 42


Atk��# 21
A�Atk��# 4

 A�Atk��# 1
$ A�Atk�� 3
$ A�Atk� 3
$ A�At� 4

$ A�A� 10
$ A�� 142
$ A� 1,871
$ � 29,092
$  111,887

$ 1,138,616

# 1,180,304
# u 17,387
#un 7,583
#unb 219
#unbr 29
#unbre 9
#unbrea 6
#unbreak 4
#unbreaka 2
#unbreakab 2
#unbreakabl 1
#unbreakable 1
unbreakable$ 2
nbreakable$ 2
breakable$ 5
reakable$ 5
eakable$ 7
akable$ 14
kable$ 85
able$ 2,949
ble$ 4,069
le$ 19,211
e$ 135,377
$ 1,180,304

www.astesj.com 110

http://ksucorpus.ksu.edu.sa
http://ksucorpus.ksu.edu.sa
http://ksucorpus.ksu.edu.sa
http://ksucorpus.ksu.edu.sa
http://shamela.ws
http://shamela.ws
http://sourceforge.net/projects/newarabiccorpus
http://sourceforge.net/projects/newarabiccorpus
http://sourceforge.net/projects/newarabiccorpus
http://www.astesj.com


 

www.astesj.com     111 

 

 

 
 
Paper Improving Rule Based Stemmers to Solve Some Special Cases of Arabic Language  

Soufiane Farrah*, Hanane El Manssouri, Ziyati Elhoussaine, Mohamed Ouzzif 

RITM Laboratory, IT Department, EST - ENSEM, Casablanca, Morocco 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 24 February, 2017  
Accepted: 03 April, 2017 
Online: 15 April, 2017 

 Analysis of Arabic language has become a necessity because of its big evolution; we 
propose in this paper a rule based extraction method of Arabic text to solve some 
weaknesses founded on previous research works. Our approach is divided on preprocessing 
phase, on which we proceed to the tokenization of the text, and formatting it by removing 
any punctuation, diacritics and non-letter characters. Treatment phase based on the 
elimination of several sets of affixes (diacritics, prefixes, and suffixes), and on the 
application of several patterns. A check phase that verifies if the root extracted is correct, 
by searching the result in root dictionaries. 
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1. Introduction and Related Works  

Arabic is a Semitic language spoken by more than 400 million 
people as a native language and ranked at the seventh position of 
Internet users in 2010. However, the task of performing the retrieve 
of information of Arabic language is very problematic, because of 
many aspects, such as: polysemy, irregular and inflected derived 
forms, various spelling of certain words, various writing of certain 
combination character, short vowels (diacritics) and long vowels, 
and the spectacular availability of affixes in the Arabic words [1, 
2]. Different methods and approaches have been introduced to 
retrieve Arabic information [2, 3, 4, 5, 6]. 

To study Arabic morphology effectively, we divide words in 
Arabic into three self-contained categories as follows: 

 اسِْم: It includes nouns, pronouns, adjectives, adverbs, etc 

 فِعْل: Verbs 

 حَرْف: Particles, articles, and conjunctions 

Particles are completely unpredictable; they don’t fall into the 
templatic system (i.e. they have no patterns) nor do they undergo 
any morphophonemic changes. They are what they are and must 
be memorized. The up side is that there are relatively few of them 
in the language – within one hundred. 

Nouns and verbs do fall into the templatic system and have very 
systematic morphophonemic rules that govern them. This includes 

the study of how verbs are conjugated, how they move from 
pattern to pattern to enhance their meanings, how the participles 
and other nouns are derived, how nouns pluralize, etc. 

Each declinable noun and each verb is made up of a certain set of 
base letters, called its root:  جذر. (Nouns that are always 
indeclinable (such as pronouns) usually don’t follow this system). 

Verbs can have either 3 base letters, or 4. Nouns can have 3, 4 or 
5. Now these base letters can be augmented with extra letters, and 
they can be dropped or changed due to morphophonemic rules as 
well. 

Particles - The third part of speech in Arabic mentioned above is 
the particle. The meaning of a particle is often understood in the 
context of the sentence and words before and after the particle. The 
sign of the particle is that it does not accept the signs of nouns or 
verbs.  

Analyzing Arabic text was treated by many researchers, all of them 
tried to extract an exact root or stem from a word, there is two ways 
to treat a text; morphological analyze, which consist to find roots, 
and there are statistical stemmers that group word variants using 
clustering techniques.  

The first approach of morphological analyze is manually 
constructed dictionaries based on roots, Kharashi and Evans 
worked with small text collections, for which they manually built 
dictionaries of roots for each word to be indexed [7]. Tim 
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Buckwalter developed a set of lexicons of Arabic stems, prefixes, 
and suffixes, with truth tables indicating legal combination [1]. 

Nehar [5] and Taghva [8] introduces new stemming techniques 
that do not rely on any dictionary, the first one is based on the use 
of transducers. Nehar [5] proposed also a heavy stemmer that does 
not use any dictionary of roots. Khoja and R. Garside [2] 
developed a dictionary-based stemmer, and Larkey [5] developed 
a Java program based on their own Arabic stemmer that will 
develop and evolve to take in count some nouns and verbs 
categories described in the previous paragraph. Taghva [8] 
proposed IRSI Arabic Stemmer Algorithm, which does not use a 
Root Dictionary. ISRI stemmer per-forms better than the other 
approaches on the shorter title queries. For the long texts and 
narrative queries, stemming made a difference: the Khoja, ISRI, 
and Light stemmers were significantly better than not stemming. 
Ghwanmeh [9] presents an Arabic root-based algorithm based on 
patterns. This stemmer is restricted to native Arabic words that 
consist of four or more Arabic alphabets.  

All algorithms mentioned before have some weaknesses. In 
this paper, we will prove that the best way of stemming is the one 
that have a strong preprocessing phase, and it is based on both 
“patterns check” and “root list”. 

This paper is an extension of work originally presented in 
conference [10]. 

In fact, we present the weakness in Heavy and Light Stemming 
Algorithms and we try to propose some new solutions for each 
point treated, then we will compare results of our new stemmer 
with other ones.  

In section II, we present the different areas for improvement in 
Arabic text classification, in section III we present our approach, 
and in section IV we present some tested examples and, compare 
our solution with others. 

2. Improvement Areas in Arabic Classification 

Light stemming algorithms removes suffixes, and prefixes 
from words, producing a form of word called “stem” [11], there 
was many versions of the light stemming algorithms and the last 
one is light10 [12]. This algorithm after removing punctuation and 
non-letters, diacritics, Hamza from letter “أ”, he replaces final letter 
 .”ي“ with letter ”ى “ and then replace final letter ”ه “ with letter ”ة“
After that, the algorithm search in irregular word list to find out if 
the word exists on this table or not. Then the algorithm removes 
the letter “و” from the beginning of the words if the length of the 
word is more than three characters, because it considers that this 
letter is usually a conjunction. 

This step generates several errors on stem extraction, I give 
below some examples: 

 

 

 

 

As we can see, when removing the letter “ و” from the 
beginning of those words, we change the meaning of the word, for 
the first word “وَبیِل” it means calamitous; disastrous, and when we 
remove the letter “و” the word means torch. 

In Khoja’s Approach, and TC system proposed by M.Hadni, 
A.Lachkar and S. Alaoui Ouatik in [13], and also in Mohammed 
N. Al-Kabi who proposed evolution of Khoja’s algorithm [14], we 
find this same issue, so in our algorithm we will take care of this 
point and we propose to check if the word doesn’t exist in the list 
of words that begins by ‘ و’, and then remove diacritic ‘ و’ (primarily 
weak vowels), this list is constituted manually and must be 
maintained regarding the evolution of Arabic language. 

The second point we have improved is removing the letter “أ”, 
in Light Approach, Khoja’s Approach and M.Hadni’s one, this 
letter is deleted because it is considered as a prefix. The issue is 
when this letter is a part of word as for the word “أباح” which means 
“permit”, and when we delete it the word means “confide”, to solve 
that, we built a list of words that starts with letter “أ”. 

The third point we involve in this paper is the stemming of five 
nouns ( حمو, فو, ذوُ أخ,أب,  ), those nouns are excluded from the other 
single nouns per the syntactic case. They have other marks to 
indicate them syntactic cases that the other doesn’t have. The 
single noun always depends on rules to indicate its syntactic cases 
but the five nouns are contradicting those rules. The five nouns 
aren’t depending on al Harakat (vowelization on system) rather 
than the letters. They have preconditions to be different from other 
single nouns: 

• It has to be adjunct to another noun in other words there must 
be a noun after it that is genitive noun. 

• The noun after must not be (ي) that indicates the speaker [15]. 

Therefore, for our algorithm, we handle the fives nouns 
separately. 

It is true the orthography in Arabic is less ambiguous and more 
phonetic with the use of diacritics. For example, a word can be 
written using the same characters and be pronounced differently. 
The main purpose of diacritics including vowel marks, known as 
Harakat a phonetic is to provide, “حركات” aid to show the correct 
pronunciation. Arabic vowel marks include Fatha فتحة “ ”, Kasra 
“ رةكس  ”, Damma “ ضمة”, Sukun “سكون”, Shadda “شدة” and Tanwin 
 The pronunciation of these vowel marks are represented in .”تنوین“
Table 2 below: 

Double  
Constant  

No  
Vowel  

Tanwin Vowel 

 ّــ  
shadda  

  ـْـ
Sukun 

  ـٍ  
in 
 

  ـٌ 
un 

   ـً 
an 

 ـِ 
Kasrah 

 ـُ 
Ḍammah  
 

 ـَ 
Fatḥah 
  

Table 2. Arabic Diacritics 

However, in Modem Standard Arabic (MSA), vowel marks are 
not usually included in printed and electronic text, and the 
understanding and correct pronunciation of the word is determined 
within its context by the reader, so we decide not to remove (if it 
exists), the vowels as a step on preprocessing phase. 

3. Important Steps 

The method we propose is based on preprocessing step, 
treatment and check steps, here is a description of each one: 

3.1. Preprocessing 

In this step we proceed to: 

Word Stem extracted by Light10 
 بیِل  وَبیِل 
 جوب  وُجُوب 
 رِیث  وَرِیث 

Table 1. Morphology of Arabic Word 

http://www.astesj.com/
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• Divide text into words  

• Format the word by removing any punctuation, 
diacritics and non-letter characters 

• Check if the word is a stop word (3) 

(3) This step consists on eliminating (very frequent) words that 
contain no or little information to help discriminate the text they 
occur in. A large list of stop words are used (Table 3). 

 ضد بعد  إنما  أنما  إن 
 حتى  من  في إلى  أحد 
 بھ وھو  التي  كذلك  تلك 
 وكان  على  منذ  عن  لكن 

Table 3 Stop Word 

3.2. Searching in strange words list 

In this step our algorithm will check if the word is a part of 
strange words (it is a word that comes from another language than 
Arabic, and used in the modern Arabic language especially), those 
words exists in a list of Strange words constituted manually (Table 
4). 

 إفریقیا  أوروبا  دیسمبر  فرنسا  ألمانیا 
 بنكیران  أوباما  ناھوند  میكانیك  اكلنیكي 

Table 4 Strange Words 

If the word exists the algorithm returns the word, otherwise the 
treatment continues. 

3.3. Check if the word exists in the list of words that begins 
by “و”:  

The stemmer removes letter “ و” (“and”) from the beginning of 
the words if the length of the word is more than three characters, 
and if the word doesn’t exist in the list of 
“Words_begins_by_Waw.txt”, because many common Arabic 
words begin with this character. 

 وخض  وخط  وصب وقر  ومي 
 وغف  وغي  وعع  وكز  وھث

Table 5 Words starting with “و” 

3.4. Check if the word exists in the list of words that begins by 
 ”ال“

The stemmer removes letter “ال”from the beginning of the 
word if the length of the word is more than three characters, and if 
the word doesn’t exist in the list of “Words_begins_by_AL” (table 
6), because many common Arabic words begin with this character.  

 أبب أبر  أبض أبط أتم
 أذي  أمس  أوش  أوض أول 

Table 6 Words starting with “ال” 

3.5. Normalization 

The third step in the stemmer is normalization of the words. 
Normalization process in the proposed stemmer is the similar to 
the normalization process in Light10 stemmer which runs as 
following: 

• Remove Hamza from letter “أ” (Replace ” أ إ آ” with “ا” ) 
• Replace final letter “ة” with “ ه”. 
• Replace final letter “ى” with “ي”. 

 

3.6. Removing prefixes and suffixes 

This step consists of removing the prefixes and suffixes from 
the words 

 لل ل   ب و س
 ھما  تما  كما  ھا وا 
 تم كم  تن  كن  نا
 تا ون  ین  ھن ھم

Table 7 Prefixes and Suffixes 

3.7. Check if the word matches any of the patterns 

The last step after deleting the prefixes and suffixes of the 
words is correcting any word that its meaning changed. In some 
cases, a letter in the pattern of the word is deleted affecting the 
process of root extraction, like in the word. 

In  (فعل ) which is the pattern of (رأى ), the letter "أ"  is deleted, 
and in the present tense of pattern ( فعل ) is (یفعل ) which is 
introduced to ( یرأى) and not ( یرى). If we take (یرى) as a present 
verb, the past will be (رى ) so the letter ‘ع‘ is deleted for this 
reason becoming ( یفل) instead of ( یفعل). 

There are three rules which apply in the stemmer for correcting 
some words their meaning was affected: 

1. Adding “ ي” to the end of the word if the suffix “یھ” is 
deleted 

2. Adding “ه” to the end of the word if the suffix “تھ” is 
deleted 

3. Replacing the letter “ئ” to the end of the word by “ء” if 
the suffix of the word is deleted. 

4. Detailed Algorithm 

To implement our algorithm, we have used Java code program, 
based on Khoja’s one. 

These are the schema of our algorithm: 

    { 

        // check if the word consists of two letters: 

        if ( word.length ( ) == 2 ) 

            if the word consists of two letters, we treat two cases: 

- A root consisting of two letters (though I can't think of 
any!) 

- A letter was deleted as it is duplicated or a weak middle 
or last letter. 

        // if the word consists of three letters 

        if( word.length ( ) == 3 && !rootFound ) 

- If the last letter is a weak letter or a hamza, then check for 
last week words list. 

- If the second letter is a weak letter then check for second 
week words list. 
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       // if the word consists of four letters 

        if( word.length ( ) == 4 ) 

            // check if it's a root 
-  Check on the list of four letters root. 
 
        // if the root hasn't yet been found 
        if( !rootFound ) 
        { 
            // check if the word is a pattern 

-   Try and find a pattern that matches the word 
        } 
        // if the root still hasn't been found 
        if ( !rootFound ) 
        { 
            // check for a definite article, and remove it 
            word = checkDefiniteArticle ( word ); 

- look through the vector of definite articles search through 
each definite article, and try and find a match 

- Check to see if the word is a root of three or four letters 

- If the word has only two letters, test to see if one was 
removed 

- If the root hasn't been found, check for patterns/ check for 
suffixes/ prefixes 

        } 

        // if the root still hasn't been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for the prefix waw 
            word = checkPrefixWaw ( word ); 
-  Check to see if the word is a stopword 
-  Check to see if the word is a root of three or four letters, 

that begin by ‘waw’ 

-  If the word has only two letters, test to see if one was 
removed 

- if the root hasn't been found, check for patterns 

- Check for suffixes 

- check for prefixes 

        } 

        // if the root STILL hasnt' been found 

        if ( !rootFound && !stopwordFound ) 

        { 

            // check for suffixes 

            word = checkForSuffixes ( word ); 

        } 

        // if the root STILL hasn't been found 

        if ( !rootFound && !stopwordFound ) 

        { 

            // check for prefixes 

            word = checkForPrefixes ( word ); 

- Check to see if the word is a stopword 

-  Check to see if the word is a root of three or four letters. 

-  If the word has only two letters, test to see if one was 
removed 

- if the root hasn't been found, check for patterns 

- Check for suffixes 

- check for prefixes 

        } 

        return word; 

    } 
 

5. Results 

The stemming result of the word will be correct, if the output 
form of the word is the same as the target form of the word. 
Otherwise, the result of the word will be incorrect. We have used 
Khoja’s java code and we applied our approach on it. This program 
take in input a text file and returns in output a list of words theirs 
stems and the type of the each word. We have used as a first test a 
list of 524 words that begins by “waw” letter, we give below results 
of our stemmer comparing it to Khoja’s one. 

Khoja’s 
Stemmer 

Our Stemmer : 
EST.Stemmer 

Number of words used 524 534 

Stemmed words 96,75 % 98,85 % 

Not Stemmed words 3,25 % 1,15 % 

Table 8 Results Comparison 

Figures below shows the running result of both stemmers: 

 

Figure 1 EST.Stemmer 

http://www.astesj.com/


S. Farrah et. al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 111-115 (2017) 

www.astesj.com     115 

 
Figure 2 Khoja's stemmer 

 A second test that we have done with an article that contained 
1418 words, results are presented in the table below: 

Khoja’s 
Stemmer 

Our Stemmer: 
EST.Stemmer 

Number of words 
used 

1418 1418 

Stemmed words 93,16 % 93,23 % 

Not Stemmed words 6,84 % 6,77 % 

Table 9 Results Comparison 

Since the text didn’t contain words that begins by “waw”, some 
strange words, and five nouns, the difference between the two 
results is not large. 

EST.Stemmer is able solve some cases, for example if we take 
، وَسَامَة  وَسْمَة  . 

With Khoja’s stemmer we have as stemmed text: 

Word Stem Type 

 ROOT سمي  وَسْمَة 

 ROOT سوم  وَسَامَة 

Table 10 Results Example 

With our algorithm EST.Stemmer: 

Word Stem Type 

 ROOT وسم  وَسْمَة 

 ROOT وسم  وَسَامَة 

Table 11 Results Example 

We have also review and modify stop word list to solve some 
issues detected is our tests, for example we have added ‘ ففي’ and 
 .in this list ’منھم ‘

6. Conclusion 

In this paper we proposed new methods to improve the 
detection of the stem for Arabic language. Indeed, specific cases 
related to the five nouns and words starting with a vowels are 
processed successfully by the algorithm. 

In the future work we will test the accuracy of our algorithm 
and compare it with Light and Heavy stemmers. 
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 In general, the imbalanced dataset is a problem often found in health applications. In 
medical data classification, we often face the imbalanced number of data samples where at 
least one of the classes constitutes only a very small minority of the data. In the same time, 
it represent a difficult problem in most of machine learning algorithms. There have been 
many works dealing with classification of imbalanced dataset. In this paper, we proposed 
a learning method based on a cost sensitive extension of Least Mean Square (LMS) 
algorithm that penalizes errors of different samples with different weights and some rules 
of thumb to determine those weights. After the balancing phase, we apply the different 
techniques (Support Vector Machine [SVM], K- Nearest Neighbor [K-NN] and Multilayer 
perceptron [MLP]) for the balanced datasets. We have also compared the obtained results 
before and after balancing method. We have obtained best results compared to literature 
with a classification accuracy of 100%. 
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1. Introduction  

Learning algorithms from imbalanced data has attracted a 
significant amount of interest in recent years. This is because in 
real world, imbalanced data exist in many applications, such as 
fault diagnosis [1], medical diagnosis [2], intrusion detection [3,4], 
text classification [5,6], financial fraud detection [7], data stream 
classification [8], and soon. In those applications, there are often 
one or some minority classes possessing very few samples 
compared with the other classes. And most of time, the “small” 
classes are more important than those “large” ones. Because of the 
unbalance data distribution of imbalanced learning problems, it is 
often difficult to obtain good performance for most cases by using 
traditional classifiers where a balanced distribution of classes is 
assumed and an equal misclassification cost for each class is 
assigned. As a result, traditional classifiers tend to be overwhelmed 
by the majority classes and ignore the minority ones, which is not 
acceptable in many real applications [9, 10]. 

Most previous works focused on the binary classification 
problems [11]. The others [12, 13] also tried to employ the multi-
class data and define the class with a small number of data as the 
minority class while the other data are merged in to the majority 
class. Al though the minority class can be recognized by classifiers, 

the artificial majority class might be more likely to be 
misclassified. The knowledge of imbalanced data is complex 
especially when we solve the multi-class problems, since the 
amounts of some data classes are the same or similar to each other, 
which increases the difficulty to artificially select the minority 
class. The imbalanced learning problems can be summarized as 
two categories: absolute imbalance and relative imbalance [14]. 
The absolute imbalance occurs in the situation when the minority 
instances are significantly scarce and implicit, whereas the dataset 
with relative imbalance can show explicit data distribution but still 
rare quantity for minority examples. The characteristic of rare 
instances exists in the typical imbalance where the limited 
representative data lead to difficult learning regard less of between 
class imbalances. The other form of imbalance is within-class 
imbalance. It concentrates on the representative data distribution 
for the sub- concepts with in a class. The within-class imbalance 
problem seems to be more difficult than the datasets with the 
concepts in a similar characteristic [15, 16]. 

The works to be cited in Section 2 clearly show that most 
techniques cited in the literature were not able to find the best 
effective ways to address minority data. 

In this paper, the learning method based on a cost-sensitive 
extension of Least Mean Square (LMS) algorithm is proposed to 
solve the imbalanced learning problems, and that penalizes errors 
of different samples with different weights, which increase the 
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classification rate. In order to validate our empirical study, we have 
chosen three different algorithms from different paradigms of data 
mining, including Multilayer Perceptron (MLP), Support Vector 
Machines (SVMs) and the K-Nearest Neighbour (K-NN) as an 
Instance-Based Learning approach. We have also compared the 
results obtained before and after balancing the different datasets by 
the adopted LMS. 

The rest of the paper is organized as follows. State of Art is 
presented in Section 2, it reviews several techniques applied for 
problems with imbalanced datasets. Next, section 3 presents the 
different techniques (MLP, SVM and K-NN) and our proposed 
method (LMS). In Section 4, the experimental work is presented 
also the obtained results are discussed and compared to other 
works in literature. Finally, Section 5 concerns conclusions and 
outlines possible directions for future research.   

2. State of art 

A variety of solutions has been proposed to address the 
imbalanced learning. To understand this issue comprehensively, 
most of the state of the art methods are generalized as the following 
categories. A critical and comprehensive survey on imbalanced 
learning can be found in [17].  

Random oversampling for minority instances and under 
sampling for majority instances can facilitate change of the 
distribution for original dataset [18]. The data formed under 
sampling using K- Nearest Neighbor (K-NN) [19] is also 
presented. To overcome the disadvantages of the basic sampling 
methods, Such as, risk of overfitting for oversampling approach 
and risk of a loss of information for undersampling method, the 
Synthetic Minority Oversampling Technique (SMOTE) [20] is 
used. It selects one from the nearest neighbors for each original 
minority example, and generate synthetic minority data, based on 
the linear interpolations between the original examples and 
randomly selected nearest neighbors. Borderline Synthetic 
Minority Oversampling Technique (Borderline-SMOTE) [21] 
generates only synthetic data for the minority instances near the 
border rather than every original minority instance. Adaptive 
Synthetic (ADASYN) [22] is proposed to adaptively create the 
different quantities of synthetic data corresponding to the density 
distribution. Parallel Selective Sampling (PSS) technique [23] is 
proposed to select data from the majority class to reduce imbalance 
in large datasets. The PSS is a filter method, which can be 
combined with the Support Vector Machine (SVM) classification. 
The PSS-SVM showed excellent performances on synthetic 
datasets, much better than SVM. Other sampling strategies are 
integrated with ensemble learning techniques [24, 25] to address 
the imbalanced learning issue. The Synthetic Minority 
Oversampling Technique in boosting (SMOTEBoost) [26] 
algorithm is achieved via combining SMOTE with Adaboost.M2 
(Adaptive Boosting.M.2.). Ranked Minority Oversampling in 
boosting (RAMOBoost) [27] adjusts the sampling weights of 
minority class examples based on the data distributions [16]. Other 
weighting approaches are proposed to overcome the problem of 
imbalanced datasets. The Least Mean Square (LMS) [28] 
algorithm is proposed to penalise errors of different samples with 
different weights and some rules of thumb to determine those 
weights. After the balancing phase, different classifiers (Support 
Vector Machine [SVM], K-Nearest Neighbour [K-NN] and 
Multilayer Perceptron [MLP]) are applied for the new balanced 
dataset. In addition, the results obtained by the LMS method are 
compared with the results obtained by the sampling methods 

(Under-sampling, Oversampling and SMOTE). Other local 
strategies are proposed to address the within-class imbalance issue 
of positive data sparsity, by directly adjusting the induction bias of 
specificity-oriented learning algorithms. The k Rare-class Nearest 
Neighbour (KRNN) algorithm [29] is proposed, where dynamic 
local query neighbourhoods are formed that contain at least k 
positive nearest neighbours and the positive posterior probability 
estimation is biased towards the rare class based on the size and 
positive distribution in local regions.  

The goal of cost-sensitive learning [30- 33] is to calculate the 
costs for misclassification through different cost matrices. The 
Adaptive Cost sensitive boosting (AdaCost) [34] adopts the cost-
sensitive learning with boosting. Cost-sensitive decision tree [35] 
can prune the scheme for imbalanced data with misclassification 
costs through specifying decision threshold. Cost-sensitive neural 
network models [36, 37] are also widely applied for imbalanced 
learning [16].  

The kernel-based learning approaches include many state-of-
the-art techniques for the application of data mining domain [38- 
41]. A Granular Support Vector Machines-Repetitive 
Undersampling (GSVM-RU) algorithm [42] carries out the 
iterative learning procedure based on GSVM. Kernel-Boundary 
Alignment (KBA) [43] is proposed to modify the kernel matrix via 
a kernel function based on the distribution of imbalanced data. 
There is another typical kernel-based learning algorithm for 
maximizing Area Under Curve (AUC) of the Receiver Operating 
Characteristic (ROC) graph [16, 44]. 

The active learning methods [45- 47] are traditionally adopted 
to handle the special issues relevant to training data without class 
labels (unlabeled data). As mentioned in [48], the criteria of 
termination for active learning methods are investigated to apply 
for the class imbalance issues on Word Sense Disambiguation 
(WSD) through maximal confidence and minimal error [16]. 

3. Materials and Methods 

A brief description of the used algorithms is reported below: 

3.1. Classification techniques used  

In this work, we have used a K-Nearest Neighbor (K-NN) as a 
statistical machine, a Support Vector Machine (SVM) as a kernel 
machine, and a Multi-Layer Perceptron (MLP) as a neural 
network. Brief descriptions of these algorithms are already 
reported in literature [49]. 

3.2. Least Mean Square algorithm 

The Least Mean Square (LMS) algorithm which is also called 
the stochastic gradient algorithm is relatively easy to implement 
and is based on a simple concept, it was introduced  by Widrow 
and Hoff in 1960 [50].  

The LMS algorithm is an adaptive algorithm, which uses a 
gradient-based method of steepest decent. LMS algorithm uses the 
estimates of the gradient vector from the available data. LMS 
incorporates an iterative procedure that makes successive 
corrections to the weight vector in the direction of the negative of 
the gradient vector, which eventually leads to the minimum mean 
square error. 

Compared to other algorithms LMS algorithm is relatively 
simple; it does not require correlation function calculation nor does 
it require matrix inversions [51]. 
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In the LMS algorithm, the squares of mean quadratic errors are 
minimized by solving a system of linear equations. In this paper, 
to remedy the problem of the learning of the imbalanced dataset, 
we used a cost-sensitive extension of Least Mean Square algorithm 
that penalizes errors of different samples with different weights. 

LMS algorithm formulation 

We are given a training set which consists of 𝑛𝑛 independent 
identically distributed samples which is described by [50- 53]: 

S = {(x1, y1), … (xn, yn)}                               (1) 

Where   𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑑𝑑     and    𝑦𝑦𝑖𝑖 ∈ {−1, 1},    𝑖𝑖 = 1,2 … ,𝑛𝑛 . The 
classification consists of finding a hyper-plane 𝑤𝑤. 𝑥𝑥 + 𝑏𝑏 =
 0 where W ∈ ℝ d and b ∈ ℝ . 

The solution for the least mean square algorithm classification 
can be found by solving the following constrained minimization 
problem:  

𝑚𝑚𝑖𝑖𝑛𝑛𝑤𝑤
1
𝑛𝑛
∑ (𝑌𝑌𝑖𝑖 −𝑊𝑊.𝑋𝑋𝑖𝑖)2𝑛𝑛
𝑖𝑖=1                               (2) 

The LMS algorithm is probably the most popular adaptive 
algorithm that exists because of its simplicity. 

From the method of steepest descent, the weight vector 
equation is given by: 

𝑤𝑤𝑖𝑖+ 1 = 𝑤𝑤𝑖𝑖 + 1
2
𝜇𝜇 [−𝛻𝛻(𝐸𝐸{𝑒𝑒𝑖𝑖2})]                        (3) 

Where μ is the step-size parameter and controls the 
convergence characteristics of the LMS algorithm; 𝑒𝑒𝑖𝑖2 is the mean 
square error between the beam former output 𝑌𝑌𝑖𝑖 and the reference 
vector which is given by, 

𝑒𝑒𝑖𝑖  =  𝑦𝑦𝑖𝑖  − 𝑥𝑥𝑖𝑖𝑇𝑇𝑤𝑤𝑖𝑖                                             (4) 

The gradient vector in the above weight update equation can be 
computed as 

    𝛻𝛻(𝐸𝐸{𝑒𝑒𝑖𝑖2}) =  𝜕𝜕𝜕𝜕 [𝑤𝑤𝑖𝑖]/𝜕𝜕𝑤𝑤𝑖𝑖  
                    =  −2𝐸𝐸{𝑥𝑥𝑖𝑖  𝑒𝑒𝑖𝑖} 
                    =  −2𝑃𝑃 +  2𝑅𝑅 𝑤𝑤𝑖𝑖                           (5)    

In the method of steepest descent, the biggest problem is the 
computation involved in finding the values P and R matrices in real 
time. The LMS algorithm on the other hand simplifies this by using 
the instantaneous values of covariance matrices P and R instead of 
their actual values i.e. 

  𝑅𝑅𝚤𝚤�  =  𝑥𝑥𝑖𝑖𝑥𝑥𝑖𝑖𝑇𝑇 
                                                                                       (6) 

𝑃𝑃𝚤𝚤�  =  𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖  
These are simply the estimated instantaneous correlations. 

Therefore, the weight update can be given by the following 
equation, 

 𝑤𝑤𝑖𝑖+ 1 =  𝑤𝑤𝑖𝑖  +  𝜇𝜇 [ 𝑃𝑃𝚤𝚤�  − 𝑅𝑅𝚤𝚤�𝑤𝑤𝑖𝑖  ]                   (7) 
         =  𝑤𝑤𝑖𝑖  +  𝜇𝜇 𝑥𝑥𝑖𝑖 [ 𝑦𝑦𝑖𝑖   −  𝑥𝑥𝑖𝑖𝑇𝑇𝑤𝑤𝑖𝑖  ] 
          =  𝑤𝑤𝑖𝑖  +  𝜇𝜇  𝑥𝑥𝑖𝑖  𝑒𝑒𝑖𝑖                                 (8) 

Note that 𝑤𝑤𝑖𝑖  is a random variable [since each new iteration i, 
𝑤𝑤𝑖𝑖   depends random processes of  𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖 . 

Therefore, the LMS algorithm can be summarized in following 
equations [53]: 

• Filter output:  𝑌𝑌𝑖𝑖 =  𝑤𝑤𝑖𝑖𝑇𝑇 𝑥𝑥𝑖𝑖 

• Error:  ei  =    𝑦𝑦𝑖𝑖 − xiTwi 

• Update filter Weight:  𝑤𝑤𝑖𝑖+ 1  =  𝑤𝑤𝑖𝑖 +  𝜇𝜇 𝑥𝑥𝑖𝑖𝑒𝑒𝑖𝑖 

The LMS algorithm is initiated with an arbitrary value w(0) 
for the weight vector at  i = 0. The successive corrections of the 
weight vector eventually leads to the minimum value of the mean 
squared error. 

μ is the step-size parameter and controls the convergence 
characteristics of the LMS algorithm : 

• If μ is chosen to be very small then the algorithm converges 
very slowly. 

•  A large value of μ may lead to a faster convergence but 
may be less stable around the minimum value. 

The LMS algorithm is very simple: it requires only 2L + 1 
multiplications and 2L additions by iteration, where L is the 
number of filter coefficients. 

4. Results and discussions 

4.1. Medical datasets 

We have used five medical datasets from UCI database [54].  
In order to validate the proposed methods on each one, we chose a 
subset of these datasets providing a heterogeneous test bench. 
These five datasets are Pima Indian Diabetes, Wisconsin Breast 
Cancer (WBC), Wisconsin Diagnostic Breast Cancer (WDBC), 
Liver disorder and Appendicitis. The main characteristics of these 
datasets are depicted in Table 1.    

Table 1. Characteristics of the medical datasets. 

Dataset Classes Attributes Instances Min. 
class 

Maj. 
class 

Pima 2 8 768 268 500 
WBC 2 9 683 137 546 

WDBC 2 31 569 212 357 
Liver disorder 2 6 345 145 200 
Appendicitis 2 7 106 21 85 

4.2.  Employed classifiers 

In this subsection, we describe how we adjust some parameters 
of these techniques and how we estimate the classification 
reliabilities.  

The K-NN algorithm requires no specific set-up. We test 
values of k {1, 3, 5, 7} and we choose the value providing the best 
performances on a validation set according to a fivefold cross 
validation. We estimate the reliability of each classification act on 
the basis of information directly derived from the output of the 
expert and analyzing also the reasons in the feature space giving 
rise to unreliable classification. For further details, we may refer to 
[49, 55]. 

We test a SVM algorithm with a Gaussian radial basis kernel. 
Values of regularization parameter C and scaling factor σ are 
selected within intervals [1; 104] and [10−4;  10], adopting a log 
scale to sample the two intervals. The value of each parameter is 
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tuned using a fivefold cross-validation on a validation set. The 
reliability of a SVM classification is estimated as proposed in [56], 
where the decision value of the classifier is transformed in a 
posterior probability [49]. 

We use a MLP algorithm with a number of hidden layers equal 
to half of the sum of features number plus class number. The 
number of neurons in the input layer is fixed by the number of the 
features whereas we chose two neurons in the output layer. The 
reliability is a function of the values provided by neurons in the 
output layer [49, 55]. 

4.3. Statistical metrics 

To assess the predictive ability of constructed models, five 
statistical evaluation methods were employed and they are defined 
as follows: 

1) The correct classification rate (CC %): is the recognition rate; 
𝐶𝐶𝐶𝐶 =  (𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇)/ (𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑃𝑃 + 𝐹𝐹𝑇𝑇) ∗ 100        (9) 

Where true positives (TP) denote the correct classifications of 
positive samples; true negatives (TN) denote the correct 
classifications of negative samples; false positives (FP) denote the 
incorrect classifications of negative samples into the positive 
samples; and false negatives (FN) denote the positive samples 
incorrectly classified into the negative samples.   

2)  Error rate (E %): 
𝐸𝐸 =  (𝐹𝐹𝑃𝑃 + 𝐹𝐹𝑇𝑇)/ (𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑃𝑃 + 𝐹𝐹𝑇𝑇) ∗ 100        (10)  

3) Sensitivity (SE %): the percentage of positive samples which 
are correctly classified;  
SE =  TP/ (TP + FN) ∗ 100                                        (11)   
        

4) Specificity (SP %): the percentage of negative samples which 
are correctly classified; 
𝑆𝑆𝑃𝑃 = 𝑇𝑇𝑇𝑇/ (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑃𝑃) ∗ 100                                         (12) 

5) Gmean (%): It provides a simple way to evaluate the model’s 
ability to correctly classify the minority and majority class by the 
combination of Sensitivity and Specificity into a single metric. 
Gmean is considered as a measure of the balanced accuracy and is 
defined as:  

Gmean =   �Sensitivity ×  Specificity            (13) 

4.4.   Statistical performance of different classifiers combined 
with LMS 

In order to validate the influence of LMS on the different 
classifiers (MLP, SVM, K-NN), it is interesting to compare the 
performances of MLP, SVM and K-NN techniques in the two 
cases (with and without LMS). However, selecting objective 
statistical metrics are used to estimate the performance of different 
classifiers. Indeed, for the imbalanced classification problem, the 
overall classification accuracy is often not an appropriate measure 
of performance given that a trivial classifier that predicts every 
sample as the majority class could achieve very high accuracy in 
extremely skewed domains. In the present work, instead of the 
complicated metrics, five intuitive and practical measures (correct 
classification rate, error rate, Sensitivity, Specificity and Gmean) 
were adopted to estimate the current classifiers based on the 

following reasons: first, both Sensitivity and Specificity provide a 
class-by-class performance estimate, making one easily 
investigation on the predictive ability of a classification method for 
each sample class, especially the predictive ability for the 
interesting minority classes; second, Gmean is a combination of 
both Sensitivity and Specificity, which indicates the balance 
between classification performance on the majority and minority 
classes. A poor performance in prediction of the positive 
(interesting) samples still leads to a low Gmean value, even if the 
negative samples are classified with high accuracy, which is a 
common case for imbalanced dataset. The comparative study 
results are summarized in table 2.  

The classification of the different imbalanced databases used 
in this work involves four steps:  

• Step 1: application of the different techniques (SVM, K-
NN and MLP) on imbalanced data.  

• Step 2: application of the LMS algorithm to remedy the 
imbalance of data.  

• Step 3: application of the different techniques (SVM, K-
NN and MLP) on obtained balanced data. 

• Step 4: comparison between results obtain successively in 
first and second step. 

 

We notice from these experiments that the classification 
performances (CC, SE, SP, and Gmean) increase after balancing 
databases by using the least mean square algorithm.  

 We remark that before balancing the different datasets, the 
minority class is hardly recognized by the different classifiers 
(MLP, SVM and K-NN). However, after balancing these 
imbalanced databases, the performance is improved significantly 
with the employment of LMS algorithm as illustrated in table 4; by 
increasing the Sensitivity, the specificity, the correct classification 
rate, and the Gmean. Therefore, we have obtained the best 
classification performances. We can say that the classifiers have a 
good recognition of the minority classes and the majority classes, 
since in our experimentations the samples of the minority classes 
and the majority classes are correctly classified (TP and TN will 
increase / FN and FP will decrease after balancing). 

Behavior of descriptors before and after balancing approach 

 To validate the influence of LMS on the different techniques 
(MLP, SVM and K-NN), we compare the values of descriptors 
before and after balancing. So we take a miss-classified case from 
the minority class before balancing the different databases (PIMA, 
WBC, WDBC, liver disorder and Appendicitis); and we apply the 
LMS algorithm, where each descriptor is weighted by a 
coefficient, and the same case was correctly classified (see 
figure1). 

 We notice also from this figure1 (a) that some descriptors in 
PIMA dataset remain unchanged (D1, D5, D7) however the rest 
has changed in a certain percentage which enhance the importance 
of the attributes. Also in the other used databases (WBC, WDBC, 
liver disorder and Appendicitis) we have obtained some changes 
in the different descriptors (figure1 (b), (c), (d), (e)).
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Table 2. The obtained performances before and after balancing of the different imbalanced dataset on the testing 
base 

 
Datasets 

 

 
Classifiers 

 
CC (%) 

 
E (%) 

 
SE (%) 

 
SP (%) 

 
Gmean (%) 

 
PIMA 

MLP  
Classifier 

MLP 73.85 26.15 51.28 83.52 65.44 
LMS 99.24 0.76 97.44 100 98.71 

SVM 
Classifier 

SVM 83.85 16.15 87.18 82.42 84.77 
LMS 99.23 0.76 100 98.90 99.45 

K-NN  
Classifier  

K-NN 80 20 61.54 87.91 73.55 
LMS 100 0 100 100 100 

WBC MLP  
Classifier 

MLP 90.79 9.21 65.38 98.30 80.17 
LMS 99.56 0.44 98.08 100 99.03 

SVM 
Classifier 

SVM 97.81 2.19 98.08 97.73 97.90 
LMS 99.12 0.88 100 98.86 99.43 

K-NN  
Classifier  

K-NN 98.68 1.32 96.15 99.43 97.78 
LMS 100 0 100 100 100 

 
WDBC 

MLP  
Classifier 

MLP 96.32 3.68 97.73 95.89 96.81 
LMS 100 0 100 100 100 

SVM 
Classifier 

SVM 97.37 2.63 97.73 97.26 97.49 
LMS 100 0 100 100 100 

K-NN  
Classifier  

K-NN 96.32 3.68 97.73 95.89 96.81 
LMS 100 0 100 100 100 

Liver disorder 
 

MLP  
Classifier 

MLP 77.39 22.61 65.85 83.78 74.28 
LMS 100 0 100 100 100 

SVM 
Classifier 

SVM 66.96 33.04 65.85 67.57 66.70 
LMS 100 0 100 100 100 

K-NN  
Classifier  

K-NN 61.74 38.26 41.46 72.97 55.00 
LMS 99.13 0.87 97.56 100 98.77 

Appendicitis 
 

MLP  
Classifier 

MLP 71.43 28.57 77.78 50.00 62.36 
LMS 100 0 100 100 100 

SVM 
Classifier 

SVM 74.29 25.71 74.07 75.00 74.53 
LMS 100 0 100 100 100 

K-NN  
Classifier  

K-NN 82.86 17.14 88.89 62.50 74.54 
LMS 94.29 5.71 96.30 87.50 91.79 

  

 
(a)  PIMA (FN) 

 

 
(b)  WBC (FN) 
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(c)  WDBC (FN) 

 

(d) Liver disorder (FN) 

 

 
(e)  Appendicitis (FP) 

Figure 1. The obtained results before and after balancing the different databases of a miss-classified case from the minority 
class. 

 

4.5. Comparative study with related works 

In this section, we have compared the classification accuracies 
of our method with other methods applied to the same database: 

Works tested on PIMA database 

Table 3 gives the classification accuracies of our method and 
other methods applied on the PIMA database. 

Table.3 classification accuracies obtained with our method 
and other classifiers in literature (PIMA) 

L. Gonzalez-Abril and al. have proposed a new Support Vector 
Machine method (called GSVM), which is specially designed for 
bi-classification problems its objective was balanced accuracy 
between classes [57]. For the evaluation of the results, (L. 
Gonzalez-Abril and al.) have used many databases (23) and 
obtained an accuracy of 74.15% for Pima dataset. Y.Shao and al. 
proposed an efficient Weighted Lagrangian Twin Support Vector 
Machine (WLTSVM) for the imbalanced data classification, they 
use different training points for constructing the two proximal 
hyperplanes [58], they achieve 76.78 ±0.35% of accuracy. In this 
work, as can be seen from the results (Table. 3), our method (MLP 
with LMS, SVM with LMS and K-NN with LMS) gave excellent 
classification accuracy. 

Works tested on WBC database 

Table 4 gives the classification accuracies of our method and 
other methods applied on the WBC database.  
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Table.4 classification accuracies obtained with our method 
and other classifiers in literature (WBC) 

Method Classification Accuracy (%) 
S- AIRS [59] 96.91  

WLTSVM [58] 96.30±0.31 
MLP with LMS 99.56 
SVM with LMS 99.12 
K-NN with LMS 100 

Wang and Adrian proposed a hybrid method by combining 
Synthetic Minority Over-Sampling Technique (SMOTE) and 
Artificial Immune Recognition System (AIRS) to handle the 
imbalanced data problem that are prominent in medical data . This 
approach denoted as S- AIRS [59]. They obtain 96.91% accuracy. 
Y. Shao and al. proposed WLTSVM [58] and they achieve 96.30± 
0.31% of accuracy. In this study, as can be seen from the results 
(Table. 4), our approach obtain the best classification accuracy 
with the different classifiers. 

Works tested on WDBC database 

Table 5 gives the classification accuracies of our method and 
other methods applied on the WDBC database.   

Table.5 classification accuracies obtained with our method 
and other classifiers in literature (WDBC) 

Method Classification Accuracy (%) 
S- AIRS [59] 96.52 

K-NN with resampling [60] 98.42 
MLP with LMS 100 
SVM with LMS 100 
K-NN with LMS 100 

Wang and Adrian proposed a hybrid method S- AIRS [59]. 
Their approach obtained 96.52% accuracy. G. NAGA 
RAMADEVI and al. applied the five classifiers K-NN, SVM, 
Logistic Regression, C 4.5 and Random Forest on original four 
breast cancer datasets with and without resampling technique, they 
compare the obtained performances before and after resampling 
datasets [60]. They obtain the best accuracy with 98.42% by using 
K-NN and resampling method. In this work, as can be seen from 
the results (Table. 5), our approach obtain the best classification 
accuracy.   

Works tested on Liver disorder database 

Table 6 gives the classification accuracies of our method and 
other methods applied on the Liver disorder database. 

Table.6 classification accuracies obtained with our method 
and other classifiers in literature (Liver disorder) 

Method Classification Accuracy (%) 
DGC+ [61] 67.44 
GSVM [57] 71.07 

MLP with LMS 100 
SVM with LMS 100 
K-NN with LMS 99.13 

Alberto Cano and al. proposed an algorithm called weighted 
Data Gravitation Classification (DGC+) that compares the 

gravitational field for the different data classes to predict the class 
with the highest magnitude. The proposal improves previous data 
gravitation algorithms by learning the optimal weights of the 
attributes for each class and solves some of their issues such as 
nominal attributes handling, imbalanced data performance, and 
noisy data filtering [61]. They achieve 67.44% of accuracy. L. 
Gonzalez-Abril and al. proposed GSVM method [57]; they 
obtained an accuracy of 71.07%. In this work, as can be seen from 
the results (Table. 6), our approach obtain the best classification 
accuracy with the different classifiers.   

Works tested on Appendicitis database 

Table 7 gives the classification accuracies of our method and 
other methods applied on the appendicitis database. 

Table.7 classification accuracies obtained with our method 
and other classifiers in literature (Appendicitis) 

Method Classification Accuracy (%) 
DGC+ [61] 84.09 

BSMAIRS [62] 92.5926 
MLP with LMS 100 
SVM with LMS 100 
K-NN with LMS 94.29 

Alberto Cano and al. proposed a DGC+ algorithm [61] and they 
achieve 84.09% of accuracy.  Kung-Jeng and al. developed a 
hybrid classifier approach, they combine Borderline Synthetic 
Minority oversampling technique (BSM) and Artificial Immune 
Recognition System (AIRS) as global optimization searcher with 
the nearest neighbor algorithm used as a local classifier. This 
approach denoted as BSMAIRS. For the evaluation of the results, 
Kung-Jeng and al. have used a fivefold cross validation strategy 
and they have obtained five accuracies; the best one obtained with 
92.5926% [62]. In this study, as can be seen from the results 
(Table.7), our approach obtains an excellent classification 
accuracy.  

5. Conclusion 

In this paper, we proposed a learning method based on a cost 
sensitive extension of least mean square algorithm that penalizes 
errors of different samples with different weights. This approach 
is used to overcome the problem of imbalanced data, it gives high 
weights for the samples of the minority classes. 

The proposed approach was applied on five medical datasets 
from UCI database to assess its performance. Experimental results 
revealed that LMS algorithm performed better (achieved higher 
performance values) than the other balancing methods. It shows 
clearly the advantage of LMS when we handle the imbalanced 
data. Moreover, the results showed that the combination of LMS 
with different techniques (MLP, SVM and K-NN) can enhance 
classifier performance, particularly in terms of accuracy.  

We propose that our approach will be applied for multiclass 
datasets, also the LMS algorithm will be tested on other intelligent 
methods based techniques such as fuzzy logic in order to increase 
the interpretability of the results. Also we can extend the ratio of 
the minority class to majority class in order to do a study in this 
situation. Our approach will be  proposed to overcome the 
disadvantages of the basic sampling methods. Because the LMS 
algorithm that penalizes errors of different samples with different 
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weights. However, this approach does not eliminate the instances 
of the majority class and does not add the instances of the minority 
classes. We can conclude that, this method keeps the same 
database. 
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 The importance of Modelling Methods Engineering is equally rising with the importance of 
domain specific languages (DSL) and individual modelling approaches. In order to capture 
the relevant semantic primitives for a particular domain, it is necessary to involve both, (a) 
domain experts, who identify relevant concepts as well as (b) method engineers who 
compose a valid and applicable modelling approach. This process consists of a conceptual 
design of formal or semi-formal of modelling method as well as a reliable, migratable, 
maintainable and user friendly software development of the resulting modelling tool. 
Modelling Method Engineering cycle is often under-estimated as both the conceptual 
architecture requires formal verification and the tool implementation requires practical 
usability, hence we propose a guideline and corresponding tools to support actors with 
different background along this complex engineering process. Based on practical 
experience in business, more than twenty research projects within the EU frame 
programmes and a number of bilateral research initiatives, this paper introduces the 
phases, corresponding a toolbox and lessons learned with the aim to support the 
engineering of a modelling method. ''The proposed approach is illustrated and validated 
within use cases from three different EU-funded research projects in the fields of 
(1) Industry 4.0, (2) e-learning and (3) cloud computing. The paper discusses the approach, 
the evaluation results and derived outlooks. 
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1. Introduction 

This paper is an extension of work originally published in 2016 
IEEE 20th International Enterprise Distributed Object Computing 
Workshop (EDOCW)[1] 

The importance of Modelling Method Engineering is equally 
rising with the importance of Domain Specific Conceptual 
Modelling Methods and individual modelling approaches. In 
addition to existing (de-facto-) standards (e.g. Business Process 
Model and Notation (BPMN)[2], Decision Model and Notation 
(DMN)[3], Case Management Model and Notation (CMMN)[4]), 
a growing number of groups around the world design their 
individual modelling-methods (in accordance with the definition 
of such a method by [5], [6]for a variety of application domains.).  

This is often seen as necessary, when model-based approaches 
are transferred in new application domains and hence require 
adaptations for modelling methods. A simple sample can 

demonstrated using the well-known standard for business process 
BPMN. Although BPMN can be used to design a administrative 
process, such as sending an invoice, it cannot be used to design a 
simple production process like producing a chair. The successor 
relation that indicates that one activity follows the other does not 
have properties like distance to the station, which is not necessary 
when sending an invoice, but is of utmost importance, when 
producing a chair. When analysing more complex scenarios like a 
car manufacturer shop floor (we faced in projects DISRUPT [60], 
GO0DMAN [65]), the adaptation requirements for a modelling 
language like BPMN becomes quite complex. Hence, providing 
well-known model-based approaches requires the adaptation by 
e.g. introducing the concept “distance” between two activities. 

Challenging question is, how to support the generation of 
modelling tools that can range from a minor adaptation like the one 
introduced above, till the complete realisation of totally new 
modelling approach like a cyber threat modelling for cloud 
computing . 

The authors of [8] believe that supporting the automatic 
generation of modelling tools can open a new quality in 
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information systems development for engineers and customized 
design as well as encourage the use of modelling languages that 
are fitting to the custom needs. Often customer needs are defined 
by desired features like visualisation, querying, simulation or 
configuration and transformation, which are applied onto the 
model. Individual solutions enable the generation of light-
weighted solutions with targeted provision of features that reduce 
the developers' aversion against overloaded modelling languages 
and inflexible or expensive modelling tools.  

The engineering of such modelling tools is a result of the so 
called “conceptualization process of modelling methods”, which is 
disseminated by the world-wide community of OMiLAB[10]. The 
complexity lies in the mapping of language artefacts and their 
corresponding functionality to concrete implementable and 
deployable modelling tools. In addition, knowledge domains are 
divided into more refined and specialized subdomains, where each 
domain needs to be characterized by its own abstraction and 
refinement of concepts from the so-called “real world” objects 
from the “subject under study”. Hence, in order to capture the 
relevant semantic primitives that address domain specific needs, it 
is necessary to involve both the method engineers as well as 
domain experts. Today, there are different approaches, guidelines 
and practices for the development of modelling tools available that 
do not consider the full lifecycle from the design and collaborative 
development of a modelling tool, which unavoidably leads to 
limitations and inconsistencies in the conceptualization [7]. We, 
hence, propose a guideline and corresponding tools supporting 
method engineers along the conceptualization process supporting 
all phases and ensuring collaboration among involved 
stakeholders.  

Karagiannis proposes in [6] the Agile Modelling Method 
Engineering (AMME) framework. Authors of [9] propose the 
Modelling Method Conceptualization Process that based on 
AMME and guides the method engineers during 
conceptualization. The same authors in [35] propose a toolbox that 
supports this process. The work at the hand introduces an extended 
version of this toolbox so-called “Modelling Method 
Conceptualization Environment” as well as introduces 
corresponding services. Hence the paper introduces a product-
service-system proposal for modelling method conceptualisation. 
Moreover the paper evaluates this product-service system in three 
European Research projects, and one additional in the context of 
an in-house research project, and discusses evaluation results.  

In this respect, the remainder of the paper is structured as 
follows: Section 2 briefly presents results of our state of the art 
analysis from [9], revisits AMME, the Modelling Method 
Conceptualization Process. Section 3 outlines the toolbox 
Modelling Method Conceptualization Environment with an 
emphasis on new extension to ADOxx Library Development 
Environment, so-called ADOxx-JAVA-MM-DSL. Section 4 
presents Modelling Method Conceptualization Services, Section 5 
introduces evaluation cases and discusses the evaluation results, 
while Section 6 concludes the paper and gives an outlook on future 
work. 

2. State of the Art in Modelling Method Definition and 
Development Approaches 

We published the initial version of this state of the art analysis 
in [9]. In this paper, we revisit shortly it for completeness reasons. 

We analyse modelling standards from five well-known 
standardization organizations, which provide intensively used 
industry modelling standards in last decade; (1) OASIS 
(www.oasis-open.org), (2) OMG (www.omg.org), (3) Open 
Group (www.opengroup.org), (4) W3C(www.w3.org) and (5) 
WfMC(www.wfmc.org). It is highly possible that each 
organization follows same or similar approach and technologies to 
specify standards within its organization. Therefore, we assume 
that, it would be enough selecting control samples from each 
standardization organization in order to understand, which 
approach they are following, which tools they are using to define 
modelling standards. As the control samples we select UBL [39], 
ebXML BPSS [40] and WS-BPEL [53] from OASIS; BPMN [2] 
CMMN [4] and DMN [3] from OMG; ArchiMate® [42] from 
Open Group; OWL [44], SPARQL [45] and WSDL [46] from 
W3C, finally XPDL [47] from WfMC. 

We investigate, how the modelling language of modelling 
standards has been specified. We focus on four aspects 
specification of (1) abstract syntax-, (2) semantic- and (3) notation 
(concrete syntax) of the modelling languages as well as (4) samples 
provided to ease to understand modelling language specification 
and its usage. 

The results of the analysis are presented in Table 1. In respect 
of abstract syntax specification organization used (1) graphical 
approaches and/or, (2) formal textual approaches and/or textual 
informal approaches. All of organizations utilize UML-Class 
Diagram [41] to specify abstract syntax of most of their modelling 
languages. In addition to UML-Class Diagram all standardization 
institute use natural language to specify the abstract syntax. 
Additionally, in order to ensure interoperability between systems 
using the given modelling standard and collaboration among 
parties utilizing the standard, most of the organizations attach 
importance to formal textual specification of abstract syntax either 
using with BNF [48] or XSD [49]. 

It seems that, regarding to specification of semantics there is 
no standard/approach used commonly by all organization. W3C 
uses formal languages such as RDF [50], Z Notation [54] [51] and 
standard mathematical notation. However, most of the 
organizations utilize semi-formal keywords defined in 
RFC-2119 [52] in order to define requirement level and 
constraints. Additions to these, all organizations use natural 
language to specify semantics of all modelling standards. 

Regarding to specification of notation (concrete syntax), 
obviously the modelling standards, which have been developed 
preferentially in the first place for human interpretation, precise 
has concrete syntax that is illustrated with images and described 
with natural language. On the other side, the standards, which have 
been developed for machine interpretation, have concrete syntax 
specified with formal textual approaches. Mostly, XSD is utilized 
for specification of concrete syntax of these standards. Finally, all 
the organizations choose to introduce features of their modelling 
standards with samples. The samples can be found in either in form 
of graphical or textual models.  

According to analysis results, for the specification of selected 
modelling standards, the UML (UML Class Diagram) has been 
mostly utilized to specify the meta-model of the modelling 
language. 
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Table 1 Figure 1 Approach, standards and artifacts used to specify modelling languages in control samples 
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2.1. UML as a Modelling Method Design Approach 

As UML is utilized for specification of most of modelling 
standards in our set, we extend our literature research to analyze 
UML as a prominent modelling method, which is used during 
create and design phases of the conceptualization process. The 
pragmatic objective of this analysis is to understand if UML - in 
the context of modelling method design - covers all requirements 
for creating and designing a modelling method, or if there are any 
shortcomings that we have to consider during the development of 
our approach. 

Glinz evaluates UML in [56] as a requirement specification 
language. He states that definition of requirements with UML Use 
Case Diagrams is possible but Use-Case-Diagrams alone are not 
sufficient. Definitions of concrete functional and non-functional 
requirements as well as definition of relation between the concepts 
in domain specific modelling method and requirements are not 
possible. The authors of [58] indicate the same problem and 
propose again a UML-based solution to define non-functional 
requirements and relation between the components in system by 
combining constructs from UML Class Diagram and UML 
Component Diagram. Hence the first shortcoming needs to be 
considered in our approach is; 

1. Definition of functional and non-functional 
requirements and their relation between the concepts in 
modelling methods. 

According to Selic [59] the domain specific modelling 
languages specify different viewpoints of a complex system. 
Hence, the complex system should be represented from different 
viewpoints and some features will be presented in several 
viewpoints. Moreover the language, presumably, will support 
multiple viewpoints for different sub-domains, which means 
language should allow use of different abstract and concrete 
syntax. With UML Class Diagrams the whole meta-model 
(abstract syntax) of language can be fragmented. But depicting all 
alternatives of abstract syntax together can make the class diagram 
very complex and hard to read. To the best of our knowledge the 
UML does not offer definitions of different concrete syntax for 
same concept of modelling language. Hence the next shortcomings 
are 

2. Fragmenting whole meta-model into individual meta-
models composing concepts for different sub-domains 
and still be able to define link between concepts in 
different individual meta-models 

3. Having another abstraction layer to represent modules 
and layers of modelling language as well as relation 
among them without representing complexity of abstract 
and concrete syntax 

4. Assigning different concrete syntax to the concepts in 
modelling language. 

According to authors of [55], nowadays, models are used to 
elaborate design decisions, sort out different concepts and 
exchange the ideas in mainstream software development. They 
state the importance of traceability during the transformation of 
information, communication of decisions etc. from design into 
implementation and vice versa. They indicate that in order to 

establish the traceability the support of modelling environment is 
as essential as the approach itself. To the best of our knowledge 
UML itself does not support such traceability. Then the next 
shortcoming is: 

5. Traceability of information (e.g design decisions, 
changes, suggestions etc.) during the knowledge 
exchange among experts within design phase and also 
from design to implementation vice versa. 

Karagiannis and Kühn in[5][57] argue that modelling methods 
have three major components (1) Modelling Language, (2) 
Modelling Procedure and (3) Mechanisms & Algorithms. Hence 
besides the modelling language of domain specific modelling 
method, we have to consider also designing modeling procedure 
and mechanisms & algorithms during the design of a modelling 
method. The design of modelling procedure and mechanisms & 
algorithms can be possible with using UML (e.g UML Activity 
diagram for design of the modelling procedure and if we consider 
description of mechanism and algorithms as sequence of object 
interactions and message exchange, the UML Sequence diagram 
can be used for description of mechanism and algorithms). Hence 
we would not see any shortcoming in UML for this issue. But in 
order to emphasize requirement of ability to design modelling 
procedure and mechanisms & algorithms besides the modelling 
language of a domain specific modelling method and requirement, 
and requirement of having corresponding supportive modelling 
environment, we would list this issue here rather as a general 
requirement than shortcoming of UML that we have to consider in 
our approach. Hence last but not least; 

6. Possibility to design modelling procedure and 
mechanisms & algorithms of a domain specific 
modelling language. 

2.2. Agile Modelling Method Engineering and 
Conceptualization Process 

Having roots in software engineering, as it is in agile software 
development, during the modelling method engineering, involved 
stakeholders need procedures, structures and supportive tools 
allows high iterative process with as less as possible bureaucracy, 
and offers agile value and follows principles in Agile Manifesto 
[37] 

AMME is proposed in [6] to support modelling method 
engineering during propagation and evolution of modelling 
requirements. The OMiLab Lifecycle [10] instantiates AMME and 
defines the internal cycle of a modelling method conceptualization 
with five phases; (1) “Create” as a mix of goal definition, 
knowledge acquisition and requirements elicitation activities that 
capture and represent the modelling requirements; (2) “Design” 
specifies the meta-model, language grammar, notation and 
functionality as model processing mechanisms and algorithms; (3) 
“Formalize” aims to describe the outcome of the previous phase in 
non-ambiguous, formal representations with the purpose of 
sharing results within a scientific community; (4) “Develop” 
produces concrete modelling prototypes and finally (5) 
“Deploy/Validate” involves the stakeholders in hands-on 
experience and the evaluation process as input for upcoming 
iterations. 
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Due to the involvement of several stakeholders with varying 
knowledge backgrounds, perspectives and different objectives, in 
the conceptualization of a modelling method, the authors of [9] 
propose so-called Modelling Method Conceptualization Process 
(as depicted inFigure 1) by adding additional feedback channels 
into the OMiLab Lifecycle between: (1) Create and Design, to 
prove, if the designed modelling language covers the identified 
application scenarios and considers the identified requirements; (2) 
Design and Formalize to ensure formal approval of modelling 
language, as well as (3) Design and Develop - to improve 
modelling language in earlier stages before it is released and 
deployed. 

3. Modelling Method Conceptualization Environment 

The work at hand introduces the “Modelling Method 
Conceptualization Environment from ADOxx.org. A toolbox (as 
its high-level architecture depicted in Figure 2) that initially has 
been introduced in [35] and that instantiates the above-mentioned 
conceptualization process and supports method engineers during 
each phase. The only exception is that of the “Create” phase, as 
this part is regarded as the most creative phase and standard tools 
and methods (also in some cases pen and paper can be the most 
appropriate tools) shall be freely selected. Modelling Method 
Conceptualization Environment proposes a combination of tools 
in sense of Integrated Development Environment (IDE), such as 
the Modelling Method Design Environment (MMDE, available to 
download and install at [11]) for the Design, the ADOxx Library 
Development Environment (ALDE) for Formalize and Develop, 
Adoxx.org Build, Test and Deployment Services (available at 
[22]) for Deploy/Validate Phases. 

 

 

As depicted in Figure 3, typical application scenario would be; 
during the create phase domain experts and method engineers 
come together, define goal of modelling method, acquire and elicit 
requirements, in design phase method engineers with tight 
collaboration of domain experts specifies the meta-model, 
language grammar, notation and processing functions on MMDE, 
as method engineers formalize design of modelling method 
collaboratively and commit on ALDE, developer(s) based on that 
formalization implements concrete modelling toolkit prototype 
within ALDE and ADOxx Development Toolkit. Developer(s) 
uploads the prototype into ADOxx.org build server, semi-
automatic service behind starts with completeness check, building 
installation package, testing of installation package and optionally 
deploy it on selected developer’s space to allow to download the 
toolkit, to be tested and validated by community members, so to 
get feedback from them or the build services simply sends a link 
to corresponding owner to download and/or share the modelling 
toolkit.  

It is worth to mention that one of the objectives is to provide 
loosely coupled tools, so involved actors have the flexibility to 
decide to use one, a combination of tools from the toolbox or even 
use other appropriate tools of their choice, (e.g. method engineer 
uses MMDE during the Design Phase, but formalize the modelling 
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method design with mathematical models or use another 
development tool during the Develop Phase and deploys them at 
the Developer Spaces and enable validation). 

In the following sub-sections current abilities of the tools from 
the environment are shortly presented. 

3.1. Modelling Method Design Environment 

The Modelling Method Design Environment (MMDE) is itself 
a modelling tool to design other modelling methods. MMDE has 
been implemented based on lessons learned from results of the 
state of the analysis, which is discussed in pervious chapter, and 
from the experience of the authors, who have been involved in 
more than 20 modelling method/tool development projects for 
varying domains. Based on these lessons learned, UML [12] has 
been identified as a starting point. Hence, the MMDE takes a 
subset of UML and extends it with required concepts and 
functionalities in order to overcome the following challenges (Ch), 
which are introduced after the state of the art analysis: Ch1-
Definition of functional and non-functional requirements and their 
relation between the concepts in modelling methods; Ch2-
Fragmenting the whole meta-model into individual meta-models 
composing concepts for different sub-domains and still be able to 
define links between concepts in different individual meta-models; 
Ch3-Having another abstraction layer to represent modules and 
layers of modelling language as well as relation among them 
without representing the complexity of abstract and concrete 
syntax; Ch4-Assigning different concrete syntax to the concepts in 
modelling language; Ch5-Possibility to design modelling 
procedure and mechanisms & algorithms of a domain specific 
modelling language. 

To overcome Ch1, “Requirements” model type (as depicted in 
Figure 4) is implemented that allows the elicitation of 
requirements, specifying their status as well as dependencies 
among them. The described requirements in this model type can 
be referenced to (a) all the modelling classes modelled in the 
related model type “Meta-Model” classes, (b) graphical notation 
(concrete syntax) definitions modelled in the “Graphical Notation” 
model type, (c) the “Modelling Stack” definition and (d) to the 
functionalities modelled in “Mechanisms & Algorithms” models.  

 
Figure 4 . Example: Requirement Model before and after Updating the Status 
of Requirements 

For Ch2 and Ch3, we extend the class diagram from UML (as 
depicted in Figure 5) with concepts, so method engineers can 
differentiate between class and relation class as well as relate 
different meta-models (-fragments) with each other using 
“Weaving” techniques as they are introduced in [8] [9]. 

 
Figure 5 A sample meta-model showing usage of weaving concept 

The modularization and layering of modelling language is 
essential to avoid complexities during the design of domain 
specific modelling methods [15][16] Hence, we propose 
representation of the Modelling Stack as the “Meta-models Stack 
model type (as depicted in Figure 6) allowing method engineers 
to differentiate meta-models in sense of different model types that 
target different fragments of the system.  

 

Figure 6 A Sample Meta-model Stack Model 

In order to target Ch4 and specify a proper graphical representation 
(concrete syntax) of each concept in a meta-model, we introduce another 
model type called “Graphical Notation” model type (as depicted in  

Figure 7) allows definition of concrete syntax of model types with 
specifying graphical representations for each constructs in meta-
models. This model type allows the description of graphical 
representations with the assignment of concrete images in PNG, 
JPG or Bitmap format including a description of the 
functionalities in the notation (e.g. attribute-value dependent 
visualization, context related views)  

Weaving object referencing to a concept 
defined in another meta-model

Weaving object referencing to a meta-
model (in that case it is recursive)

Sample Meta-Model  Stack

Each Bar in the Meta-Model  
Stack represents a different 

Meta-model (-fragment)
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Figure 7 Sample Graphical Notation Model 

In order to target Ch5 to define the applicable modelling technique as steps 
and corresponding results we propose a model type called “Modelling 
Procedure” model type”. The Modelling Procedure Model Type (as depicted 
in  

Figure 8) allows method engineers to define the steps with their 
required inputs and produced outputs, as well as the sequence of 
steps based on the input – output relationships, in order to 
introduce case specific proper usage of their modelling method.  

 

 

 

Figure 8 A Sample Modelling Procedure Model 

Based on this procedural view, concrete Mechanisms and 
Algorithms, can be derived and depicted as Sequence and 
Component Diagrams from UML (therefore these diagram types 
has been implemented as model types in MMDE). Further details 
about MMDE can be found in [9] 
 

3.2. ADOxx Library Development Environment 

The ADOxx Library Development Environment (ALDE) aims 
to enable parallel development of modelling tools libraries based 
on the designs deriving from Design Phase, merging different 
libraries and ensuring maintainability. As an experimental 
prototype ALDE is uses the Resource Description Framework 
(RDF) as a format for data interchange [17] 

 
Figure 9 Architecture of ADOxx Library Development Environment (ALDE) 

The Figure 9 depicts the architecture of ALDE. It is a 
development environment based on the Eclipse IDE [18] and 
includes a meta-meta-model defined in RDFS, the ALDE 
vocabulary. Having the vocabulary and utilizing 
Apache Ant® [19] as a build mechanism, the environment enables 
the definition of the transformation processes from ADOxx 
Library Languages to RDF and vice versa. Moreover ALDE 
serializes libraries in an arbitrary RDF format; for the prototypical 
realization RDF Turtle [20] has been used (the Figure 10 depicts 
code snippets produced by the environment) and includes the RDF 
XTurtle Editor developed by [21]. Having libraries in RDF Turtle 
format and a RDF Turtle Editor available, method engineers can 
adapt declaratively and script libraries collaboratively using 
standard functionalities of source-code management systems. 
Merging several libraries or integration of parts of libraries in each 
other becomes possible. On the other hand, ALDE includes 
verification services to ensure that the newly developed, edited or 
merged libraries are consistent with ADOxx platform 
requirements.  

 
Figure 10 Snipper of Class and Model Type Definitions in ALDE in RDF 

The new extension to ALDE is a new DSL based on Java, 
which has a working title of “ADOxx-JAVA-MM-DSL”. The 
ADOxx-JAVA-MM-DSL is developed according to feedback on 
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previous version of toolbox, which are presented and discussed in 
[35]. 

The ADOxx-JAVA-MM-DSL is a framework that creates 
several abstraction layers over the ADOxx Library Language 
(ALL) format, the ADOxx internal language that describes a meta-
model [64]. Each layer simplifies and adds features to the bottom 
one. The framework gives, the possibility to operate and easily 
perform modification on a meta-model without dealing with its 
complexity. In order to assure that, an internal structure is managed 
that represents the ALL structure. This internal structure can be 
imported from an existing ALL meta-model. 

All the constraints and rules present in the ALL syntax are 
managed, so the framework can guarantee that only syntactically 
valid ALL conform meta-models can be loaded and generated. The 
whole internal structure is an instance of java classes, so operations 
and definitions on the meta-model's concepts can be done using 
the java features. Parallel to that, additional utilities are integrated 
in order to bridge the gap between the development phases:  

• The compilation to the ALL meta-model to its binary 
format ABL: The ALL is a text based language used to 
describe a meta-model, in order to be imported and be 
usable in ADOxx it need to be compiled in its binary 
format ABL. A conversion engine is integrated into the 
framework. In such a way it is possible to automatize a 
previously manual step, required in order to create an 
automatized flow between formalization and 
development phase.  

• The importing and deployment of the compiled meta-
model in the form of ABL file, into a ADOxx Database: 
In order to create the respective modelling environment 
based on the created meta-model, is required to import 
the ABL compiled meta-model into the Database used by 
ADOxx. After this step the modelling environment 
relative to that meta-model can be executed and opened 
simply specifying at the launch time, the newly created 
database. The framework contains a feature that 
automatizes such a process, generating the Database and 
launching the modelling environment relative to the 
created meta-model. This step bridges the gap between 
formalization and development phase. 

As depicted in Figure 11, the framework can be divided into 
three abstraction layers and two transversal layers of primitives 
and general features: 

 
Figure 11 Layers of ADOxx-JAVA-MM-DSL 

The first abstraction layer is a package of java classes that 
exactly reflect the structure of the ALL syntax. This layer is 
responsible for converting each class in its ALL representation and 
applies syntax rules. Due to its closeness to the ALL syntax, 
working directly with this layer is difficult. The advanced of 
creating a meta-model using this layer instead using directly the 
ALL syntax is that all possible errors derived from miss-spelling 

and unhallowed sequences will be avoided, but the complexity in 
the definition of the meta-model remain the same as the ALL. 

The second abstraction layer abstracts all the concepts of the 
First layer to a more design friendly way, providing the possibility 
to work directly with the concepts of Libraries, Classes, Relations 
and Attributes. These concepts are more familiar to method 
engineers that are familiar with the interactive development 
approach directly in the ADOxx Development Toolkit. This 
abstraction layer defines also some semantic rules over the 
syntactic rules provided by the first layer. The entire concepts 
created at this level will be mapped to the relative concepts at the 
first layer in order to reflect the ALL syntax. At this level, certain 
helpful features are also implemented, such as the possibility to 
merge two or more libraries or to import one or several classes 
from a library to another. 

The third abstraction layer is a factory layer and contains 
predefined methods that generate empty libraries as a starting point 
for the definition of specific meta-models with classes and 
relations. The main entry point of the framework is also at this 
layer with the possibility to explore all the features of the 
development environment. 

The transversal primitives layer gives a formal 
representation of all the primitives allowed in the ALL syntax. The 
primitives are used at every level in order to define data such as 
Identifiers or Attribute Values; 

The transversal features layer contains functions used at 
every level and the ALL parser. The parser is the component that 
allows an ALL to be read from a file and being instantiated and 
loaded into the framework in order to be extended or modified. 

The ADOxx-JAVA-MM-DSL supports following three 
scenarios: 

Definition of a meta-model from scratch: Using the third 
abstraction layer, it is possible to generate an empty ADOxx 
library that is the best starting point to create own specific meta-
model. Starting from that object the method engineer can add 
Classes and Relations and their respective Attributes to the meta-
model by writing pure java code. Once the java code is executed, 
it generates the ALL file and/or compile it in the ABL file and/or 
directly create the ADOxx Database and execute the prototype of 
newly developed modelling toolkit based on defined meta-model. 

Extension or modification of an existing meta-model: Using 
the parsing module of the transversal layer, it is possible to load an 
ALL file into an instance of the java classes present in the second 
and First layer of the developer environment. After the ALL have 
been loaded is possible to extend, modify or manage it in the same 
way as creating from scratch. Certain methods to find specific 
Libraries, Classes, Relations and Attributes that the method 
engineer wants to work with are available. As in the previous 
scenario, after the java code is executed generates the ALL file 
and/or compile it in the ABL file and/or directly create the ADOxx 
Database and execute the prototype of newly developed modelling 
toolkit based on defined meta-model 

Merging of two or more meta-model in one: This scenario is 
a particular case of the first two. In particular, with using the 
framework, it is possible to merge two or more meta-model. As it 
is in a sample snippet depicted in  

Figure 12, thanks to the features present in the second layer is 
possible to import the whole concepts from a meta-model to 
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another or do a fine-grained import of specific concepts from each 
meta-model to another one. It is possible to import a class from a 
meta-model to another managing automatically all its 
dependencies like the presence of Super Classes. The merging 
scenario is supported in order to minimize the conflict that may 
rise in the merging of two incompatible meta-models, providing 
useful information to method engineer regarding how to correct 
occurred conflicts. 

 

 

Figure 12 Snippet of a Selective Merge of two Meta-models 

3.3. Adoxx.org Build, Test and Deployment Services. 

Adoxx.org Build, Test and Deployment Services [38] are web-
based services that allow method engineers of the ADOxx 
community to build verified, professional and installable 
distribution packages that can be distribute to interested 
stakeholders. The service combines and validates all available 
inputs, integrates all elements, compiles the necessary artefacts and 
signs the outcomes and creates the actual installer as a download 
archive.  

As a collaboration space for the development and deployment 
phases, the concept of “Developer Spaces” has been introduced in 
ADOxx.org [23]. These spaces enable sharing of 
intermediate/release results, discussing development resources 
from all pre/past phases in the form of source code, snippet, 
examples and distribution packages with the community.   

4. Modelling Method Conceptualization Services 

In addition to the development tools described in the previous 
chapter, an appropriate service support is foreseen to support the 
modelling method engineers. The services are provided on the 
ADOxx.org portal, supporting a community of more than 1.300 
modelling method engineers world-wide. 

1. Download: For the download, ADOxx.org provides the 
Meta Modelling Platform ADOxx in combination, 
Installation Instructions, Frequently Asked Questions, 
Startup-Package as well as a set of more than 30 available 
application libraries, which can be used to start with. 

2. Get Started: For getting started, ADOxx.org provides 
important readings, provides a Forum that is structured 
according active communities, lists tutorial and training 
events that are offered free of charge, provides tutorial 
material for both the students – in form of guide samples 
and slides – as well as for the trainer – in form of a trainer 
handbook and offers tutorial videos and webinars. 

3. Development and Support: For the development, 
ADOxx.org provides aforementioned tools and additional 
developer utilities, 3rd parties add on like but not limited to 
simulation, documentation, dashboards or Web-APIs. A 
collection of 200 graphical representations that introduce 
the major elements conclude the development support. 

4. Community: For collaborative development within the 
ADOxx.org community a map is provided indicating the 
ten laboratories – nine in Europe, one in Asia, indicating 
the hot spots of developers, the participating research 
institutes, a set of 24 modelling tools as a result of [66], 
and development spaces that enable a collaborative 
development and enable the use from solutions and tools 
from other projects. 

5. Documentation: A complete specification and 
documentation is offered, where each relevant element of 
the modelling method is (a) explained based on the 
corresponding theory, (b) introduced with hand-on 
samples, (c) demonstrated with real-world scenarios, (d) 
mapped to forum entries of the community and finally (e) 
supported with tools where possible. 

The operation of this service centre is provided via the portal, 
social media like Twitter, Facebook and LinkedIn, or via email. In 
justified cases an onsite support is possible, where either the 
method engineer is trained, supported or critical implementation 
steps are performed by the ADOxx.org service centre. 

5. Evaluation 

Given that usually each modelling method engineering case 
differs from each other in sense of complexity of domain, variety 
of aspects to be targeted, number of involved actors, to calculate 
quantified evaluation means is difficult, and – to best of our 
knowledge - there is no similar conceptualization environment, 
hence, it is difficult to bench-mark our proposal and quantify the 
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evaluation and provide statistically objective results. On the other 
hand, the most important tangible and objective evaluation result 
would be deployed and ready to use modelling toolkits, 
specification of modelling methods and communication of 
community members as proofs of concept. Those proofs of 
concepts for each are online and freely accessible (with exception 
of in-house project case). The links to access those proofs of 
concepts for each case are provided under regarding sub-section 
below.  

The conceptualization environment introduced above has been 
applied in four different cases for evaluation: three EU-funded 
research projects in the domain of multi-stage manufacturing, 
eLearning and cloud computing and additionally in an in-house 
development project, in the area of decision modelling extensions. 
These cases have been selected since the involved partners have 
varying profiles and expertise in given domains, in development 
and in modelling method engineering. In the following sub-section 
we introduce the cases and their requirements in method 
engineering manner. 

Case 1: Conceptualization of a Modelling Method for E-
Learning: The FP7 project Learn PAd [24] proposes a process-
driven-knowledge management approach based on conceptual and 
semantic models for transformation of public administration 
organizations into learning organizations. Learn PAd proposes a 
model-driven collaborative learning environment. In this case, 4 
domain experts and method engineers have been involved. In 
addition, two developer teams, each consisting of 4 developers 
worked on the implementation of the tool. The results of the 
conceptualization process of this modelling method can be found 
at Learn PAd Developer Space [25], as well as the developed 
prototypes [26] can be downloaded and feedback can be given. 

Case 2: Conceptualization of Modelling Method for Cloud 
Computing: The H2020 project CloudSocket [27] introduces the 
idea of Business Processes as a Service (BPaaS), where conceptual 
models and semantics are applied to align business processes with 
Cloud-deployed workflows [28]. In this case, 6 domain experts and 
method engineers have been involved, as well as two developer 
teams, one with 5 developers, the other one with 2 members. The 
results of the conceptualization process of this modelling method 
can be found at CloudSocket Developer Space [29], as well as 
developed prototypes [30] can be downloaded and feedback can 
be given. 

Case 3: Conceptualization of Modelling Method for holistic 
Manufacturing System Management: 

The H2020 project DISRUPT [60] deals with the integration 
of innovative technologies into a holistic manufacturing system 
and optimization of production flow. The DISRUPT projects 
needs a modelling method to describe manufacturing system from 
supply-chain level down to shop-floor level. In this case 2 domain 
experts, one requirement engineer and one method engineer have 
been involved. Preliminary results can be found on DISRUPT 
Developers Space [61]. 

Case 4: Integration of existing BPMN and DMN Modelling 
Methods: The in-house project requires integration of an already 
implemented DMN Modelling Method into existing BPMN 2.0 
realization as part of a commercial product. In this case, 3 domain 
experts and method engineers, and a team of two developers have 
been involved. 

The evaluation process was enacted in the following steps: (1) 
Provisioning: the tools -of the toolbox have been provided to the 
stakeholders in the involved cases. (2) Team Formation: 
representatives, - of the stakeholders in the project created 
development teams consisting of domain experts and method 
engineers following the conceptualization process and developing 
tools individually. (3) Feedback Phase: individual results have 
been consolidated periodically through video conferences and 
workshops, constituting the evaluation results.  

Feedback on MMDE. 

Pro: It is possible to specify requirements and dependencies 
among them as well as tracing them; (2) to define modelling 
language fragments and modules, (3) layering the modelling 
language with navigational constructs; (4) definition of syntax, 
semantic and assignment of notation (concrete syntax); (5) 
definition of weaving among construct in different meta-models; 
(6) assignment of (multiple-) graphical notation (concrete syntax); 
(7) explicit definition of modelling procedure;  

Contra: It is not possible to define application scenarios and 
use cases, and design results can be exchanged solely using 
ADOxx specific formats or as static content (image, PDF or 
HTML). Hence, double effort in the design and in the 
formalisation and or development is currently necessary. 

Outlook: The MMDE is currently updated, to offer an XML 
export, which then can be transformed into different formats like 
the one that is used for the ADOxx-Java-MM-DSL. 

In addition, several improvements on the modelling language 
are implemented to (a) enable the design of user scenarios, (b) 
better describe the features of the modelling method and their 
corresponding components as well as (c) enable a more detailed 
representation of the method procedure enabling the mapping from 
components and the corresponding elements of the modelling 
method. 

Feedback on ALDE. 

Pro: it is possible to transform libraries in a machine as well as 
human interpretable format, ability to use reasoning algorithms, 
due to standard semantic formats; reduces complexity to edit, 
merge and maintain libraries.  

Contra: To take over results from Design Phase require 
manual steps.; it re-quires different transformation scripts for 
different meta-modelling technologies (such as ADOxx, EMF). 

Outlook: The semantic-based verification of meta model is 
seen as a useful extension of the ADOxx-Java-MM-DSL, hence an 
integration will be experimented. However, we see the necessary 
skill level for the meta model developer currently as inappropriate 
and tend not to follow this path. 

Feedback on ADOxx-Java-MM-DSL: 

Pro: It is possible to merge libraries and start libraries from 
scratch. Furthermore, the code base can be stored and versioned in 
a versioning system enabling several developers in parallel to work 
on one library. Built scripts enable the automatic generation and 
deployment of the tool.  

Contra: The current code maturity needs improvement and 
documentation, enabling also non specialists to handle the tool. 

Outlook: This tool will be further improved and tested in two 
EU-H2020 research projects and will consequently be taught at the 
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ADOxx.org Training Days and Webinars to achieve the required 
maturity. 

Feedback on ADOxx.org Tool Packing Services and 
Developer Spaces. 

Pro: It is possible to have an installation package to distribute 
to interested stake-holders, building your own community around 
the modelling method, and get feed-back from them. 

Contra: Setting up and handling issues of a certain Developer 
Space involves certain manual steps, such, as the interested 
stakeholder has to send an e-mail to the administrator with a 
request of an own Developer Space. 

Outlook: This tool packaging service will be stepwise opened, 
so that the developer can also include own software components, 
which are then composed into a single tool package. 

6. Conclusion and Outlook 

In this paper we introduce a toolbox instantiating the Modelling 
Method Conceptualization Process, which supports agile 
modelling method engineering. The toolbox has been evaluated 
through an analysis of four different cases: three EU research 
projects and one in-house project. The evaluation results put 
forward that having an approach and a corresponding toolbox 
following the idea of model-driven engineering approach is 
effective in terms of transferring knowledge from the analysis of 
requirements up to the development of solutions. Being three main 
tools, MMDE, ALDE and ADOxx-Java-MM-DSL, prototypes that 
are at about Technology Readiness Level 5, hence lack of full 
integration or automatic data exchange ability, and the need of 
manual steps building Developer Spaces came out as major 
limitations of the toolbox. As an outlook the following items 
derived from the evaluation as future work: (1) currently we are 
evaluating development alternatives of DSLs with using Xtend 
[62] or RDF; building on existing work [63] in the field and 
integrating it into ADOxx-Java-MM-DSL, (2) enabling graphical 
modelling method design to transform into machine 
understandable format, (3) formalization of modelling method 
design using mathematical models such as FDMM [33] or Proof 
of Concept prototyping, (4) automatization of tooling services and 
deployment onto developer spaces, (5) full integration of tools 
within a holistic development environment. 
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 Vehicular ad-hoc networks (VANETs) are still more challenging to overcome even if 
they have been widely studied during the last decades. The routing mechanism is the 
essentially relevant issue in this field. Indeed, it must strictly to be adapted to specific 
and unique characteristics such as the high mobility of the vehicles, the dynamic nature 
of network topology as well as the high link breakage probability. In this paper, our 
objective is to improve the greedy perimeter stateless routing protocol (GPSR) as being 
the most promising position-based mechanism. However, according to the impact of 
position information on routing decision, our proposed approach defined by 
GPSR+PRedict protocol ensures that each vehicle estimates its own position for the 
near future. Afterwards, through extensive experiments, we show the ability of the 
GPSR+PRedict to overcome the observed problems and to enhance the overall 
performance of the traditional GPSR approach. The simulations are carried out on both 
highway and urban scenarios by using NS-2 and VanetMobiSim simulators.  
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1. Introduction 

Vehicular ad-hoc network (VANET) is a new class of mobile 
ad-hoc network (MANET) that has emerged through the 
advances of wireless technologies and automotive industry [1]. 
This application field has become the core of the intelligent 
transport systems (ITS) in order to enhance road safety and 
improve comfort of road users [2, 3]. In addition, VANET’s 
main features are [4]: traffic monitoring, traffic control, 
increasing visibility in dangerous intersections, detection of 
collisions and real time traffic calculation. Moreover, other 
applications apart from intelligent transport reside on providing 
connectivity to network or any communication between vehicles 
(e.g. games, chats or file exchange). 

VANET behaves distinctly when compared to the other 
infrastructureless networks. Indeed, it is distinguished by 

specific and unique characteristics, especially, the huge mobility 
of the vehicles and the instability of network topology [5-7]. 
Consequently, a series of constraints and challenges including 
security, quality of service (QoS), and routing mechanism 
should be raised to meet the needs of aforementioned VANET 
features [8]. For that reason, different proposals and research 
studies are booming in order to achieve better results than the 
previously proposed solutions. 

To be part of such network and be able to exchange messages 
smoothly either between vehicles (vehicle-to-vehicle 
communication (V2V)) or between vehicles and roadside 
infrastructure (vehicle-to-roadside communication (V2R)) [9], 
the intelligent vehicle represents the main application. 
Nevertheless, it must be equipped with some electronic tools 
namely, wireless communication devices, environmental 
perception devices (e.g. radars, cameras…), geographic 
positioning systems (e.g. GPS) [10, 11], and a platform for 
processing incoming and outgoing information. Figure 1 shows 
some of these intrinsic equipment [12, 13]. This paper is based 
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on purely V2Vad-hoc communication architecture, but it could 
be easily adapted to V2R communication with only simple 
changes. 

 
Figure 1: Illustration of different components of an intelligent 

vehicle [13] 

Within this ever-changing vehicular ad-hoc network, 
messages must be transmitted smoothly from a vehicle to 
another in order to reach their final destinations. Hence, a routing 
protocol should be used to ensure inter-vehicular 
communications in an efficient manner. Exposed to the difficult 
constraints of vehicular networks, the obvious question is how 
to ensure routing with a satisfying quality of service (i.e., short 
delay, minimum lost packets and low overhead).  

VANET routing protocols history starts with MANET 
protocols [14-18]. Unfortunately, these latter cannot achieve a 
good performance when they are used directly in high 
challenging environment like VANET. Therefore, many 
researches focus on adapting these protocols in order to be 
suitable for VANETs [19-22]. The geographical routing 
protocols [23-25] are considered as the most stable and 
functional schemes for VANET’s large-scale areas compared to 
the topology-based routing protocols [26]. The Greedy 
Perimeter Stateless Routing (GPSR) is a typical example of 
protocols based on geographical location[27], where each node 
uses the current information of its position, the position of its 
neighbors and that of the final destination to make the routing 
decision. 

Considering three significant points, namely, 1) the interest 
that presents the location’s information and vehicles’ movement 
on the both vehicular networks and geographic protocols, 2) the 
unemployment of amount information, namely, speed and 
direction given by GPS, 3) the problems observed in geographic 
protocols as link breakage, it would be advantageous to exploit 
all these information together to estimate future positions and to 
consider them during decision process of routing protocols. 

In this context, a new geographical routing protocol based on 
GPSR is proposed. The improvement is mainly defined by using 
supplementary information to estimate the location of vehicles 
in the near future. This estimated future position will be included 
in the periodic message (hello packet) in order to be taken into 
account in the decision of the best next hop. 

The rest of the paper is organized as follows: Section 2 
summarizes the related works of routing protocols over 
VANETs. In Section 3, we provide a brief overview of GPSR 
protocol. Section 4 describes fully the design of our proposed 
GPSR+PRedict routing protocol. Simulation settings are 
presented in section 5, while section 6 shows the effectiveness 
of GPSR+PRedict via simulation experiments. Finally, the 
section 7 concludes the study and provides a number of 
recommendations. 

2. Related Work 

Actually, there are a lot of studies that are interested to the 
MANET routing protocols adjustment for being used in VANET 
environments effectively [28]. Additionally, most of researchers 
are gathering on the point that the geographical routing protocols 
are the most suitable for vehicular network [26, 29, 30]. Hence, 
our attention was directed towards one of the protocols 
belonging to this class: the famous GPSR protocol. GPSR 
protocol selects the shortest possible route to destination; 
however, it may suffer from a higher packet error rate due to the 
poor link quality or the high break link probability. 

To this end, many improvements have been recommended. 
The authors of [31] proposed the cross-layer weighted position-
based routing (CLWPR) to improve the efficiency of 
geographical routing protocol in vehicular network. The 
proposed algorithm utilizes information about link layer quality 
and positioning from navigation to anticipate the characteristics 
of an urban environment. Compared to the default GPSR, 
CLWPR demonstrates significantly better performance in terms 
of packet delivery ratio and end-to-end delay metrics. In the 
same context, authors of [32], designed an enhanced GPSR 
protocol and presented its performance for both urban and 
highway scenarios. The novelty resides on the fact that they used 
weight calculation to select best neighbor (best next hop). To 
compute this weight, they used location and velocity information 
as well as link quality metrics extracted during the hello 
messages receipt to produce routes that improve the performance 
of the network. Their proposed protocol achieves higher packet 
delivery ratio for the network, lower end-to-end delay, while 
keeping the energy consumption at the same low levels of GPSR. 
Furthermore, a grid-based predictive geographical routing 
protocol (GPGR) has been proposed by the researchers of [33]. 
Indeed, they used a map data to generate the road grid and to 
predict the moving position during the relay node selection 
process. Thus, it was noticed that the GPGR protocol reduces the 
possibility of link breakage and avoids falling on local maximum 
situation in urban scenarios. Moreover, authors of [33] suggested 
a new concept based on vehicles movement prediction. In fact, 
they estimated the Link Stability (LS) for each neighboring 
vehicle before selecting the next hop for data 
forwarding/sending. In this way, movement prediction-based 
routing (MOPR) protocol determines the most stable 
communication link of the network in terms of communication 
lifetime with respect to the movement of vehicles. Afterward, 
they selected the most stable route from the source till the 
destination.  

To the best of our knowledge, all these approaches have been 
beneficial in most scenarios, but they concentrate all the required 
calculation on the forwarder during best next hop process or at 
the moment of receiving beacon packets, which can affect 
desperately the network’s performance. In addition, in most of 
these aforementioned enhancements, there is a radical change in 
the process of choosing the best next hop of the default GPSR 
using more complicated calculations. 

For that reason, we propose in our study to filling the 
observed gaps and to enhance even more the routing process 
while retaining the basic mechanism of GPSR protocol. Thus, 
our new GPSR+PRedict routing protocol does not include 
direction and speed knowledge in the hello packet, but it includes 
the estimated future position calculated according to this 
knowledge. Thereby, each vehicle is able to anticipate the state 
of its neighborhood in the near future. Our idea is directed 
regarding both highway and urban areas. 
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3. Overview of GPSR 

GPSR was originally created for MANET, but quickly 
adapted to VANET [27]. It is one of the most known examples 
that approve the concept of position based routing. GPSR 
protocol switches between two forwarding strategies depending 
on the situation of communicating nodes. Usually, when node 
needs to send packets, it uses the first forwarding strategy 
defined by greedy forwarding strategy (GFS). In case of failure 
(i.e., there is no neighbor with least distance to the destination 
except the transmitter node itself), GPSR bypasses the problem 
by using the second strategy known by perimeter forwarding 
strategy (PFS). Figure 2 illustrates the behavior of GPSR. 

 
Figure 2: Communication strategies of GPSR 

3.1. Maintain strategy 

In GPSR, before choosing the best path to route a data packet, 
each node in the network must know its neighbors and their 
positions. Hence, the nodes flood the network by sending hello 
packets (beacon packets) containing current position and an 
identifier. Indeed, each node periodically shares a hello packet 
with the existing nodes within its own range radio, and 
simultaneously collects the information sent by these nodes. Due 
to the beacon packets exchanges, each node can build its own 
table of neighbors thanks to the collected information, and can 
maintain it according to the next beacon packets. 

3.2. Routing strategy 

In greedy forwarding strategy (see figure 3), the best next 
hop is selected based on the optimal path, i.e., it always selects 
the progressively closer node to the destination. This process is 
repeated at each intermediate neighbor until the intended 
destination is reached. With this routing decision, the packet can 
reach the destination through the optimal path in the aspect of 
distance. However, sometimes the forwarder vehicle has the 
shortest distance to destination compared to all its neighbors. In 
this context, there are two cases. In the first one, the final 
destination is under the radio range of transmitter vehicle; 
therefore, packet is forwarded directly. The second case is when 
the final destination is not accessible in a one hop, so it is 
impossible to use the GFS. Thus, the PFS is used in order to 
solve this problem (see figure 4). The PFS algorithm recovers by 
routing around the perimeter of the region until arriving at a node 
closer to the destination. At this moment, the GFS takes over.  

 

 

Figure 3: Greedy forwarding packets of GPSR 

 

 

 

Figure 4: Coping with gap encountered thanks to perimeter 
forwarding strategy in GPSR 

 
3.3. Benefits and Drawbacks  

The most important advantage of GPSR, distinctly from the 
other proactive and reactive protocols, is the fact that the 
vehicles can get the exact movement information (e.g. 
geographic position, speed and movement direction) according 
to a positioning system like GPS or GALILEO. In addition, the 
one-hop propagated information over the topology, leading to 
know the geographic position of every single neighbor, 
minimizes more or less the network overload which is 
advantageous especially in dense networks. However, regarding 
the greedy routing strategy, the vehicle often chooses the best 
next hop in the distance aspect. Nevertheless, without 
considering speed or moving direction while researching the best 
next hop, the GPSR protocol could lead to wrong packet 
forwarding decisions, which may cause packet loss. Moreover, 
the link breakage problem can also affect the quantity of 
delivered packets, particularly in highway environment. 
Actually, when node receives a beacon packet to update its list 
of neighbors, it computes the best next hop, then it forwards 
packet. So, during this process, the selected neighbor can be out 
of the transmission range and the packet cannot reach it because 
of high network’s mobility. In order to solve these problems that 
lead to performances degradation, we thought that it would be 
appealing, in terms of QoS, to improve the routing strategy. The 
enhancements are mainly based on the estimation of the future 
position of all participating nodes in routing operation. In the 
next section, a deep description of all proposals is provided. 

4. GPSR+Predict 

4.1. Motivation 

GPSR+Predict has been conceived on the basis of three 
significant aspects: First, the importance of node’s localization 
in geographic protocols. Second, the information available in 
GPS but not exploited by GPSR. Third, the various problems 
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encountered, for example, high breakage link probability due to 
the great mobility with different speeds, bad routing decisions 
due to opposite directions of vehicles, or inaccuracies in the 
prediction of the driver's direction at intersections. 

 In our point of view, it is constructive to propose a new 
greedy routing mechanism that estimates positions of the 
vehicles in the near future and takes this information into 
consideration to make smart routing decision. 

4.2. Prediction the near future position 

With the proposed protocol, each node uses its geographical 
position, its speed and its direction to estimate its position in a 
near future. This future position is attached to the hello packets 
and recalculated at each sent of periodic hello packet. In this way, 
node continuously has a prediction of future state of the network. 

Moreover, unlike the basic GPSR, where the sender node 
simply searches the nearest neighbor to the destination when it 
needs to forward a data packet, that of the "GPSR+PRedict" 
searches firstly if the destination is in its list of neighbors. If it is 
the case, the packet data is sent directly to the destination, if not, 
then the sender searches the best next hop in terms of distance 
by using the estimated future position of neighbors. In fact, 
GPSR+PRedict practices this strategy in order to know the 
neighbors that will still or not in sender’s neighborhood. Thus, it 
will make a smarter routing decision by avoiding several bad 
situations such as link breakage. 

The choice of the prediction model is fundamental because 
it does not affect only the quality of prediction but also the speed 
and time of the calculation. In fact, there are different 
mathematical extrapolation methods with different levels of 
complexity allowing the estimation of future positions of 
vehicles [35-37]. For this study, we have opted to use a method 
based on previous positions, direction and speed. This technique 
is basic with very little intricacy so that the hello packet size does 
not involve the network overhead (i.e., it does not incur much 
bandwidth or computational power). 

 As mentioned above, this model exploits previous positions 
𝑿𝑿𝒕𝒕𝒕𝒕  and velocity 𝑽𝑽��⃗ (𝑿𝑿𝒕𝒕𝒕𝒕). The velocity vector is calculated by 
using the current speed and heading direction of a vehicle (see 
equations (1) and (2)).  

𝐕𝐕��⃗ (𝐗𝐗𝐭𝐭𝒕𝒕) = 𝐝𝐝𝐗𝐗𝐭𝐭𝒕𝒕 ∗  𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐝𝐝   (1) 

𝐕𝐕��⃗ (𝐘𝐘𝐭𝐭𝒕𝒕) = 𝐝𝐝𝐘𝐘𝐭𝐭𝒕𝒕 ∗  𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐝𝐝   (2) 

Where dXt0 and dYt0are a unit vector that indicate the direction 
of the vehicle at time t0. 

Therefore, the future position from any node can be 
calculated with the following equations (3) and (4): 

𝐟𝐟𝐟𝐟𝐭𝐭(𝐗𝐗𝐭𝐭𝒕𝒕) = 𝐗𝐗𝐭𝐭𝒕𝒕 + 𝐕𝐕��⃗ (𝐗𝐗𝐭𝐭𝒕𝒕)  ∗  ∆𝐓𝐓  (3) 

𝐟𝐟𝐟𝐟𝐭𝐭(𝐘𝐘𝐭𝐭𝒕𝒕) = 𝐘𝐘𝐭𝐭𝒕𝒕 + 𝐕𝐕��⃗ (𝐘𝐘𝐭𝐭𝒕𝒕)  ∗  ∆𝐓𝐓  (4) 

Where ∆T is the time between two hello packets. 

 

4.3. Optimization 

The highlight is to improve routing mechanism by assisting 
GPSR protocol to make smarter routing decisions and to better 
choose the suitable neighbor as next hop while maintaining the 
basic search process of best next hop. Also, we aim to optimize 
the calculation processing of GPSR and to not concentrate all the 
processing on the router of the data packet. 

 

From most existing prediction approaches applied to the 
geographic protocols, the direction and the speed are added then 
sent in the hello packets. Hence, the nodes do not predict the 
future positions only after receiving these hello packets or during 
the research of the next best hop process, i.e., each node must 
traverse its entire neighbors list and make the required 
calculation to estimate the future position of each neighbor. This 
procedure causes two mainly drawbacks: the first is that each 
node has a lot of calculations to perform, while the second 
resides on the fact that the same calculation is repeated by 
several nodes (shared neighbors). As consequence, this strategy 
of prediction is not optimal and can affect the performance and 
the QoS especially in dense networks. We have addressed this 
problem by proposing the idea that each node in the network 
exploits its information (position and velocity) and estimates its 
future position in advance, then includes the result in the hello 
messages (see table 1). In this way, the calculations will be 
dispersed over the network and will be performed only once by 
the concerned node. 

 

Through GPSR+PRedict protocol, when a node broadcasts 
the beacon packet to the other vehicles within its radio range, 
each vehicle that receive this hello packet, stores all information 
in its neighbors list. Therefore, the current and the future 
positions information are available to be used while computing 
best next hop. The illustration of both hello packet and neighbors 
list used in GPSR+PRedict is shown respectively in tables 1 and 
2 taking the node1 at time t0 as example. 

 

Table 1: Format of hello packet 

ID node Geo-coordinates 
of node 

Future position estimated 
of node 

1 𝑋𝑋𝑡𝑡0 𝑌𝑌𝑡𝑡0 𝑓𝑓𝑓𝑓𝑓𝑓(𝑋𝑋𝑡𝑡0) 𝑓𝑓𝑓𝑓𝑓𝑓(𝑌𝑌𝑡𝑡0) 

 

Table 2: Format of neighbors list 

ID 
neighbors 

Geo-coordinates 
of neighbors 

Future position estimated of 
neighbors 

1 𝑋𝑋𝑛𝑛1_𝑡𝑡0 𝑌𝑌𝑛𝑛1_𝑡𝑡0 𝑓𝑓𝑓𝑓𝑓𝑓�𝑋𝑋𝑛𝑛1_𝑡𝑡0� 𝑓𝑓𝑓𝑓𝑓𝑓�𝑌𝑌𝑛𝑛1_𝑡𝑡0� 

 
 

 Figure 5 summarizes all that has been explained concerning 
our improved greedy routing strategy. It represents the sending 
process of the hello packets and that of the data packets as well. 

 

 

http://www.astesj.com/


Z. Squalli Houssaini et. al. /Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3,137-146 (2017) 

www.astesj.com   141 

 
Figure 5: Greedy strategy of new GPSR+PRedict protocol 

 

Our interest to improve the GPSR’s routing mechanism is 
clearly motivated by the three cases presented respectively in 
figures 6, 7 and 8. It should be noticed that the default GPSR 
routing mechanism forms the red route (red arrows) where there 
is often breakage links, while the GPSR+PRedict routing 
mechanism forms the optimal green route (green arrows). 

From figure 6, according to the default greedy strategy, the 
source node chooses the node A as the next hop since it is the 
closest one to the final destination. Nevertheless, the packet will 
be lost since the direction of A is different from that of the 
destination. The proposed mechanism forms the green route and 
avoids the problem of opposite directions that will occur in the 
red route in a very short amount of time. 

 

 
Figure 6: Problem of opposite direction in GPSR 

 

Another problem is overcome as shown in figure 7: the 
problem of out of the radio range. In fact, according to the default 
GPSR forwarding process, when the highly mobile node marked 

by A is chosen as the next hop to send data packet to the final 
destination, it will be out of the range before the starting of 
transmission. In regards to GPSR+PRedict, it anticipates link 
breakage problem, which certainly will occur, and avoids it by 
selecting the node B as the next hop. 

 

 
Figure 7: Problem of out of radio range in GPSR 

 In figure 8, considering that the vehicle B is much faster than 
A, so the vehicle B will exceed the vehicle A in a very short 
period of time. With GPSR+PRedict forwarding process, the 
source expects this situation since it has a future position 
estimated of its neighbors A and B. Consequently, the source 
chooses the node B as next hop instead of node A in case of 
classical GPSR. Thus, the speed problem is bypassed. 

 

 
Figure 8: Problem of speed in GPSR 

 

5. Simulations settings 

5.1. Parameters of simulation 

 In the literature, various tools have been implemented to 
perform experimental studies. In this paper, we used NS-2 
software which is the most employed simulator to study the 
protocol’s performance [38]. Additionally, VanetMobiSim is 
used as a realistic mobility traffic generator [39, 40], where 
vehicles travel according to an Intelligent Driver Model with 
Lane Changes (IDM-LC). VanetMobiSim simulator is 
considered as the most efficient mobility modeling framework. 
Indeed, itis widely used to simulate realistic automotive motions 
at a macroscopic and microscopic level. Here, we have used this 
software to generate both of realistic mobility models and 
realistic urban/highway traffic environments. The output 
mobility trace obtained from VanetMobiSim is directly used as 
input in NS-2. 

 In order to evaluate the effectiveness of our enhancement, we 
have opted to compare our GPSR+PRedict and the default GPSR 
protocol in highway and urban scenarios since they are two 
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different milieus with a very distinct infrastructures and traffic 
rules. Each scenario is designed by varying the number of 
vehicles from 50 to 350 vehicles and keeping data traffic sources 
number at15 connections. The “TwoRayGround” model is 
employed as propagation model. The protocol MAC sets 
according to the IEEE 802.11p standard, and operates at 5.9 GHz 
on a 10 MHz control channel (CCH). The PHY data rate is 
configured to 6 Mbps, which is the minimum value to safe the 
communication [41]. The couples’ source/destination were 
randomly selected and all nodes exchange beacon packets every 
5 seconds (i.e., hello period) according to those protocols. Table 
3 shows the common configuration parameters for the following 
set of experiments. 

 

Table 3: Network parameters for both highway and urban 
scenarios 

NS2.33 network simulator 
Parameter value 

MAC Layer 802.11p 
Propagation Model Two-Ray-Ground 
Radio range 250 meters 
Traffic model CBR/UDP 
Hello Period 5s 
Hello Timeout 50 s 
Time Simulation 500 s 
Packet Interval 1 pkt/s 
Packet Size 512 octets 
Number of traffic 15 connections 
Number of vehicles 50, 100, 150, 200, 250, 300 and 350 
Routing Protocols GPSR+PRedict and GPSR 

 

5.1.1. Urban scenario 

For urban scenario, a space of 1000*1000 meters2 is 
randomly generated. It consists of various intersections, two-
way road, and different density of vehicles in motion with 
variation speed between 20 and 60 km/h. Figure 9 illustrates the 
urban topology used for our experiments, while table 4 shows 
the parameters of the mobility scenario. 

 
 

 
Figure 9: Urban topology randomly generated by 

VanetMobiSim 
 

Table 4: Urban mobility model parameters 

VanetMobiSim mobility generator: urban scenario 
Parameter value 

Mobility model IDM-LC 
Space area 1000*1000 meters2 
Vehicle speed  20 to 60 km/h 
Traffic light  10 
Number of lanes per direction 2 

 

5.1.2. Highway scenario 

In this subsection, a highway scenario over 700*5000 
meters2 is randomly generated. It consists of two-way road, i.e., 
two lanes per direction, without any traffic lights. Different 
density of vehicles is driving at speeds varying between 80 and 
120 km/h. Figure 9 illustrates an example of the highway 
topology used for our simulations, while table 5 shows the 
parameters of the mobility scenario. 

 

 
Figure 10: Highway topology randomly generated by 

VanetMobiSim 
 

 
Table 5: Highway mobility model parameters 

VanetMobiSim mobility generator: highway scenario  
Parameter value 

Mobility model IDM-LC 
Space area 700*5000 meters2 
Vehicle speed  80 to 120 km/h 
Traffic light 0 
Number of lanes per direction 2 

 

5.2. Metrics 

In order to evaluate and assess the performance of the 
simulated routing protocols, we use the following metrics:  
 
Packet Delivery Ration (PDR): corresponds to the ratio between 
the number of packets of data correctly received by the 
destinations and the number of packets sent by the sources; this 
latter allows revealing whether a protocol is able to send all 
outgoing data packets. The final equation of PDR shown in (5): 
 
 

𝑷𝑷𝑷𝑷𝑷𝑷 = ∑𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷
∑𝑺𝑺𝑹𝑹𝒏𝒏𝒕𝒕 𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷

 (5) 
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End-to-End delay average (E2E) is defined as the average time 
that a data packet takes to travel from the source to the 
destination vehicle. It represents the main parameter that must 
be improved during the evaluation of a routing protocol. A good 
protocol must have an end-to-end delay average as low as 
possible. Its calculation is as follows in equation (6):  
 
 

𝑬𝑬𝑬𝑬𝑬𝑬 = 𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷𝑷𝑷𝑷𝑷𝒏𝒏𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝒏𝒏𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹
∑𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷

 (6) 

 
Throughput: it measures the flux or the quantity of data traveling 
over a communication channel per unit time, usually expressed 
in bits per second or packets per second. We use the following 
equation (7) to calculate the average throughput: 
 

 
𝑷𝑷𝑻𝑻𝑷𝑷𝑷𝑷𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝒕𝒕 = 𝑺𝑺𝑹𝑹𝑺𝑺𝑹𝑹 𝑷𝑷𝒐𝒐 𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕

𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑻𝑻𝒕𝒕𝑹𝑹𝑷𝑷𝒏𝒏−𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝑺𝑺𝑹𝑹𝒏𝒏𝑹𝑹𝑹𝑹𝒏𝒏𝑻𝑻
 (7) 

 
Route-costs is calculated by dividing the total number of bytes 
of the routing packets that (includes forwarded routing packets 
and control packets as well) and the total amount of the received 
data (see equation (8)). 
 
 

𝑷𝑷𝑷𝑷𝑻𝑻𝒕𝒕𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝒕𝒕𝑷𝑷 = ∑𝑺𝑺𝑹𝑹𝑺𝑺𝑹𝑹 𝑷𝑷𝒐𝒐 𝑷𝑷𝑷𝑷𝑷𝑷𝒏𝒏𝑷𝑷𝑷𝑷𝑹𝑹𝒕𝒕𝒕𝒕𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝑻𝑻𝒕𝒕𝑹𝑹𝒏𝒏𝑻𝑻𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷
∑𝑺𝑺𝑹𝑹𝑺𝑺𝑹𝑹 𝑷𝑷𝒐𝒐 𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝒕𝒕𝑷𝑷𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷

(8) 

 
Normalized routing Load (NRL) defined as the total number of 
routing packets transmitted per data packet. It calculated by 
dividing the total sum of routing packets that sent (includes 
forwarded routing packets as well) by the total number of data 
packets received as follows in below equation (9):  
 

𝑵𝑵𝑷𝑷𝑵𝑵 =  ∑𝑷𝑷𝑷𝑷𝑷𝑷𝒏𝒏𝑷𝑷𝑷𝑷𝑹𝑹𝒕𝒕𝒕𝒕𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝑻𝑻𝒕𝒕𝑹𝑹𝒏𝒏𝑻𝑻𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷∑𝑷𝑷𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑷𝑷𝑷𝑷𝒕𝒕𝑷𝑷𝑷𝑷𝑷𝑷𝑹𝑹𝑷𝑷𝑹𝑹𝒕𝒕𝑷𝑷
 (9) 

 
6. Simulation Experiments 

Initially, the objective of our experiments is to evaluate the 
effectiveness of our improved protocol, taking into account the 
impact of node density regarding routing quality of service. 
Therefore, we varied the number of vehicles to 50, 100, 150, 200, 
250, 300 and 350 respectively, while keeping number of 
connections fixed at 15 connections. In order to guarantee the 
credibility and reliability of the experimental results, we 
respectively made 10 time experiments during 500 seconds for 
each simulation. The simulations result in both highway and 
urban are presented in figures 11 to 20, in which we illustrate the 
packet delivery ratio, the average end-to-end delay, the 
throughput, the route-costs and the normalized routing load for 
GPSR+PRedict and default GPSR. 

 
In figures 11 and 12, default GPSR seems to have worst 

performance in both scenarios, while our proposed 
GPSR+PRedict gives good values. This is because 
GPSR+PRedict anticipates in advance the changes of vehicles 
localizations. Thus, it avoids the problems caused by the high 
mobility of the vehicles and the dynamic nature of the topology. 
In the highway scenario, our approach remarkably improves the 
PDR compared to the default GPSR since the GPSR 
mismanages the very high mobility of vehicles. 

 

 
Figure 11: Packet Delivery ratio VS nodes density in highway 

scenario 
 

 

Figure 12: Packet Delivery ratio VS nodes density in urban 
scenario 

 

 
Figure 13: End-to-end delay VS nodes density in highway 

scenario 
 

 

Figure 14: End-to-end delay VS nodes density in urban 
scenario 
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In figure 13, regarding the highway scenario, it can be 
noticed that the classical GPSR has the longer average end-to-
end delay due to the outdated location information that results 
very probably data loss. While, GPSR+PRedict decreases End-
to-end delay since it avoids the wrong routing decisions by using 
future position estimated, hence, the routed data packet will have 
less chance to be lost. In contrast to the urban scenario (see figure 
14), we note that our enhanced protocol has the worst end-to-end 
delay. This is probably because of two things: its higher PDR 
compared to the default GPSR, and the mobility of vehicles, 
which is relatively inferior in this environment than in the 
highway. 

Figures 15 and 16 present the flow in function of density. 
Both figures show that our improved GPSR+PRedict has higher 
flow than default GPSR. This can be explained by the fact of the 
good receipt of data packets. As we see, the performance of 
default GPSR is very low compared to our approach especially 
in the highway scenario. This is probably because of these bad 
routing decisions since it does not take into account the high 
mobility of vehicles, and this is clearly seen from the significant 
drop shown in figure 16. 

 

Figure 15: Throughput VS nodes density in highway scenario 

 

Figure 16: Throughput VS nodes density in urban scenario 

Figures 17 and 18 illustrate the cost of routing according to 
the number of moving vehicles respectively in both highway and 
urban scenarios. The simulation results show that 
GPSR+PRedict guarantees low cost of routing compared to the 
default GPSR in highway scenario (see figure 17). The improved 
protocol suffers less from link breakages, which conduct to less 
packet loss and less routing cost. As for results of urban scenario 
presented in figure 18, GPSR+PRedict has a very slight rise in 
cost of routing compared with default GPSR. These values can 

be justified by the high PDR of GPSR+PRedict in the same 
scenario. 

 

Figure 17: Route-cost VS nodes density in highway scenario 

 

Figure 18: Route-cost VS nodes density in urban scenario 

 

Figure 19: Normalized routing load VS nodes density in 
highway scenario 

 
Figure 20: Normalized routing load VS nodes density in urban 

scenario 
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In regards of density, the normalized routing load increases 
when there are more router packets in the network. As shown in 
figures 19 and 20, the NRL proportionally increases with the 
number of vehicles. In The highway environment (figure 19) the 
performance evaluation shows that GPSR+PRedict outperforms 
GPSR in term of the normalized routing overload rate. As for the 
urban environment, presented in figure 20, our enhanced 
GPSR+PRedict improves the NRL for almost all the tested cases. 
In fact, default GPSR marks slight results than the 
GPSR+PRedict, especially in very dense network. 

Regarding comparison of the obtained results for both 
routing protocols, it is clear that the proposed enhancement 
GPSR+PRedict practically guarantees better performance in all 
simulations compared to default GPSR. 

The enhancements of GPSR protocol that are made in order 
to adapt it to the specific characteristics of VANET, have shown 
their gains especially in highway environment where mobility 
and topology are instable. Indeed, we notice a significant 
progress with all metrics in all cases compared to default GPSR. 
Meanwhile, in urban environment where mobility and topology 
are relatively less dynamic, our approach improves quietly 
packet delivery ratio, flow and normalized routing load. 
However, for average end-to-end delay and route-costs, the 
default GPSR is better, but the deficit is quite small and tolerable. 
Therefore, the proposed enhancement is a strong candidate to 
implement with GPSR. 

7. Conclusion and Perspectives 

In this paper, a new routing approach is developed in order 
to guarantee a high quality of service in VANET areas. The 
novelty resides on the simplicity of design and identity preserved 
of the original GPSR protocol. In fact, GPSR+Predict routing 
protocol exploits in a simple and optimized way node movement 
information, namely the position, the direction and the speed, to 
estimate vehicles localization in the near future. This predicted 
future position will be included in the hello packet and diffused 
periodically among neighbors, hence, it will greatly contribute 
to make a smart routing decision and to better select the 
appropriate next hop.  

Our simulations using different frameworks (NS-2, 
VanetMobiSim) are directed respectively in both highway and 
urban environments with taking into account the impact of 
density. The results show that GPSR+PRedict has the ability to 
preserve and to increase the performance of the vehicular 
network. Moreover, it indicates that the proposed 
technique avoids relatively various problems resulting from the 
delicate properties of this type of networks. Indeed, it achieves a 
higher packet delivery ratio, a low end-to-end delay, a low 
routing cost, a low routing overhead and a high throughput, 
practically in all scenarios. 

For future work, we plan to enhance the accuracy of 
prediction to be more near to reality, and to carry out more 
enhancement considering QoS on large environments. 
Furthermore, it should be noted that the proposed approach is 
appropriate for constant bit rate traffic (CBR); we plan to extend 

the approach to other types of applications, for example, 
streaming in multimedia application. 
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1. Introduction  

In recent years the three-phase to three-phase matrix converter 
has received considerable attention as an alternative to hard and 
soft switching dc link converters. This paper is an extension of 
work originally presented in International Symposium on 
Electronics and Telecommunications ISETC ‘16 Twelfth Edition 
[1]. The SVM (space vector modulation) control strategy for 
matrix converter offers the best performance, maximal voltage 
gain and controllable input displacement factor. There are several 
possible SVM algorithms focused first on reducing energy losses 
or optimizing the parameters for output voltage and input current 
[2]. The optimum choice of one of the SVM techniques is a 
complex task because these requirements are contradictory since 
reduced power losses mean a reduced sampling frequency leading 
to a degree of large distortion of waveforms generated by the 
matrix converter. So for choose correctly a control technique it is 
required a prior accurate knowledge of the specific conditions 
which the matrix converter will operate and the characteristics of 
semiconductor devices which implement the bidirectional 
switches [3]. Therefore, depending by the operation mode of the 
power circuit and the conditions imposed by the nature of the load 
it is useful an implementation of an universal algorithm enabling 

the transition from an reducing energy losses mode to a  very low 
distortion of  the generated waveforms mode and possibility to 
operation intermediate regimes between them. For this reason it is 
necessary to implement a digital modulator circuit that allows 
switching from one SVM algorithm to another without major 
modifications of the hardware control circuit. 

2. Space Vector Modulation 

The matrix converter consists of nine bidirectional switches 
that connect the three outputs with each of the three inputs, as 
shown in Figure 1. The converter being supplied by a voltage 
source, the three input phases can't be short-circuited, and the load 
having generally a mainly inductive character, the load current 
can't be interrupted. Because of these constraints the nine switches 
can generate only 27 permitted combinations. The SVM control 
algorithm uses 21 of these combinations, a number of 18 
combinations, A122- A133; B212-B313 and C221-C331 which 
connect two output phases at the same input, called active states 
and a number of 3 combinations Z111-Z333 with all three outputs 
connected at the same input, called passive states of the matrix 
converter. To analyze the SVM modulation applied to a three-
phase system x1, x2, x3, the space vector X of the system can be 
used, represented in the complex plan according to the 
transformation:  
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X = Re(X) + j IM(X) = 2/3 ( x1+ a x2+ a2 x3)          (1) 

where a = ej 2π/3. 

According to this transformation the desired output line 
voltages space vector is V0LW  which rotates with the ω0 angular 
speed, and the desired input phase currents space vector is IIW 
which rotates with ωI angular speed as shown in Figure 2 and 

Figure 3 respectively.  

The circular trajectories of these vectors can be divided in six 
voltage and current sectors, SV and SC respectively. If Ts time 
interval is short enough so that the reference vectors VOLW and IIW 
do not change significantly, the mean vector space result from 
different combinations of stationary space vector and null 
corresponding input voltage line will be equal with the reference 
vector in this time. Simultaneously it must be performed the 
desired phase difference between the input current reference space 
vector and the input voltage space vector, through various 
combinations of stationary and null space vector corresponding to 
input currents. The best approximation of spatial reference vector 
at a time, can be done using vectors that have direction adjacent 
with the reference space vector [2]. The principle is shown in 
Figure 4a and Figure 4b, where a,b and m,n are adjacent directions 
for output voltage reference space vector and input current 
reference space vector, respectively. In Figure 4c and Figure 4d it 
is shown how to choose the vectors for SV1 and SC1 active 
sectors. In this way from the 21 matrix converter permitted states, 
in any moment only four active states uniquely established and one 
of the passive states can simultaneously synthesise the two 
reference vectors [4]. The order of these active states and the 

passive state required in a sampling period are chosen so that the 
number of switches is minimum. Using the trigonometric laws, the 
normalised time intervals in a sampling period Ts, corresponding 
to the four active states can be established: 
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Figure 1: The matrix converter switch layout 
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where ham=Tam/TS, han=Tan/TS, hbm=Tbm/TS, hbn=Tbn/TS an and 1- 
ham -han- hbm – hbn = hz [2]. 

For example, the relation between output and input voltages is 
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for SV1 and SC1 active sectors. This fact means that the normalised 
time intervals ham, han, hbm, hbn, hz represent the transfer functions 
for the SVM control strategy.  

 

3. SVM1-SVM3 Versions of Space Vector Modulation  

For a three-phase voltage supply for a given three phase output 
voltages and input phase shift between current and voltage, the 
association between active SVM and permitted matrix converter 
states is unique (Table 1).  If you know the TS, then periods Tam, 
Tbm, Tan, Tbn, can be calculated with relationships (2)-(5). In the 
time interval Tz the matrix converter can pass in any of the passive 
states. The order in which matrix converter switches from one state 
to another, within the time Ts, does not affect the local average 
value of voltages and currents [2],[5]. Basically, choosing between 
passive states and the order in which the converter switches from 
one state to another, does not affect the fundamental components 
of generated waveforms, but it determines the number of 
commutations required per unit time and the spectral 
characteristics of generated waveforms. Generally it is intended 
that the arrangement of the matrix converter states matrix in a 
sampling period TS is made such that are necessary as few 
commutations when passing from one state to another. For 
example if the active sectors are SV1 and SC1 respectively, then 
from Table 1, the correlation between active states and switching 
states is am, bm, an, bn and A121, A122, C131, C133 respectively. 
If a sampling period will use the SVM sequence am - bm - bn - an 
-z , then this corresponds to sequence A121 -(1)- A122 -(1)- C133 
-(2)- C131 -(1)- Z111-(1)-..., if the z state is associated with 
Z111state. It is noted that in this case 6 switching are required 
within the sampling period TS. If it is kept the same SVM sequence 
and combination of active sectors is SV1-SC2 then the sequence 
becomes C131 -(1)- C133 -(1)- B233 -(1)- B232 -(3)- Z111-(1)-... 
which means that required 7switching/TS. But if the SVM 
combination is changed as follows  bm - am - an - bn -z , then we 
have the next switching sequence: C133 -(1)- C131 -(2)- B232 -
(1)- B233 -(1)- Z333-(1)-..., if zero state is associated with Z333 
state. It is noted that in this case it is required 6switching/TS too. 
Generalizing for all possible combinations it is obtained the Table 
2 association which can be easily implemented in a digital control 
system. Depending on the combination of the active sectors at a 
time, we define the complementary logical variables Pa and Pb, as 
follows: 

Pa=(SV1+SV3+SV5)(SC1+SC3+SC5)+(SV2+SV4+SV6) 

(SC2+SC4+SC6)                                                                  (7) 

Pb=(SV1+SV3+SV5)(SC2+SC4+SC6)+(SV2+SV4+SV6) 

(SC1+SC3+SC5)                                                                   (8) 

 
Table 1:  Matrix converter active states and SV,SC sectors association 

Voltage 
Sector 

SV 

Current 
Sector 

SC 

Active 
State 
am 

Active 
State  
bm 

Active 
State  

an 

Active 
State  

bn 
1 
1 
1 
1 
1 
1 

1 
2 
3 
4 
5 
6 

A121 
C131 
B232 
A212 
C313 
B323 

A122 
C133 
B233 
A211 
C311 
B322 

C131 
B232 
A212 
C313 
B323 
A121 

C133 
B233 
A211 
C311 
B322 
A122 

2 
2 
2 
2 
2 
2 

1 
2 
3 
4 
5 
6 

A122 
C133 
B233 
A211 
C311 
B322 

A112 
C113 
B223 
A221 
C331 
B332 

C133 
B233 
A211 
C311 
B322 
A122 

C113 
B223 
A221 
C331 
B332 
A112 

3 
3 
3 
3 
3 
3 

1 
2 
3 
4 
5 
6 

A112 
C113 
B223 
A221 
C331 
B332 

A212 
C313 
B323 
A121 
C131 
B232 

C113 
B223 
A221 
C331 
B332 
A112 

C313 
B323 
A121 
C131 
B232 
A212 

4 
4 
4 
4 
4 
4 

1 
2 
3 
4 
5 
6 

A212 
C313 
B323 
A121 
C131 
B232 

A211 
C311 
B322 
A122 
C133 
B233 

C313 
B323 
A121 
C131 
B232 
A212 

C311 
B322 
A122 
C133 
B233 
A211 

5 
5 
5 
5 
5 
5 

1 
2 
3 
4 
5 
6 

A211 
C311 
B322 
A122 
C133 
B233 

A221 
C331 
B332 
A112 
C113 
B223 

C311 
B322 
A122 
C133 
B233 
A211 

C331 
B332 
A112 
C113 
B223 
A221 

6 
6 
6 
6 
6 
6 

1 
2 
3 
4 
5 
6 

A221 
C331 
B332 
A112 
C113 
B223 

A121 
C131 
B232 
A212 
C313 
B323 

C331 
B332 
A112 
C113 
B223 
A221 

C131 
B232 
A212 
C313 
B323 
A121 

 
Table2: Sequence SVM states and voltage current sectors association for 

6switchings/TS 
Active Sectors SVM States Sequence 

SV1-SC1 SV1-SC3 SV1-SC5 
 SV2-SC2 SV2-SC4 SV2-SC6 
 SV3-SC1 SV3-SC3 SV3-SC5 
 SV4-SC2 SV4-SC4 SV4-SC6  
SV5-SC1 SV5-SC3 SV5-SC5  
SV6-SC2 SV6-SC4 SV6-SC6 

 
 

am - bm - bn - an -z 

SV1-SC2 SV1-SC4 SV1-SC6 
 SV2-SC1 SV2-SC3 SV2-SC5 
 SV3-SC2 SV3-SC4 SV3-SC6 
 SV4-SC1 SV4-SC3 SV4-SC5  
SV5-SC2 SV5-SC4 SV5-SC6 
SV6-SC1 SV6-SC3 SV6-SC5 

 
 

bm - am - an - bn -z 

 
This SVM version can be changed if the passive state z is placed 
at the beginning of the sampling period z- am- bm- bn -an for Pa 
=1 and z- bm- am- an- bn for Pa =0 or z- an- bn- bm- am and z- 
bn- an- am- bm for Pa=1 and Pa=0, respectively.  The 
combination of the SVM sequences and the matrix converter 
states can be easily implemented by some memory circuits. The 
variant thus obtained will be referred to as SVM1. This principle 
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is shown in Figure 5 for a sampling period. Again 6 switchings/TS 
are necessary if  for Pa =1 the SVM sequence is  an- bn- bm- am 
- z and for Pa =0 it is  bn- an- am- bm- z . Tis s SVM1a algorithm. 
The SVM1 version can be modified if the zero state is at the 
beginning of the sequence  z- am – bm –bn – an for Pa=1  and  z- 
bm – am – an - bn. for Pa=0. This is SVM1b algorithm.  

By modifying the SVM1 algorithm in the same way we can get 
the algorithm SVM1c ie z- an – bn –bm – am for Pa=1  and  z- bn 
– an – am - bm. for Pa=0. Again 6 switchings/TS are necessary if 
the passive state is placed between active states: bm- am- z- an- 
bn and am- bm- z- bn- an for Pa =1 and Pa =0 or bn- an- z- am- 
bm and an- bn- z- bm- am for Pa =1 and Pa =0 synthesizing 
another algorithms named SVM1d and SVM1e respectively. A 
further reduction in the number of commutations can be made by 
combining certain type of previous algorithms. These new 
combinations will be named SVM2.  A first additional reduction 
in the number of commutations can be done if for three 
consecutive sampling periods the SVM sequences will be SVM1b 
- SVM1e - SVM1 or SVM1c - SVM1d - SVM1a, versions thus 
obtained are called SVM2a and SVM2b. For example, for SVM2a 
and SC1-SV1 active sectors the SVM sequence will be z- am- bm- 
bn- an- bn- an- z- am-bm- am- bm- bn- an- z for Pa =1, which 
means that the number of  commutation will be reduced with 
5.5%. It can also be  reduced the number of switching whether to 
combine two types of SVM1 sequences for two consecutive 
sampling periods in sequences SVM1-SVM1c, SVM1a-SVM1b 
and SVM1d-SVM1e, synthesizing the control techniques SVM2c, 
SVM2d and SVM2e, respectively. For example for SVM2c and 
SV1-SC1 active sectors, if  Pa =1 the matrix converter sates will 
be A121-(1)-A122-(2)-C133-(1)-C131-(1)-Z111-(0)-Z111-(1)-
C131-(1)-C133 -(2)-A122-(1)-A121-(0)-  therefore it means that 
two consecutive sampling periods requires 10 switching so that 
the average switching requires 5switchings/TS. This means a 16% 
reduction in the necessary number of commutations. 

      Another direction is optimization techniques to control the 
dominant harmonics, movement of these to high frequencies, for 
the same sampling frequency, without increasing excessive the 
switching losses. This can be achieving using symmetrical 
waveforms to the center of the sampling period [3]. Variants 

proposed in the literature accomplishes this balancing around the 
passive state, which is placed in the center of the sampling period, 
being framed by the active states that are divided into equal time 
intervals placed at the beginning and the end of the sampling 
period. To minimize the number of necessary switching 
sequences the implementation of SVM sequences proposed in this 
paper are am/2- bm/2- bn/2- an/2- z- an/2- bn/2- bm/2- am/2 for 
Pa =0 and bm/2- am/2- an/2- bn/2- z- bn/2- an/2- am/2- bm/2 for 
Pa=1. This version is named SVM3. For this type of algorithms, 
the converter switches between 9 states during a sampling period, 
so the minimum number of commutations required is 
8switching/TS. If the SVM sequences are an/2- bn/2- bm/2- am/2- 
z- am/2- bm/2- bn/2- an/2 for Pa =0 and bn/2- an/2- am/2- bm/2- 
z- bm/2- am/2- an/2- bn/2 for Pa =1 then are necessary 
8switching/TS too. This is named SVM3a algorithm. For SVM3 
the output voltage is symmetrical around "big" pulses, while for 
SVM3a it is symmetrical around "low" pulses  for angle θC=0-30° 
in each current sector and vice versa for θC =30-60°.  În [4] it is 
suggested that maintaining symmetry around the “big” or “small” 
voltage pulses regardless of the angle θC this can improve the 
quality of spectral waveforms generated at the converter output 
matrix.  If for θC =0-30° will be used SVM3a and for θC =30-60° 
will be used SVM3, then at any time the output voltage waveform 
will have a shape symmetrical around “small” voltage pulses. This 
is SVM3b technique. If it is used SVM3 for θC =0-30° and SVM3a 
for θC =30-60°we will have symmetry around „large” pulses. This 
is SVM3c. An improvement of the quality of the frequency 
spectrum for the waveforms generated by the matrix converter can 
be obtained by alternating "big" voltage pulses with "small" 
voltage pulses keeping the symmetry of the output voltages [4].  
In order to implement this technique it is necessary to control all 
switchings between nine states that requires 10 switching/TS 
which results in an increase of 66% in the number of switching 
per unit time. To implement this technique it is necessary to 
control all switching between nine states. But if in a sampling 
period is chosen the sequence bn/2- an/2- z/2- am/2- bm- am/2- 
z/2- an/2- bn/2 for Pa =1 and an/2- bn/2- z/2- bm/2- am- bm/2- 
z/2- bn/2- an/2 for Pa =0 or bm/2- am/2- z/2- an/2- bn- an/2- z/2- 
am/2- bm/2 and am/2- bm/2- z/2- bn/2- an- bn/2- z/2- bm/2- am/2, 
for Pa =1 and Pa =0 respectively then it is possible to reduce the 

Tam Tbm 
Tbn 

Tan 
Tz 

Tam Tbm 
Tbn 

Tan 
Tz 

A121 A122 C133 
C131 

Z111 A121 A122 C133 
C131 

Z111 
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Figure 5: Line output voltage generation in the sampling period for SVM1 algorithm 
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number of commutation to 8commutations/TS. This is SVM3d 
algorithm. If the sequences are z/2-bn/2- an/2- am/2- bm- am/2- 
an/2- bn/2- z/2 for Pa=1 and z/2-an/2- bn/2- bm/2- am- bm/2- 
bn/2- an/2- z/2 for Pa=0 then we obtain version SVM3e.  For 
angle θC=0-30°, SVM3d generates symmetrical waveforms 
around the „small” voltage pulses like in Figure 6 and SVM3e 
around “big” voltage pulses, and θC =30-60° we have a reversed 
situation. If for  θC=0-30° we will use SVM3e and for θC =30-60° 
we will use SVM3d, then at any time the output voltage waveform 
will be symmetrical around "high" pulses and the algorithm will 
be named SVM3f.  If for  θC=0-30° we will use SVM3d and for 
θC =30-60° we will use SVM3e, then at any time the output 
voltage waveform will be symmetrical around "small" pulses and 
the algorithm will be named SVM3g.  If in a sampling period it is 
chosen the sequence bn/2- an/2- z/2- am/2- bm- am/2- z/2- an/2- 
bn/2 for Pa =1 and an/2- bn/2- z/2- bm/2- am- bm/2- z/2- bn/2- 
an/2 for Pa =0 we will obtain  SVM3h.  If for Pa =1 and Pa =0 we 
will have bm/2- am/2- z/2- an/2- bn- an/2- z/2- am/2- bm/2 and 
am/2- bm/2- z/2- bn/2- an- bn/2- z/2- bm/2- am/2 respectively then 
we will obtain SVM3i. These algorithms are characterized by 8 
switchings/TS too, the waveforms being symmetrically around the 
center of tha sampling period. The output voltages consist of 
alternative “high” and “small” voltage pulses set apart by intervals 
of “zero” voltage. Combining SVM3i and SVM3h in the same 
manner we will be obtain SVM3i and SVM3k characterized by 
waveform that are symmetrical around only the “high” pulses or 
only around the “small” voltage pulses. A detailed analyses of 
these algorithms will be presented in a future paper. 
 
4. Implementation of the SVM1-SVM3 Modulator 

Whichever  you choose to control SVM algorithm, a computer 
system will determine the value of transfer functions ham, han, hbm, 
hbn şi hz, at TS time intervals. These transfer functions are then 
transformed into S11-S33 switching functions, which controls the 
ON/OFF states of the 9 bidirectional switches. To convert these 
transfer functions in PWM switching functions are sufficient four 
timers TM1-TM4. For this calculus it is necessary to know the 
modulation index m=V0L/V0L max or V0/V0 max, space vector angles 
θC şi θV and input phase angle. Analyzing the proposed variants of 
SVM algorithm previous proposed it is noted that according to the 

sequence of matrix converter switching states are 12 possible 
combinations of  timer intervals TM1-TM4, according to the 
timeframes Tam=ham⋅TS, Tbm= hbm⋅TS , Tan= han⋅TS , Tbn= hbn⋅TS and  
Tz=hz⋅TS. These combinations, denoted CTV1-CTV12 are 
presented in Table 3. For example for CTV1 combination the 
logical signals ST1-ST4 at the outputs of timers will be like in 
Figure7. The switching functions S11-S33 associated with 
switches of the matrix converter are calculated based on the 
combinations of CTV, SV, SC variables and auxiliary variables 
Pam, Pbm, Pbn, Pan and Pz calculated based on the five possible 
states of the signals ST1-ST4. For example switching function 
formula for S11 is given by equation (9). 

S11 = Pam  (( SC1+ SC2) ( SV1+ SV2+ SV3)+( SC4+ SC5) (SV4+ 
SV5+ SV6))+Pbm  (( SC1+ SC2) ( SV1+ SV2+ SV6)+( SC4+ SC5) 
(SV3+ SV4+ SV5))+Pbn  (( SC1+ SC6) ( SV1+ SV2+ 
SV6)+(SC3+ SC4) ( SV3+ SV4+ SV5))+Pan  (( SC1+ SC6) (SV1+ 
SV2+ SV3)+(SC3+ SC4) ( SV4+ SV5+ SV6))+Pz  (Saz1⋅ ( SC1+ 
SC4) + Saz2 ⋅ ( SC3+ SC6) + Saz3 ⋅ ( SC2+ SC5))                        (9) 

 

Formula (10) is an example calculation for auxiliary variable Pam 

                               (10) 

 

Saz1-Saz3 variables are associated with the passive states z of the 
converter. 
 

Table 3: The time intervals generated by timers  
 TM1 TM2 TM3 TM4 

CTV1 Tbm Tbm+ Tam Tbm+ Tam+ Tan Tbm+ Tam+ Tan+ Tbn 
CTV2 Tam Tam+ Tbm Tam+ Tbm+ Tbn Tam+ Tbm+ Tbn+ Tan 
CTV3 Tbn Tbn+ Tan Tbn+ Tan+ Tam Tbn+ Tan+ Tam+ Tbm 
CTV4 Tan Tan+ Tbn Tan+ Tbn+ Tbm Tan+ Tbn+ Tbm+ Tam 
CTV5 Tz Tz+ Tbm Tz+ Tbm+ Tam Tz+ Tbm+ Tam+ Tan 
CTV6 Tz Tz+ Tam Tz+ Tam+ Tbm Tz+ Tam+ Tbm+ Tbn 
CTV7 Tz Tz+ Tbn Tz+ Tbn+ Tan Tz+ Tbn+ Tan+ Tam 
CTV8 Tz Tz+ Tan Tz+ Tan+ Tbn Tz+ Tan+ Tbn+ Tbm 
CTV9 Tam Tam+ Tbm Tam+ Tbm+ Tz Tam+ Tbm+ Tz+ Tbn 

Tam/2 Tbm/2 

Tan/2 

Tz/2 Tam/2 Tbm/2 Tbn 

Tan/2 

A122 

A121 

C131 

C133 

Z222 A121 C131 

Ts 
Figure 6: Line output voltage generation in the sampling period for SVM3d algorithm 
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CTV10 Tbm Tbm+ Tam Tbm+ Tam+ Tz Tbm+ Tam+ Tz+ Tan 
CTV11 Tan Tan+ Tbn Tan+ Tbn+ Tz Tan+ Tbn+ Tz+ Tbm 
CTV12 Tbn Tbn+ Tan Tbn+ Tan+ Tz Tbn+ Tan+ Tz+ Tam 

 

The output voltage waveforms and the frequency spectrum for 
SVM1 algorithm using S11-S33 switching functions generated 

with the universal modulator are presented in Figure 8, Figure 9 
and Figure 10. 

5. Conclusion 

In this paper it was presented a dynamic algorithm that 
enables the implementation of a universal SVM1-SVM3 
modulator to control the matrix converters. In this way it is 
possible to choose different control options that are optimized for 
reducing energy losses or to control the dominant harmonics. A 
more detail comparative analysis of these algorithms will be 
presented in a future work. 
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Figure 7: The logical signals at the timers output 
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Figure: 8. Output line voltage waveform for SVM1 algorithm 
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 The axial flux permanent magnet synchronous motor (AFPM motor) using magnet bearings 
instead of ball-bearings at both two shaft ends could allow rotational speed of shaft much 
greater than nominal speed. One of the solutions to increase motor speed higher than its 
nameplate speed is reducing rotor’s pole magnetic flux of rotor (Ψp). This paper proposes 
a method to boost the speed of AFPM motor above nominal speed by adding a reversed 
current isd of (Ψp). 
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1. AFPM Motor  

1.1. Structure 

In terms of structure, the AFPM motor has its own particular 
specialists, in details, the stator module may include several types: 
A single module has one winding set and a dual module has two 
sets of winding sharing a common core and back-to-back 
establishment. Similarly, a single rotor module includes only one 
permanent magnet on one side, and in dual module one, both sides 
have permanent magnets leaning against each other. 

In this research, an object with two single module stator outside 
and one dual module rotor inside is designated as shown in Figure 
1. 

1.2. Principle of Operation 

When a three-phase voltage is granted to stator coils, different 
currents are generated (including current iq) flowing inside, they 
will interact with the magnetics of rotor to generate torque (M) and 
the currents in phase windings (component id) of stator generate 
thrust and drag (F) based on the principle of the electromagnet. 
Thanks to special structure and above-mentioned operating 
principle, the rotor of the motor will not generate axial 
displacement although both ends of the shaft have magnetic 
bearings. It allows the absence of additional axial movement block 

of the rotor, therefore, the motor structure is being compact. Due 
to the way of winding roll, the rotational magnetic field generates 
torques M1 and M2 on the same direction on the rotor shaft and 
generates thrust-drag forces F1 and F2 between the rotor and the 
stator on opposite direction. The total torque (M=M1+M2) is the 
summation of the torques but the total force is the difference of the 
axial attractive forces (F=F1-F2). 

 

Figure 1: The AFPM motor section with magnetic bearing at both ends integrated 
(1: The shaft; 2, 3: the stator and the winding of left side and right side of motor; 
4: the permanent magnetic rotor of motor; 5, 6: the magnetic bearing rotors on 
left and right sides; 7, 8: the stator and the winding of magnetic bearing on left 
and right sides; z0, g0: the nominal gaps between the rotor and stator of motor with 
magnetic bearings) 

From the structure and the principle of operation mentioned 
above, AFPM motor can be considered as two motors that have a 
common rotor or share a common sharp. 
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2. Mathematical Model of the AFPM Motor 

According to [1, 2, 3], the mathematical model of AFPM motor 
was developed in dq coordinate system, as presented on (1). The 
indicator 1 and 2 are present for the left side motor and right side 
motor, respectively.  

 

 

The stucture of AFPM motor as methematical model (1) is 
presented in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Structure diagram of AFPM motor 

3. The voltage, current and magnetic space vectors of 
APFM motor in two working areas. 

The voltage, current, and magnetic space vector of AFPM 
motor in two working areas are presented in Figure 3 [1, 5, 7]. 
From (1), it is clearly seen that the torque of AFPM motor includes 
two parts: the major part with multiplication ψpisq and the reactive 
part due to the difference of stator inductance (Lsd-Lsq)≠0). In all 
operating condition, the AFPM motor must produce a sub-torque 

to compensate the reactive part. The clear existence of the reactive 
part normally neglected in classical control solutions. Ignoring that 
component helps to simplify control system and can be accepted 
in reality within nominal rotational speed, because in that range 
isd=0 (Figure 3a). On the contrary, in the speed range above the 
base speed, in order to speed up, the flux must be reduced by 
applying a negative current isd. The motor is now in flux weakening 
mode, the current is proportional to the rotor’s speed (Figure 3b). 
This leads to the reactive component of the torque is significant 
and it can’t be ignored.  

When the motor’s speed is adjusted to above base speed, 
frequency is greater than the nominal frequency f1đm but its voltage 
cannot exceed the nominal voltage Uđm. The maximum value of 
voltage is U1 = Uđm. The motor’s electromotive force expression 
shows that the flux is inversely proportional to frequency, this is 
equivalent with the case that the flux of a DC motor is reduced to 
speed up. 

Unlike the synchronous motor with the permanent magnet 
attached inside the rotor and reluctance synchronous motor, the 
AFPM motor operating in nominal speed range maintains the 
current isd=0. Therefore, we only consider the range of above 
nominal speed. 

 
Figure 3: State vector of voltage, current and the magnetic flux of AFPM motor 
in two working areas: a) Under nominal speed; b) Above nominal speed. 

4. Calculating the critical values of voltage and current: 

Before introducing a variety of control strategies, we need to 
consider the limitation of current and voltage [4, 5]. The limitation 
of current vector: 

= + <
sd sd

2 2
s smi i i i        (2) 

The current limit of (2) is a circular with radius ism in plane of 
(isd, isq) 

The voltage limit vector: From the formula of the voltage at 
steady state neglecting the resistance of stator: 

sd s sq sq sq s sd sd s pu L i ;  u L iω ω ω ψ= − = +  
The fundamental maximum phase voltage of stator is 

determined by the  DC-link voltage: 

= + <
sd sd

2 2
s smu u u u     (3) 

Where: usm is the maximum DC voltage applied to the inverter. 

ω ω ω ψ= + = + +
sd sd

2 2 2 2 2
s s sq sq s sd sd s pu u u ( L i ) ( L i )  (4) 

= =
2 2

20 0
1 p 2 p2

p 00

N
k 2 ; k 2 .

S gg
µ µ

ψ ψ

(1) 
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2
2 2s

sq sq sd sd p2
s

u
( L i ) ( L i )ψ

ω
= + +    (5) 

From (3) and (4), ignoring the stator resistances in the steady 
state, the currents isd, isq are defined. Substitute them into (1), the 
motor torque is obtained: 

2

s s
M 1 2

s s

u u
m k cos k sin2ϕ ϕ

ω ω
   

= −   
   

     (6)                  

p sd sq
1 p

sd sq

3z ( L L ) 1k
2 L L

ψ
 −

= −  
  ; 

p sd sq
2

sd sq

3z L L
k

2 L L
 −

=   
   

where: ϕ is angle between stator voltage vector us and the q axis. 

 

Figure 4: The limits and the optimal point of torque of the AFPM motor above 
nominal speed  

 

Figure 5: Simulation result of the motor torque with DC voltage U=400 V; 

Figure 5 shows that if frequency is increased to speed up the 
motor to above base speed, the flux along with d axis will be 
decreased. However, if ϕ is maintained at 60o then the motoring 
torque will be maximum. 

5. Control design for AFPM motor 

5.1. General control scheme 

In term of structure, AFPM motor is completely different from 
conventional motors; its control scheme includes two different 

control loops: rotor displacement control loop (attractive force 
control) and speed control loop (motoring torque control). The 
general control scheme of AFPM motor is shown in Figure 6 [1, 

3]. 

Figure 6: Vector control structure of AFPM motor 

Vector control of AFPM motor is based on the analysis of the 
motor’s instantaneous currents into two components: the direct 
component id and the quadrature component iq. The direct 
component generates the attractive forces and the quadrature 
component generates the motoring torques. By this way, the 
control scheme of AFPM motor becomes similar to that of a DC 
motor. 

The rotor displacement along z axis from its equilibrium point 
can be detected by displacement sensor. The detected value is 
compared to the reference value z* and the difference is inputted to 
the Rz controller. The reference z* is always set to make the rotor 
in-between the two stators at the equilibrium point. The output of 
Rz is used to compute the current reference 𝑖𝑖𝑑𝑑∗  . The reference 
𝑖𝑖𝑑𝑑1∗  and 𝑖𝑖𝑑𝑑2∗  of the two stator windings can be calculated by using 
the compensating current id0: 𝑖𝑖𝑑𝑑1∗  = 𝑖𝑖𝑑𝑑0+𝑖𝑖𝑑𝑑∗ ; 𝑖𝑖𝑑𝑑2∗  = 𝑖𝑖𝑑𝑑0–𝑖𝑖𝑑𝑑∗ ; id0 can be 
zero or a small value around zero. 

The rotor speed detected by the encoder is compared with the 
speed reference, the difference is fed to the speed controller Rω. 
The output of Rω is used to determine the q-axis reference current 
𝑖𝑖𝑞𝑞∗ . The q-axis reference current of the two stator windings 𝑖𝑖𝑞𝑞1∗  and 
𝑖𝑖𝑞𝑞2∗  is then calculated similar to id. 

Control design implemented for AFPM motor includes 
following loops: 

5.2. Current control 

Most of the modern AC motor drives have a control structure 
comprising an internal current control loop. Therefore, the drive 
system characteristic depends on the quality of applied current 
control strategy [1, 3, 4, 5] 

The main task of the current control loop is to make the motor’s 
currents follow the reference signals. By comparing the measured 
currents with the reference currents, the current control loop 
generates switching states for the inverter in order to decrease the 
current errors. In general, the current control loop performs two 
tasks: error compensation (reduce current error) and modulation 
(determine switching states). 
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Figure 7: The current control loop of AFPM motor 

The current control loop of AFPM motor as mentioned in 
Figure 7 is extracted from Figure 2 and following formulas: 

w
w

= +
= -

sd sd sq s sq sd

sq sq sd s sd sq

i ( u i . .L )W
i ( u i . .L )W

   (7) 

w
w

w
w

= +
+

= +
+

sd sd sd s sq sd sq sq2
sd sq s sd sq

sq s sd sd sq sd sq sq2
sd sq s sd sq

1i (W u .L .W .W .u )
1 W .W . .L .L

1i (- .L .W .W .u W u )
1 W .W . .L .L

 (8) 

 

Where: =
+

s
sd

sd

1 / R
W

T s 1
; =

+
s

sq
sq

1 / R
W

T s 1
;  

      =
+
nl

nl
nl

K
W

T s 1
; =

+
i

i
i

K
W

T s 1
. 

 The formulas (7), (8), (9) show that interactive actions exist in 
current control loop. To obtain desire quality of the closed system, 
the modulus optimum criterion is applied: 

m 2 2
sd

1W (s)
1 2T s 2 .T ss s

=
+ +

    (10) 

Before applying the modulus optimum criterion, the current 
control loop must be decoupled. 

Decoupling regulators are defined as follows: 

(11) 

. 
Hence, 𝑇𝑇 σ

2  can be ignored. After that, transfer functions of the 

decoupling regulators for the current control loop can be 
determined. 

 

      
Insert the decoupling regulators into the current loop diagram 

in Figure 7 we have the decoupled diagram as shown in Figure 8.  

5.3 Axial displacement control 

For simplicity, assume that the radial movement of the rotor is 
supported by two ideal radial magnetic bearings. Thus, the axial 
displacement and the radial displacement are independent, and can 
be expressed as follows [1, 2, 3, 4]:  

− = LF F mz     (14) 

where m is the weight of the motion part and F is the axial 
force.  

  

Figure 8: Decoupled current control loop 

The equation (15) is obtained by substituting (1) into (14): 

1 2 1 1 2 1 2( ) ( )+ = − + − − L d d d dmz F k i i k i i z k z  (15) 

It is easy to see that this system is unstable. To make the system 
stable, a controller with derivative component is used. The axial 
displacement control loop is shown in Figure 9. 

1
R m mW (s) W (s)( I W (s)) .W(s)-= -

si iT T 2T 0,002s = = =

= =
2 2

20 0
1 p 2 p2

p 00

N
k 2 ; k 2 .

S gg
µ µ

ψ ψ

(13) 

(9) 
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The axial displacement control loop contains the transfer 
function of the current control loop. Since the torque load is usually 
undefined, so it is regarded as an external interference. 

 

Figure 9: Axial displacement control loop 

To eliminate the steady state error, a PID controller is used. 

( ) = + +I
cz P D

KG s K K s
s

    (16) 

The system will be stable if the controller parameters satisfy 
the following conditions: 

( )

2

1

1 2

0
0

 >

 +

<

 >


>

P
z

D P
I

I

D

KK
K K
K K K K

K
m

K
K

   (17) 

4.4 Speed control 

For all types of electric motor, the difference between 
electromagnetic torque M and torque load ML causes the 
acceleration of the rotor according to the mechanical characteristic 
of the motor drive. The rotational motion equation can be written 
as follows [1, 3, 4, 5]:  

(18) 

M can be controlled by the q-axis current iq as shown in (1); 
thus, the speed control loop is depicted in Figure 10. 

 

Figure 10: Speed control loop 

Similar to the axial displacement control loop, the speed 
control loop also includes an inner current control loop and a fixed 
motor transfer function. Due to the uncertain load, in the first step 
ML is regarded as an external disturbance of the system. The 
influence of the speed measurement is usually included in the 
equivalent time constant of the current control loop. 

Hence, the closed-loop transfer function can be expressed as 
follow: 

0
'

0

W
W ( )

1 W ( 1)K
s

R KR
s

R s T s KR
ω ω

ω ω

= =
+ + +

  (19) 

Apply the symmetrical optimum criterion for the speed control 
loop: 

Equalizing (19) and (20), we have: 

 

Choose: 2T’s = Ts, solve the above equation we have: 

6. Quality evaluation by numerical simulation  

6.1 Specifications of the motor and simulation parameters 

   Rs = 2,3 Ω; Lsq = 9,6.10-6 H; Lsd = 8,2.10-6 H; 

  Tsq = 4,2.10-6; Tsd = 3,56.10-6; Ψp = 0,0126Wb; 

  Zp = 1;g0 = 1,7.10-3 m; mrotor = 0,235kg; 

  Jr = 0,0000082 kgm2; µ0 = 4π x 10-7
 H/m; 

  Knl = 5; Ki = 1; Ti = 0,001; Kω = 0,00417;  

  Tω = 0,1; Tsω = Tω + 2Ti; 2T’s = Tsω. 

6.2 The simulation diagram of AFPM motor 

 

Figure 11: Simulink model of AFPM motor 

6.3. Simulation results  

 + When the motor operates at the nominal speed: n = 3000 rpm; 
m = 0,08 Nm; displacement z = 0 

ω
− =L

dM M J
dt

1ω
=

− LM M Js

2 2 3 3

1 4
W ( )

1 4 8 8
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+ + +
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' 2 2 3 3

1 4
( 1) 1 4 8 8

ω

ω

+
=

+ + + + +
s

s s s s

KR T s
s T s KR T s T s T s

2 2

1 4 1 1
28 8ω

+
= = +s

ss s

T s
R

KTK T s KT s

http://www.astesj.com/


X. M. Tran et. al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 153-159 (2017) 

www.astesj.com     158 

 
 

 

 
Figure 12: Characteristics of AFPM motor when it operates at the nominal speed 
and no axial force: n = 3200 rpm, displacement z = 0; the torque m (has the same 
shape as the current isq); isd = 0 

+ When the motor operates above the nominal speed:                                                                 
n = 4000rpm; m = 0,08Nm; z ≠ 0 

 

 

 
Figure 13: Characteristics of AFPM motor when it operates above the nominal 
speed: n = 4000 rpm, z ≠ 0; the torque m (has the same shape as the current isq); 
isd has large negative value. 
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7. Conclusions 

The AFPM motor with special structure is used in combination 
with magnetic bearings to form a system which includes two 
control loops: the speed control loop and the rotor displacement 
control loop (with assumtion that the magnetic bearings fullfil their 
nominal functions). By using rotor flux oriented control method, 
some results are firstly achieved:  

- Speed control above the nominal speed is attained by flux 
weakening thank to apply a current isd opposite in direction with 
the flux ψp while sustaining the torque. 

- The rotor is always kept at the center of the motor by the rotor 
axial displacement control loop. 

- Further research need to be implemented in order to improve 
the control quality and sustain the optimal torque when the flux is 
weakened. 

- Experimental study on the AFPM motor. 
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This study investigates the synchronization issue of multiple robot 
manipulators in the presence of time delay. Since several previous 
works based on synchronization task neglect the communication delay, 
in this paper we develop a finite time stability based on a Lyaponov 
functional for synchronization of a networked robotic system where 
time delay exists during the communication between robots. To this 
effect, we consider a second order sliding mode control (SMC) combined 
with the cross coupling concept in order to ensure the position 
synchronization of networked robot manipulators. Furthermore, the 
stability of the proposed controller with communication’s delay has 
been proved. Simulation results illustrate satisfactory performances
which prove the efficiency of the proposed approach.
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1 Introduction

Over the past few decades, an increasing interest has
been noticed on the interconnected systems in several
fields of research [1, 2]. In fact, cooperative and coor-
dinated control have attracted several research com-
munities such as: biology [3]; artificial intelligence
[4]; wireless sensor networks[ 5, 6]; control of mobile
robot[7, 8]; spacecraft [9, 10]. The synchronized con-
trol of robot manipulators has been firstly presented
in [11, 12]. Subsequently, further research results on
the synchronization of robot manipulators have been
published [13, 14]. It is recognized that the existing
synchronization works as aforementioned are all for
motion control. In this context, motion synchroniza-
tion of multi agent systems has attracted much atten-
tion in various applications including the industrial
assembling, automatic control of multi agent systems
such as the control of robot manipulators [15, 16].

As an illustration, in [17] position synchronization
of multiple motion axes has been studied. Motion
synchronization has also been used in more complex
mechanical systems especially the nonlinear robot
systems. Furthermore, where flexibility and maneu-
verability are highly recommended [13, 18, 19], with
the increasing complexity of evolved and specific ap-
plications, manipulability can’t be fulfilled by a sim-
ple robot. For this reason, the use of cooperative

schemes for multiple robots can present a better so-
lution to realize more robust multi agent system con-
trols, where each robots operates cooperatively, and
receives feedbacks from each others to achieve a con-
solidated goal [11, 20].

Furthermore, most of the real systems are known
by nonlinearities such as robotic field. For this reason,
the formulation for robust control laws is required,in
the sense that it is able to ensure the system stability
and the robustness via external disturbances and pa-
rameters variations [21, 22]. Otherwise, several con-
trol methods have been used to synchronize various
complex systems such as: adaptative control [23, 24];
sliding mode control(SMC) [25, 26, 27]; neural net-
works [28] etc.

Among several dynamic behaviors, the synchro-
nized motion control and the stability of complex
nonlinear systems are considered between the most
important research topics during several years [29,
30]. The mutual synchronization of robotic systems
without time delay has been absolutely studied by
several communities [11, 13]. Nevertheless, and due
to the importance of cooperative research using multi-
ple agents and within its wide range applications, the
control algorithm suffers from some disturbing fac-
tors that can’t be neglected such as time delays com-
munication, communication interruption, packet col-
lisions etc. Time delay communication is commonly
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known in biological and physical networks, owing to
the finite velocity of communication as well as traffic
congestions [31, 32, 33]. In multi−agent robotic sys-
tems, the time delay is only considered at the level of
the information arriving to a robot and coming from
sensors of its neighbors, while information from its
own sensors is processed immediately.

The presence of this communication constraint
makes the dynamical behaviours more complicated,
can lead to undesirable transient response, reduces
the performances of the networked systems or even
the instability of the system [33, 34, 35]. Referring to
the cross-coupling technique, several works have been
suggested to improve the performances of the syn-
chronization of multi axis motions [36, 37]. Later on,
[38] proposed a control algorithm in order to synchro-
nize networked systems in the presence of time delays
[39, 40]. In the light of what was said, we present
in this paper a synchronizing SMC algorithm for the
control of a time delayed multi agent system in order
to prove the effectiveness and the stability of the pro-
posed approach.

1.1 Contribution

The subject of this paper is to realize the motion
control of complex networked robotic systems in the
presence of time delays.
Since the robot requires an interaction with its envi-
ronment to achieve its goal, and in the absence of a
suitable sensor, the robot remains blind. For this rea-
son, and in order to reproduce human capacities for
perception and action in robotic systems, researchers
adopt the integration of data from a surveillance cam-
era.
This camera is a great way to provide security to
the target location. Nowadays, the surveillance cam-
eras can also be set to be motion activated, recording
footage when motion triggers them. Many range of
cameras also includes outdoor security cameras and
wifi cameras in order to effectively control the moni-
toring task.
Therefore, a second order sliding mode strategy has
been considered and exhibited on a 3 degrees of
freedom(3DOF) surveillance camera system, where
we focus on the manipulative arm managing the cam-
era movements.
Then, to guarantee the overall vision of the proposed
framework, we combine a muli robot manipulators,
where each robot must synchronize its movement
with other teammates using the cross-coupling ap-
proach .
The main goal of this work is to realize a common and
performant motion control task of multi-agent robot
manipulators based on the cross coupled second or-
der sliding mode approach design, by reducing the
chattering impact, and achieving robust communica-
tion between agents which make the system stronger
against disturbances, uncertainties, breakdowns and
also able to compensate the existence of communica-
tion delay.

2 Second Order Sliding mode con-
troller

2.1 Preliminaries

Sliding mode control is a robust nonlinear strategy
[41, 46, 47]. Such Variable Structure Control (VSC)
is considered as a discontinuous feedback approach
where its design is divided into two parts: the reach-
ing phase (system trajectories are forced to reach a
specific surface in the state space then to remain on
it) and the sliding phase (Figure 1).
The Sliding Mode approach is developed using the
Lyaponov Theory in order to ensure the convergence
to the sliding surface (s(x) = 0):

ST Ṡ < 0 (1)

where the sliding surface S is chosen as:

S(x) = Y (x − xd) (2)

in which: xd is the desired trajectory and Y is a matrix
chosen such away x acheives xd .
The structure of the proposed controller is composed
of two terms:

u = ueq +∆u (3)

where ueq is the equivalent control which ensure the
”reaching phase” and ∆u is the corrective term used
to avoid all deviations from the sliding surface.
The expression of the equivalent term can be deduced
from the following equation:

Ṡ = F(x) +G(x)u = 0 7→ ueq = −[G(x)]−1F(x) (4)

where F(x) and G(x) are defined by the affine state
equation of a nonlinear system (ẋ = f (x) + g(x)u).
Moreover, the corrective term can be described as fol-
lows:

∆u = −[G(x)]−1W sign(S) (5)

where W is a definite positive matrix.

2.2 Second Order Sliding Mode Control

As it is mentioned above, this robust approach suf-
fers from the undesirable chattering phenomenon [14,
34] induced by the corrective term ∆u, whose im-
pact is manifested by the existence of perturbing high
switching frequencies in the control inputs [21, 42].
More precisely, this problem involves fast and sudden
changing control signals which lead to low accuracy
and even damage the mechanical parts. Therefore,
several methods have been developed in order to over-
come this annoying phenomenon [22].
In this context, the second order sliding mode ap-
proach presents an enhancement of the classical SMC
by the introduction of a filtering action in the con-
troller.
Such an action greatly reduces the major drawback of
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Figure 1: Phases of Sliding Mode Control

the simple SMC which is the chattering phenomenon.
Hence, the second order SMC has been considered as
the most useful among the high order SMC thanks to
its relative simplicity of application, compared to the
higher order controls [43, 44, 45].
Then, the sliding surface derivative of the second or-
der SMC approach has been modified as follows :

ṡi = σi 7→ ∆ui = [Wg(x)]−1σi (6)

The new description of the dynamic control behavior
can be written as follows: ṡi = σi

σ̇i = −a0 si − a1 σi + vi
(7)

where a0, a1 are positive scalars and vi is a vari-
able control of SMC. This study presents multi-input-
multi-output systems. Furthermore, the expression of
σ̇i can be deduced from the equality A(p) = 0 of the
following Hurwitz polynomial (which its roots have
negative real parts) :

A(p) = (p+µ)2 (8)

where µ is a positive scalar.
In order to ensure the stability, the representation (7)
can be reformulated as the condensed form:

Żi = φZi + Γ vi (9)

in which:(
ṡi
σ̇i

)
︸︷︷︸
Żi

=
(

0 I
−µ2I −2µI

)
︸            ︷︷            ︸

φ

(
Si
σi

)
+

(
0
1

)
︸︷︷︸

Γ

vi (10)

where 0 is the null matrix, I is the identity matrix and
the discontinuous term vi is given by .

vi = −Q sign (Γ T LSi) (11)

whereQ = [q1,q2, ...,qn] and L are positive definite ma-
trix.

3 Mutual SMC synchronization al-
gorithm

3.1 Mathematical model

A robotic manipulator arm designed to be equipped
with a surveillance camera system presents the
adopted dynamic model of this study (Figure 2).

Using the Lagrangian formulation, the motion equa-
tion of a manipulator robot ”i” can be written as: [46]

Mi(qi)q̈i +Ci(qi , q̇i)q̇i +Gi(qi) = τi (12)

where:

• qi(t) ∈ Rn is the measured articulation vector of
the manipulator (joint position),

• q̇i ∈Rn is the velocity vector,

• q̈i ∈Rn is the joint acceleration vector,

• Mi(qi) ∈ R
n×n is the symmetric uniformly

bounded and positive definite inertia matrix,

• Ci(qi , q̇i)q̇i ∈Rn represents the vector expressing
Coriolis and centrifugal forces,

• Gi(qi) ∈Rn is the vector of gravitational torques,

• u = τi ∈Rn denotes the control torque.

3.2 Cross Coupling technique

In this work, we take into consideration the syn-
chronization of multiple robot manipulators. In this
context, we propose decentralized control laws for n
robots manipulators for which each robot synchro-
nizes its position with the other neighbor agents and
track the same desired trajectory. Specifically, using
the synchronization approach, manipulators are con-
trolled in a synchronous manner so that the track-
ing errors and the synchronization errors converge
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Figure 2: Example of 3DOF robot manipulator

to zero where the synchronization error is consid-
ered to be a differential position between coordinated
agents. In order to achieve a coordinated control
motion, an effective synchronization method namely
the Cross Coupling concept is carried out where the
whole multi-robot manipulators is used as a unique
generalized system [47, 48, 49].
The cross coupling design was firstly introduced by
[2], then its concept has been used mainly for ma-
chine tools [50, 51]. Later on, it has been applied in
the robotic fields by [52]. The main idea of such a
procedure is to create a global error of the model [36,
53].
In the light of what was said, the tracking error can be
written as follows:

ηi(t) = qi(t)− qd(t) (13)

where qd(t) ∈Rn denotes the desired position.
The vector ηi will give insight on the joint positions
convergence to the desired trajectory. The proposed
cross coupling concept suggests a suitable synchro-
nization error which is defined as follows:

ξi(t) =
∑p
j,iΛij [qi(t)− qj (t − τ)]

=
∑
Λij (qi(t)− qd(t))−

∑
Λij (qj (t − τ)− qd(t − τ))

+
∑
Λij (qd(t)− qd(t − τ))

=
∑
Λijηi −

∑
Λijηj (t − τ) +

∑
Λij [qd(t)− qd(t − τ)]

(14)
where Λij is a symetric positive definite matrix which
reveals an idea about the communication quality be-
tween the ith and jth agents.
Thus, in order to attain a robust controller for multi
robot systems, and to ensure a synchronous trajectory
tracking in the presence of communication data de-
lay, we define the following global error expression
(for robot i):

εi = ηi +
∫ t

t0

ξi(α)dα (15)

where we note that this error expression includes both
synchronization error and trajectory tracking error

defined above.
Then, its derivative can be considered as follows:

ε̇i = η̇i + ξi (16)

Let’s define the sliding mode surface :

si = ε̇i +λiεi (17)

where λi > 0 . Then, we obtain:

η̇i = −ξi −λiεi + si (18)

Having in mind the expression of (14), we obtain the
following expression:

η̇i = −
∑
Λijηi +

∑
Λijηi(t − τ)

−
∑
Λij [qd(t)− qd(t − τ)]−λiεi + si

(19)

In order to simplify the previous expression, we de-
fine:
di =

∑
Λij [qd(t)− qd(t − τ)].

Thus:
η̇ = Aη +Bη(t − τ) + d −Λε+ S (20)

where:

A =


−
∑
Λ1j · · · 0
...

. . .
...

0 · · · −
∑
Λnj

 , η =


η1
η2
...
ηn



B =


0

∑
Λ12 · · ·

∑
Λ1n∑

Λ21
∑
Λ23 · · ·

∑
Λ2n

...
. . .

...∑
Λn1 · · · 0

, S =


s1
s2
...
sn



d =


d1
d2
...
dn

, Λ =


λ1I · · · 0
...

. . .
...

0 · · · λnI


The equivalent control expression can be deduced

from the equality ṡi = 0 then, we obtain:

ueqi =Mi[q̈d − ξ̇i +λi(ξi + η̇i)]+Ci(qi , q̇i)q̇i +gi(qi) (21)
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3.3 Theorem

The control law:

u = ueqi +∆u (22)

where: ueqi is expressed in equation (21) and ∆u is
given by:

∆u =NR−1[Nε − P η −ΛS −KsignS] (23)

with N is a diagonal, symmetric definite positive ma-
trix which stabilities the proposed system composed
by n manipulators.
Remembering that for the Second Order Sliding Mode
Control, the sliding surface becomes ṡi = σi and taken
into consideration equation (17), we obtain:

q̈i − q̈d +
∑

Λij (q̇i − q̇j )+λi[q̇i − q̇d +
∑

Λij (qi −qj )] = σi
(24)

Retaking the mathematical model equation (12) and
substituting it in the previous equation gives:

σi =M−1
i [τi −Ci(qi , q̇i)q̇i −Gi(qi)]

+
∑
Λij (q̇i − q̇j ) +λi[q̇i − q̇d +

∑
Λij (qi − qj )]− q̈d

And consequently,:

τi = Ci(qi , q̇i)q̇i +Gi(qi) +Mi[q̈d −
∑
Λij (q̇i − q̇j )

−λi[(q̇i − q̇d) +
∑
Λij (qi − qj )] + σi]

(25)

4 Proof of the Stability Analysis

In order to prove the stability of the considered multi
agent system, a first Lyaponov function is chosen as
follows:

V1 = ηT P η (26)

Its derivative yields:

V̇1 = ηT (PA+AT P )η+2ηT P (Bη(t−τ)+d−Λε+S) (27)

The second function is expressed as:

V2 =
∫ t

t−τ
ηTHηdα (28)

where:

V̇2 = ηTHη − η(t − τ)THη(t − τ) (29)

Then and in order to simplify the expression of V̇1+V̇2,
we firstly compute the sub −equation:
2ηT P Bη(t − τ)− η(t − τ)THη(t − τ).

So, we denote that ζ1 = ρ1η(t − τ) − 1
ρ1
D−1BT P η(t)

Consequently:

V̇1 + V̇2 = ηT (PA+AT P )η + 2ηT P (d −Λε+ S)

+ηTHη − ζ1Dζ1 + ρ2
1η

T P BD−1BT P η

+ 1
ρ2

1
η(t − τ)TDη(t − τ)− η(t − τ)THη(t − τ)

(30)
After that, we regroup all terms of the previous equa-
tion:

V̇1 + V̇2 = ηT (PA+AT P +H + ρ2
1P BD

−1BT P )η

−ζT1 Dζ1 − η(t − τ)T (H − 1
ρ2

1
D)

where H and D are positive definite matrix while P ,
N are symetric positive matrix.
It’s obvious from the previous equation that there are
three terms relative to d, ε and S which should been
developed. Consequently:

2ηT P d = −ζT2 ζ2 + ρ2
2η

T η +
1

ρ2
2

dT P 2d

in which:

 ζ2 = ρ2η − 1
ρ2
P d

−2ηTΛε = −ζT3 ζ3 + ρ2
3η

T η 1
ρ2

3
εTΛTΛε

where ζ3 = ρ3η − 1
ρ3
Λε.

In the sequel, we introduce new terms V3 and V4
to complete the stability verification of the proposed
synchronized control schemes such that: V3 = εTNε

V4 = STRS
(31)

The differentiation with respect of time gives:
V̇3 = 2εTN (s −Λε) = −εT (NΛ+ΛTN )ε
−2εTNs

V̇4 = 2ṠTRS
(32)

Therefore, we develop the following terms:
2ηT P S = −ζT4 ζ4 + ρ2

4η
T η + 1

ρ2
4
ST P 2S

−2εTNS = −ζT5 ζ5 + ρ2
5ε
T ε+ 1

ρ2
5
STN2S

(33)

in which ζ4 = ρ4η − 1
ρ4
P S and ζ5 = ρ5ε+ 1

ρ5
NS.

Finally, the derivative of the global Lyaponov func-
tion
V = V1 +V2 +V3 +V4 yields:

V̇ = ηT (PA+AT P +H + ρ2
1P BD

−1BT P + ρ2
2I + ρ2

3I

+ρ2
4I)η − ζ

T
1 Dζ1 − ζT2 ζ2 − ζT3 ζ3 − ζT4 ζ4 − ζT5 ζ5

−η(t − τ)T (H − 1
ρ2

1
D)η(t − τ)− εT (NΛ+ΛTN

+ρ2
5I −

1
ρ2

3
ΛTΛ)ε+ 2ST (RṠ −Nε+ P η) + 1

ρ2
2
dT P 2d
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Figure 3: Simulation in the presence of external disturbances: (a) Positions evolutions in the presence of low
measurement noises, (b) Velovities evolutions in the presence of low measurement noises
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Figure 4: Simulation in the presence of external disturbances: (a) Torques evolutions of the SOSMC, (b) Mea-
sured torques evolutions of the SOSMC

Assume that Ṡ is defined as follows:

Ṡ = R−1[−Nε − P η −ΛS −KsignS] (34)

Hence, remember that N , P , Λ, K are positive definite
matrices, and assume that they verify the following
conditions:



H > 1
ρ2D � I

P A+AT P +H + ρ2
1P BD

−1BT P + (ρ2
2 + ρ2

3 + ρ2
4)I

NΛ+ΛTN > 1
ρ2

3
ΛTΛ

2ST (RṠ −Nε+ P η) + 1
ρ2

2
dT P 2d = −2STΛS < 0

−2K | S | + 1
ρ2

2
dT P 2d < 0

The stability is confirmed if:
ρ2

1P BD
−1BT P � PA + AT P and the term 1

ρ2
2
dT P 2d is

considered as small bounded so that it can be ne-
glected.
Consequently, we obtain:

V̇i ≤ 0

Finally, this confirms the stability of the overall
system.

5 robustness via measurement
noises effect

In order to test the robustness of the proposed con-
troller via uncertainties, an additive measurement er-
rors have been introduced.
Then the measured state can be expressed as follows:

xm(t) = x(t)(1 + b1(t)) = x(t) +∆x(t)

where b1 is an additive bounded measure noise such
that:
‖b1(t)‖ ≤ d1 , and d1 is a positive constant.
The level of the error effect has been varied from the
lower impact to be gradually more intense, aiming
to verify the controller’s capacity to withstand such
disturbances. At the beginning, low noise has been
yield (we fluctuate the perturbation from 5 percent
to 20 percent), we notice that the positions and the
velocities evolutions still remain on the sliding sur-
face which prove the robustness and the insensibility
of the second order sliding mode control via distur-
bances (Figure 3). Then, the level has been increased
(almost 30 percent), and in this case, the noise start to
affect the tracking evolution of the system(Figure 5b
and Figure 6b).
It is obvious from Figure 4 that there is a similarity
between the real torques and the measured ones, this
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Table 1: Joints parameters
Articulation Mass Length Initial position

q1 2.7132(kg) 0.2(m) π/6(rad)
q2 1.1446(kg) 0.15(m) π/4(rad)
q3 0.3392(kg) 0.1(m) 0.2(rad)

Table 2: Control parameters
Control Parameters Values

Λij 0.8
ω 20

timedelay 0.2

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

1

J
o

in
t 1

[r
a

d
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.5

0

0.5

J
o

in
t 2

[r
a

d
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4

−0.2

0

0.2

0.4

Time [s]

J
o

in
t 3

[r
a

d
]

 

 
Trajectory tracking

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

1

J
o

in
t 1

[r
a

d
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

J
o

in
t 2

[r
a

d
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4

−0.2

0

0.2

0.4

Time [s]

J
o

in
t 3

[r
a

d
]

 

 
Trajectory tracking

(b)

Figure 5: Simulations in the presence of external disturbances: (a) Positions evolutions in the presence of high
measurement noises, (b) Measured Position evolutions in the presence of high measurement noises

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−4

−2

0

2

4

J
o

in
t 1

[r
a

d
/s

]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−2

−1

0

1

2

J
o

in
t 2

[r
a

d
/s

]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−2

−1

0

1

Time [s]

J
o

in
t 3

[r
a

d
/s

]

 

 
Joints velocities

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−5

0

5

J
o

in
t 1

[r
a

d
/s

]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−2

−1

0

1

2

J
o

in
t 2

[r
a

d
/s

]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−2

−1

0

1

Time [s]

J
o

in
t 3

[r
a

d
/s

]

 

 
Joints velocities

(b)

Figure 6: Simulations in the presence of external disturbances: (a) Velocities evolutions in the presence of high
measurement noises, (b) Measured Velocities evolutions in the presence of high measurement noises

means that although the system suffers from external
disturbances, the evolution of the applied torques do
not record any notable increase, subsequently, no ad-
ditional power consumption needed.
The aim of the comparison between real and mea-
sured simulations (Figure 5 and Figure 6) is to prove
that the proposed controller exerts a satisfactory com-
pensation action affecting the trajectory tracking and
the velocity. This compensation becomes lower while
increasing the disturbance effect, and it becomes un-
able to manage high imposed disruptions, i.e. starting

from the presence of 30 present of errors applied to
the system. Nevertheless, at this level the proposed
controller has still resist to perturbations, and seen
that the level of this disruption is relatively high, it
can be then considered as a sufficient control, and
proves its robustness via external disturbances.
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Figure 7: (a) The classical SMC torques evolutions, (b) The second order SMC torques evolutions
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Figure 8: Motion Control and position synchronization
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Figure 9: Evolution of the applied torques

6 Simulation Results

In this work, a second order SMC is applied to a net-
worked multi−agent robotic system for a trajectory
tracking control task. Indeed, the use of several cam-
eras managed by manipulator robots and controlled
by the proposed decentralized control law, allows the
interaction of each robot with other agents in the net-
worked system in order to make an overall vision
about its environment. Thanks to the cross coupling
concept, each agent is able to communicate and ex-

change information with its neighbors. The desired
trajectory is expressed by:

qd(t) =

 qd1(t)
qd2(t)
qd3(t)

 =



π
6

sin(1.5πt)

π
4

sinπt

π
2

sin4πt
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Figure 10: Velocity evolution of the synchronized robots

Parameters of the proposed system model used in
simulation are illsutrated in Table 1 and control pa-
rameters values are given in Table 2.

Concerning the parameters µi and λi , they are de-
fined as follows:

λi = 2

1.125 0
1.45

0 1.12


µi =

3 0
4

0 5


Simulation results show the robust synchroniza-

tion and the smooth evolution in the trajectory track-
ing based on the second order SMC. The original SMC
torques evolutions and the second order SMC ones are
shown in Figure 7a and Figure 7b respectively.

It is obvious from the Figure 7a that the classi-
cal sliding mode control suffers from the chattering
phenomenon whose impact is reflected by the appear-
ance of disrupting high switching frequencies (oscil-
lations). Specifically, the problem consists of rapid
and sudden changing control signals which lead to
a low control accuracy. On the other side, Figure
7b demonstrates that the second order SMC seems
to be smooth and able to reduce the chattering phe-
nomenon.

Besides, the presence of time delay between the co-
operative robots is slightly reflected during the sim-
ulation as shown in Figure 8 and Figure 10 respec-
tively. It may be said otherwise that the communica-
tion time delay between robots is clearly compensated
and the position synchronization based on the cross
coupling concept is obvious, predominately in the
(Figure 8). The presence of undesirable phenomenon
namely chattering in control torques of each agent is
avoided in Figure 9.

7 Conclusion

In this paper, the stability analysis of multi robot ma-
nipulator systems with a constant communication de-

lay has been demonstrated. The main goal of this
study is to compensate the delayed communication
impact and to realize the synchronization between
different robots of the system. So the proposed con-
trolled system has succeeded to achieve a performing
motion control task in the presence of loss of informa-
tion during robot’s communication, perturbations and
also in the presence of delayed communication data.
Simulation results show that the multi robots system
can achieve the desired motion control task even with
presence of a constant time delay.
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1 Introduction

The performance of a closed-loop system can be al-
tered by a failure in one of its components, and in
some cases can lead to an instability of the control sys-
tem, causing major damage to it. The goal of fault tol-
erant control (FTC) is to prevent deterioration of the
system, by means of a controller with the ability to
compensate faults, by correcting the control action.

An active fault tolerant control systems (AFTCS)
have basically two subsystems: a module for fault de-
tection and diagnosis (FDD) and another one for re-
configurable control (RC). The detection and isolation
of faults is an important research area in process con-
trol due to the improvements that it can be reached
in terms of safety and reliability of the plant. For this
purpose, several model-based methods for generation
of residue, mainly based on observers, are proposed
for different authors [5, 15, 8, among others]. How-
ever, there are another model-based methods, such as
parity equations or stable matrix factorization [6] that
were explored by several authors [17, 16, among oth-
ers].

Firstly, the paper focuses on studying the prob-
lem of fault detection and diagnosis using observer
banks that they include output and unknown input
observers [5, 4]. The main objective is the fault es-
timation by means of diagnostic module, and then a
fault-tolerant control system is developed, to prevent
a bad performance [13, 2, 18, among others].

This article focuses on the design issues of FDD

module and FTC system applied to a CSTR where
an exothermic chemical reaction take place, using a
mathematical model presented by several authors as
[21, 9, 1, among others] and whose parameters were
adopted according to [11]. The simulations show how
output and unknown input observers can quickly de-
tect faults in sensors and actuators, estimate the mag-
nitude of the occurred faults and thus quickly correct
the control action, for preserving stability and perfor-
mance of the control system.

This paper is organized as detailed bellow. Sec-
tion 2 presents the basic theoretical concepts associ-
ated with the observer banks here proposed. Then, in
section 3 the general scheme of an active FTC and the
adopted strategy for recovering performance is pre-
sented. Subsequently, section 4 shows the

improvement achieved by using proposed ob-
server banks for fault detection and isolation, by nu-
merical simulations. Finally, in section 5 the conclu-
sions are presented.

2 Fault detection by means of ob-
server banks

2.1 Problem statement

Consider a linear time invariant (LTI) system under
the state space representation, with actuators and sen-
sors additive faults as follows:

*Corresponding Author: Martin F. Pico, Universidad Nacional del Litoral, Facultad de Ingenierı́a Quı́mica, S3000, Argentina, martin-
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ẋ(t) = Ax(t) +Bu(t) +Fufu(t) (1)

y(t) = Cx(t) +Fyfy(t)

where A ∈ Rn×n, B ∈ Rn×q y C ∈ Rm×n are the matrices
of state, control and output respectively, x ∈ Rn is the
true value of the state vector, u ∈ Rq is the input vec-
tor, y ∈ Rm represents the outputs of the system, Fu
and Fy are inputs and outputs faults distribution ma-
trices, fu(t) and fy(t) are the inputs and outputs addi-
tive faults, respectively.

Under a unified framework, the system (1) can be
expressed as,

ẋ(t) = Ax(t) +Bu(t) +Lf (t) (2)

y(t) = Cx(t) +Mf (t)

wheref (t) ∈ Rv with v = m+ q, is a actuators and sen-
sors faults representation such that,

f (t) =
[
fu
fy

]
(3)

L ∈ Rn×v y M ∈ Rm×v are actuators and sensors faults
matrices, which may written as L = [B 0n×m] and M =[
0q×m Im×m

]
.

The goal is to estimate fu and fy as soon as possible
such that, the monitored data are quickly corrected
and at the same time the closed loop control system is
able to correct the fault. Consequently, it is possible
to prevent that the system is positioned outside the
desired operating point or worse, become unstable.

Output observers
For fault detection and isolation (FDI) purposes,

the estimation of all states is not required, it is suffi-
cient to estimate of the output variables. For this rea-
son, an output observer1 is appropriate for FDI [8].

The dynamic of this observer (Fig. 1) is,

ż(t) = Fz(t) + Ju(t) +Ky(t) (4)

where z ∈ Rs, s denote the observer order which may
be the same, greater or lesser than the order of the
system (n).

As it shown in Fig. 1, the observer output is the
residue

r(t) =Wz(t)−V y(t) (5)

where the following conditions must be satisfied [14],

R(λ(F)) < 0;

KC = TA−FT
J = T B

WT +VC = 0

(6)

where R(λ(F)) denote the eigenvalue real parts of the
F matrix.

According with [14], if these design conditions are
satisfied, the dynamic errors and residues are,

ė(t) = Fe(t)− T Lf (t) +KMf (t) (7)

r(t) = We(t)−VMf (t) (8)

with
e(t) = z(t)− T x(t) (9)

where the residuals depend on faults.
In order to isolate faults, a set of structural

or directional residues is designed using this ap-
proach. Thus, the design of a structural residue set
for sensor faults is straightforward. For example,
if the output vector y = (y1, ..., ym) is rewritten as
(y1, ., yi−1, yi+1, .., ym), the residue will be insensitive to
the fault of the i − th sensor.

Contrary to the above, to isolate faults in the ac-
tuators through structural residues is not straightfor-
ward, but can be solved by means of unknown input
observers (UIO).

2.2 Unknown input observers

This subsection is based on the work of Hou and
Müller [7] who proposed to design an observer whose
dimension is (n − q) for the purpose of detecting ad-
ditive actuator faults. To do this, consider the LTI
system (1) where A,B,C,Fu are constant matrices with
appropriated dimensions. Furthermore, assume that
m ≥ q and, without loss of generality, rank(Fu) = q and
rank(C) =m.

Under this assumption, it is possible to choose a
nonsingular matrix T as

T = [N Fu] , (10)

with N ∈Rnx(n−q).

˙̄x(t) = Āx̄(t) + B̄u(t) + L̄fu(t) (11)

y(t) = C̄x(t)

where,

x = T x̄ = T
[
x̄1
x̄2

]
, (12)

Ā = T −1AT =
[
Ā11 Ā12
Ā21

¯A22

]
, (13)

B̄ = T −1B =
[
B̄1
B̄2

]
(14)

F̄u = T −1Fu =
[

0
Iq

]
, C̄ = CT = [CN CFu] (15)

con x̄1 ∈Rn−q and x̄2 ∈Rq.
Notice that, in Eq. (11), x̄2 is directly affected by

unknown fault fu , while x̄1 it is independent of fu .
Then, is possible to rewrite a system (11) without the
unknown input as[

In−q 0
]

˙̄x =
[
Ā11 Ā12

]
x̄+ B̄1u (16)

y = CT = [CN CFu] x̄ (17)
1Also designated as diagnostic observer, functional observer or generalized Luenberger observer.
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Figure 1: Process and output observer.

Assuming that x̄2 can be obtained from y, the Eq.
(16) can be written as a conventional linear system.
Indeed, if the matrix [CFu] is of full column rank,
there exist a non-singular matrix

U = [CFu Q] (18)

Being,

U−1 =
[
U1
U2

]
(19)

with U1 ∈ Rq×m y U2 ∈ R(m−q)×q and pre-multiplying
both sides of Eq. (17) por U−1,

U1y = U1CNx̄1 + x̄2x (20)

U2y = U2CNx̄1 (21)

and replacing Eq. (20) in Eq. (16) and combining the
last equation with Eq. (21) is arrived to

˙̄x1(t) = Ā1x̄1 + B̄u(t) + Ē1y (22)

ȳ = C̄x̄1 (23)

where

Ā1 = Ā11 − Ā12U1CN E1 = Ā12U1 (24)

C̄1 =U2CN ȳ =U2y

Notice that, it is possible to verify that the rank(C̄1) =
m− q.

At this point the pair Ā1, C̄1 is observable, and fol-
lowing the design procedure of a Luenberger observer,
it is possible to design a reduced order observer for the
system free of unknown inputs given by Eq. (22) as

ẇ(t) =
[
Ā1 −KeC̄1

]
w(t) + B̄1u(t)−K∗ey(t), w ∈R(n−q)

(25)
where Ke ∈R(n−1)×(m−q) y K∗e = Ke ∗U2 +E1 and w→ ¯̄x1
when t→∞, and

x̄ = T ¯̄x = T
[

w
U1y −U1CNw

]
(26)

where x̄→ x, when t→∞. Then, the unknown input
or disturbance d can be estimated as

f̄u =U1ẏ +Gew+G4y +G5u (27)

where

G3 = U1CNKeU2CN +U1CN ¯A12U1CN −
U1CN ¯A11 − ¯A21 + ¯A22U1CN

G4 = −U1CNKeU2 −U1CN ¯A12U1 − ¯A22U1

G5 = −U1CNB̄1 − B̄2 (28)

2.3 Observer banks

Figure 2 shows how to implement output and un-
known input observer banks to estimate the residues
according to the description in the previous two sub-
sections.

3 Fault-tolerant control

The sensor and actuator faults do not impact in a sys-
tem in the same way. Consequently, the solution for
these two types of faults is different.

Fiqure 3 shows the FTC strategy based on [22] and
[19] here implemented. Notice that, the detection, iso-
lation and estimation consist in analyzing the results
of each residue generator to decide if sensor or actua-
tor is failing.

3.1 Design of FTC system for sensor
faults

When a particular sensor fault takes place, a free
faults estimation of this particular sensor from ob-
server bank is used, and this signal is feedback. That
is, the estimated output variable is considered as good
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Figure 2: Observer Banks. (a) Output observer (OO) bank for all inputs and outputs except one.(b) Unknown
input observer (UIO) bank.

measurement and, the control loop is automatically
reconfigured.

The estimation of j-th damaged sensor ŷj is ob-
tained from an observer which is designed to be in-
sensitive to fault of this j-th sensor. Consequently, the
output vector used to implement the control law is

yc(t) =



y̌1(t)
...

y̌j (t)
...

y̌m(t)


(29)

where
y̌j (t) =

(
1− I(fj )

)
yj + I(fj )ŷj (t) (30)

with

I(fj ) =
{

1 fault in j-th sensor
0 sensor without fault (31)

3.2 Design of FTC system for actuator
faults

When a fault in an actuator is detected, the control
action is compensated by adding to manipulated vari-
able whose value is proportional to the fault in order
to minimize the impact.

In this work, a compensation to the control law
proposed by [12] is added. Thus, under fault repre-
sentation presented in Eq. (2 ), it is propose to add
uacc to the nominal control action.

Therefore, when in a particular instant (tf ind) an
actuator fault is detected, the control signal is cor-
rected as follows:

uFTC(t) = u(t) +uacc (32)

According to this new control law (Eq. (32)), the
system described in state space given by Eq. (2) be-
comes,

ẋ(t) = Ax(t) +Bu(t) +Buacc +Lf u(t) (33)

y(t) = Crx(t) (34)

where the additional control action must be quickly
computed such that the system is recovered as soon as
possible. Then, the following condition is requested:

Buacc +Lf u(t) = 0 (35)

The fault estimation (f̂u) can be obtained by mean
of Eq. (35), resulting

uacc(t) = −B+Lf̂ u(t) (36)

where B+ is the pseudo-inverse matrix of the matrix
B. This compensation control law is represented in
Fig. (3) within the module denoted acomodation and
estimation module.

4 Detecting faults in a CSTR

In order to analyze the system performance with the
proposed observer banks above, it is proposed to sim-
ulate faults in a CSTR control system. The behavior
of the system under actuator and sensor faults was
simulated according to the classic non-linear model
([21, 9, 1, among others]) with the parameters sug-
gested by [11].

4.1 CSTR non-linear model

Consider a CSTR represented in Fig. 4, where an ir-
reversible exothermic chemical reaction A→B occurs.
This reaction takes place in a cylindrical stirred tank
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Figure 3: Scheme of a fault tolerant control system including detection and diagnostic module.

Figure 4: CSTR control schemes.

www.astesj.com 175

http://www.astesj.com
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with a total capacity of Vmax = 120 l and a transversal
sectionA = 0.2m2. The principal parameter values are
summarized in Table 1.

The complete model (37) can be written according
to a non-linear differential and algebraic equation set
as follows:

dV (t)CA(t)
dt

= q(t) (CAe −CA(t))− k0Ca(t)e
− E
RT (t)

dV (t)T (t)
dt

= q(t)(Te − T (t))− k1CA(t)e−
E

RT (t)

+ k2qc(t)
(
1− e−

k3
qc (t)

)
(Tce − T (t))

dV (t)
dt

= q(t)− k4

√
V (t) (37)

where it is defined the constants,

k1 :=
∆Hk0

ρcp
, k2 :=

ρccpc
ρcp

, k3 :=
hA
ρccpc

, (38)

and the outlet flow rate,

qs(t) = kv
√
V (t). (39)

Using Taylor series expansion around the opera-
tion point (C∗A,T

∗,V ∗) and, neglecting terms of order
two and higher, a matrix-vector equation under state
space representation framework can be written. Thus,
through this procedure is obtained

A =


− q

∗

V ∗ − k0e
− E
RT ∗ A12 − q∗

V ∗2
(CAe −C∗A)

k1e
− E
RT ∗ A22 A23

0 0 − k4
2
√
V ∗

 (40)

where
A12 = −k0CA

∗ E

RT ∗2
e−

E
RT ∗

A22 = −
q∗

V ∗
+ k1CA

∗ E

RT ∗2
e−

E
RT ∗ − k2

q∗c
V ∗

(
1− e−

k3
q∗c

)
A23 = −

q∗

V ∗2
(Te − T ∗)− k2

q∗c
V ∗

(
1− e−

k3
q∗c

)
(Tce − T ∗)

By means of parameter values summarized in Ta-
ble 1 and assuming the operation point suggested by
[11],

A =

 −9.9979 −0.046787 −0.009
1799.6 7.3245 1.7999

0 0 −0.5

 (41)

B =

 0.009 0
−0.8854 −0.8775

1 0

 C =

 1 0 0
0 1 0
0 0 1

 (42)

Finally, according to Fig. 4, the control system
has two PI controllers, where the control variables are
the temperature T and volume V , which will be con-
trolled by the cooling flow qc and process flow rate q
respectively.

4.2 Design of the observer banks

For this example, two observer bank were developed.
One of them consist in three output observer to di-
agnose faults in the sensors of the volume, tempera-
ture and concentration, and the other one include two
UIO to diagnose faults in the process and coolant flow
rates.

4.3 Output observer design

According to section 2.1, by means of Eqs. (6) the fol-
lowing vectors can be written:

J1 = (0.1517 0.1414) F1 = (−300)

K1 = (−49.5715 − 0.2975)

J2 = (38.9958 − 0.8775) F2 = (−200)

K2 = (8.4374 − 0.0004) (43)

J3 = (50.2176 48.7760) F3 = (−100)

K3 = (−1.0005 − 0.0041)

where the numerical subscript indicates the corre-
sponding OO.

To interpret and isolate faults in the OO bank the
isolation patterns are used. For these particular exam-
ple, is applied a pattern as shown in Table 2.

For example, according to Table 2, if a fault in-
creases the monitored temperature, a decrement of
residue related to the reactant concentration (rcA) take
place. Furthermore, an increment of temperature
residue (rT ) and an invariant residue related to vol-
ume (rv) are observed. As a result of these behaviors,
a temperature sensor fault can be inferred.

4.4 Unknown input observer design

According to section 2.2, the following matrices can
be written:

L1 =

 0.009
−0.8854

1

 L2 =

 0
−0.8775

0


N1 = N2 =

 1 0
0 1
1 1


Ke1 =

(
0.0409
9.7011

)
Ke2 =

(
0.0385
8.7476

)
(44)

where L1 and L2 are the actuator fault vectors, N1 and
N2 are proposals to satisfy Eq. (10), and Ke1 and Ke2
come from solving the equation of the observer (25).

4.5 Numerical simulation

The performance of FDI procedure here proposed by
means of observer banks applied to additive faults are
studied by means of numerical simulations.

www.astesj.com 176

http://www.astesj.com
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Table 1: Nominal CSTR parameter values
Parameter Description Value

CA Meassured product concentration 0.1 mol l−1

T Reactor Temperature 438.54 K
qc Coolant flow rate 103.14 L min−1

q Process flow rate 100 L min−1

CA0 Feed concentration 1 mol l−1

T0 Feed temperature 350 K
Tc0 Inlet coolant temperature 350 K
V CSTR volume 100 L
hA Heat transfer term 7× 105 cal min−1 K−1

k0 Reaction rate constant 7.2× 1010 min−1

E/R Activation energy term 1× 104 K
∆H Heat of reaction −2× 105 cal mol−1

ρ,ρc Liquid densities 1× 103 g l−1

cp, cpc Specific heats 1 cal g−1 K−1

kv Valve constant 10 l1/2 min−1

Table 2: Signs of residues for different types of additive faults in the CSTR.
rCA rT rV

±fCA ± 0 ±
±fT ∓ ± 0
±fV 0 0 ±

4.6 Temperature sensor fault

Firstly, set-point changes around the reactor operat-
ing point are proposed in order to show that the PI
controllers allow tracking changes. In particular, the
proposed changes are: the volume V = 110 L at t = 5
min and the temperature T = 435 ◦K at t = 15 min.

Figure 5 shows the reactor dynamic response when
a 5 % degradation in the temperature sensor at t = 30
min takes place. According with Fig.6, without fault
tolerant control, the control loop reduces the coolant
flow qc to adjust the temperature of the reactor to
the desired value according to an measured incorrect
value, assuming that the reactor needs to accumulate
more heat. Consequently, the actual temperature of
the reactor is much higher at the end of the transient
due to this unnecessary adjustment by the controller.
However, this behavior does not take place if the FTC
is implemented. Notice that, the same figure shows
that when the sensor fault adaptation module (Fig. 3)
is activated, the right signal is taken, therefore FTC
system correction is involved and the reactor temper-
ature value is maintained in T = 435 ◦K when steady
state is reached.

Figure 7 shows how the residues (rT , rcA and rV )
indicate the presence of a fault in temperature sensor
according to Table 2.

4.7 Volumen sensor fault

In this simulation is shown a change in the volume set-
point at t = 5 min from V = 100 L to V = 110 L, and
then a 5% degradation in the volume sensor at t = 35
min.

Figure ?? shows the system dynamic response
without fault-tolerant control. The feedback signal
from the volume sensor fails abruptly into −5%, mon-
itoring a wrong value (V = 104.5 L). As a result of this
fault, the control loop corrects the measurement er-
ror in order to maintain the level at 110 L. Thus, ac-
cording to the fault assumed the monitored volume by
the sensor suggests to the controller that is correcting
properly.

Furthermore, in this figure can also be seen how
the FTC reacts an instant later in which it follows that
a fault has occurred, the sensor fault adaptation mod-
ule switches the signal from the observer bank accord-
ing to Fig. 3. Then, the controlled variable retrieves
the set-point value while the measured signal from the
sensor continues to the wrong value.

Notice that according to the introduced changes in
temperature set-point in t = 15 min does not influence
the dynamics of the reactor volume, this being consis-
tent with the physics of the problem.

Figure 8 shows how the reactor temperature
evolves for both volume set-point change and with
volume sensor fault. Notice that when a volume set-
point change is introduced, a change in the reactor
temperature is observed, forcing the temperature con-
trol loop to correct it (t = 5 min). Then, in the instant
t = 35 min, the temperature corrections are made by
the control loop. Figure 8 shows this corrections with
and without FTC.

Figure 9 shows the dynamic response of tempera-
ture and the manipulated coolant flow for the prob-
lem with and without FTC, for the time interval be-
tween t = 30 min and t = 50 min. Based on the dy-
namic response without FTC it is possible to conclude
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Figure 5: Actual CSTR temperature without FTC, measured temperature in the CSTR, set-point and tem-
perature with FTC. Notice that the following changes was implemented: (1) a set-point change in the reactor
volumen at t = 5 min, (2) a set-point change in the CSTR temperature at t = 15 min and, (3) a 5 % degradation
in the temperature measuring element at t = 30 min.

Figure 6: (a) Dynamic response of reactant concentration (cA) when a degradation of temperature sensor take
place with and without FTC. (b) Dynamic response of manipulated variable (qc) with and without FTC.
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Figure 7: Residues of rT , rV and rcA to a fault in the temperature sensor.

Figure 8: Actual and measured temperature and CSTR set-point. Notice that the following changes: (1) a
set-point change in the volume at t = 5 min, (2) a set-point change in the CSTR temperature at t = 15 min and,
(3) a 5 % degradation in the volume measuring element at t = 35 min.
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Figure 9: (a) Dynamic response of reactant concentration change (cA) when a fault in the volume sensor take
place with and without FTC. (b) Dynamic response of manipulated variable (qc) with and without FTC.

that due to the actual volume of the reactor is not
in the set-point value, it is necessary to increase the
coolant flow to extract the heat required to bring the
temperature back to the set-point.

5 Conclusions

In this paper, the design of an active fault tolerant
control was presented, showing an adaptation to a
fault in both an actuator and a sensor. To achieve this,
two schemes that allow to compute residues through
analytical redundancy was presented. The main pro-
posal of this work is the use of observer banks to diag-
nostic sensor and actuator faults. In this context, out-
put observers were used to detect sensor fault while
an unknown input observer was used to identify ma-
nipulated variable fault.

This fault diagnosis strategy is applied to a CSTR,
showing that the methodologies presented lead to sat-
isfactory results. Furthermore, it is emphasized that
the chosen example has specially interest in the chem-
ical industry and, although there is many examples
in the literature with non-linear systems using this
methodology ([13, 8, among others]), but there is few
references in FDI applied to CSTR [20, 3].

Finally, this work allows to understand even better
the behavior of the CSTR when different faults taken
placed.
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 Modeling of direct expansion (DX) air conditioning and heat pump systems can be 
necessary in developing energy saving methods required to reduce energy consumption in 
buildings. The artificial neural networks (ANN) can be simple and reliable as compared to 
traditional methods. A properly trained artificial neural network can provide accurate 
results, while being relatively straightforward and easy in development. This paper 
discusses the implementation and validation of an artificial neural network modeling 
technique to predict the performance of a DX air conditioning and heat pump. The model 
predicts the compressor power as a function of airflow rate, humidity ratio, ambient and 
mixed air temperatures. Three different leaning algorithms were compared and validated 
versus the actual data using statistical indexes to determine the most accurate model 
structures. Experiments were conducted on a 3-ton DX split-system heat pump fully 
implemented. The heat pump ran over the course of several months to obtain a wide range 
of measurements. The results showed that artificial neural network can provide very 
accurate predictions and this ANN model technique can effectively be used for many 
energy-efficiency heat pump applications.  
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1. Introduction   

As energy concerns continue to grow, the need for developing 
more efficient building energy systems has increased. The global 
contribution from buildings toward energy consumption, both 
residential and commercial, has steadily increased over the years, 
with estimates between 20% and 40% in developed countries [1]. 
Unitary air conditioning and air-source heat pump systems are one 
of the most common energy systems for both commercial and 
residential HVAC applications in USA. Those systems can 
provide the desired thermal comfort for various building types and 
sizes. Significant advancements have been made in the design of 
air conditioning and heat pump systems, including advanced cycle 
components with support for new refrigerants, improved cycle 
designs, and expanding their range of applications. One study 
found the potential to reduce energy consumption by up to 80% 
through the development of better compressor technology [2]. 
Many of these systems in use today are designed improperly, and 

with newer systems becoming increasingly complex; more 
effective modeling methods are required [3].  

Modeling of DX air conditioning system that can be integrated 
into many energy solution tools is necessary to reduce energy 
operation cost of those systems [4].   

This paper proposes the use of data-based model using artificial 
neural networks to accurately predict the performance of heat 
pump systems. The artificial neural network capabilities were 
extended from linear to nonlinear domains in 1974, for developing 
a method as general as linear regression with nonlinear capability 
[5].  Artificial neural network modeling has become increasingly 
popular for a variety of disciplines, including signal processing and 
character recognition, stock market prediction, logistics, among 
others. The main advantages of ANN modeling compared to other 
methods such as expert systems are its simplicity, speed, and 
ability to handle a multivariable problem to solve complex 
relationships between variables. Over the last two decades, the use 
of ANN systems in HVAC system field has been steadily 
increasing to solve these complicated problems [6-8]. Bachtler and 
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others used a generalized radial basis function neural network for 
predicting the steady-state performance of a vapor-compression 
liquid heat pump [8]. Nassif predicted and optimized various 
HVAC systems using artificial neural networks and genetic 
algorithm [4,9].  

 The proposed modelling technique was tested by 
performing experiments on a 3-ton DX split-system heat pump. 
The experiment was prepared utilizing a specially integrated unit 
in a controlled setting. The heat pump ran under various outside 
conditions and in heating and cooling modes under. Various ANN 
model structures and training algorithms were tested and 
evaluated.  

2. Artificial Neural Network 

Artificial Neural Networks (ANNs) are non-linear mapping 
structures that are based on the principle functions of the human 
brain. They are extremely powerful tools for modeling, especially 
when the mathematical relationship of a given data is unknown, or 
not easily discerned. Over the years, they have become the focus 
of attention, largely due to their wide range of applicability and the 
ease in which they can work with complicated problems. ANNs 
are capable of identifying and learning correlated patterns between 
the input data sets and corresponding target values. After training, 
ANNs can be used to predict the outcome of new independent 
input data. They have been used for a large number of applications 
where statistical methods are traditionally used. Neural Network 
models are now being employed to solve problems, where in the 
past was normally solved through logistic regression, multiple 
regressions, Bayes Analysis and other classical methods. They 
consist of simple computational units called perceptrons, which are 
also known as neurons, which are highly interconnected. 

 

 
Fig. 1. An artist conception of a natural neuron (top) 

and an artificial neuron (bottom) 

While in actual neurons the dendrite receives electrical signals 
from the axons of other neurons, with artificial neurons these 
electrical signals are represented as numerical values. At the 
synapses between the dendrite and axons, electrical signals are 
modulated by various quantities. This is also modeled in artificial 
neurons by multiplying each input by a value called the weight. 

The higher a weight of an artificial neuron is, the stronger the input 
which is multiplied by it will be. The calculated weighted sum of 
the inputs represents the total strength of the input signals. This is 
then applied to a step function (also known as a Sigmoidal 
Function) to the sum to determine its output. The weights in most 
neural networks can be either positive or negative, which have 
activation or inhibitory influence to each input. Fig. 1 shows an 
artist conception of a natural neuron (top) and an artificial neuron 
(bottom). Artificial neural networks need appropriate learning 
algorithms to be trained. Three learning algorithms were tested: (1) 
Levenberg Marquardt, (2) Bayesian Regulation, and (3) Conjugate 
Gradient algorithm.  The MATLAB ANN toolbox was used in this 
study. 

3. Experimental Setup  

The experimental tests were conducted on a typical heat pump 
fully instrumented and installed in the HVAC laboratory located at 
North Carolina A&T State University. This laboratory is equipped 
with a fully integrated 3-ton DX split-system air conditioning AC 
as shown in Fig. 2 and controlled by Building Automation and 
Control network (BACnet) building automation system (BAS). 
The BAS collects measurement data of nearly all components, 
including the required measurements such as the outdoor air 
conditions, temperature and humidity ratio entering and leaving 
the DX coil, airflow rates, damper positions, and compressor 
power. Airflow can be changed by varying the position of the 
return and outside dampers. The airflow through the variable air 
volume (VAV) box is controlled by two DDC PID cascade control 
loops; the first control loop determines the set point of airflow rate, 
and the second controls the VAV damper position. The data 
collected from BAS can be accessed online, or from a device 
connected directly to the server’s network. The heat pump ran at 
various intervals covering a wide range of operation conditions. 
The data collected were the airflow rate, outside, supply, and 
mixed dry-bulb temperatures, humidity ratio, and compressor 
power. The ANN developed uses the airflow rate, outside mixed 
air temperatures and humidity ratio as model inputs. The ANN 
model outputs were the supply air temperature and compressor 
power, which were consequently designated as the target variables.  
In the heating mode, the same input variables applied, except the 
humidity ratio, as it was not a factor in effecting compressor power 
or supply air temperature. The artificial neural networks ran 
multiple times using three different training algorithms, and by 
varying the number of neurons. These results were then compared 
against the actual data to determine the most accurate neural 
networks and model parameters. 

The heat pump was first tested to check if its components are 
all working appropriately. It was found that the mixed air 
temperature sensor gave readings higher than expected one on the 
system monitor. This is a common mixed air temperature reading 
problem in many DX systems. A study conducted by Avery [10] 
found that mixed air temperature sensors are often unreliable, due 
to air stratification and the accompanying design documents which 
rarely detail proper sensor installation. To resolve this problem, the 
mixed air temperature Tm and humidity ratio Wm are calculated by 
applying energy conservation equation as function of outdoor air 
humidity W0 and temperature T0 and return air temperature Tr and 
humidity ratio Wr: 
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Where the ma is mass flow rate of the supply air and mo is mass 
flow rate of outdoor air. The equations 1 and 2 are applied only 
when the difference between the return air temperature Tr and 
outdoor air temperature To is relatively large (higher than 5 oF). 

 

Fig 2.  Split System Heat Pump for experimental Studies 

To test neural network model, a wide range of operating 
performance data is needed. Therefore, the system was run at 
different outside conditions and various times of the year to have 
more extreme outdoor conditions. At different conditions, the heat 
pump ran for a few hours, this repeats throughout the months of 
April through September. The building automation system was set 
to record the measurements every five-minute interval, and more 
than 891 performance data points were collected. Approximately 
618 data points are used to train the ANN. Roughly 70% of each 
dataset were designated specifically for training, and the remaining 
30% used solely for testing.  While there are several different 
model parameters within an artificial neural network which affects 
its performance, the most significant factors are number of hidden 
layer neurons and how the training is performed (training 
algorithm). In this paper, the neural networks as shown in Fig 3 
were configured to run under every permutation between the three 
different training algorithms and different number of neurons, 
ranging from 5 to 45. Furthermore, these networks were tested 
using multiple and single variable outputs.  

 
Fig. 3. ANN Model with inputs and outputs 

 

4. Results   

As mentioned before, the 891 performance data points were 
collected and divided into two sets: (1) training data set (618 data 
points) and (2) testing data points (273). Three learning algorithms 
Levenberg Marquardt, Bayesian Regulation, and Conjugate 
Gradient were used to train the neural network model to predict the 
DX heat pump power. After completing the ANN training, the 
model was then tested and evaluated. The evaluations were done 
by comparing the resulted coefficient of variance (COV) for each 
model options. The COV is calculated by divided the square mean 

square error to the mean data. The training and testing are done for 
various number of neurons to find the best or optimal model. The 
optimal model is determined based on the lowest COV obtained 
from the testing data set.  Fig.4-6 show the COV results for the 
training and testing data sets and with various training algorithms.  

 
Fig 4.  COV results as a function of number of neurons for 

Levenberg-Marquardt training algorithm  

  
Fig 5.  COV results as a function of number of neurons for 

Bayesian Regularization training algorithm  

 
Fig 6.  COV results as a function of number of neurons for 

Conjugate Gradient training algorithm  

By increasing the number of neurons, the COV is decreased for 
training data set. However, for the testing data set, the COV is 
decreased and then increased. There is an optimal value of number 
of neurons with the lowest resulted COV that makes the model 
predict accurately the power for training data set. The optimal 
number of neurons are 15, 15, and 32, and the lowest COVs are 
1.54%, 1.56%, 1.73% for training algorithms Levenberg-
Marquardt, Bayesian Regularization, and Conjugate Gradient. Fig. 
7 shows the comparison between the simulated and measured heat 
pump power. The simulation is done by the ANN model with the 
optimal number of neurons (#15) and training algorithm 
Levenberg-Marquardt. These results show that the ANN model 

 
(a) Photo of Heat Pump  

 
(b) Schematic design of Heat Pump
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can predict accurately heat pump power with COV of 1.54%. The 
ANN model technique can be used for diffident energy efficiency 
applications.  

 
Fig 7.  Comparisons between the measured data and simulated 

data calculated by ANN  

5. Conclusion  

Various artificial neural network model structure and leaning 
algorithms were developed and tested. The model predicts the 
compressor power as a function of airflow rate, humidity ratio, 
ambient and mixed air temperatures. Experiments were conducted 
on a 3-ton DX split-system heat pump to collect a wide range of 
performance measurements. The measurements were divided into 
training and testing sets. The models were evaluated by comparing 
the resulted coefficient of variance COV for each model structure 
and learning algorithm options. The optimal number of neurons are 
15, 15, and 32, and the lowest COVs are 1.54%, 1.56%, 1.73% for 
training algorithms Levenberg-Marquardt, Bayesian 
Regularization, and Conjugate Gradient. The validation results 
showed that artificial neural network can provide very accurate 
predictions and this ANN model technique can effectively be used 
for many energy-efficiency heat pump applications 
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 The present work describes the first serious game designed to reduce the stigma among 
students towards mental health problems. The game is called Stigma-Stop, and it features 
characters who suffer from various mental disorders. Players are provided with 
information about different mental illnesses, and they are presented with several options 
on how to act when they encounter characters with these problems. In addition, the game 
questions the participants as to whether they have ever felt like the individuals portrayed in 
the game, with the goal of fostering empathy for those that suffer from these types of 
disorders. Stigma-Stop was applied to a sample of second-year university Psychology 
students to evaluate the game’s usefulness and appeal. The results demonstrate the 
importance of this game and that these students consider it to be highly useful. The most 
notable characteristics are described in depth in the present paper. 
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1. Introduction 

The present work is an extension of the study presented at the 
8th International Conference on Games and Virtual Worlds for 
Serious Applications (VS-GAMES) called “Stigma-Stop a Serious 
Game against the Stigma in Mental Disorders” [1]which focused 
on developing the first serious game designed for the purpose of 
reducing the stigma towards mental illnesses.  

The game features characters with various mental disorders 
(schizophrenia, agoraphobia, depression, and bipolar disorder). 
The objective is for the player to convince all the characters to 
work towards a common goal, which is to form a group to 
participate in a contest. Over the course of the game, the player is 
given different options on how to behave when interacting with the 
characters; the game also provides them with information on which 
is the most appropriate choice. It gives further details about each 
of the mental disorders and asks the players questions which seek 
to foster empathy towards those who suffer from these problems. 

The video game also features four mini-games, whose ultimate 
goal is to provide knowledge and dispel traditional myths about 
mental health [2-5].  

In a previous study, the game was successfully used with a 
sample of 168 secondary school students. In this case, stigma 
towards mental health disorders was significantly reduced among 
the students who played the video game, compared to the control 
group which played other video games and did not display any 
changes [6]. 

In this way, Stigma-Stop seeks to familiarize young people 
with mental disorders, particularly at this age because most of 
these problems manifest themselves during adolescence. The game 
intends to increase their knowledge on this subject and strengthen 
their awareness, while emphasizing the importance of biographical 
and/or contextual experiences related to these illnesses and that 
anyone can experience similar problems over the course of their 
life. The game teaches how to interact with those who suffer from 
these disorders, fostering interest in helping these individuals. This 
aspect is of vital importance considering young people are 
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acquiring and consolidating values they will act on as future 
citizens.  

The present study intends to analyze Psychology students’ 
opinion of Stigma-Stop. Their point of view is quite relevant 
considering, firstly, they will be future working professionals in 
the field of mental health, and, secondly, they are at an age (the 
sample was of second-year Psychology students) when they are 
very familiar with the use of video games. 

The game is optimized to be used in schools and can be applied 
on an individual basis or in groups. This flexibility makes it 
possible to initiate discussions in class about these topics, where 
they can be addressed “naturally” and any misconceptions can be 
identified and clarified. 

2. Method 

2.1. Sample 

The sample consisted of 26 students in the second year of their 
Psychology degree at the University of Almería (Spain). 
Participants were between the ages of 18 and 28 (X=20.12; 
S.D.=2.85). In this group, 76.92% were female, and the remaining 
23.08% were male. 

2.2. Tools  

Stigma-Stop. This is a serious game designed in a non-
immersive virtual reality environment. Stigma-Stop was 
developed with Unity3D software for three platforms (PC, website 
and Smartphone application) and it is aimed primarily at young 
people between the ages of 14 and 21. The player can choose the 
sex of the avatar they are going to play with. During the game, 
different characters appear who suffer from various mental 
disorders (depression, schizophrenia, bipolar disorder and 
agoraphobia). Figure 1 shows some of the scenes from the program.  

 

 
Figure 1. Scenes from “Stigma-Stop”. 

The objective of the player is to interact with each one of the 
characters and convince them to contribute their knowledge to a 
project and work towards a common goal: design a video game for 
a contest. The player does not follow a predefined plot in the game.  
The player’s freedom to choose the character who they visit at any 
given point in the game was incorporated using a machine of finite 
states. This machine contains each one of the situations that the 
user could experience and keeps track of the situations that the user 
has already completed so each character is visited only once. The 
user interacts with the characters through dialogs which reveal 
some of the symptoms of the various disorders. Once the objective 
of the dialog has finished, the player is presented with three options 
for solving different dilemmas that arise, only one of which is 
correct. If one of the less appropriate choices is selected, 
information is provided explaining why a different option should 
be chosen and the player is given another opportunity to select a 
new one. Similarly, a short form will appear with questions about 
general knowledge concerning each disorder and the user is able 
access additional information about the current condition of the 
characters and what circumstances led them to develop these types 
of problems. Finally, after meeting each character, the player is 
asked if they think the character is emotionally well, if they 
themselves have ever felt the same, and if they think they would 
be able help that person (specifying how).  User answers are stored 
in a database located in an external server. Communication 
between said database and the serious game is carried out using 
RESTful Web Services equipped with PHP at the server end. The 
information transmitted by these Web Services will be in JSON 
format. When the user chooses the correct option, they will be 
redirected to the “mini-game” state, where they can play with one 
of four mini-games included in the program. Each one focuses on 
a mental illness and provides the user with more relevant 
information, apart from that already shown throughout the game. 
The four mini-games are (figure 2):  

• Memory: In this mini-game players must match faces of 
famous people who suffered from different mental disorders to 
make pairs. These famous individuals include Leonardo da Vinci, 
Edgar Allan Poe, Vincent van Gogh, John Forbes Nash, Charles 
Darwin and Robert Schuman. The objective is to complete the 
game in as few turns as possible. In this way, players will learn that 
various famous individuals throughout history suffered from some 
type of disorder. Once they have matched the two cards of the same 
character, information is displayed about that person (name, 
profession, mental illness, etc.).  

• Trivial: In this mini-game the user will have to answer 
questions related to mental disorders, specifically whether 
depression is something that only happens to "weak" people; If we 
are ever depressed, it means that we will be depressed forever; 
Whether a depressed person can be helped; If people with mental 
disorders, especially those diagnosed with schizophrenia, are more 
dangerous, aggressive and unpredictable than those who do not 
have a mental disorder; and whether people with mental disorders 
can work. The questions have been designed in the form of 
affirmation so that the user answers 'True' or 'False'. In case the 
person is wrong the program tells then why it is incorrect and they 
will have to respond again. 

• Running with Dali: In this mini-game the user must move 
through a scene in as little time as possible, while avoiding 
obstacles and collecting pieces of paintings. If the player hits an 
obstacle, their time will increase by a specific increment, which 
depends on the obstacle itself. When they collect one piece of a 
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painting, the time on the clock will decrease. Once the game 
finishes, the pieces of the painting collected will be displayed 
along with a brief biography of the painter Salvador Dali, who also 
suffered from a mental illness.  

• Stigma Shooter: This mini-game contains concepts related to 
mental illness. The job of the player is to “trap” positive concepts 
(such as overcoming, improving, independence, acceptance, able 
to work) and “destroy” negative concepts (unpredictable, 
dangerous, vague or aggressive) by shooting them. 

 

 

 
Figure 2. Four mini-games 

At the end of each mini-game, the player’s results are displayed, 
and users can see details about their performance. These results 

will also be stored in the database previously mentioned with the 
objective of ranking participants and motivating players.  

In this serious game artificial intelligence resources have been 
included to make the game seem more realistic. Routes have been 
created to simulate the movement of pedestrians and cars through 
the city, thus giving the sensation of activity. These paths are 
formed by a set of waypoints [7], which contain the position of the 
three-dimensional space and are assigned to the position of the 3D 
model. In addition, each route has a certain speed associated with 
the movement of the 3D model to ensure that the behavior of 
pedestrians and cars do not have the same pattern, which would 
give a feeling that their behavior is predictable and artificial. 

The cars, apart from using the waypoints, have an algorithm 
implemented so that when they detect the presence of a character 
on the road they do not pass over it and stop until the character is 
at a safe distance, at which time the vehicle continues its path. The 
scenes of the city where the user interacts with their character are 
designed so that the avatar can only cross at the pedestrian 
crossings and when it is detected that the user wants to pass the 
road, an invisible wall is created to prevent passage and force them 
to cross at the crosswalk. 

Decision trees [8] is another strategy that has been used in this 
video game regarding the animation of the characters. As 
mentioned before the protagonist has to visit his friends to achieve 
the goal. In each of the visits to his friends, the protagonist will 
engage in a conversation with his friend. These dialogues are 
composed of a series of animations that give the 3D models 
movement. Decision trees determine the animation of the different 
characters; depending on who the protagonist is talking to, certain 
actions or others will be shown. The options that the user chooses 
in response to the situation that arises will be another factor that 
influences the animations chosen during the dialogue. 

Stigma-Stop assessment questionnaire. It evaluates on a scale 
of 0-10 the degree of attractiveness of the video game and also the 
interest it arouse. They should also describe what they have 
learned from the program and whether or not they would 
recommend its use to a friend. Likewise, for each of the characters 
that appear in the video game, participants are asked to indicate 
whether they believe they are psychologically well, if they think 
they could help the character and if they have ever felt like them. 

3.  Procedure 

The experimental application of the video game took place at 
the University of Almería in quiet room equipped with tables, 
chairs and a desktop computer connected to a projector. The 
activity was conducted in group format in which four participants 
interacted directly with the video game. Each member of the group 
visited one character while the others observed on the projector 
screen. After finishing the program all students completed the 
Stigma-Stop assessment questionnaire. 

4. Results 

In terms of the quantitative data, on a scale of 1-10, the 
participants gave the program an average score of 8.08 (SD=1.35) 
for its usefulness and 6.58 (SD=1.21) for its entertainment value. 
In addition, the 26 participants (100%) indicated that they would 
recommend the game to a friend. As for the question: What do you 
think you have learned from Stigma Stop? responses were 
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classified as follows (bearing in mind that some responses may be 
included in more than only category): 

1. Answers that emphasized the educational value of the 
video game in terms of the information it provides regarding the 
symptoms of the various disorders in the game, making them easier 
to recognize. (e.g. answers: “more easily diagnose a mental illness 
since the symptoms are clearly shown”; “try to diagnose the 
characters and help them”).   

2. Answers that specifically highlighted the acquisition of 
intervention strategies for dealing with the disorders, promoting 
prosocial and helpful behavior. (e.g. answers: “teaches ways in 
which you can help people with these disorders”; “how to treat 
these individuals and how to behave”; “how we should help to 
improve the situation of the person”).  

3. Answers that mainly emphasize the usefulness of the 
game in raising awareness against stigma, dispelling myths, and 
normalizing the disorders by considering them responses to 
specific adverse biographical and/or contextual circumstances. 
(e.g. answers: “end specific stigmas associated with the label of 
mental disorder”; “the experiences of people are very important for 
understanding their unusual behavior”). 

The students’ answers were distributed quite evenly among the 
three categories. 56% of the responses were classified under the 
second option (teaching intervention strategies) and 52% were 
categorized under the first and third options (usefulness in 
providing information on symptoms and capacity to raise 
awareness against social stigma, respectively). 

Table 1. Participant responses regarding characters in 
percentages 

 Panic  
disorder with 
agoraphobia 

(%) 

Schizophrenia 
(%) 

Bipolar  
Disorder 

(%) 

Depression 
(%) 

 YES NO YES NO YES NO YES NO 

Do you think 
the 

character is 
emotionally 

well? 

4 96 4 96 27 73 0 100 

Do you think 
you could 
help this 
person? 

100 0 88 12 79 21 92 8 

Have you 
ever felt like 
this person? 

11 89 0 100 31 69 42 58 

With respect to the questions where participants indicated 
whether they thought the character was emotionally well, nearly 
100% responded ‘no’ in every case except for bipolar disorder, 
which registered at 73 %. These percentages remained similar 
regarding whether they thought they could help the characters after 
discovering their problems; virtually all responded ‘yes’ except in 
the case of bipolar disorder (79 %). With respect to question as to 
whether participants had themselves ever felt like one of the 
characters, 42 % responded ‘yes’ in the case of depression, less for 
bipolar disorder (31 %) and considerably less for panic disorder 
with agoraphobia (11 %). None of the participants identified 
themselves as having ever experienced schizophrenia (Table 1).  

5. Discussion 

Serious Games have shown to be highly beneficial in various 
fields of education [9], problem solving [10], psychological 
interventions [11] and even job-oriented development of university 
students [12]. Nevertheless, “Stigma Stop” is the first Serious 
Game to date that focuses on providing information about mental 
illnesses and raising awareness among young people about this 
topic, thereby promoting sensitivity and empathy towards people 
who suffer from mental health problems.  

In the case of the Psychology students in this study, their 
assessment of the game was highly favorable. This is very 
significant considering we are dealing with future healthcare 
professionals, most of whom will work with individuals suffering 
from mental health disorders. Their evaluations were especially 
positive in terms of the game’s usefulness, yet they were somewhat 
lower with regard to its entertainment value. In addition, the 
students highlighted three main benefits of the serious game, 
namely the fact that it provides intervention strategies, information 
on symptoms, and raises awareness against social stigma. In regard 
to this last aspect, although it may have received a lower score than 
expected, we must bear in mind that many healthcare professionals 
also display high stigma towards mental disorders and do not 
recognize them as problems [13-15]. The students similarly scored 
the other characteristics which they were learning about in their 
course studies, such as the identification of disorders and 
intervention and also raising awareness about stigma.  

In terms of other issues, most of the students recognized that 
the characters in the serious game had some psychological problem. 
However, the percentage for bipolar disorder was much lower 
(73 %) than for the remaining three (panic disorder with 
agoraphobia, schizophrenia and depression), which were above 
90%. We believe that this aspect is important and reflects the video 
game’s accurate portrayal of the different psychological disorders. 
Furthermore, it is noteworthy that the psychology students stated 
they had felt, at some time, similar to the characters with 
depression and bipolar disorder (42 % and 31 %), something which 
did not occur in the case of panic disorder with agoraphobia (11 %) 
or schizophrenia (0%). Finally, as expected, the majority felt 
capable of helping the people with different disorders.   

Ultimately, “Stigma Stop” fulfills three functions: inform on 
disorder symptoms, provide intervention strategies, and dispel 
misconceptions and myths; thereby normalizing disorders. Thus, it 
educates young people about psychological disorders, while 
always emphasizing the importance of biographical and/or 
contextual experiences related to these problems. Moreover, it 
teaches users that we are all susceptible, given specific situations, 
to experiencing similar problems during our lives. Finally, the 
game provides players with basic intervention strategies that make 
them more prone to help individuals with such disorders. 

6. Conclusion 

Finally, the interest shown by the Psychology students who 
participated in this study and their favorable assessment of the 
game’s usefulness constitute strong testaments to its effectiveness. 
It is also especially noteworthy that they unanimously stated that 
they would recommend using the program to others. As regards 
the limitations of the present study, we can cite its small sample 
size, Being necessary to replicate it with a broader sample, as well 
as to carry out a controlled experimental study, not only descriptive 
like in this case. Also, the present study did not evaluate the mental 
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state of students (whether or not they have a mental disorder), an 
aspect that could also influence the results. 
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Multidisciplinary Conference on Engineering Technology (IMCET). This work presents a 
design and implementation of a moving human tracking system with obstacle avoidance. 
The system scans the environment by using Kinect, a 3D sensor, and tracks the center of 
mass of a specific user by using Processing, an open source computer programming 
language. An Arduino microcontroller is used to drive motors enabling it to move towards 
the tracked user and avoid obstacles hampering the trajectory. The implemented system is 
tested under different lighting conditions and the performance is analyzed using several 
generated depth images. 
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1. Introduction 

 For the past years, the development of robot technology has 
significantly increased due to industrial and military applications. 
Human tracking robot is one of the applications that could be 
implemented under robot technology. 

Because of its human following capability, human tracking 
robot can work as solutions for many problems or as assistants for 
humans in various situations. One of them would be to fight wars 
in place of humans as tracking and following the enemy to 
unknown places in order to reduce human casualties. It can also be 
used to help people with physicals problems to carry their objects 
[1] , [2]. 

 To achieve this, it is required to use a sensor that measures 
variables within an environment where these variables can be 
processed and analyzed to detect a person.  

 There are several ways to implement computer vision. The first 
one is to use the 2D scanning like RGB cameras or stereo cameras 
that have 2 lenses to simulate human binocular Vision [3]. 

 The second way is the 3D scanning like the time of flight that 
uses both the distance and time to calculate the point in 3D and the 
structured light that uses a pattern of projected light to calculate the 
depth image [4]. 

For example J. Hoang and J. Zhou designed an algorithm 
based on a color light sensor to model a person after a color 
histogram for person segmentation [5]. 

Another example was when a group of researchers created a 
person following robot using a light sensor capable to detect a 
person based on the color within a certain region of their clothing 
[3]. 

Some researchers have utilized an omnidirectional camera in 
conjunction with a laser based distance sensor to track a person. 
Those sensors are capable to detect light outside the visible 
spectrum [6].  

This paper has involved the integration of Kinect sensor that 
beats any other camera by its ability to capture a direct depth 
image with high accuracy rate. This small, portable device 
provided developers with the foundation needed to create and 
deploy interactive applications that respond to people's natural 
movement, gestures and voice commands [7]. 
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 One of the most amazing capabilities of the Kinect used is the 
skeleton tracking. This concept is used in this paper to map depth 
image to make a robot able to track human movements [8]. 

 Another important part of this paper is the obstacle avoidance. 
The robot may face obstacles while tracking human, these 
obstacles must be observed and detected by the Kinect so that it 
would be able to move to the right direction without collide with 
them. 

 Robots have proven to be more useful for a wide range of 
industrial and commercial applications, principally in indoor 
environments since the outdoor environment brings more 
challenges and complications. In an indoor environment, the small 
size of rooms restricts the visual perception where tables, chairs 
and even walls are encountered as occlusions but it still more 
beneficial and robustness compared to the outdoor environment 
where the occlusions there: plants, bushes, etc. are more shaped 
complexly. In addition, when operating in an outdoor environment, 
lighting intensity is more dynamic, reducing the robustness of 
visual perception. So the third part of the paper is to study the 
flexibility of the Kinect while operating under various lighting 
conditions [9]. 
 

This paper is an extension of work originally presented and 
published in IMCET conference [1]. In this extended work, we 
first present the proposed system design, and then we show the 
evaluation of the Kinect performance in different lighting 
conditions. 

 
2. Proposed System  

2.1. System Design 

 The project deals with making a robot that will move towards 
a specific user and avoid obstacles encountered in its path. 

The proposed system as shown in Figure 1consists of three main 
parts: Kinect sensor, Arduino and Processing.  

 
Figure 1: System Design 

 The Kinect is a motion sensing input device by Microsoft that 
consists of object detection, object tracking and reorganization. It 
enables users to control and interact with the applications using full 
skeleton tracking, gesture recognition and facial recognition and it 
can also be used to detect and distinguish between different kinds 
of objects. It has three eyes; 2 cameras and an infrared projector. 
The IR projector shines a grid of infrared dots and based on the 
triangulation between the observed and the reference patterns, the 
depth will be calculated [10].  

Thus, the Kinect is used as an effective tool for discovering the 
surrounding area, calculating the depth image, detecting and 
tracking a specific human and locate their individual joints and 
body parts as illustrated in Figure 2. 

 The Arduino, which is an open source physical platform or 
microcontroller board, can take input from a variety of sensors and 
control a variety of motors, lights and others physical outputs [11]. 
In this project and in order to achieve the full control over the robot, 
the Arduino will be connected to the car motors.  

The processing is an open source programming language used 
to access the depth data coming from the Kinect, analyze it and 
display it on the screen [8]. 

The robot was decided to be a car since it can serve part of the 
system's demands in regards to the power, rotation and control. It 
consists of two motors; one is used for the motion and the other for 
controlling the motion direction of the car. Concerning the Kinect 
it is necessary to be located on the front of the car to avoid seeing 
the car parts as obstacle [1]. 

 
Figure 2: Skeleton Tracking 

 When turning the system on, the Kinect sensor, which is the 
main part in the system, starts capturing the depth image of the 
whole scene in front of it.  The information captured by the Kinect 
must then be transferred to the computer where the processing is 
running. The processing will analyze the depth image and once it 
detects a user, it will determine his/ her center of mass which is the 
main point in tracking him/her and it has also to detect the 
obstacles between that user and the robot. Based on the analyzed 
data, the processing will send commands (like: left, right, forward, 
stop, etc…) to the Arduino serially via the computer, these 
commands will be already defined between processing and 
Arduino. Finally, the Arduino which will be connected to the car 
motors will receive the commands coming from computer, analyze 
them and order the robot to move in the right way.  
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Now, the robot can start tracking the user and avoid obstacles 
according to the information obtained from its “brain”, the 
Arduino, and build on scenes coming from its “eyes”, the Kinect 
[1]. 

2.2. Sequence Diagram 

The sequence diagram in Figure 3shows the interactions between 
different parts of the system in sequential order.  

1- Start with the Kinect that captures depth image at 30 Hz 
[8]. 

2- Pass by the processing that will analyze the depth image, 
detect the center of mass and send commands to the 
Arduino. 

3- Move to the Arduino, serially via the computer, which 
will receive the commands coming from processing, 
analyze them and order the Robot to move in the correct 
direction. 

4- End with a robot able to move towards a user and avoid 
obstacles detected in its path. 

2.3. State Diagram 

The robot will not move until a user is detected in front of the 
Kinect. Once this happens, the processing will track his/ her 
skeleton specifically according to his/her center of mass. If it 
failed to track the center of mass for a certain period of time, the 
processing will return back and wait for a new detection. Once the 
center of mass is determined, the robot should move towards the 
detected user and processing should maintain the distance 
between the robot and the user to check if any obstacle exists there. 
Now, the Robot should avoid obstacles detected and continue 
moving in the same way the user does. These steps are represented 
in the state diagram of Figure 4. 

 

Figure 3: Sequence Diagram. 

 

Figure 4: State Diagram. 

3. Implementation 

The project needs two kinds of software to be implemented, the 
first one which is the Processing is responsible for analyzing the 
surrounding information, detecting obstacles, recognizing the user 
and tracking him/her. The second software is the Arduino Software 
IDE which is responsible for controlling the robot movement based 
on commands coming from the Processing. 

3.1. Processing 

The processing code imports the necessary steps for 
performing user tracking and obstacle avoidance from the Simple 
Open NI library.  

The first of these steps is to tell the Simple Open NI to turn on 
user tracking. That happens within the setup () by using enable 
User() function and to access depth data the enable Depth() 
function is used. 

The Depth Map ()function is used to get the depth array and to 
save the coordinates of the closest value, each row in the depth 
image must be checked. In addition, each pixel the row must be 
observed and the corresponding value must then be pulled out from 
the depth array. 

In skeletal tracking, the body parts of human such as head, neck, 
hands, legs, shoulders and arms are represented by a number of 
joints. Each joint is represented by its 3D coordinates [2].Once a 
user has been detected and successfully calibrated, it uses the joint 
position data to have circles track the user’s joints where the main 
joint to track him/her is the center of mass (CoM). The real 
coordinates saved, shall be then translated into projective 
coordinates to match the 2 dimensional depth images. 

 As illustrated in Figure 5, the image is divided into three parts 
in width: left, middle and right where x is the width coordinate. If 
the closest value saved within 1 meter and the x value of the center 
of mass are in the same part of the image, then this closest value is 
an obstacle detected between the user and the robot [1]. 
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Figure 5: The three parts of the image 

 
 
 

Figure 6: User and Obstacle in the same range (left side) 
 
 Depending on the Kinect data, there is an output send to the 
Arduino to be able to control the robot’s movements. For instance, 
to move: left, forward, right and stop.  

 The whole process begins when the user enters the view of the 
Kinect. At this point the Simple Open NI detects that the user is 
present and is a candidate for tracking within the On New User() 
function.   

Now, in the case in which the user is located at a distance less 
than or equal to 1 meter the robot should stop immediately. 
Otherwise, it checks if the closest value and the center of mass of 
the user are in the same range; if so, then there is an obstacle that 
hampering the trajectory of the robot while tracking the user 
detected as represented in Figure 6. While if no obstacle is detected 
the robot will continue in its way toward the user as Figure 7 
illustrates. This process ends when the user is no longer in the 
Kinect range by calling the On Lost User () function [8]. 

 

Figure 7: The user and the obstacle are in different range 

The final task within processing was to send data from 
processing to Arduino serially via the computer, by importing the 
serial library, declaring a serial port and after matching the port 
on which the Arduino is connected a predefined value is sent on 
that port to enable the robot to move in the correct direction by 
using the write method. For example, in the case in which the user 
is in the left range and there is no obstacle in that range, the value 
‘3’ is written on the port. 

3.2. Arduino Software 

The brain of the robot will be an Arduino microcontroller. So, 
the Arduino Mega 2560 board will be used for its large memory 
and available ports that make the installation more flexible [12]. 

To order the robot to move in the correct direction based on 
the data captured by the Kinect, the processing will communicate 
with the Arduino serially via the computer. Serial is a simple 
protocol that allows Processing to send information to the 
Arduino and vice versa [8]. 

The basic thing to do is to program the input and output ports, 
and give the order to apply a specific function at the output once 
a specific input is received on a specific input port [1]. 
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The Arduino will establish a serial connection to the computer 
by using the serial.begin () function and then listen for data 
available on the serial port by using the serial.available () 
function. This function will return true if any data is available to 
read and false otherwise. To read the available data the     
serial.read () function is used [11]. 

If the received output from the processing is ‘3’, the Arduino 
should give its command to the system to move left, and thus 
digital Write function is used to set the pins to the required values. 
All other directions are defined in the same; by setting the output 
pins as desired once receiving a specific input. 

3.3. Lighting Conditions 

The purpose of this part is to analyze the influence of different 
lighting conditions in the range of Kinect performance. 

Six different scenarios, as shown in Table 1, were made under 
various light conditions producing a set of depth images from the 
Kinect. For example, scenario 3 is the case in which the Kinect 
was placed under sunlight while the user was under environmental 
light [13]. 

 
Table 1: Lighting Conditions Scenarios 

4. Simulation Results 

The first stage within the processing code was to detect a user, 
draw his/ her skeleton, detect his/ her center of mass and give 
him/her a specific ID. This stage was successfully done where the 
result in Figure 8 shows the skeleton of three different users with 
their specific IDs. 

 

Figure 8: The skeletons of three different users 

The next task was to keep track of the first user entering the 
Kinect range so that the output on the console indicates the 
movement and position of that user. Figure 9 and Figure 
10illustrate the expected results. 

 

Figure 9: The output is "right" 

 

Figure 10: The output is "left". 
 

As displayed in Figure 11, Figure 12 and Figure 13the 
obstacle detection and avoidance stage was successfully done so 
that the output on the console indicates where the robot should 
move to avoid any detected obstacle. 

 

Figure 11: Incoming obstacle, go to the left. 
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Figure 12: Go right towards the user. 

 
Figure 13: Incoming obstacle, go to the right. 

 
Figure 14: Final prototype of 3D sensor-based Moving Human 

Tracking Robot with Obstacle Avoidance. 

The Arduino was connected to the laptop and the Processing 
code was run where it started to print the results: Forward, right, 
stop…etc., according to the state of the user and the allocated 
obstacles in front of it. The Arduino output is then measured using 

a multimeter where the measurement ensures the successive work 
in connecting the Arduino to the Kinect serially. 

Finally, all parts were assembled together to get the final 
system illustrated in Figure 14. 

Figure 15 presents the expected results such that tracking the 
human movement and avoiding the obstacles coming in its way 
became feasible. 

 

Figure 15: A User followed by the Robot. 

5. Lighting Conditions Results 

Concerning the lighting conditions, the results of the six 
scenarios studied, shown in Figure 16, were analyzed.  

In scenario 1, in the presence of sunlight over both the Kinect 
and the user, and in scenario 2, where the Kinect was placed under 
environmental light and the user still under sunlight the Kinect 
was not able to obtain the depth information of the user. 

Scenario 3 shows a higher intensity over the user with no 
skeleton joints detected since the Kinect was placed under the 
sunlight. 
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While in scenario 4, where only a part of the user was under 
sunlight, the Kinect was able to capture the depth information of 
the second part of the user. 

For scenarios 5 and 6, where environmental and artificial 
lights were present, the Kinect performance is acceptable. 

 
Figure 16: The depth images of the Kinect under various lighting 

conditions. 

It was found that lighting conditions affect Kinect’s 
performance and that the sunlight is the main enemy for the 
Kinect. So try to avoid having sunlight on the user and don’t let 
the Kinect directly faced it. 

6. Conclusion 

The paper described the specifications of the Kinect sensor 
and how it can be integrated as the vision system of the robot. It 
also presented an experimental study of its performance under 
various light conditions. 

The information of the Kinect were accurate enough to 
integrate a human tracking robot able to track a specific user in an 
indoor environment and avoid any obstacle detected in its path. 

The project used the Kinect skeleton data to find the location 
of the user’s center of mass. This value is then sent to the Arduino 
so that it can match the movement of the user with the robot’s 
motor. 

Our testing for this platform shows that the Kinect can be 
used as a powerful and useful device in many fields and that the 
combination between the Kinect and Arduino is as an advanced 
step in 3D Kinematics and interactive projects. Many system 
improvements will come in further works. 
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 In the recent years, the fast development and the exponential utilization of social networks 
have prompted an expansion of social Computing. In social networks users are 
interconnected by edges or links, where Facebook, twitter, LinkedIn are most popular 
social networks websites. Due to the growing popularity of these sites they serve as a target 
for cyber criminality and attacks. It is mostly based on how users are using these sites like 
Twitter and others. Attackers can easily access and gather personal and sensitive user’s 
information. Users are less aware and least concerned about the security setting. And they 
easily become victim of identity breach. To detect malicious users or fake profiles different 
techniques have been proposed like our approach which is based on the use of social 
honeypots to discover malicious profiles in it. Inspired by security researchers who used 
honeypots to observe and analyze malicious activity in the networks, this method uses social 
honeypots to trap malicious users. The two key elements of the approach are: (1) The 
deployment of social honeypots for harvesting information of malicious profiles. (2) 
Analysis of the characteristics of these malicious profiles and those of deployed honeypots 
for creating classifiers that allow to filter the existing profiles and monitor the new profiles.  
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Spam attacks 
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1. Introduction  

 Social networks are now part of our daily life, we have certainly 
several accounts said "social", which are related to our daily lives 
(Facebook, Twitter), our professional life (Viadeo or LinkedIn),       
our sporting life or associative (we can cite jogg.in) and why not on 
sites of meeting (Adopteunmec, Meetic, Lovoo tinder or). 

 We can divide social networks on those which do not promote 
the anonymity (Facebook, Viadeo, LinkedIn) or the others which are 
promoting the anonymity (of general way all the sites of meeting, but 
also of services of Visio-conference as Skype), we have certainly 
received requests for connections from persons completely 
unknown. These applications are, in most of the cases, issued by 
malicious profiles. 

 That they emanate from the robots or that they are created to 
spoof the identity of a user, the malicious profiles are in constant 

increase on the Internet. On social networks, the malicious profiles 
can be generated by machines or be the result of identity theft and 
their motivations are various: Spy a PERSON,  Increase the number 
of fans of a page (Facebook, Twitter…), spammer friends in 
impunity, fit all types of scams (very often of blackmail), harm the 
reputation of a person or a company, etc.  

 In particular, social spammers are increasingly targeting those 
systems as part of phishing attacks. To disseminate malware, and 
commercial spam messages, and to promote affiliate websites [1]. In 
only the past year, more than 80% of social networking users have 
“received unwanted friend requests, messages, or postings on their 
social or professional network account”. Unlike traditional email 
based spam, social spam often contains contextual information that 
can increase the impact of the spam (e.g., by eliciting a user to click 
on a phishing link sent from a “friend”) [1].  

 Successfully defending against these social spammers is 
important to improve the quality of experience for community 
members, to lessen the system load of dealing with unwanted and 
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sometimes dangerous content, and to positively impact the overall 
value of the social system going forward. However, few information 
is known about these social spammers, their level of sophistication, 
or their strategies and tactics. Filling this need is challenging, 
especially in social networks consisting of 100s of millions of user 
profiles (like Facebook, Myspace, Twitter, YouTube, etc.). 
Traditional techniques for discovering evidence of spam users often 
rely on costly human-in the-loop inspection of training data for 
building spam classifiers; since spammers constantly adapt their 
strategies and tactics, the learned spam signatures can go stale 
quickly. An alternative spam discovery technique relies on 
community-contributed spam referrals (e.g., Users A, B, and C report 
that User X is a spam user); of course, these kinds of referral systems 
can be manipulated themselves to yield spam labels on legitimate 
users, thereby obscuring the labeling effectiveness, and neither spam 
discovery approach can effectively handle zero-day social spam 
attacks for which there is no existing signature or wide evidence [1].  
With these challenges in mind, we propose and evaluate a novel 
Honeypot-based approach for uncovering social spammers in online 
social systems. Concretely, the proposed approach is designed to (1) 
the deployment of social honeypots for harvesting information of 
malicious profiles [8, 9]. (2) Analysis of the characteristics of these 
malicious profiles and those of deployed honeypots for creating 
classifiers that allow to filter the existing profiles and monitor the 
new profiles [2]. Drawing inspiration from security researchers who 
have used honeypots to observe and analyze malicious activity (e.g., 
for characterizing malicious hacker activity ,generating intrusion 
detection signatures,),In This extended paper we deploy and 
maintain social honeypots for trapping evidence of spam profile 
behavior, so that users who are detected by the honeypot have a high 
likelihood of being a spammer [1].This paper is an extension of work 
originally presented in conference 2016 4th IEEE International 
Colloquium on Information Science and Technology (CIST) in 
Tangier Morocco, we describe the processes of the proposed 
approach, starting with the deployment of social honeypots, the use 
of both feature based strategy and honeypot feature based strategy 
methods for collecting data, and finally we give the results and the 
test of this approach by using a dataset of profiles in machine learning 
based classifiers for identifying malicious profiles [2].These results 
are quite promising and suggest that our analysis techniques may be 
used to automatically identify the malicious profiles in social 
network.  

2.1. Overall Framework  

 Malicious profiles are increasingly targeting Web-based social 
systems (like Facebook, Myspace, YouTube, etc.) as part of phishing 
attacks, to disseminate malware and commercial spam messages, and 
to promote affiliate websites. Successfully defending against these 
social spammers is important to improve the quality of experience 
for community members, to lessen the system load of dealing with 
unwanted and sometimes dangerous content, and to positively 
impact the overall value of the social system going forward. 
However, little is known about these social spammers, their level of 
sophistication, or their strategies and tactics [3].   

 In our ongoing research, we are developing approach for 
uncovering and investigating malicious user. Concretely, the 
Approach for detecting malicious profiles based Social Honeypot to 
(1) the deployment of social honeypots for harvesting information of 
malicious profiles. (2) Analysis of the characteristics of these 
malicious profiles and those of deployed honeypots for creating 
classifiers that allow to filter the existing   profiles and monitor the 
new profiles [3]. Drawing inspiration from security researchers who 
have used honeypots to observe and analyze malicious activity.  The 
Approach for detecting malicious profiles based Social Honeypot 
deploys and maintains social honeypots for trapping evidence of 
malicious profile behavior. In practice, we deploy a social honeypot 
consisting of a legitimate profile and an associated bot to detect 
social spam behavior. If the social honeypot detects suspicious user 
activity (e.g., the honeypot’s profile receiving an unsolicited friend 
request) then the social honeypot’s bot collects evidence of the spam 
candidate (e.g., by crawling the profile of the user sending the 
unsolicited friend request plus hyperlinks from the profile to pages 
on the Web-at-large). What entails suspicious user behavior can be 
optimized for the particular community and updated based on new 
observations of spammer activity [3].  

 While social honeypots alone are a potentially valuable tool for 
gathering evidence of social spam attacks and supporting a greater 
understanding of spam strategies, the goal of the Approach for 
detecting malicious profiles based Social support ongoing and active 
automatic detection of new Honeypot is to and emerging spammers. 
As the social honeypots collect spam evidence, we extract observable 
features from the collected candidate spam profiles (e.g., number of 
friends, text on the profile, age, etc.). Coupled with a set of known 
legitimate (non-spam) profiles which are more populous and easy to 
extract from social networking communities, these spam and 
legitimate profiles become part of the initial training set of a spam 
classifier [3].   

 As the social honeypots collect evidence on the Malicious 
Behaviors, the characteristics of profiles are extracted from the data 
of malicious profiles (for example: number of friends, Text, on the 
Profile, the age, etc.). Coupled to a set of legitimate profiles which 
are easy to extract the communities of social networks .This is called 
type of strategy by "Feature based strategy."[2].  

 A new method used in our approach to improve our 
classification and increase the ability to detect an attacker on the 
social networks that is "honeypot feature based strategy", this 
strategy uses the whole of char-Characteristics of honeypots that 
interact with users to refine our ranking [2].  

 The whole of the data collected are becoming an integral part for 
the training of a classifier of malicious profiles. By iterative 
refinement of selected characteristics using a set of algorithms for 
automatic classification which are implement on "Weka Machine 
Learning Toolkit" we can explore the more wide space of malicious 
profiles[14]. Fig. 1 present the approach for detecting malicious 
users. 
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                      Fig.1 Overall Framework [2]. 

2. Malicious Profiles Detection Results: 

In this section we present the results of our experiment. Creating 
of social honeypots: To develop our approach, we created 20 
honeypots on twitter to trap malicious users and we analyze all 
the characteristics of users and deployed honeypots using weka 
that provides a platform algorithms of artificial intelligence and 
machine learning including Decorate algorithm that we used in 

our approach. We investigated various characteristics of the 90 
friend requests that we collected with our social honeypots. 

 
                           Fig. 2: Example of created honeypots 
 
2.1.  Development Tools: 

 Twitter 

Twitter has become in the space of a few months a media 
phenomenon on the Internet. Everyone is put to talk in good or 
bad but without ever remain indifferent to them. Pushed by a few 
influential on the web, this small service extends more and faster 
its community.  

 Twitter has become in the space of a few months a media 
phenomenon on Internet. Everyone is put to talk in good or bad 
but without ever remain indifferent to them. Pushed by a few 
influential on the web, this small service extends more and faster 
its community. 

 Twitter is a tool managed by the enterprise Twitter Inc. It 
allows a user to send free short messages, known as tweets, on the 
Internet, by instant messaging or by SMS. Those messages are 
limited to 140 characters. The concept was launched in March 
2006 by the company obvious based in San Francisco. The service 
rapidly became popular, up to bring together more than 500 
million users in the world at the end of February 2012. At the 6 
May 2016, twitter account 320 million active users per month 
with 500 million tweets sent by day and is available in more than 
35 languages [4]. 

 The first objective of Twitter and the reason of its deployment 
is to be able to provide a simple answer to the question: what am 
I doing? The use is very simple and free: We have 140 characters 
to disseminate our messages to whoever wants to receive if we 
specify our account in public or to our network only if it is in 
private. At the same time, we choose the members of Twitter 
which we want to follow the publications and these Members can 
we also add in return in their own network. 

 To publish our messages, several means are available: via the 
Twitter website, via our mobile phone by SMS, via Instant 
messaging type Google Talk or via software/third party Web sites 
based on the api free to twitter [5]. 

 Weka machine learning toolkit: 

Weka (for Waikato environment for knowledge Analysis) is a tool 
for data search open-source (GNU license) developed in Java. It 
was created at the University of Waikato New Zealand, by a group 
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of researchers from the automatic learning, recognition of forms 
and the search of data. The software allows you to deal with 
different sources of data: files of various formats, including the 
format Attribute-Relation File Format (RTTW), developed for 
Weka; URLs; SQL databases. The analysis can be performed 
using most of the techniques of existing search. 

 The bibliographic reference attached to the Software is the 
book: data mining, practical machine learning tools and 
techniques with Java implementations, Ian H. Witten & Eibe 
Frank[6]. 

2.2. Classification results:      
• Collection of data: 

 After implementing our honeypots and interact with different 
types of users, we selected 90 profiles among 300 profile strapped 
by our honeypots and for each profile we selected traditional 
characteristics «traditional features” such as (Follower number, 
FF-ratio, Account age, Tweet Number, Mention ratio, ratio 
URL ...) and features based on honeypots ”honeypot based 
features” such as (the number of honeypots with whom one 
interacts account, the daily average of new followers fora 
honeypot ...). The size of the database is 90 profiles. 

                                    TABLE 1:  Dataset of users 

 
 Further, the data is converted to ARFF (Attribute Relation File 
Format) format to process in WEKA. An ARFF file is an ASCII text 
file that describes a list of instances sharing a set of attributes. User 
Classification with Weka: After preparing our data file, we will use 
the classification algorithms implemented in Weka for test methods, 
solve problems, focusing us on the use and the results provided by 
these implementations without having to rewrite every time 
algorithms. 

 The framework within which we will work, and algorithms that 
we will study and use are based on the following functional diagram: 
-There is a set of examples, each example being defined by 
Description: This is a set of values defining this example. The class 
that he was associate (with the help of a human expert) [7]. 

-This set of examples is provided to a program that will generate a 
classifier. A classifier is a program that, when provided him an 
example, try to guess its class. In other words, the program tries to 
guess the class of an instance from its description. After processing 
the ARFF file in WEKA the list of all attributes, statistics and other 
parameters can be utilized as shown in Fig. 3. 

 
Fig. 3: Processed ARFF file in WEKA 

 
In the above shown file, there are 90 profiles data is processed with 
different attributes like followers, FF ratio, Retweet-count, 
Mention-ratio, etc. [10,11,12]. 

 The processed data in Weka can be analyzed using different 
data mining techniques like, Classification, Clustering, Association 
rule mining, Visualization, etc. The Fig. 4 shows the few processed 
attributes which are visualized into a 2 dimensional graphical 
Representation. 

 
                    Fig. 4: Graphical visualization of processed attributes 

 Now that we have loaded our dataset, we used DECORATE 
machine learning algorithm to model the problem and make 
predictions and we choose Cross-validation, which lets WEKA 
build a model based on subsets of the supplied data and then                       
average them out to create a final model[15]. 

 In previous work, generally the métas Classifiers (Decorate, 
Lo-gitBoost, etc.) Product of Best performance that the classifiers 
to trees (BFTree and FT) and classifiers based on functions 
(SimpleLogistic and libsvm) [7]. For our approach we chose 
decorate as classifier. For different reasons: 
-The speed and the execution time; 
-Best Performance Compared to Other; 
-Of Results approximately correct. 

                                             
Fig. 5: Classifier output 
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 Fig.5 shows estimates of the trees predictive performance,     
generated by WEKAs evaluation module [16]. It outputs the list of 
statistics summarizing how accurately the classifier was able to 
predict the true class of the instances under the chosen test 
module. The set of measurements is derived from the training data. 
In this case 97.7778% of 90 training instances have been classified 
correctly. This indicates that the results obtained from the training 
data are optimistic compared with what might be obtained from the 
independent test set from the same source. In addition to 
classification error, the evaluation output measurements derived 
from the class probabilities assigned by the tree. More specifically, 
it outputs mean output error (0.132) of the probability estimates, the 
root mean squared error (0.1929) is the square root of the quadratic 
loss. Theme an absolute error calculated in a similar way by using 
the absolute instead of squared difference. The reason that the errors 
are not 1 or 0 is because not all training instances are classified 
correctly. Kappa statistic is a chance-corrected measure of 
agreement between the classifications and the true classes. It’s 
calculated by taking the agreement expected by chance away from 
the observed agreement and dividing by the maximum possible 
agreement. The Kappa coefficient is calculated as follows: 
 
 

𝐾𝐾 = Po−Pe
1−Pe

       (1) 

𝑊𝑊𝑊𝑊𝑊𝑊ℎ 𝑃𝑃0 : is the proportion of the sample on which the two judges 
are of the agreement. 
(i.e. the main diagonal of the matrix of confusion). 

And   𝑝𝑝𝑒𝑒 = ∑ 𝑝𝑝𝑊𝑊 𝑝𝑝.𝑊𝑊 𝑊𝑊
𝑛𝑛2         (2) 

Where: 

𝑝𝑝𝑖𝑖 is the sum of the elements of the line i; 
p.i  is the sum of the elements of the COLUMN I; 
n:  in a sample size. 

The Kappa coefficient takes values between -1 and 1:    
- It is maximal when both judgments are the same:  

All examples are on the diagonal, and P0 = 1. 
- It is 0 when both judgments are independent (P0=Pe). 

- It is -1 when the judges disagree. Detailed Accuracy by Class 
demonstrates a more detailed per class break down of the classifiers 
prediction accuracy. 

- The True Positive (TP) rate is the proportion of examples which 
were classified as class x, among all examples which truly have 
class x, i.e. how much part of the class was captured. It is equivalent 
to Recall. In the confusion matrix, this is the diagonal element 
divided by the sum over the relevant row, i.e. 38/ (38+2) =0.95 for 
class malicious and 50/ (50+1) =1 for class legitimate in our 
example. 

- The Precision is the proportion of the examples which truly have 
class x among all those which were classified as class x. In the 
matrix, this is the diagonal element divided by the sum over the 
relevant column, i.e. 38/ (38+0) =1 for class malicious and 50/ (2+50) 

=0.962 for class legitimate. From the Confusion matrix in Fig. 6 we 
can see that two instances of a class ”legitimate” have been assigned 
to a class” malicious”, and zero of class ”malicious” are assigned to 
class ”legitimate”. 

 
Fig. 6: Confusion matrix 

 Fig. 7 present the threshold curve for the prediction. This shows 
a 97.28% predictive accuracy on the malicious class. 

                                
Fig. 7: Threshold curve 

 In order to find the optimal value of the threshold, we perform 
the cost/benefit analysis. Consider attentively the window for the 
Cost/Benefit Analysis. It consists of several panels. The left part of 
the window contains the Plot: Three should Curve frame with the 
Threshold Curve (called also the Lift curve).However, the axis X in 
the Threshold curve corresponds to the part of selected instances 
(the Sample Size). In other words, the Threshold curve depicts the 
dependence of the part of active compounds retrieved in the course 
of virtual screen in gup on the part of compounds selected from the 
whole data set used for screening. The confusion matrix for the 
current value of the threshold is shown in the Confusion Matrix 
frame at the left bottom corner of the window. We observed that the 
confusion matrix for the current value of the threshold sharply 
differs from the previously obtained one. In particular, the 
classification accuracy 74.4444% is considerably less than the 
previous value 97.7787%, the number of false positives has greatly 
increased from 0 to 21. 

 
 

Fig. 8: cost/benefits analysis 
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 In Fig.9, we generated a plot illustrating the prediction margin; 
the margin is defined as the difference between the probabilities 
predicted for the actual class and the highest Probability predicted 
for the other classes.  
 

  
Fig. 9: Margin curve 

 In Fig.10 we present the performance of our malicious users 
detector trained with traditional features, honeypot based features 
and two sets of features together, respectively. 

 

Fig. 10: Malicious user’s detector performance with different feature set 
 
 We can find that after we combine traditional feature set with 
honeypot based feature set, we can achieve an accuracy of 0.979, a 
recall of 0.978 and a false positive rate of 0.028. The accuracy and 
recall are much better than simply using the other two feature sets 
independently. Though the FP rate is higher than simply using 
honeypot based feature set, we can modify the threshold to make a 
trade-off between FP rates and recall [2]. 

 From the results obtained we can point out that with the hybrid 
method used (traditional feature set with honeypot based feature), 
we can detect more wide space of malicious users on social 
networks and why not apply the same approach to other 
communities. This hybrid approach gives results relevant to other 
methods. 

3. Conclusion  

In this paper, we have presented the results of a novel social 
honeypot-based approach to detect malicious profiles in social 
networking communities already published [2]. Our overall 
research goal is to investigate techniques and develop effective 
tools for automatically detecting and filtering malicious users who 
target social systems. Specifically, our approach deploys social 
honeypot profiles in order to attract malicious accounts. By 
focusing on twitter community, we use a set of user’s 

characteristics and honeypots deployed characteristics to create a 
malicious profiles classifier based on machine learning algorithm 
Decorate for identifying malicious accounts with high precision 
and allow rate of false positives. In our ongoing work, we are using 
our analysis results to automatically identify malicious users in 
twitter social network. We have tried to apply our proposed 
approach using Weka to classify a set of users caught by our 
honeypots. From the results obtained we can point out that with the 
method of classification used, we can detect the more wide space 
of malicious users on social networks and why not apply the same 
approach to other communities.  We hope this will give us a more 
macroscopic picture of the privacy awareness of general OSN 
(Online social network) users [13], and we want to use this to raise 
the awareness of privacy not only from the user sides but also for 
the OSN designers. Together with our research on detection 
malicious profiles in social network, we hope being able to 
contribute on making OSNs a safer place for the ordinary users [17, 
18].  
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 This paper describes the design of a pulse generator to excite PZT and PVDF ultrasonic 
transducer arrays, based on the Programmable System-on-Chip (PSoC) module. In this 
module, using programmable logic different pulses were implemented; these pulses are 
required in ultrasonic applications for multiple channels to excite PZT and PVDF 
transducer arrays. To excite multiple elements, bursts are required which can be generated 
simultaneously or out of phase, generating dynamic wave fronts. For medical applications 
where bidirectional blood flow is detected burst and quadrature pulses are used. These 
pulses can be generated independently or in combinations, as simultaneous pulses, shift 
pulses or burst.  This module can operate with programmable frequencies from 3-74 MHz; 
its programming may be versatile covering a wide range of ultrasonic applications. 
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1. Introduction   

In ultrasonic applications where it is required to focus the 
ultrasonic radiation fields, piezoelectric transducer arrays are 
designed, in order to obtain specific radiation fields. To get a 
specific response it should be consider the type of piezoelectric 
material, geometry of the array and the type of excitation for each 
element [1]. 

The focusing of the radiation fields depends largely on the form 
of excitation of the array elements; it is for this reason that the pulse 
generator for driving ultrasonic transducers arrays plays an 
important role in ultrasonic systems. The excitation may be in 
continuous or pulsed mode. The parameters associated with the 
pulse generator are: the operating frequency of the transducer, the 
repetition frequency of the pulse burst, the voltage amplitude and 
the excitation current. The pulsed mode allows determining the 
distance between the transmitter and receiver transducers, 
determining the time of flight of the ultrasonic signal, which is 
affected by the propagation medium. The ultrasonic transducers 
can be manufactured with PZT (Lead Zirconate Titanate) or PVDF 
(Polyvinylidene Fluoride) which are piezoelectric materials [1]. 
The type of transducer depends on the required specific application; 
PZT transducers can support an excitation of hundreds of volts, 

whereas PVDF can be driven with maximum voltages of 30 Volts. 

Figure 1 shows different types of pulses most commonly used 
in ultrasonic applications. 

 

Figure 1 Excitation pulses for an ultrasonic system, a) continuous fix 
frequency, b) pulse gate, c) burst, d) single pulse, e) synchronous and simultaneous 
channels, f) shift pulses, g) quadrature pulses. 
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Figure 1 shows; a) an excitation signal with fixed frequency 
and continuous mode, b) gate pulse, c) an excitation signal in 
pulse burst mode in which the repetition frequency and the 
number of cycles may be programmable for systems in pulsed 
mode, d) single pulse, e) several channels with simultaneous 
excitation pulses for excitation of transducer arrays, f) multiple 
channels with shift pulse excitation for arrays with focusing 
applications, g) 2 channels with excitation in quadrature. In 
medical applications where bidirectional blood flow is detected, 
signals in quadrature are used for the demodulation of Doppler 
signals [2-3]. These pulses can be generated independently or in 
combinations, such as simultaneous pulses and shift or burst. 

In applications where it is required to focus dynamically the 
ultrasonic beam, transducer arrays are used with multiple 
piezoelectric elements, such as that shown in Figure 2. For 
excitation of multiple elements pulse bursts are required which can 
be generated simultaneously or out of phase (with time delays 
between them) in order to generate dynamic wave fronts. 

 

Figure 2. Linear transducer array 

The focal depth is determined by the time delay between the 
electrical pulses. This can be changed electronically to focus pulses 
to give a good image detail at various depths within the body rather 
than just one depth with fixed focus transducer. One approach is to 
create an image by using a sequence of pulses, each one focused 
to a different depth or zone within the body. The acoustic 
parameters of the resulting beam, such as incidence angle, focal 
length and focal point size can be manipulated by the generated 
front waves in the array, controlling the excitation pulses via 
software [2]. 

A pulse generator to excite PZT and PVDF transducer arrays 
is presented. This pulse generator is based on a PSoC-5LP 
(Programmable System on Chip) programmable module, which is 
a USB port programmable development kit, from Cypress 
Semiconductor PSoC. [2-4] 

The PSoC-5LP module has a microcontroller and a set of 
analog and digital programmable peripherals, all in one integrated 
circuit along with a 32-bit CPU (ARM Cortex family), The PSoC 
in the development kit belongs to the 5LP family; this family has 
an ARM Cortex M3 CPU with a clock rate that can reach up to 80 
MHz [4]. 

The main difference between the PSoC microcontroller and 
conventional microcontrollers is that in the latter the set of 
peripherals are defined by the manufacturer, while the PSoC due 
to its programmable logic composed by Universal Digital Blocks 
(UDBs) and a set of analog and digital peripherals can be 
programmed (customize) in order to perform the required 
functions [5]. 

The implementation of the design of the programs for PSoC is 
made using its own IDE (Integrated Design Environment) PSoC 
Creator 3.2 Service Pack 2[6]. The programming process requires 
of a schematic diagram design, then an assignment (input/output 
port), and finally if required to write a C program, this process is 
integrated in programmable analog logic and digital functions. 

2. Methodology  

In this work, a programmable CY8CKIT-059, PSoC 5LP 
module was used.  

The PZT transmitter transducer used is a 64 elements linear 
array (Krautkramer 116-001-264 model) [9], this PZT array has an 
operating frequency of 3.5 MHz (Figure 3a). 

A PVDF Piezoelectric Transducer Sensor (SDT1-28K model) 
from Shielded Measurement Specialties [7-8] (Figure 3b) and an 
Ultrasonic Pulser Receiver, Olympus 5072PR (30 dBs amplifier) 
were used for the reception of the ultrasonic pulses 

 
Figura 3:  a) Top view of the PZT transmitter array; b)  PVDF Piezo transducer 

Sensor, SDT1-28K  model,  (16 mm  x 30 mm  and  thickness 75 µm). 

To excite the PZT transducer array, it was required to generate 
3.5 MHz pulse bursts corresponding to the operating frequency of 
the array, with a 10 kHz repeating frequency.  These pulse bursts 
are shown in Figure 4. 

 
Figure 4. Time diagram of the excitation pulses of the PZT array. 
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In order to generate the operating frequency of the PZT 
transducer, the internal PSoC clock was programmed at 40 MHz. 
An UDB in PWM mode (PWM_35M) was also implemented to 
obtain a 3.5 MHz frequency, as illustrated in Figures 5 and 6. 

 
Figure 5: Implementation of the 3.5 MHz clock. 

 
Figure 6. UDB PWM dialog window 

In order to generate the 10 kHz repetition frequency a second 
UDB in PWM mode (PWM-Gate) was used in conjunction with 
an AND gate to generate the burst pulse, as shown in Figure 7. 

 
Figure 7 . Implementation of the excitation pulse bursts. 

To test the excitation pulse generator, an experimental platform 
like the one shown in Figures 8 and 9 was implemented. A PSoC 
CY8CKIT-059-5LP module was used to generate the pulses and 
excite the PZT transducer elements. A PVDF transducer was used 
as a receiver, then the signal is amplified 30 dB and acquired with 
a digital oscilloscope, finally this signal was processed on a 
personal computer. 

 

Figure 8: Block diagram of the experimental setup. 

 
Figure 9: Experimental setup. 

3. Results    

To test the pulse generator, pulse bursts were programmed in 
four output ports, which can deliver pulse bursts simultaneously or 
out of phase as shown in Figures 10 and 11. 

 
Figure 10. Simultaneous pulse bursts. 
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Figure 11. Out of phase pulse bursts. 

Pulse generation of the four output ports was obtained by 
repeating the implementation shown in Figure 7 for simultaneous 
outputs and programming a 25 ns time delay between them for the 
out of phase outputs. 

Using an experimental platform like the one shown in Figure 
8, two experiments were conducted. The first experiment consisted 
in generating pulse bursts in four output ports to simultaneously 
excite four piezoelectric elements of the PZT 64 elements array 
(Figure 2), then more pulse bursts were generated in four ports to 
exciting the PZT array but this time with a 25 ns delay between 
each port. The results of this experiment are shown in Figure 12. 
Figure 12a shows the acquired signals with simultaneous 
excitation and Figure 12b shows the acquired signals with phase 
shifted excitation. The signals were acquired using a linear PVDF 
transducer array. 

The second experiment was similar to the first one, the only 
difference consisted that in the acquisition of the signals, a single 
PVDF transducer was used. Figure 12a shows the acquired signals 
with simultaneous excitation and Figure 12b shows the acquired 
signals with phase shifted excitation.  

The wave fronts generated by the four elements of the linear 
PZT array are shown in Figure 12, and correspond to a distance of 
30 mm between the PZT and PVDF transducers. The signals have 
a 30 dB gain with a 500 ohms input impedance.  

 
(a) 

 
(b) 

Figure 12. PVDF transducer response as a receiver, with one element at a time, 
with amplification of 30 dB (a) Simultaneous and (b) out of phase. 

 
(a) 

 
(b) 

 
Figure 13. PVDF transducer response as a receiver, receiving the signal from 
four elements of the array at the same time, with amplification of 30 dB (a) 

Simultaneous and (b) out of phase. 

4. Discussion  

The precedent of this research work was the implementation of 
a pulse generator using the Arduino Mega platform [3], in this 
implementation it was not possible to obtain synchronous pulses 
in multiple output ports with frequencies above 120 kHz, since its 
programming does not allow it. Instead the PSoC modules have a 
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programmable hardware that allows programming the operation 
clock signal and thus programming output ports with a wide 
frequency range. It is also possible to program simultaneous output 
ports and phase shifts between ports, since such delays between 
signals are implemented with a delay by software of one cycle of 
the master clock. There is also a previous article in which this 
subject is presented with less extension [10].  

A pulse generator based on a PSoC-5LP to excite PZT and 
PVDF transducer arrays is presented, it is possible to excite PZT 
or PVDF elements with 5 volts of amplitude, for applications 
requiring more power additional voltage power supply and current 
drivers are required. Figure 14 shows two PZT driver circuits, a) 
single pulse and b) burst. 

 
Figure 14. PZT driver circuit, a) driver circuit for single pulse, b) driver circuit 

for burst pulse. 

5. Conclusions 

The pulse generation with PSoC-5LP modules is a good 
alternative because as demonstrated in this work, it is possible to 
generate different pulses to excite transducers, either in one or 
multiple output ports, continuous or pulse burst, simultaneously or 
out of phase. 

The advantage of the pulse generator implemented using the 
PSoC-5LP module with respect to commercial generators is its 
versatility. It can operate programmable frequencies from 3-74 
MHz, which covers a wide range of ultrasonic applications 

  With the pulse generator implemented in the PSoC-5LP 
module, it is possible to excite PZT or PVDF elements with 5 volts 
of amplitude, resulting in an excellent alternative for low power 
ultrasound applications. 
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 An effective communication among the road users is crucial for safety precautions. 
Nowadays, a light emitting diode (LED) are commonly installed on a motor vehicle as the 
lighting system. The LED lights are more reliable and flexible in terms of the design and 
power adjustments. To further utilize the LED applications in a vehicular system, a simple 
data transmission system based on LED lights for short distance is developed. Toy vehicles 
are used to demonstrate the functionality of the system. This paper explains the components 
used and the communication protocols of A and B that have been developed and tested. The 
implementations of a software-based modulation and communication protocols by using a 
microcontroller can be considered as the initial approach that can be further enhanced for 
future development. In this paper, the prototype of the system as well as the experimental 
results are presented. The prototypes are able to send short messages by using the LED and 
photodetector (PD) which could reach up to 2-meter distance.  In addition, it is also 
believed that this project can be implemented on the real motor vehicles subject to a few 
improvements. 

Keywords:  
Visible light communication 
Vehicle to vehicle communication 
Wireless optic 

 

 

1. Introduction 

This paper is an extension of the work originally presented in 
2016 IEEE Student Conference on Research and Development 
(SCOReD) [1]. The previous work focused on the development of 
communication protocol and data transmission performance of the 
toy vehicle VLC system. On the other hand, this work presents the 
application and prototype of the toy vehicle interaction protocol 
that have been mentioned in the previous paper. 

This work is inspired from one situation that involves a 
multiple road users. The situation occurs in the middle of the night, 
on a single lane road, where the driver of a car needs to overtake a 
slow truck. However, due to the size of the truck, the car’s driver 
is not able to see the traffic from the other side of the road without 
slightly moving to the opposite lane which is dangerous and might 

be fatal. Therefore, in order to have a safer driving experience, 
standard vehicles such as cars and trucks must have several 
signalling devices such as indicators, brake light, hazard warning 
lights, headlights and reverse lights [2]. However, the current 
technology can only provide a limited number of signalling signs 
such as turning left or right, brake signal, reverse signal, and hazard 
warning signal. 

In the year 2012, the car manufacturer, i.e.: Volvo, started to 
build a system that enables the communication of a car-to-car and 
car-to-medium. These types of communication ensures safer 
driving experience. The technology relies on the GPS system and 
a dedicated wireless network, in which the car-to-car 
communication has already acquired a separate range of radio 
frequency  for that purpose. Vehicles within a given radius would 
be automatically linked together and able to exchange information 
such as the position, speed, and direction [2,3]. 
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Nowadays, the radio frequency spectrum is highly congested 
due to the demand for wireless communication applications [3]. As 
a natural source of energy, a visible light can be thought as an 
alternative to the RF communication. The visible light 
communication (VLC) possesses a few key advantages over the 
wireless RF transmitters. It has a nearly infinite bandwidth, free 
and unregulated channels, poses no health hazards and concerns, 
and consumes much less power per given transmission [4,5]. VLC 
is also a potential low-power and low-cost alternative to the 
traditional short-range wireless RF communications [6-8]. 

 In this work,  a data transmission system for two toy vehicles 
has been developed by using a light emitting diode (LED) which 
is highly reliable for short distance communication. It has also 
been demonstrated that the current LED signalling technology can 
be further utilized by using the VLC. The LED provides a visual 
indicator as well as a communication channel for both vehicles to 
exchange information. Additionally, it provides a medium for the 
front toy vehicle to convey any information efficiently to the rear 
toy vehicle. 

 This paper is organized as follows: Section 2 introduces the 
design method for the VLC system which is followed by                 
Section 3 that discusses the results and discussion. Finally, the 
paper is concluded in Section 4. 

2. Visible Light Communication (VLC) Design 

This section focusses on the VLC circuit development starting 
from the LED selection until the successful implementation of 
communication between the LED and photodetector (PD). As 
shown in Fig.1, the transmitter circuit consists of a keypad, LED, 
and display screen. On the other hand, the receiver circuit only has 
a PD and display screen. Both circuits have a common 
microcontroller which is known as Atmega328. It is the brain of 
the circuit and is responsible for all operations that include the 
modulation, signal processing and keypad response. When the 
keypad is pressed, the microcontroller gives an order to the LED 
to transmit a signal. The data are transmitted using on-off keying 
modulation (OOK). At the receiver, the PD will detect the signal 
which will then trigger the microcontroller to demodulate the 
transmitted signal as well as activating the display screen to show 
the message. 

ATMEGA 328 LED

DISPLAY 
SCREENPOWER SUPPLY

KEYPAD

ON-OFF RESET 
BUTTON

 
(a) Transmitter circuit 

ATMEGA 328 PHOTO-
DETECTOR

DISPLAY SCREEN

POWER SUPPLY

ON-OFF/RESET 
BUTTON  

(b) Receiver circuit 

Figure 1: Block diagram of VLC circuit [1] 

2.1. Optical hardware selection  

In order to establish the VLC communication, an appropriate 
LED and PD selection must be performed.  In this work, the choice 
of LED must take into account the cost, efficiency, and 
performance. The LED model chosen in this work is COM-00531. 
It is classified as a super bright LED and emits white colour. The 
LED viewing angle is very narrow at 10°, as can be seen from the 
specification in Table 1 and further illustrates in Fig. 1. The narrow 
angle will lead to a more focused beam of light that provides better 
detection. In addition, its emission spectrum is very wide, ranging 
from 400 nm to 800 nm.  

Table 1: Specifications of COM-00531 LED 

Material of construction InGaN/GaN 

Emitted colour White 

Lens color Water clear 

Viewing angle 10o 

Typical luminous intensity at 20mA 10cd 

Typical forward voltage at 20 to 30mA 3.5V 

Reverse Current 10 uA 

 

 
Figure 2: LED viewing angle 

 As for the PD, a 5-mm PD (flat head) is selected as the light 
sensor for this work. Table 2 shows the specification of the PD. 
The justification of this selection is that the PD could detect a light 
from 400 nm to 1100 nm that covers the visible light range of 
wavelengths. In addition, it also has a high reverse voltage that 
could be used to alter the sensitivity of the photo detection for 
higher detection performance. 

Table 2: Specifications of 5-mm PD (flat head) 

Reverse voltage  35V 

Power dissipation 50mW 

The peak wavelength sensor 940nm 

Spectral bandwidth  400 - 1100nm 

Reverse light current 40uA 

 A few experimental procedures have been conducted to 
evaluate the performance of the LED and PD. An oscilloscope is 
used to observe the behavior and functionality of the LED and PD. 
The main objective of these experiments is to determine the 
maximum rate of data transmission for the LED-PD pair. By 
comparing the signal generated by the PD to the signal provided 
by the LED, a performance analysis can be examined. 
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2.2. Electrical Domain 

In this section, the VLC design process in an electrical domain is 
discussed which consists of OOK modulation, communication 
protocol and system integration. 

2.2.1 On-Off Keying (OOK) Modulation 

In this work, a non-return-to-zero on-off-keying (NRZ-OOK) 
with direct detection (DD) is used for modulation as shown in      
Fig. 3. From the figure, Signal 1 is represented by 5 V and                   
Signal 0 by 0 V, respectively. The PD is continuously detecting 
the data by using a time delay method that samples the data 
continuously for every period of time. The modulation is 
implemented in a software level on the microcontroller as to ease 
the design process. 

 
Figure 3: Bit sequence modulation 

 
In this experiment, the possibility of sending signals between 

the LED and PD is verified. Furthermore, the maximum possible 
speed of operation for a certain communication distance is 
investigated. The programming code for this experiment has the 
following roles: 

 
• To receive the binary input signal from the user’s 

computer (convert the ASCII characters to binary data) 
– in the transmitter. 

• To send data by using an OOK modulation.  
• To detect these signals by using a PD. 
• To demodulate the message and recover the original 

binary string. 
 

Once the programming code has been developed and 
uploaded to each circuit, the experiment is conducted by placing 
the transmitter and the receiver at a separation distance of 1 cm 
and 5 cm. Initially, to test the system, a time delay of                               
1000 milliseconds (ms) is setup for the delay function. Depending 
of the successful achievement of the experiment, the delay time is 
then shortened accordingly. For a start, a random binary string is 
chosen: 01010101 (ASCII: ‘U’). If the serial monitor’s output 
produced the same binary string, the experiment can be 
considered as successful. The experiment setup with the 
programming code consists of a LED as the transmitter and a PD 
in the receiver. A binary data sent by the transmitter should be 
displayed on the receiver. 
 
2.2.2 LED-PD Communication: The Setup of Communication 

Protocol 

This section discusses the setup of communication protocol 
in the communication system namely, Protocol A and B. 

In the previous experiment, the binary string of 01010101 is 
not the only signal received as the receiver cannot distinguish 
whether the signal is an actual data or a noise. The serial monitor’s 
output can be viewed Fig. 4. In order to solve this problem, a 
communication protocol must be established. 

 

 

Figure 4: Receiver serial monitor output 
 

Since the objective is to develop a working interactive 
communication between the two toy vehicles by using a LED 
signalling, the needs to convert the received binary data to a real 
and readable information is compulsory. Hence, another 
programming code is written that would have all the existing 
features from the previous experiment and also the ability to send 
an actual text.  

In order to get the new code working, two additional features 
need to be added which are: 

• The conversion from text to binary – in the transmitter. 
• The conversion from binary to text – in the receiver. 

2.2.2.1 The Setup of Communication Protocol A  

The best way to address the problem is to add another LED 
for the transmission to provide a synchronous data transfer for 
both devices. The communication system would now work with 
the following procedures: 

 
i. Once the message has been input on the transmitter’s 

serial monitor, the LED begins sending the message 
through OOK.  

ii. If the receiver secondary PD receives any signals from 
the transmitter secondary LED, it tells the receiver 
primary PD to start receiving the data sent from the 
transmitter primary LED. 

iii. Once the transmitter primary LED finishes sending the 
message, the transmitter secondary LED turns off. Thus, 
the receiver secondary PD will stop receiving any signals 
and will tell the receiver primary PD to stop receiving 
data.  

iv. After conversion is done, it will then be displayed on the 
monitor. 

The hardware experimental setup consists of two LEDs as the 
transmitter and two PDs in the receiver circuit. The primary LED 
is used for data transmission while the secondary LED and PD are 
used to indicate the start and end of a transmission period.  

http://www.astesj.com/


M. A. Ilyas et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 210-216 (2017) 

www.astesj.com     213 

2.2.2.2 The Setup of Communication Protocol B 

Now that the transmitter needs two LEDs to set up a 
successful communication to the receiver, it is not practical to be 
implemented in real life situation because the LEDs need to be 
placed directly at the opposite of the receiver. Therefore, a new 
protocol is developed so that only one LED is needed for every 
data transmission. Fig. 5 shows the protocol that has been 
implemented in the transmitter and receiver system. Every data 
transmission begins with a start bit, followed by the information 
on the total bit number and the actual data packet.  

 
Figure 5: Communication protocol B 

Thus, this experimental setup only comprises of one LED as 
the transmitter and one PD in the receiver circuit. A string data is 
sent by the transmitter by using a new protocol and will then be 
displayed on the receiver.  

2.3. VLC Complete Circuit Development 

 This section focuses on the complete VLC circuit development 
which consists of a 4 × 4 keypad, 5110 LCD, PD, and LED. 

2.3.1 Transmitter Circuit with 4 × 4 Keypad and LCD 

 In this section, a programming code is written to combine the 
transmitter circuit with a 4 × 4 keypad. Each button has been 
assigned to a specific string of characters and it is used as a source 
of information to be transmitted. When a button is pressed, the 
string will be displayed on the 5110 LCD before being converted 
to the binary string by using the ASCII codes. The binary data will 
then be used for OOK modulation. Table 3 shows the characters 
that has been assigned to each button. 

Table 3: String of characters assigned to each keypad button 

Button Proposed LED Technology 
(Visual and Data Transmission) 

1 Turn left 

2 U-turn 

3 Turn right 

4 Thanks 

5 Overtake 

6 Welcome 

7 Emergency 

8 Too bright 

9 Open light 

B Fire truck 

C Police 

D Ambulance 

Fig. 6 shows the hardware setup of the experiment which 
consists of a LED, 5110 LCD, 4 × 4 keypad and Arduino 
microcontroller as the programming platform.  

 
Figure 6: Transmitter circuit with 4 × 4 keypad and LCD  

2.3.2 Receiver circuit with LCD 

In this section, the receiver is used to display the received 
characters on a LCD screen. As the receiver received the 
characters, it is sent to the LCD to be displayed. There is no 
predetermined character on the LCD. All the received characters 
are totally based on the received signals.  

Fig. 7 shows the hardware setup of the experiments which 
encompasses of a LED, 5110 LCD and Arduino microcontroller as 
the programming platform. The performance of the combined 
receiver circuit is evaluated with the combined transmitter circuit.  

 

 
Figure 7: Receiver circuit with LCD  

3. Results and Analysis 

In this section, the results in optical domain, electrical domain, 
and circuit integration of each experiment are presented and 
analysed. 

Fig. 8 is the oscilloscope screen that displays the result of the 
experiment to test the functionality and performance of a PD. 
Signal 1 is the square signal that is injected into the LED with a 
function generator. On the other hand, Signal 2 is the behavior of 
PD in the presence of light from the LED. It is observed that when 
the LED is having a high voltage that represents bit 1, there is a 
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voltage rise on the PD. Conversely, when there is no voltage on the 
LED, the voltage at the receiver decreases. However, the rate of 
voltage falling on the PD is significantly slower as compared to the 
rate of voltage rising. This indicates the maximum data rate that 
the photodiode could handle. In the experiment, the frequency used 
for injecting the signal to the LED is approximately 300 Hz. In 
order to have a reliable system, the maximum data rate should be 
lower than 300 Hz so that the fall time of PD is not an issue during 
data processing.  

  
Figure 8: Oscilloscope display 

3.1. Electrical Domain 

In this section, the results for electrical domain experiments 
that cover data modulation and communication protocol are 
presented and analysed. 

3.2.1 OOK Modulation Performance 

Table 4 and 5 show the experiment results in Section 2.2.1 
that compare the delay time and the status of the received string 
as the distance is increased from 1 cm to 5 cm. The experiment is 
conducted to find the limit of data transmission rate that could be 
handled by the system. The results indicate that the maximum 
time delay that the transmission could handle is 5 milliseconds. 
This work does not require a fast data transmission rate, but rather 
a reliable system. However, the distance covered is not long 
enough due to the limitation of using only one LED. A LED 
produces a noncoherent and diverging light output pattern. At 
greater distances, the intensity of the light are becoming much 
lower and restricts the receiver LED to receive the data. 

Table 4: Results for 1 cm distance 

Delay time (ms) Status of the  received string 

1000 Correct 

100 Correct 

10 Correct 

5 Correct 

1 Wrong 
 

Table 5: Results for 5 cm distance 

Delay time (ms) Status of the  received string 

1000 Correct 

100 Correct 

10 Correct 

5 Correct 

1 Wrong 

3.2.2 Communication Protocol A and Protocol B 

  Fig. 9 and Table 6 show the results of the experiments in 
Section 2.2.2.1 and 2.2.2.2. The experiments are conducted to 
determine the performance of the communication protocols when 
implemented on the actual system. Both protocols are developed 
to enable the receiver to distinguish between the actual data and 
unwanted data. Therefore, the receiver will only process the 
transmitted data and ignore the unwanted data. It also helps in 
synchronizing the transmitter and receiver transmission timing so 
that an accurate and reliable data transfer could be established. 
However, only communication Protocol B is used in the final 
design since it offers more flexibility as compared to Protocol A. 
Further explanation can be read in [1]. 
 

 
Figure 9: Receiver serial monitor output 

Table 6: Results for communication Protocol A and B 

Character transmitted Status 

Turn left Successfully Received 

U-turn Successfully Received 

Turn right Successfully Received 

Thanks Successfully Received 

Overtake Successfully Received 

Welcome Successfully Received 

Emergency Successfully Received 

Too bright Successfully Received 

Open light Successfully Received 

Fire truck Successfully Received 

Police Successfully Received 

Ambulance Successfully Received 

3.2. VLC Complete Circuit Integration 

In this section, a complete circuit of VLC system is presented. 
The transmitter and receiver circuits have been successfully 
developed. 

3.3.1 Complete Transmitter Circuit 

 The transmitter circuit has been successfully combined with 
a 4 × 4 keypad and 5110 LCD. The keypad is used to initiate the 
data transmission and the characters are displayed on the 5110 
LCD. A minor adjustment is made where the user has to press 
button A to initiate a transmit mode. The changes are made so that 
the transmitter is compatible with the receiver circuit when they 
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are combined. The program uses 10,962 bytes (33%) of the 
program storage space that have a total of 32,256 bytes. On top of 
that, the global variables use 1,204 bytes (58%) of the dynamic 
memory, leaving only 844 bytes for local variables. Table 7 shows 
the results of the transmitter circuit that has been integrated with 
a 4 × 4 keypad and 5110 LCD. 

Table 7: Results for transmitter circuit 

Button Pressed 5110 LCD 

1 

 
2 

 

3 

 

4 

 

5 

 

6 

 

7 

 

8 

 
9 

 

B 

 
C 

 
D 

 

 
3.3.2 Complete Receiver Circuit 

A combination of the receiver circuit and 5110 LCD has 
been successfully performed. The receiver circuit will 
continuously check the condition of PD. If any transmission is 
detected, the received characters will be displayed on the 5110 
LCD. The program uses 10,466 bytes (32%) of the program 
storage space while the global variables use 1,299 bytes (63%) of 
the dynamic memory, leaving only 749 bytes for local variables. 
Notice that the global variable consumes so much dynamic 
memory which can make the program to be slightly unstable. 
Some of the original data have to be simplified so that a minimum 
number of global variables is used. Table 8 shows the results of 
an integration of the receiver circuit with 5110 LCD. 

Table 8: Results of receiver circuit 

Transmitter Pressed 

Button 

Received signal displayed in 5110 LCD 

1 

 

2 

 
3 

 
4 

 
5 
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6 

 
7 

 
8 

 
9 

 
B 

 
C 

 
D 

 

 
4. Conclusion and Future Work 

In this work, a visible light data communication that can 
function as a transmitter and receiver has been developed. A LED 
and PD are used as the light source and light sensor, respectively. 
In addition, an interactive communication between the two 
prototype toy vehicles by using a LED signaling has also been 
constructed in which the transmitter could transmit any characters 
or information to the receiver by using a single source of light. 
Currently, the characters that are being assigned to the transmitter 
are turn left, turn right, U-turn, police indicator, ambulance 
indicator, and fire truck indicator. 

There are, however, a few limitations of this work, which can 
be attributed from the circuit connections, the written 
programming code and the platform that is being used. The 
proposed suggestions are listed below to overcome the limitations 
which can be considered for future work: 

• Faster Processing Platform 
A faster processing platform such as a FPGA can be used 
to enable data to be processed at a faster speed. In 
addition, it also helps with the synchronization process 

between data transmission and enables a large number of 
bits to be sent correctly. 

• Bluetooth Device Enhancement.  
The visible light data communication system can be 
equipped with other systems such as a Bluetooth to add 
to the versatility. It will enable the user to change the 
characters manually for each button by using a 
smartphone. In other word, it will give the user more 
freedom to customize the system. 

• Brighter LED  
Brighter light source implementation will make the 
system to be a good candidate to be used in a real motor 
vehicle. Not only it can increase the distance of 
transmission, but a brighter LED also provides higher 
flux density within a certain area. However, a larger 
power source needs to be used so that it can support the 
brighter LED 
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 In this study, a new method is devised and presented for the dynamic analysis of a 2xn RLC 
circuit network modeled with the fractional-order circuit elements. The analysis method is 
based on the principles of dynamic analysis with transfer function approximation. Firstly, 
the fractional-order 2xn RLC circuit network of interest which is divided into n equal cells 
connected in cascaded form, then related transmission matrices are individually calculated 
for each cell correspondingly, Secondly. the transmission matrix of the whole circuit 
network is calculated based on the properties of the cascaded connection. By means of this 
transmission matrix and the two-part connection, diagram circuit functions, such as 
transfer function and the equivalent input impedance of the whole circuit network, are 
obtained depending on the number of cells (n) and the fractional-order values. Finally, 
essential dynamic system analysis, such as frequency, step and pulse responses, and the 
impedance characteristics of the network, are simulated using necessary MATLAB 
programs depending on cell number n and the fractional-order values. 
 

Keywords:  
2xn fractional-order network 
Transfer function analysis 
Transmission matrices 
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1. Introduction   

Circuit networks have become more attractive in recent years 
because they can be employed for the modelling of both electrical 
and non electrical systems, such as biological and chemical ones 
[1,2]. A study on resistance networks of graphine which indicates 
the existence of the planar circuit networks in nature won the 2010 
Nobel Prize in Physics [3-5]. Over the past few decades, 
researchers have published some papers on the integer circuits 
networks. However, the last efforts have been focused mainly on 
analyzing the resistors or capacitors of the fractional order single 
component circuit networks [6,7]. Comparatively little attention 
has been paid to the impedance of the fractional-order multiple- 
component circuit networks. 

Fractional-order mathematical models developed for inductors 
and capacitors could describe the electrical characteristics more 
accurately, which allows for higher flexibility, more freedom, best 
fit and better optimization techniques. In other words, the actual 
inductors and capacitors are fractional-order in nature [8]. 
Fractional-order inductors could be designed based on skin effect. 

Moreover, the fractional order capacitors  have been created with 
different electrolytes  recently [9-11]. 

Nowadays some researchers have been studying to design and 
realize the fractional elements [12-16]. Furthermore, some 
researchers have also concentrated on the study of fractional-order 
circuit theory [17-20]. However, only few researchers are 
interested in the electrical characteristics of 2xn circuit networks 
in fractional-order sense. Therefore, we focus on impedances and 
transfer functions of the network in fractional domain.  

The following research contents could make our research more 
attractive. Firstly, network transfer function and equivalent input 
impedance formula are obtained depending on cell numbers used 
in network and fractional-order values. Cascade connection 
method with the  transmission matrices is developed for this 
derivation. Secondly, the characteristics of circuit network 
impedance and the transfer function are investigated  with respect 
to cell numbers and fractional-order values by means of MATLAB 
simulation programs. 

2. Analysis of Fractional-Order 2xn RLC Circuit Network 

Figure 1 represents the diagram of the fractional-order 2xn 
RLC circuit network, where z0 refers to the resistors, z refers to the 
fractional order capacitors, and z1 refers to the fractional-order 
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inductors [17]. The represented network model is planar, and 
contains only passive circuit elements. 

 

Figure 1: Fractional-order 2xn RLC circuit network model 

In order to obtain equivalent impedance and transfer function 
formula of the fractional-order circuit network, the basic circuit 
network theory, the two-port transmission matrix, and the matrix 
tranformation methods are employed. It is clearly seen that the 
circuit network model shown in Figure 1 includes the  network 
submodel shown in Figure 2a, and the network submodel shown 
in Figure 2b, which are connected  in cascaded form. One can 
easily verify that the whole circuit network is formed by cascading 
these submodels. With the help of the calculated transmission 
matrices for each submodel equivalent transmission matrix, the 
whole network model can be computed. From the equivalent 
transmission matrix, the transfer function and the equivalent 
impedance of the complete network can easily be found. 

 

Figure 2a: Two-port subnetwork model for basic unit cell 

 

 

Figure 2b: Two-port subnetwork model used at input and output 

Transmission matrice for the two-port network shown in 
Figure 2a is calculated by 

     𝑇𝑇1 = �𝑎𝑎 𝑏𝑏
𝑐𝑐 𝑑𝑑�                                                        

 (1)  

Where parameter values of the transmission matrice given by 
(1)  are defined respectively                                                                  

𝑎𝑎 = 16𝑧𝑧0
2+12𝑧𝑧𝑧𝑧0+5𝑧𝑧𝑧𝑧1+𝑧𝑧𝑧𝑧0
2𝑧𝑧0 (4𝑧𝑧0+ 𝑧𝑧+ 𝑧𝑧1)

                        𝑏𝑏 = 2𝑧𝑧1                       (2a) 

 

𝑐𝑐 = 16𝑧𝑧0
2+8𝑧𝑧𝑧𝑧0+8𝑧𝑧0𝑧𝑧1+2𝑧𝑧𝑧𝑧1+𝑧𝑧𝑧𝑧0

2𝑧𝑧0 (4𝑧𝑧0+ 𝑧𝑧+ 𝑧𝑧1)
                  𝑑𝑑 = 𝑧𝑧1

2𝑧𝑧0
                      (2b) 

Transmission matrice for the two-port network shown in Figure 2b 
is computed by the following equation.                          

       𝑇𝑇2 = �
1 0
1
4𝑧𝑧0

1�                                                                        (3)                         

Transmission matrix for the whole network connected in 
cascaded form becomes 

       𝑇𝑇 = 𝑇𝑇2𝑇𝑇1𝑛𝑛𝑇𝑇2                                                                            
(4) 

Where ;  

       𝑇𝑇1𝑛𝑛 = �𝑎𝑎𝑛𝑛 𝑏𝑏𝑛𝑛
𝑐𝑐𝑛𝑛 𝑑𝑑𝑛𝑛

�                                                                    

(5) 

T1
n  is defined as nth power of T1 matrice. From Cayley-

Hamilton theorem, the following equation can be written as 

         𝑇𝑇1𝑛𝑛 = 𝛼𝛼0𝐼𝐼 + 𝛼𝛼1𝑇𝑇1                                                               
(6) 

Where T1(2x2) is given by (1) and I(2x2) is unit matrix [21]. 
Where 𝛼𝛼0 and 𝛼𝛼1 coefficients are calculated by 

        �
𝛼𝛼0
𝛼𝛼1� = 1

𝜆𝜆2−𝜆𝜆1
�𝜆𝜆2𝜆𝜆1

𝑛𝑛 − 𝜆𝜆1𝜆𝜆2𝑛𝑛
𝜆𝜆2𝑛𝑛 − 𝜆𝜆1𝑛𝑛

�                                               

(7) 

Where 𝜆𝜆1 ve 𝜆𝜆2 coefficients are non repeated eigen-values of  𝑇𝑇1 
matrix. If the equations (3) and (5) are substituted in the 
equation (4), one can easily obtain the following equation.  

𝑇𝑇 = �
𝑎𝑎𝑛𝑛 + 𝑏𝑏𝑛𝑛

4𝑧𝑧0
                                  𝑏𝑏𝑛𝑛

𝑏𝑏𝑛𝑛
16𝑧𝑧0

2 + 𝑎𝑎𝑛𝑛+𝑏𝑏𝑛𝑛
4𝑧𝑧0

+ 𝑐𝑐𝑛𝑛             𝑏𝑏𝑛𝑛
4𝑧𝑧0

+ 𝑑𝑑𝑛𝑛  
�                                    

(8) 
 
Equivalent input impedance and transfer function can easily be 
obtained by means of  T transmission matrix given by (8). 
Equivalent input impedance and transfer function are given 
below, respectively. 

       𝑍𝑍𝑖𝑖𝑛𝑛 = 𝑉𝑉1
𝐼𝐼1

= 4𝑧𝑧0𝑎𝑎𝑛𝑛+𝑏𝑏𝑛𝑛
𝑏𝑏𝑛𝑛
4𝑧𝑧0

+𝑎𝑎𝑛𝑛+ 𝑏𝑏𝑛𝑛+ 4𝑧𝑧0𝑐𝑐𝑛𝑛
                                                 

(9) 

and 

         𝐻𝐻(𝑠𝑠) = 𝑉𝑉2
𝑉𝑉1

= 4𝑧𝑧0
 4𝑧𝑧0𝑎𝑎𝑛𝑛+ 𝑏𝑏𝑛𝑛

                                                     

(10) 
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The derived equivalent input impedance and transfer function  
equations are employed for the dynamic analysis of fractional-
order 2xn circuit network. Finally, the analytical equations for the 
equivalent impedance and transfer functions are presented in the 
rational equation form. These equations vary with cell numbers 
and fractional-order values, thus dynamic characteristics of  the 
network can be investigated with respect to cell numbers and 
fractional-order values.   

3. MATLAB Simulation of Network 

The given example of the circuit network shown in Figure 1 
with n=10 cell is simulated by using MATLAB program. Firstly, 
the equivalent input impedance and the transfer function of the 
circuit network are computed by means of symbolic programming 
in MATLAB. Then, by using the first order approximations 
presented in literature for the fractional elements, the transfer 
function and the equivalent input impedance are correspondingly 
obtained  in the rational function form. Finally, the characteristics 
of the transfer function and the equivalent input impedance of  the 
2xn circuit network, such as frequency response, step and impulse 
responses are investigated with MATLAB simulations. 

The parameter values of the proposed network in fractional 
domain are chosen as z0 = 1, z1=s0.5, z=s-0.5, n = 10, α = β = 0.5. In 
the simulation,  s0.5=(3s+1)/(s+3) the first order approximation are 
used fort he fractional terms [14]. Firstly, frequency response, step 
and impulse responses of transfer function given by (10) are 
obtained by using MATLAB simulations. Graphics of these 
responses are shown in Figure 3a, 3b, 3c, respectively. 

 
Figure 3a: Frequency responses of  the transfer function 

 

 
Figure 3b: Step response of  the transfer function 

 

Figure 3c: Impulse response of  the transfer function 

From the simulation results, we can conclude the following 
interpretations about transfer function of the network. It is clearly 
seen that the characteristics of the transfer function has high pass 
filter characteristic, and the transfer function is  stable. 

Later, by using the same parameter values and the same 
approximations  for the equivalent input impedance defined in (9), 
the MATLAB simulations are repeated in fractional domain. 
Frequency response, step and impulse responses of equivalent 
input impedance corresponding results are shown  in Figure 4a, 4b, 
4c., respectively. 

 

Figure 4a: Frequency responses of  the equivalent input impedance 

 

 

Figure 4b: Step response of  the equivalent input impedance 
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Figure 4c: Impulse response of  the equivalent input impedance 

From the simulation results, the following interpretions about 
impedance function can be concluded. It is clearly seen that the 
characteristics of the equivalent input impedance function has low 
pass filter characteristic, and the impedance of the network is 
stable 

4. Results and Conclusion 

Mathematical model of the fractional- order 2xn RLC circuit 
network are developed  by means of  two-port transmission 
matrices in fractional domain. Mathematical model is in the form 
of fractional order rational function. By using rational function 
approximation for the each fractional-order term, the transfer 
function and the equivalent input impedance of the 2xn circuit 
network are presented in the form of rational transfer function. 
Although the fractional- order circuit network contains nonlinear 
elements, such as fractional- order inductors and capacitors, the 
transfer function approximation can be employed by using the 
Laplace transform properties. We have proposed a new method to 
model and to analyze the fractional- order circuit network in 
fractional domain. 

The characteristics of the equivalent impedance and transfer 
functions of fractional-order circuit network are investigated by 
using the MATLAB simulation programming. Network 
characteristics, such as the frequency, step and impulse responses 
are obtained graphically for both equivalent impedance ant 
transfer functions. The dynamic stability and the characteristics of 
the fractional- order 2xn circuit network are also investigated with 
respect to the model parameters, such as cell numbers and 
fractional –order values. 
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 In the work is considered an acceptable constructive scheme from a practical point of view 

at fire extinguishing in underground garages. The garage space is divided into quadrants 

which covering, for example, 2 cars. In case of ignition on one of them, a sprinkler nozzle 

system is triggered by the effect of the vertical convective jet. A protective curtain 

preventing the spread of fire to adjacent vehicles is realized. The solution is based on an 

integrated method which allows the calculation from hydrodynamic point of view on 

extinguishing time of the fire extinguishing system. 
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Numerical investigation 
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1. Introduction  

Fire safety in garages for cars is essential and requires taking 

into account such actions to ensure it. The complexity of the 

problem requires a development of methods for numerical 

simulation of heat conduction and mass processes which are 

solved with the modern methods of CFD. 

In the present work a simple method (from a technologically 

point of view) is offered for solution of the complex problem. It is 

suggested to isolate the parked in the garage cars in pairs by 

operating a thick curtain of water at arisen burning. The necessary 

insulation for solid non-combustible barriers are replaced at this 

way. 

2. Principal of action  

Referring to Fig. 1 cars are placed to ensure the possibility 

between the pairs to have enough distance for the implementation 

of water curtains. In case of burning over the car is formed upward 

convective flow, due to differences of the density of the products 

of combustion and the environment. This stream is proportional 

to the lift force: 

                       ( ) 
 

= − − 
 
A ok

f

dF gdf dx  ,  

 (1) 

where f  is the area of fire ignition, dx  elementary stretch at 

vertical direction. 

 

Fig.1 – Distribution of cars in the garages 

The power of convective updraft is determined by the number of 

Archimedes 
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2

0

1




 
= − 
 

ok h
gd

Ar
u

 , (2) 

where 
h

d  is the hydraulic diameter of the outbreak of fire; 
0

u  - 

initial value of the velocity of the upward flow. The velocity is 

determined according to Drayzdeyl [6]: 

                                        
1

2 5

0
1,9=u Q

,
  

 (3) 

where ,Q kW  is the power of the fire. 

 

Fig.2 – Distribution of the fire 

The formed convective flow is shown in Fig. 2. The conditional 

arisen stream can be divided into the following areas: 

In zone I is formed a convective flow (Fig. 3). In the zone of fire 

enters from all directions ambient air which is heated and reverses 

direction in a vertical direction. The second zone is a free 

convective flow, which continues until it reach the ceiling of the 

room where the flow changes its character (zone III). In this area 

the jet is transformed into radial semi-confined stream and spreads 

along the ceiling of the garage (zone IV). 

 

Fig.3 – Sketch of the convective flow 

The system includes fire sprinklers- fast response and standard 

response sprinklers. Reaching the ceiling of the garage under the 

influence of its temperature convective flow turns on the sprinkler 

for rapid response and the burning car is flushed with water spray. 

This is how the process of fire fighting starts in the initial stages 

Further, spreading out as a radial semi-confined jet reaches the 

"standard response sprinklers which turns on the water curtain. 

This stage is defined as isolating the burning cars from the 

surrounding area and no affected other pairs. 

3. Mathematical model of convective non-isothermal jet 

For the purpose of solving the task is used an integral method 

according to [1] [4]. The used equations are as: 

-for amount of movement 

                    ( ) ( )( )2

0 0

b b
jj

ок

d
u y dy g y dy

dx
    = − − 

 (4) 

-to preserve enthalpy flow 

                  
0

0
b

jd
huy dy

dx
 =    

 (5) 

-for export vertical upward mass flow 

                 ( )( )
0

0
b

j

ок

d
u y dy

dx
  − =   

 (6) 

A simple decision can be made as (5) of enthalpy is replaced by a 

linear dependence on the widening of the jet 

                               b cx=      (7) 

In (4) on the right side is written the Archimedes buoyancy. The 

included symbols are as follows: u  - jet velocity; y  - transverse 

coordinate,   - current density, 
ок

  - density of the environment, 

h  - enthalpy of the stream. The exponent j marks: at j = 0 -flat 

stream; j = 1 - axis jet. The coordinate x is directed vertically 

upwards. 

There is a correlation between density and temperature: 

                                        
p

RT
 =  ,   (8) 

where p  - pressure of the environment, R  - gas constant, Т  - 

absolute temperature. Similarity to transverse distribution of the 

velocity and the density (temperature) are initiated [4] [13], where 

solving (4) and (6) leads to the parameters of the upward 

convective stream: 

• the velocity of the upward stream 

                        
11 4 3'' 3 9

0
= 

m u пл
u B D T x   

 (9) 

• the temperature difference 

                                   
581 3'' 3 9

0m m env T
T T T B D T x


 = − =   ,        (10) 
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where 
0

D  - initial diameter of the heat source of fire (the burning 

car); 
1 fl env

T T Т = − ; 
0

=
x

x
D

 ; the constants  ''

u
B  and ''

T
B  have 

values 
9

'' 3 40,222  =
 u

B m K ,
91

'' 3 80,71


 =
 T

B m K . 

These values correspond to the case at 
0

3 3,5=  
x

x
D

. When 

adopted fire size created from a burning car 
0

0,5=D m and height 

3 4,5= H m , x  of the garage will be always greater than the 

above values. 

At the relatively short distance to the ceiling, the high 

power of fire (the accepted conditions are 1500=Q W  and 

600=T K ), the velocity and the temperature and the rising 

convective stream doesn’t change significantly. 

The initial velocity calculated by (3) is 
0

8,2 /u m s=  

and the time when the convective stream will reach the ceiling at 

different heights of the garage is given in Table 1. 

Table 1 

h, m 3 3,5 4 4,5 

t  0,36 0,43 0,49 0,55 

This means that less than 1s  sprinklers over the burning car will 

be activated and extinguishing stream will flow over the burning 

car. 

The expansion (increasing of thickness) of the jet in height can be 

determined by the expression: 

                             00,22
2

ок

ок

db

dx

 



+
=  , (11) 

respectively 

                               00,22
2

ок

ок

b
 



 +
=  
 

 .         (12) 

The density of the jet in the opening section is defined by (8): at 

287 /R J kgK= ,
0

600T K= , 510p Pa=  in which for 
0
  is 

recived 30,58 /kg m = . The density of the environment is 
311,2 /

env
kg m =  at the same pressure and temperature 

293
env

T K= . At this density the widening of the jet in the present 

case is: 

                                 0,163b x=    (13) 

For the different height in the garage the parameter b is given in 

Table 2. 

Table 2 

h, m 3 3,5 4 4,5 

b1, m 0,501 0,507 0,652 0,73 

bизт, m 0,651 0,77 7,74 1,98 

The last row in Table 2 is given the extension of the isothermal jet 

( )0 env
T T . Obviously a slight extension of non-isothermal 

convective flow comparing with the isothermal. 

Reaching the ceiling vertical convective stream is transformed 

into radial jet (Fig. 4). 

 

Fig. 4 – Sketch of radial jet 

Due to the weak widening of the jet and the short distance to the 

ceiling the mass flow is not increased significantly because the 

temperature, density and relatively low mileage ceiling have not 

changed. The jet has retained its temperature, density and velocity 

accordig to Abramovich [1] may be determinated: 

                              
max 0

0,88u u=  ,  (14) 

where for 
0

8,2 /u m s=  results as 
max

7,2 /u m s= . 

It is assumed that the starting size of the radial jet is equal to the 

obtained in Table 2- 
1

b , i.e. 
0 1

D b= . 

Width of the radial jet 
0

b  is determined by the flow rate Q at the 

intersection of the reverse flow. This flow rate is amount of initial 

flow rates 
0

Q  and increase its height due to suction of air from the 

environment. Ejecting fluid is considered proportional to the 

square of the relative increase in the width of the jet 

2

1 0

0

b b

b

 −
 
 

 

and the distance x divided by the duration of the process t . 

                           

2

31 0

0

, /
ej

b b x
Q m s

b t

 −
  

 
       (15) 

In this total flow rate is obtained as the sum of normal and ejecting 

flow rate: 

                            3

0
, /

еj
Q Q Q m s= +      ,          (16) 

where 
2

0 0
4

n
d

Q u


= , when 0,5
n

d m=  and 
0

8, /u m s=  we have: 

                        

2
2

1 0

0 0

0
4

n

еj

d b b x
Q Q Q u

b t

  −
= + = +  

 
     (17) 
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The flow rate of the respective heights 3;3,5;4;4,5x m=  of the 

garage is shown in Fig. 5 where is defined by the relationship (12), 

respectively in case of a leak (13). 

 

Fig. 5 – Change of the flow rate at different height of the garage 

According to Figure 4 is assumed 
0 1

D b=  that in already known 

flow rate (16) original width of the radial jet '

0
b  is calculated: 

                                    
'

0

0

Q
b

D
=  .  (18) 

The relationship  ( ) ( )0
b x f x= is given in Figure 6. 

 

Fig. 6 – Change of the initial weight at different height of the garage 

The cross-section of the radial jet, as a function of r  is 

determined by the expression: 

                                     
'2S rb=  ,                     (19) 

where r  is the current radius, 
'b  is the width of the jet to the 

corresponding r . 

Since the resulting stream is parietal and has parietal boundary 

layer which thickness is approximately '0,1b , than (19) can be 

recast in the form: 

                                      '2,2S rb=                  (20) 

The width 
'b  is calculated by (12) and for the case (13) by 

replacing x with r then we have: 

                   ' ' '00,22 ; 0,22
2 2

ok o ok

ok ok

b r c r c
   

 

 + +
= = = 
 

, (21) 

respectively ' 0,163b r= . 

Substituted in (19) follows: 

                                     ' 22,2S c r=  . (22) 

The average velocity of the ceiling of the room depending on r  

is obtained by: 

                                            
m

Q
u

S
=   , (23) 

respectively: 

                                             
' 2

, /
2,2

m

Q
u m s

c r
=  (24) 

Parking average velocity depending on r about the four heights is 

shown at Fig. 7. Fig. 8 shows the time to reach the appropriate 

distance. 

                                      ,
m

r
t s

u
 =    (25) 

 

Fig. 7 - Average velocity at different height of garage 

 

Fig. 8  Time to reach the sprinklers at different height of garage 

This means that in the first two seconds all sprinklers at 

distance of 2 m away from the burning car will be triggered. For 

longer distances the remote sprinklers will act at a condition if the 

temperature of the burning car doesn’t decrease too quickly. For 

maximum calculated time of 7,7 seconds could not be expected 

too much decrease of the temperature, which leads to the 

conclusion that the ceiling temperature will be much greater than 

the starting temperature of "fast" sprinklers so that at 
057pt C=  

0
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or T = 330K will always remain less than the temperature of the 

wall jet which initial temperature is 600 K. 

With the removal from the water curtain it is possible to 

turn on the other ceiling sprinklers which are in the range. 

In the vicinity of the burning car to sprinkler curtain 

2l m  will trigger 3 (to 5) fast sprinklers. At a longer distance it 

will trigger maximum of three quick sprinklers of water curtain 

plus the main ones over the burning car and eventually these 

which are lying in the range of 4l m=  ceiling sprinklers so that 

the number of activated sprinklers will increase [5]. 

To create a smokeless zone under a layer of smoke 

floating [6] it is designed and installed air exhaust systems for 

smoke and hot gases. An exhaust ventilation system for smoke 

and hot gases is a scheme of safety equipment designed to perform 

a positive role in spin fire. The smoke is drawn in the direction of 

the non carrier partition EI from of 2 m / s to 5 m / s velocity. 

Quoted above standard allowed velocity of 5 m / s, but it should 

be taken into consideration that this velocity would affect 

negatively and lead to the merging of streams of pure air. 

From [6] the density of the thermal load in the premises 

for the storage of combustible materials according to their 

purpose, is determined the heat capacity of the prevailing 

materials. Ventilation systems to remove smoke and heat 

(VSRSH) have to reach its designed performance level within 60 

seconds of receiving the command signal. Each VSRSH systems 

has to ensure receipt of sufficient fresh air that enters the room for 

the expense of the flue products. 

4. Thermal impact 

Heat transfer by convection and radiation is defined 

according to [5]. Thermal effects are expressed by the intensity of 

the heat flow 2, /nbth W m  to the surface of the element is 

determined taking into account the heat transfer by convection 

and radiation, such as: 

                    
2

, , , /nbt nbt c nbt rh h h W m= +  , (26) 

where: heat transfer by convection ,nbt ch  is given by the 

relationship 

                   ( ) 2
, , /nbt c c g mh W m  = −   (27) 

radiation heat transfer ,nbt rh  is given by the dependence: 

( ) ( )
42 2

, 1 273 273 , /nbt r m f mh r W m     =  + − +
  

(28) 

Convection component of the intensity of the heat flow 

is determined by: 

                  ( ) 2
, , /nbt t c g mh W m  = −   (29) 

where: c  is the heat transfer coefficient by convection 
2

W
K

m

 
 
 

; g  is the gas temperature near the exposed fire element [0C], m  

is the surface temperature of the element [0C] 

The coefficient of heat transfer by convection c  is 

determined by the nominal curves corresponding to "temperature-

time". On indirectly heated surface elements the intensity of heat 

flow nbth  is determined by the relationship (16) where 

2
4c

W
K

m


 
=  

 
. The coefficient of heat transfer by convection 

has value 
2

9c
W

K
m


 

=  
 

, considering that the effects of heat 

transfer by radiation are included. Radiating components of net 

heat flux per unit surface area is defined as: 

( ) ( )
42 2

, 1 273 273 , /nbt r m f mh r W m     =  + − +
  

(17) 

where: Ф factor of configuration, m  emitting surface element, 

f  transmission of fire, 
4

8

2
5,67.10

WK

m


 
=  

  

 constant of 

Stefan - Boltzmann, r  is the effective temperature of the 

radiation environment [0C], m  is the surface temperature of the 

element [0C]. Transmission of fire is taking equals 1f =  

5. Determination of the intensity of water curtain 

Because of the difficulties associated with the 

construction of fire walls, experiments are conducted so that these 

areas to be reduced to such proportions that the primarily split up 

do not disturb of the process. In many cases, such as in buildings 

of first degree of fire resistance, as already noted, firewalls did not 

provide the detriment of fire safety. In connection with this arises 

a need of using such fire barriers that could effectively limit the 

spread of fire and at the same time would give some freedom for 

internal layout of buildings with different functions which is the 

case of the water curtain. 

When calculating the water curtains, the assumption of 

the simultaneous satisfacties the following conditions: 

Structural parts of the building to withstand the effects 

of fire on one side and the passage of flames or hot gases to be 

prevented by the transfer of heat to the unexposed side. The ability 

of the structural parts of the building to withstand the effects of 

fire on one side and prevent the transfer of heat from the exposed 

to the unexposed side. The transfer is limited so that it does not 

ignite neither unexposed surface, nor any other material in the 

immediate vicinity. The structural element is designed to serve as 

a barrier against the heat and to ensure the protection of people 

who are close to it. 

The effectiveness of water curtains is assessed according 

to the amount absorbed heat. 

It is known that the dependence of the growth 

temperature of the source of radiation of maximum energy is 

moving to the side of the shorter waves. This follows from the law 

of Vin: 

                         max, 0,29TT const = =     (30) 

where:  is the wavelength in m, T - temperature at the surface of 

water curtain, 0K. 

Good enough inter-phase and heat absorbing surface has 

a water drops at size 200.10-6. It is considered that in the best case, 

sprinklers spray water less then 1000 m . 
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6. Required flow rate for air curtain 

The current aim is decide on the following characteristics 

- density of the radiation heat flux is 1500 W/m2; density of the 

irradiation protected material is 900 W/m2; height of the hole -4 

m; length of the hole - 6 m; pressure of water in sprinkler - 0.6 

MPa (6 atm) and the radius of the water drops -0,0006 m ( 600 m

). 

Opacity density of the curtain: 

                           
2,303log

0,51изл

кр

q

q
 = =     (31) 

Thickness of the curtain: 

                          
0,51

0,182
2,8

R m
c


= = =     (32) 

Flow rate of the water curtain for 1 m2 of lateral surface is defined 

by: 

                        20,666 2 0,467
rR l

Q gh m
H s

= =   (33) 

For the whole surface of the water curtain: 

                            11,2 /HQ l s=      (34) 

Water curtains are constructed so that the entire hole is 

irrigated with finely dispersed water. For this purpose sprinklers 

are placed over the hole and next to it. When they are placed at 

the top of the hole it is possible to remain unprotected areas 

through which is possible a penetration of hot gases to occur. 

Sprinkler heads which are used to spray jets are spaced 

0.5 m in protecting small holes and 1.25 - 1.5 m in protecting large 

holes. For sprinkler heads water curtains which are situated at a 

distance greater than 3 m, it is required head pressure of the water 

4-6 2mH O . 

7. Conclusion 
 

It is made an approximate fast and easy to implement analysis 

and calculation of water curtain, which replacing the fire walls 

with water curtains. 

It is advisable that nozzles for spraying the water to be 

directed vertically upward to cover the entire space of the garage 

ceiling to the floor, thus help to keep heat away from the curtain. 

These minimum values of pressure in their heads provided 

sufficiently stable curtain of water flows under the pressure of 

combustion products. 

Water extinguishing systems can completely extinguish a fire 

or to locate it only on condition that they provide the necessary 

delivery rate extinguishing substances over the area of the fire. 

The proposed firefighting system has some limitations in 

technical field: secure enough water for the sprinkler system; the 

entering into the garage cars must be with no Liquefied Petroleum 

Gas fuel (this condition is not easy to control); the fire 

extinguishing and prevention of the thermal radiation diffusion 

system ensure state of safety in the first 10 – 15 minutes from the 

occurrence beginning- after that time the firefighting department 

must act in this zone. 

8. Additional contributions 

 It is developed a new fire extinguishing system for 

configuration and the fire spread to neighboring cars in the garage. 

 On the basis of an integral method it is made a 

mathematical model for calculating the extinguishing system and 

it is given also the respective fire extinguishing times. 

 It is developed a system for fire extinguished in one of 

the largest underground garages in Sofia using this conseptual 

design. The fire extinguishing system described in this article is 

implemented in fire extinguishing practice after its adoption by 

specialized scientific councils by authorized institutions 

(institutions). 
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Direction dependent antenna modulation (DAM), as a potential
physical-layer security technique, is able to enhance the security of wireless 
communication systems by virtue of the capability of its direction-dependent 
signal modulation format transmission. In this paper, DAM using frequency 
diverse array (FDA) to produce the modulation is presented. By phase 
shifting each element, the desired amplitude and phase of each symbol can 
be produced during a particular transmission in a given range and angle 
position determined by the switching speed of the phase shifters. 
Accordingly, the proposed method offers a robust security for wireless 
transmission, as the transmitted signal can be purposely distorted in 
undesired positions, while preserving a clear constellation along pre-
specified position(s). Numerical examples are given to illustrate the 
effectiveness of the proposed method.
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1 Introduction

Directional antenna modulation (DAM) transmitter has
been recently proposed [1, 2, 3] which has the capability
of projecting deliberately distorted signals in all directions
in free space other than the pre-specified secure commu-
nication directions. In doing so, only intended receivers
located along this the secure communication direction are
able to capture the signal leading to successful demodula-
tion, while distorted signal emitted along undesired direc-
tions make signal demodulation by an eavesdropper a diffi-
cult task. Unlike classical cryptographic technique adopted
at higher protocol layers to provide encryption, DAM tech-
nology does not share any keys, and secures data transmis-
sion directly at physical-layer which enables information
theoretical security [4].

The basic concept of DAM is that it transmits a signal
with a known modulation format to the desired receiver.
The transmitted signal can be successfully recovered and
demodulated by a receiver with a-prior modulation scheme
[3]. For any directions distinct from the desired direction(s),
the modulation format imposed on the transmitted signal
will change. Thus making it difficult for the eavesdroppers
to demodulate. In [2] a similar concept directional modu-
lation (DM) was proposed which employs phased-array an-
tenna. Other researches has proposed different DM trans-
mitters such [5, 6, 7, 8]. Nevertheless, up to now, all pub-
lished DAM transmitters employs phased-array. Although

the DAM techniques using phased-array can steer the beam
to an arbitrary direction, but the steering is independent
of the range. This is because phased-array produces fixed
steering direction at an angle for all the ranges [9].

In fact, the ability to control range dependent transmit
energy distribution becomes an important requirement in
many applications, for instance, range-dependent interfer-
ence suppression [10, 11, 12] and directional communica-
tions [2]. To address the current needs,frequency diverse
array (FDA) provides new opportunities to realize DAM.
The FDA concepts was initially introduced in 2006 [13, 14].
They reported that the range-angle-time dependent far-field
array pattern formation are the core attributes of the con-
cept. FDA has been defined by [15] as an antenna aper-
ture where the frequency of each antenna element is con-
trolled independently to steer the main beam, depending on
the time domain of each frequency component in the far-
field. The most significant feature of FDA is that, it em-
ploys a small frequency increment across its antenna array
elements. This frequency increment makes the array beam-
pattern to change as a function of the range, angle and time
[9, 13, 14].

In this contribution FDA elements is configured using
DAM technique to achieve physical-layer security in range-
angle dependent. The range and angle dependent DAM is
achieved with 2-bit phase controls across the array elements
for secure point-to-point communications. The main contri-
butions can be summarized as: 2-bit phase shifters combi-
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nations is formulated for the FDA-based DAM to achieve
directional range-angle dependent M-ary signal constella-
tions. Compared with conventional phased-array based
method, our proposed system achieves narrower demodu-
lation beamwidth for the desired receiver.

In Section II of this paper, FDA DAM for secure point-
to-point communications is presented. Numerical results
are provided in Section III. Finally, this paper is concluded
in Section IV.

2 FDA DAM for Secure Point-To-
Point Communications

The FDA elements can be excited by either the same wave-
form or different waveforms. Here, the waveform radiated
from each array element is assumed to be identical with a
frequency offset of ∆f Hz. Consider a uniform linear array
(ULA) FDA composed of identical transmit elements with
element spacing d. The radiated frequency of a standard
FDA from the mth element is given as

fm = f0 +m∆f , m = 0,1, . . . ,M − 1 (1)

where f0 and ∆f are the carrier frequency and frequency
offset, respectively, andM is the number of array elements.
The transmit beampattern can be represented by (2), [16]
with the common phase Φ0 given in (3), where c0 denotes
the speed of light and rm ≈ r −md sinθ, is the target slant
range for the mth element and d = c0

2f0
denotes the element

spacing. Equation (2) implies that FDA has range, angle
and time dependent transmit beampattern.

To describe directional antenna modulation for M-
ary transmission, a two-element FDA antenna with 2-
bit phase control which provides four state units αA =
αB = [α1,α2,α3,α4] is configured for each FDA ar-
ray element as shown in Figure 2. Each FDA ele-
ment is controlled by the RF switch embedded to specif-
ically select one of four possible phase state units. The
four phase state units [α1,α2,α3,α4] herein represents[
00,900,1800,2700

]
phase shifters, respectively. The sig-

nals are modulated individually by controlling the element
phase shifters with the RF switchers. In doing so, the array
radiation pattern will change at each symbol in the digital
modulation scheme. A desired constellation pattern can be
produced along pre-specified range-angle positions. At the
same time, constellation patterns generated for other posi-
tions will be distorted.

The array factor for this FDA based DAM transmitter
configuration can be expressed as

AF (θ,r) =
M∑
m=1

ejαAB(t) × e−j
[
(m−1) 2πλ d sinθ−

2π·∆f ·r
c0

]
(4)

where ejαAB(t) is a time dependent phase shifters. From Fig-
ure 2, the directional modulated range and angle dependent
signals of two-element configuration can be written as

AF (θ,r) = ejαA(t) + ej
(
αB(t)+φ−π sinθ−

2π·∆f ·r
c0

)
(5)

where ejA and ejB, denotes the phase shifters for each
element A and B, respectively. The frequency offset ∆f
and phase offset φ are used here as a fixed value in a par-
ticular signal transmission. The ∆f and φ can be adjusted
when considering different signal transmissions. The phase
shifter produce by the φ is assumed to be chosen between
−80◦ and 80◦. It is important to note that, the phase shifters
provided for FDA elements are based on assumption and
their corresponding values are shown in Table I.

It is worth noting that, because the FDA DAM tech-
nique depends on switching the antenna elements at each
symbol rate, a series of high frequency single-pole multi-
throw (SPMT) or single-pole-4-throw (SP4T) switches with
nanosecond or sub-nanosecond speeds is required [17, 18].

3 Simulation Results and Analysis

3.1 Directional Modulated 16-ary Transmis-
sion Analysis

Analogous to [3], sixteen data points was calculated for
the desired receiver at the range-angle position (R,θ) =
(90 km,60◦). The proposed transmitter system can modu-
lates up to 16-ary unique signal constellation at the far field.
When 16-ary transmission is considered, Figure 3 shows the
16-ary unique signal constellation at the intended receiver
position (R,θ) = (90 km,60◦). The modulated signal can
be successfully decoded easily by the receiver. Note that in
Figure 3, ∆f = 70Hz and φ = 45◦ was adopted. These ar-
bitrary values of both frequency offset ∆f and phase offset
φ was chosen to generate 16 unique points at the desired
position.

Next, the effect of changing the arbitrary values of both
frequency offset ∆f and phase offset φ are examined. As
shown in Figure 4, it can be noticed that for distinct values
of frequency offset ∆f and phase offset φ, such as ∆f =
70Hz, φ = 45◦; ∆f = 120Hz, φ = 65◦; ∆f = 300Hz, φ =
−75◦; respectively, generate different distributions of con-
stellation points. It is important to note that ∆f and φ may
be considered as transmission signatures and can provide a
series of different modulation format.

Figure 5 demonstrate how the proposed system provides
additional level of security. As shown in Figure 5, the 16
unique data point generated corresponds to ∆f = 70Hz, φ
= 45◦ and range R = 90 km for distinct observation angles
of θ = 60◦ (desired angle direction), θ = 40◦ and θ = 80◦,
respectively. It can be observed that at angles distinct from
the desired angle direction, new distributions of modula-
tion format are achieved. This implies that apart from the
desired angle direction, all other angle directions received
signal constellation changes locations making demodula-
tion by an eavesdropper very difficult.

Similarly, Figure 6 illustrate 16 unique constellations
for distinct ranges such as R = 90 km (desired range po-
sition), R = 110 km and R = 150 km which corresponds
to ∆f = 70Hz, φ = 45◦ and θ = 60◦. It is noticed that at
other range positions apart from the desired range position,
the signal constellation have different distributions making
it difficult for the eavesdroppers to intercept information.
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Figure 1: ULA FDA elements with frequency offset ∆f .

AF(t;r,θ) =
M−1∑
m=0

exp
{
−j2πfm

(
t − rm

c0

)}
≈ e
−jΦ0

sin
[
Mπ

(
∆f t−∆f rc0 +

df0 sinθ
c0

+∆f d sinθ
c0

)]
sin

[
π
(
∆f t−∆f rc0 +

df0 sinθ
c0

+∆f d sinθ
c0

)]
(2)

Φ0 = 2πf0 (t − r
/
c0)−π (M − 1)∆f r

/
c0 +π (M − 1)f0d sinθ

/
c0+π (M − 1)∆f d sinθ

/
c0 (3)

Table 1: Possible phase shifters combinations for FDA DAM using two-element configuration.
Number FDA element [αA αB +φ] Number FDA element [αA αB +φ]

1
[
00 00

]
9

[
1800 00

]
2

[
00 900

]
10

[
1800 900

]
3

[
00 1800

]
11

[
1800 1800

]
4

[
00 2700

]
12

[
1800 2700

]
5

[
900 00

]
13

[
2700 00

]
6

[
900 900

]
14

[
2700 900

]
7

[
900 1800

]
15

[
2700 1800

]
8

[
900 2700

]
16

[
2700 2700

]
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Figure 3: Illustration of 16-ary unique points when ∆f = 70Hz and φ = 45◦ is adopted.
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Figure 4: Comparisons of 16 unique constellations for distinct ∆f and φ.
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Figure 5: Comparisons of 16 unique constellations for distinct angles.
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Figure 6: Comparisons of 16 unique constellations for distinct ranges.
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Figure 7: BER performance in angle dimension.
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Figure 8: BER performance in range dimension.

3.2 Bit error rate (BER) Analysis

To demonstrate how the proposed system can be applied
to a secure communication system, the simulated bit error
rate (BER) of the system is calculated in angle and range
dimensions using an algorithm based on minimum distance
decoding [2].

The essence of Directional modulation technique is to
achieve low BER in a narrow beamwidth toward the in-
tended receiver and still enforce a high BER in other un-
desired directions. The resulting BERs are shown in Fig-
ure 7 and Figure 8 . It is fair to ensure that, all BERs are
normalized until they are the same at the desired position.
In this fashion, the security in undesired directions can be
compared while they have the same performance in the in-
tended direction.

In angle dimension, the proposed system achieves a
lower BER in a narrow beamwidth with a relatively con-
stant high BER in other directions than phased-array based
method. In range dimension as shown in Figure 8, the
phased-array-based method has no range resolution capa-
bility. In contrast, the proposed system still has good BER
performance in the range dimension due to the frequency
offsets ∆f . These results confirm that, the proposed method
achieves good security performance in both range and angle
dimensions, not just in the angle dimension as the phased-
array-based method and thus yields the worst security per-
formance.

4 Conclusion

This paper has presented a directional antenna modula-
tion scheme using a two-element FDA antenna. The di-
rectional manipulation of the constellation points is possi-
ble because the signals are modulated at antenna-level with
phase shifters changing in each symbol transmission. The
proposed system achieves both range and angle dependent
DAM for secure 16-ary transmitted symbols for wireless
communications. The effectiveness of the proposed sys-
tem is validated with the aid of constellation diagrams and
BER performances. Compared with the phased-array-based
DAM method, which scrambles the signal constellations
only in undesired angles, the proposed scheme scrambles
the signal constellation in both range and angle dimensions.
Future work will includes the design of genetic algorithm
for phase shifters to improve the security performance.
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 Breast cancer is one of the most common cancers among female diseases all over the world. 
Early diagnosis and treatment is particularly important in reducing the mortality rate. This 
research is focused on the prevention of breast cancer, therefore it is important to detect 
micro-calcifications (MCs) which are a sign of early stage breast cancer. Micro-
calcifications are tiny deposits of calcium which are visible on mammograms as they 
present as tiny white spots. A computer-aided diagnosis system (CAD) is created with the 
development of computer technology that way radiologists are aided improving their 
diagnostics while using CAD as a second reader. We are aiming to classify into BIRADS 2, 
3 and 4 which are the stages when the cancer can be prevented and a fourth category called 
No lesion which are veins and tissue that our high pass Gaussian filter detects. This 
research focuses on classification using ANN (Artificial Neural Network). Experimenting 
with the categories to classify into using ANN, the results were the following: into the four 
mentioned before an overall accuracy of 71% was obtained, then joining categories 
BIRADS 2 and 3 into one and classifying into 3 categories gave an 80% of accuracy. 
Joining this two categories was the result of analizing the ROC curve and observation of 
the ROI images of the MCs as the regions measured are very alike in this two categories 
and variation is that MCs are more present in BIRADS 3 than in BIRADS 2.  Data matrix 
was reduced using PCA (Principal Component Analysis) but it did not gave better results 
so it was discarded as the ANN accuracy to classify was reduced to a 69.8%. 
 

Keywords:  
Breast cancer 
Mammograms 
Computer-aided diagnosis system 
Artificial Neural Network 
High pass Gaussian filter 
BIRADS 
Morphological descriptors 
Principal Component Analysis 

 

 

1. Introduction  

 This paper is an extension of work originally presented in 
IEEE CACIDI 2016 - IEEE Conference on Computer Sciences [1]. 
Breast cancer is one of the most common cancers among female 
diseases all over the world. Early diagnosis and treatment is 
particularly important in reducing the mortality rate. Currently, the 
most effective method for early detection of breast cancer is 
mammography [2]. This research is focused on the prevention of 
breast cancer, therefore it is important to detect micro-
calcifications which are a sign of early stage breast cancer. Micro-
calcifications are tiny deposits of calcium which are visible on 
mammograms as they present as tiny white spots [3]. As micro-
calcifications are barely visible in a mammogram it is frequent 
radiologists missing them in an evaluating screening [2]. A 

computer-aided diagnosis system (CAD) is created with the 
development of computer technology, the advances of digital 
image processing, pattern recognition and artificial intelligence, 
radiologists are aided improving their diagnostics and using CAD 
as a second reader [2][3].  

The interpretation of micro-calcifications is very difficult due 
to their fuzzy nature, low contrast and low distinguishability from 
their surroundings. They are very small with various sizes, shapes, 
and distributions. To deal with said problems, it is very important 
to suppress the noise, to enhance the contrast between the region 
of interest (ROI) and background in the image [2]. Particularly in 
this research the image database used  is of a good quality and high 
resolution so the finding of micro-calcification clusters (MCCs) it 
is not as problematic as in previous works that had worked with 
for example a low quality image free database as the MIAS 
(Mammographic Image Analysis Society) [4,5,6,7,8,9]. 
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Image database used in this research is acquired from the 
Medical Specialized Unit on Detection and Diagnosis of Breast 
Cancer (UNEME DEDICAM) in Querétaro, Mexico. This dataset 
includes its diagnosis into the BIRADS system (Breast Imaging 
Reporting and Data System) which was published by the American 
College of Radiology in an effort to standardize mammography 
reports [10]. This classification system aims to have a standard 
way of communicating the results of a mammogram, because it 
allows radiologists to use the same words and terms. In this 
research we classify into categories in which the advance of cancer 
can be prevented, that is BIRADS 2, 3 and 4, we added a fourth 
category called No Lesion, which includes false positives like 
veins, tissue, and what is detected by the filter that is not a MCC. 

Although the images worked with are of good image resolution 
there was the need to enhance the MCCs so we could threshold the 
ROI images with accuracy and use those to measure the pixels with 
morphological descriptors. The approaches for enhancement of 
MCCs, including various filtering methods, global and local 
thresholding methods, histogram equalization, mathematical 
morphology transformations, statistic methods, wavelet 
transformations, neural networks, stochastic models, fractal 
models, high-order statistic methods, fuzzy logic approaches, etc. 
[2], but as the Autonomous University of Querétaro has been 
researching on detection of MCCs as in [11, 8], this research was 
improved thanks to [8] because from that a filter bank was made 
in which a ROI was given many filters were applied to it, and the 
script gave many enhanced images of the ROI, those images were 
analyzed and the proper filter for our image database was found, 
which is a High Pass Gaussian Filter.  

Once images were binarized the MCCs and the lesions in ROIs 
were a region of pixels that were measured by morphological 
descriptors which are a set of numbers that describe a given shape. 
The regions may be described based on the boundaries of an object 
or be described based on regions properties [12]. The descriptors 
used in this study to quantify the binarized images obtained from 
the ROIs were area, perimeter, centroid, Euler number, major axis 
length, minor axis length and orientation. A data matrix was 
constructed of the measurements of the regions of the ROIs 
selected from the mammograms. This matrix was used to feed an 
Artificial Neural Network (ANN) for training, testing and 
validation of ROIs with anomalies. 

In this research a feed forward neural network (FFNN) was 
used as ANN is a machine learning technique that has been widely 
used in different fields as they are good at recognizing patterns. It 
has been used in [4,13,14,15] to classify MCCs into benign and 
malign but not to classify into BIRADS categories. 

2. Previous researches 

In this section, we review some researches that have been done 
on CAD in recent years, main focus in the classification stage. Our 
direct previous research is [4] in 2014, thesis that classify into Le 
Gal using ANN as classifier. In this the categories were benign or 
malignant classification according to Le Gal with a sensitivity 
greater than 93.26%, the disadvantage of having a high sensitivity 
in this classification has an impact on the specificity. While many 
researches regarding classification of MCCs have been done, using 
BIRADS to classify is not very common, most common is being 
or malignant. 

Few times classification into BIRADS was done, most recent 
research about classifying into BIRADS is [16], using Fuzzy Logic 

they introduced morphological descriptors as linguistic variables, 
the images were analyzed by a group of doctors and those 
evaluations were introduced to the fuzzy algorithm, an accuracy of 
76.67% to 83.34%, said accuracy was affected by discrepancies of 
radiologists in evaluating the MCCs. 

In 2005 a study [15] comparing several machine learning 
methods —support vector machine (SVM), kernel Fisher 
discriminant (KFD), relevance vector machine (RVM)— for 
classification was conducted, demonstrated that the kernel based 
methods (i.e., SVM, KFD, and RVM) yielded the best 
performance, outperforming that of Feed Forward Neural Network 
(FFNN), again this time the classification was into Malignant and 
Benign, and SVM was used as a binary classifier, outperforming 
FFNN, it is not useful for our objective of classifying into more 
that those two categories.  

Another CAD system achieving a really good 91.4% and 
90.1% classification accuracy using SVM as classifier was Görgel, 
Sertbas, and Uçan [6] classifying again into benign and malignant.  

Most recent research [7] from 2015 that used an ANN as 
classifier where a ROI image is classified as normal or abnormal 
(benign or malignant) using a Probabilistic neural network (PNN)  
shows that their proposed model performance is good at achieving 
high sensitivity of 97.27% and specificity of 94.38%.  

[9] classifies detected MCCs into benign and malignant cases, 
eight features such as fractal dimension variations, entropy and 
wavelet coefficients were proposed to classify both malignant and 
benign cancerous zones, those are identified and utilized in radial  
basis function neural network.  

FFNN is able to classify into more than 2 categories and even 
if fuzzy can classify into many categories it fails in accuracy 
because of subjective diagnosis. In the option of using SVM we 
have not found the use of it to classify into more than two 
categories, it is an area we want to experiment but SVM as 
multiclass classifier. 

3. Methodology 

3.1. BIRADS 

The BIRADS is a quality control system, its daily use implies 
an evaluation in numerical categories of a mammogram, assigned 
by the radiologist after interpreting the mammography consists 
[17]. This allows for a consistent and concise radiographic report 
and can be understood by multiple doctors or hospital centers. It 
consists of 7 different classes according to their staging, category 
6 was added in the 4th edition of the mammography atlas [18]. 

Category 0: Insufficient X-ray, need an additional evaluation with 
another study, it is not possible to determine some pathology. 

Category 1: Negative mammography to malignancy, no lymph 
nodes or calcifications. 0% chance of cancer. 

Category 2: Mammography negative to malignancy, but with 
benign findings (intramammary ganglia, benign calcifications, 
etc). 0% chance of cancer. 

Category 3: Result with probable benignity, but that requires 
control to 6 months. It may have circumscribed nodules or a small 
group of rounded and punctate calcifications. 2.24% chance of 
cancer. 
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Category 4: Doubtful result of malignancy. It requires 
histopathological confirmation. It consists of 3 degrees according 
to its percentage of malignancy ranging from 3 to 94% 

A. Low suspicion of malignancy. 3 to 49% 

B. Intermediate suspicion of malignancy. 50 to 89% 

C. Moderate suspicion of malignancy. 90 to 94% 

Category 5: High suspicion of malignancy. Requires biopsy to 
confirm diagnosis. > 95% chance of malignancy. 

Category 6: Malignancy ascertained by biopsy. 

 In this research, we focus to classify into categories were 
cancer can be prevented, so the categories to classify our findings 
are BIRADS 2, 3 and 4 and an extra category called No Lesion, 
which is of veins and tissue that the high pass Gaussian filter 
detects of the ROIs.  

 Figure 1 shows examples of samples ROIs used for each 
category. ROIs were manually obtained from the mammograms. 

 
Figure 1. Samples of ROIs of each category taken from the image database from 
UNEME-DEDICAM: a. BIRADS 2 b. BIRADS 3 c. BIRADS 4 d. No Lesion 

3.2. Image Database  

Image dataset consists of mammograms of 10 patients for each 
BIRADS category, 2, 3 and 4. Each patient has 4 mammograms of 
respective cranial–caudal (CC) view and medio lateral oblique 
view (MLO) for each breast. For each category 70% of the 
mammograms were taken for the training stage of the ANN that is 
mammograms of 7 patients for each category were going to be 
used to obtain ROIs. 

Images format is DICOM (Digital Imaging and 
Communications in Medicine). DICOM is a standard used 
worldwide to store, exchange, and transmit medical images. 

Incorporates standards for imaging modalities such as 
radiography, ultrasonography, computed tomography, magnetic 
resonance imaging, and radiation therapy. It also includes 
protocols for image exchange (e.g., via portable media such as 
DVDs), image compression, 3-D visualization, image 
presentation, and results reporting [19].   

From the selected mammograms ROIs were manually selected, 
as seen in Figure 2 meaning areas where MCCs were found in the 
image according to the respective diagnosis given from UNEME-
DEDICAM for each patient study. Display resolution of the 
images is 3540×4740 pixels.  

 
Figure 2. Selecting a micro calcification manually. 

3.3. Image Enhancement 

First a complement of the grayscale ROI image is applied so 
that black and white pixels are reversed, and MCCs that were 
originally black pixels are now white pixels, this done in 
MATLAB. A filter bank script made using MATLAB 
environment is used to enhance the ROIs previously extracted, said 
script is a modified version of what research [8] did to detect 
MCCs. Script consist of applying three filters to the ROI images, 
Ideal and Gaussian.  

The script uses the High Pass Filters which attenuates low 
frequencies while keeping high frequencies unchanged. Since the 
high frequencies correspond in the images to sudden changes of 
density, this type of filters is used, because among other 
advantages, it offers improvements in the detection of borders in 
the space domain, since these contain many of these frequencies. 
It reinforces the contrasts found in the image. This is important as 
it is possible to detect by sharpening those areas where MCCs are. 

Mathematical description of what the high pass Ideal filter does 
in the script is described by the following transfer function 

 𝐻𝐻(𝑢𝑢, 𝑣𝑣) = �0 𝑖𝑖𝑖𝑖 𝐷𝐷(𝑢𝑢, 𝑣𝑣) ≤ 𝐷𝐷0
1 𝑖𝑖𝑖𝑖 𝐷𝐷(𝑢𝑢, 𝑣𝑣) > 𝐷𝐷0

 (1) 

High pass Gaussian filter transfer function is 

𝐻𝐻(𝑢𝑢, 𝑣𝑣) = 𝑒𝑒−𝐷𝐷2(𝑢𝑢,𝑣𝑣)/2𝐷𝐷02 (2) 

Where D0 is a specific non negative number which represents 
the frequency cut-off of the filter and D(u, v) is the distance from 
point (u, v) to the center of the filter. The script test with different 
values of D0.  

The script gives ROI images in a loop so it is stopped manually 
to the point where there are around 1000 images and visually select 
the best ROI image with the MCCs highlighted the best so when 
the threshold is to be applied the binary mask obtained reflects 
accurate the region. In this case the configuration to enhance the 
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MCCs was a high pass Gaussian filter with a D0 value of 0.0021 as 
seen in Figure 3 for each category. 

 
Figure 3. Samples of ROIs with a high pass Gaussian filter with a D0 value of 
0.0021 of each category taken from the image database from UNEME-DEDICAM: 
a. BIRADS 2 b. BIRADS 3 c. BIRADS 4 d. No Lesion 

 Once the ROI images are enhanced a threshold is applied and 
a binary mask is obtained with the region of the MCCs ready to be 
measured. In Figure 4 there a binary mask of a micro calcification 
(MC). 

 
Figure 4. Above, binary image of the ROI. Below ROI with the Gaussian filter 

applied to the ROI of the BIRADS 4 image. 

3.4. Data Matrix 

To construct a data matrix it is necessary to measure the ROI 
images that is to measure the region of white pixels in the binary 
mask, which will give measurements of the MC region. To 
measure it, it is used regionprops from MATLAB. Region 
properties selected in this research are:  

Area: is the actual scalar number of pixels in the region. 

Perimeter: is a scalar that specifies the distance around the 
boundary of the region.  

Centroid: is the center of mass region, in this there are two 
values, centroid in x and centroid in y. 

Equivalent diameter: is the diameter of a circle having the 
same area with the region.  

Euler number: is the number of objects in the region minus the 
number of holes in those objects. 

Major axis length: is the length (in pixels) of the major axis of 
the ellipse that has the same second moments as the region  

Minor axis length: is the length (in pixels) of the minor axis of 
the ellipse that has the same second moments as the region. 

Eccentricity: belongs to the ellipse that has the same second 
moments as the region, and it is the ratio of the distance between 
the foci of the ellipse and its major axis length.  

Orientation: means the angle (in degrees) between the x-axis 
and the major axis of the ellipse that has the same second moments 
as the region [12].  

In total 10 features are used to measure MCCs and create a data 
matrix. Gathering measurements from all the mammograms a 
1736 × 10 data matrix. This matrix is standardized, that is take all 
of the columns of the matrix and standardize / normalize the data 
so that each data sample exhibits zero mean and unit variance. This 
means that after this transform, the mean value of any column in 
this matrix would be 0 and the variance would be 1. This is a very 
standard method for normalizing values in statistical analysis, 
machine learning, and computer vision. Following formula 
describes the calculation of a raw data x into a standard data: 

𝑧𝑧 =
𝑥𝑥 − 𝜇𝜇
𝜎𝜎

 (3) 

Where μ is the mean of the population and σ is the standard 
deviation of the population [20]. 

Another property used is Bounding box that returns the smallest 
rectangle containing the region and it is used to mark the MCs. 
Figure 5 shows red boxes marking the MCs it is done using the 
bounding box property.  

 
Figure 5. Bounding box marking MCs found in the binary mask of a ROI image 

from a BIRADS 4 mammogram. 

3.5. Classification  

An ANN is created with the MATLAB toolbox for neural 
networks to classify the findings in the ROIs in categories 
BIRADS 2, 3, 4 and No lesion, using the pattern recognition tool. 

Neural Network Toolbox™ provides algorithms, functions, 
and apps to create, train, visualize, and simulate neural networks. 
You can perform classification, regression, clustering, 
dimensionality reduction, time-series forecasting, and dynamic 
system modeling and control [12]. 

In the Neural Pattern Recognition app data to classify is 
selected, then a network is created. The network created is a two-
layer feed-forward with sigmoid hidden and softmax output 
neurons, can classify vectors arbitrarily well, given enough 
neurons in its hidden layer. The network will be trained with 
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scaled conjugate gradient back propagation, in this research it is 
used ten neurons in its hidden layers. 

Next step is to select the data that is the matrix of 1736 × 10 
as input data and as output data is a 1736 × 4 matrix with 1’s 
indicating to which category the vector belongs. Each column 
represents a category, being first column the BIRADS 2 and last 
column No lesion category. If the data vector belongs to category 
BIRADS 2 then 1 is in that cell in column 1 and the rest is a zero. 

In the next stage the Validation and test data, is where data is 
distributed into Training, Validation and Testing. In here our 1736 
sample are randomly divided. For training 70% of the samples, 
these are presented to the network during training and the network 
is adjusted to its error. For validation 15% these samples are used 
to measure network generalization and to halt training when 
generalization stops improving. And last 15% for testing, these 
samples have no effect on training and so provide an independent 
measure of network performance during and after training. Finally 
our ANN looks as seen in Figure 7. 

 

 

Last part is to measure the performance of the ANN. Tools 
given are the confusion matrices for training, testing and 

validation and the plot of the Receiver Operating Characteristic 
(ROC) curve.  

The overall methodology used in this research is shown in the 
diagram in Figure 6. In Figure 8 it is shown the main flow chart 
of the code used. 

4. Experimental results 

In the confusion matrices the green squares are the correct 
responses and in the red squares are the incorrect responses. The 
lower right blue squares illustrate the overall accuracies. In this 
case a 71% of accuracy in general was obtained, but the Test 
confusion matrix is the most important as the ANN is classifying 
samples it didn’t know and a 75.8% was obtained, see Figure 9.  

 
Figure 6. Methodology followed in this research. 

 

       

 

      

 

 

Figure 6. ANN used of 10 input of each morphological 
descriptor and 4 outputs for each category to classify into. 10 

hidden neurons. 

Figure 8. Main flow chart of the code used. 

Figure 7. ANN used of 10 input of each morphological 
descriptor and 4 outputs for each category to classify into. 10 

hidden neurons. 
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Figure 9. Confusion matrices obtaining a 75.8% in testing and an overall 71% 

In the plot of the ROC curve the colored lines in each axis 
represent the ROC curves. The ROC curve is a plot of the true 
positive rate (sensitivity) versus the false positive rate (1 - 
specificity) as the threshold is varied. Sensitivity measures the 
proportion of positives that are correctly identified as such [21] 
and the false positive rate is the proportion of all negatives that 
still yield positive test outcomes, i.e., the conditional probability 
of a positive test result given an event that was not present. A 
perfect test would show points in the upper-left corner, with 100% 
sensitivity and 100% specificity [12]. ROC obtained are seen in 
Figure 10. 

 
Figure 10. In the ROC plots it is observed that the No lesion category has the 

best performance, BIRADS 2 and 3 are having trouble to differentiate from each 
other. 

To obtain a better performance of the ANN, it is proposed to 
apply Principal Component Analysis (PCA) to the data matrix. 
PCA is a variable reduction technique. It is used when variables 
are highly correlated. It reduces the number of observed variables 
to a smaller number of principal components which account for 
most of the variance of the observed variables. It is a large sample 

procedure [22]. So this way we expected to discard a region 
property of the original 10 selected. PCA is applied to the data 
matrix and outputs 6 descriptors as principal components, those 6 
descriptors are area, centroid in x, centroid in y, major axis length, 
minor axis length and eccentricity. A second network is generated 
but the overall accuracy gets reduced to a 69.8%, as seen in Figure 
11, so using less than the 10 initial descriptors is reducing 
accuracy so using PCA is discarded. 

While experimenting it is notable that the network is having 
trouble to differentiate the categories BIRADS 2 and 3, as the 
MCCs in those are very alike in shape, but the difference between 
them is that the presence of MCCs increases in BIRADS 3. So it 
is proposed to join this two categories into one and then a new 
network is generated to train into 3 categories but using the 10 
initial descriptors.  

 

Figure 11. ANN performances gets reduced when only using the first 6 
descriptors. 

Following the last proposal now the ANN is classifying into 3 
categories instead of 4, the overall accuracy is 80% meaning that 
our previous observation of BIRADS 2 and 3 being alike is correct. 
In Figure 12 it is observed that the ANN performance improved. 

 
Figure 12. Joining alike categories BIRADS 2 and 3 gave an improvement. 
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In the experimentation stage the hidden neurons were added 
up to 15 but it did not improved the performance of the ANN, 
reducing the hidden neurons reduced the percentage of the overall 
accuracy of the ANN for a very tiny 1%. So modifying the default 
10 hidden neurons is discarded. 

5. Comparison with state-of-art 

As we discussed in the section Previous researches, most of 
the related researches focus in classifying into two categories, 
malignant and benignant. As this research focus in the 
classification method and the system to classify the cancerous 
findings into BIRADS, our research will be compared against [16] 
from 2015 and [23] from 2000 which are the more alike as they 
classify into BIRADS.  

First the research conducted by [23] presented an automatic 
detection and classification of MCCs. A block region growing and 
K-means clustering-based thresholding is employed to extract the 
breast region. Then, a blanket method finds and locates the 
suspicious areas of possible MCCs clusters. The MCCs detection 
module is developed to automatically extract the MCCs from the 
ROIs. Among the image processing that are involved in this 
module are gradient enhancement, contrast enhancement and 
Gaussian filters. The segmentation of MCCs from the background 
is done using entropy-based thresholding. Shape cognitron which 
is based on a neural network-like shape recognition systems is 
introduced as a classification technique of MCCs. The system 
achieved as high as 95% classification rate with 93% detection rate 
[24]. It is important to mention that this particular research has a 
processing time of 72 seconds as it is completely automatic and it 
is a more complex methodology, our research is simple, once a 
ROI is manually selected, goes into a Gaussian filter for denoise, 
then a binary threshold is applied, regions are measured and finally 
the data gets classified with a FFNN, all this takes 0.77 seconds of 
CPU processing time. We obtained an 80% of accuracy, lower 
against the 95% of [23], it is important to mention they used, 104 
cases while we used 120 mammograms. Another difference in 
methods are that we measure ROIs using morphological 
descriptors. About the classification technique used they obtained 
a better accuracy percentage using a neural network-like classifier 
in our case we are using a more intelligent machine learning 
technique that is a FFNN that can be tuned every time it is trained 
and it can learn to be effective. Our research is at disadvantage as 
it is less accurate, but our methodology is not as complex, and 
therefore it is faster and barely consume CPU resources.  

Next comparing against [16] a computer-aided diagnosis tool 
for automatic BI-RADS categorization of breast lesions is 
developed. The user provides parameters such as contour, shape 
and density and the system gives a suggestion about the BI-RADS 
classification. Initially, values of malignancy were defined for each 
image descriptor, according to the BI- RADS standard. When 
analyzing contour, for example, this method considers the 
matching of features and linguistic variables. Next, it is created the 
fuzzy inference system. The generation of membership functions 
was carried out by the Fuzzy Omega algorithm, which is based on 
the statistical analysis of the dataset. This algorithm maps the 
distribution of different classes in a set. Images were analyzed by 
a group of physicians and the resulting evaluations were submitted 
to the Fuzzy Omega algorithm. The results were compared, 
achieving an accuracy of 76.67% for nodules and 83.34%. In this 
case we are having and ambiguous characterization of the MCCs 

as it depends of what the user considers is seeing in the 
mammograms as it is relative to what the user defines as very or 
little malignancy, as it uses linguistic variables. Contrary to our 
research where we are actually measuring and obtaining data from 
the region of the MCC. This data feeds the ANN and helps to 
obtain an automated classifier. 

According to [15] were many classifiers were compared the 
best is SVM, when classifying binary, next step in our research is 
explore Multiclass SVM. The advantage of using FFNN is the 
possibility of classify into more than two categories, therefore 
achieving to classify into BIRADS. Disadvantage is that our 
approach is too simple and fails in accuracy, implementing the 
mesuremnt of MCCs as a cluster could be an improvement for our 
method as in [23] this approach gave better results than our 
measuring single MCCs. 

6. Conclusions 

With the ROC plot it is observed that the best category to 
classify was the No lesion, from the other 3, meaning that our 
ANN is accurately discerning from a non-lesion and a lesion or 
MC. Also the initial 10 descriptors are the better choice and 
reducing them did not gave a better performance so in future 
works more descriptors will be added. We are already 
experimenting with Multiclass SVM as seen in surveys that SVM 
is better than ANN but as a binary classifier, in our case we’ll 
classify into more categories.  
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1. Introduction 

The up and coming era of lithography requires a high 
exactness organize, which is perfect with a high vacuum condition 
and for this, a magnetic levitation stage with two or more degrees-
of-freedom is considered state-of-the-art technology innovation. 
Nowadays the size of wafer is moving up to 12 inch to enhance 
the efficiency of a batch process. Thusly, a high-resolution 
process and a large operating range simultaneously with the 
application into a super-clean condition are the prerequisites for 
the related smaller scale actuators. The non-contact characteristic 
of magnetic levitation technology (MAGLEV) empowers high 
accuracy positioning as well as no particle generation. The 
assembling procedure of a current semiconductor IC, forces 
exceptionally extreme requirements on the preparing exactness as 
well as the workplace. However, the heat is inevitably generated, 
while using electromagnetic actuators for levitation, which 
deforms the structures and degrades accuracy of the stage, and 
though a gravity compensator is required. 

Between the parts with relative motion of the new sort of 
wafer transporters, spoke to for instance by belt transporters or 
articulated robots, there are mechanical contacts. For the most part, 
to limit and diminish the friction and enhance smooth operation, 
lubricants (oils) are used in the contact regions. In any case, 
because of the rubbing activity, there are constantly created a lot 

of tiny solid particles which are mainly absorbed by the lubricant. 
During the production process, it can happen that some particles 
can still flee the wafer transporter. Eventually, a portion of the 
particles will drop back onto the surface of wafers, damaging the 
fragile and newly manufactured integrated circuit (IC) device.  

A fully operational system with magnetic levitation 
technology is strongly required to have the following 
characteristics: 

 Gravity compensation with no power consumption 

 Large and homogenous force density 

 Zero stiffness between the translator and stator part 

 Position-independent dynamic force 

 Enough workspace for operation in all directions 

In the nowadays microelectronic industry, the wafer 
transporter is ranked the number one in the list of particle source 
extrinsic to the fabrication process. The presence of lubricant in 
the contact regions has a negative impact to the process cleanness 
and this results from the volatility of lubricant. The surface 
properties are strongly affected by the migration and the diffusion 
of the gaseous elements into the surface of wafers. 

An answer can be that the rate of evaporation is enhanced by 
the application of a vacuum environment, since the undesirable 
gaseous elements are evaporated to the processing environment. 
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Obviously, reduction or if possible total elimination of the contact 
between relatively moving components, is the most ideal 
approach to eliminate wafer transport contamination. In this way, 
a particle-free and oil-free environment can be obtained and 
consequently both particle generation and lubricant evaporation 
will disappear simultaneously. For instance, in a wafer transporter, 
mechanical contacts typically happen and are persistently present 
in the area between the part that conveys the wafer, so the wafer 
carrier, and the transporter base that supports the carrier. By 
isolating the wafer carrier from the transporter base, these 
mechanical contacts can be dispensed with. This can be 
accomplished by means of levitation, where non-contact physical 
forces are applied between the carrier and the base, so the carrier 
is separated from the transporter base. In the known physical 
world, there exist three principle strategies that the free-floating 
levitation can be accomplished: 

a) air-bearing     b) electrostatic levitation     c) maglev 

To determine the most suitable and effective technique for 
our application, is required a general physical understanding of 
each method's working theory including some fundamental 
information of incorporated circuit manufacture innovation. An 
air-bearing system essentially requires two very important 
components: a special filter used to exclude particles generated by 
the air pump from entering the transporter and an additional 
circulation system used to enclose the air. In comparison, with the 
air-bearing system, in the electrostatic levitation one, the particle 
residues which are generated in the first installation or 
accidentally generated during wafer loading and unloading 
process will be pulled by the electrostatic field. Consequently, this 
can cause possible particle contamination, with the particles being 
stick to the transporter due to the electrostatic field. 

Given the above contentions and to achieve various 
performance targets, the precision stage using a novel contact-free 
planar actuator with magnetic levitation is highly recommended 
and this paper consider it the best solution for IC manufacture. 
Generally, as MAGLEV eliminates the friction due to a 
mechanical contact, it has a variety of applications requiring 
super-cleanness environment, including here the semiconductor 
wafer transfer. The way of usefulness and functionality of 
MAGLEV eliminates the problems caused by using the above 
technologies. It makes a steady state with no mechanical contact 
when the gravitational force is solely counterbalanced by 
magnetic forces. This system incorporates levitating tracks, 
stabilizing tracks, and propulsion coils [2]. 

2. Magnetically levitated planar actuators 

Different types of conventional transportation systems such 
belt-type conveyors or articulated robots generate dusts and 
pollution due to the mechanical friction or lubrication. These 
systems are inadequate and improper to satisfy the environmental 
demands. The MAGLEV technology has the advantages of being 
contact free, eliminates the mechanical components e.g., gears, 
guide etc., reduces the mechanical alignment and maintenance 
cost, hence it satisfies the environmental demands. In this manner, 
research on contact-free type transportation system and actuator 
has been actively performed by worldwide researchers. Present 
day applications of this technology in equipment like magnetic 

bearings and magnetically levitated vehicles have given renewed 
impetus to research efforts in the direction of electromagnetic 
levitation [3-4]. 

There exist two main categories of planar actuators, referred 
as either with moving coils or moving magnets. The actuators 
from the first type consist of moving air-core coils and stationary 
magnets. The main advantage of such system is the usage of a 
small number of coils and their amplifiers, as the stroke force can 
be easily increased by adding a few more magnets in the magnet 
array. Additionally, the simple design of these actuators allows 
torque control on the translator part by using different coil 
topologies. A major disadvantage for this configuration is the 
presence of a cable connecting the translator and the stator part, 
as the coils require power and cooling. The following Figure 1 
shows an example of these planar actuators. 

a)  

 

b)  

 
Figure. 1. Planar actuators: a) moving magnets, b) moving coils 

The other category is represented by actuators with moving 
magnets and stationary air-core coils. In opposite with the other 
class of actuators, it doesn’t require a cable for connecting the 
translator and stator part, which is a big advantage from the design 
point of view. With the coils located and powered in the stator 
platform, the amount of disturbances delivered to the levitated 
translator is then reduced significantly. On the other hand, the 
torque decoupling as a function of position is more complex than 
in the moving-coils planar actuators. During manufacturing 
process, working environment affects the quality of the precision 
products [3]. 

3. Designed planar actuator with moving magnets 

The moving coil principle in microstructure designs requires 
powering and cooling of the coils. Additionally, including here 
the guidance of the current lines on the thin etched silicon beams. 
The springs which are driven by the Lorentz force, are moving in 
the magnetic field generated by an external magnet. Strong 
currents are required to produce large deflections, though this can 
cause thermally induced bending or buckling of the thin 
microstructures. Hence, the principle with a moving magnet is 
more effective, including less complex circuit design. 
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The carrier consists of several permanent magnets and 
essentially its stabilization is required. Ideal case is a uniform 
object with the center of mass coincident with the center of 
geometry. In numerical analysis, the magnetic flux is firmly 
related with the levitation distance between the levitated magnet 
and the cylindrical solenoid underneath. If such distance is very 
small, then the magnetic flux approaches a constant value. The 
aim of the stator configuration is the arrangement of the 
cylindrical solenoids and their floating currents in such a way, so 
together would form a uniform magnetic field over a planar 
surface slightly above the coil array. The high-precision 
positioning performance requires proper setup of carrier control 
and levitation height. The Figure 2 shows an example of a planar 
actuator with moving magnets. 

 
Figure 2. Block diagram of the planar actuator with moving magnets 

Referring to the type of planar actuator described here, the 
translator is represented by a uniform shaped object with specific 
characteristics. This is embedded with one stabilizing permanent 
magnet on each corner so it can give sufficient control force 
against the lateral forces, and with one permanent magnet on the 
bottom of the carrier to counteract the weight of the carrier. For 
achieving a high-precision positioning performance, it is required 
to set up properly the control and the height of the carrier. Coils 
are supplied by the current flowing through Arduino board pins 
which are connected to the circuits consisting of MOSFET power 
transistors. In order to increase the output current from the board 
pins and strengthen the magnetic field around the coil, 4 such 
circuits with power MOSFET transistors were designed. For full 
control of the floating current of the coils, four such circuits are 
needed. In the stator platform, there are located 16 identical coils, 
forming together a 4x4 array. The current flowing through a 
relevant coil is controlled from the output Pulse-Width-
Modulation (PWM) signal of one of the board pins of Arduino 
Mega 2560 [5]. 

The table below shows the accomplished parameters of the 
designed microactuator with moving magnets. 

Table. Microactuator overall parameters 

 

4. Supply sources for MAGLEV systems 

There exist two main approaches for designing a controlled 
force magnetic levitation system: the first one uses the attractive 
forces between an electromagnet and a magnetic flux closure, and 
the other is based on repulsive forces in interaction between 
electromagnets and permanent magnets.  

Electromagnetic levitation technology uses either an 
Alternative Current (AC) or Direct Current (DC) source to drive 
the electromagnets. Despite the fact that there have been 
manufactured and tested several experimental frameworks which 
use as the supply an AC source, this method for adjustment is 
fitting for applications where mass of the levitated object is 
relatively small. The AC method of stabilization is inappropriate 
for heavy payloads due to the losses caused by the effect of the 
eddy currents, the complex circuit design and control of power 
modulation.  

Conversely with the above AC method, the DC method, 
known also as the electromagnetic levitation system (EMLS), is 
characterized by simpler circuit configuration and favorable 
power requirement. The DC EMLS circuits use a switched mode 
power amplifier to control and utilize the current as well as the 
attraction force of the electromagnets. An electromagnetic 
levitation system consists of four main components: (i) Actuator 
and Rail, (ii) Position Sensor, (iii) Controller, (iv) Power amplifier 
[6]. 

The electrodynamic system utilizes the repulsive forces to 
levitate the carrier, conversely with the other system which 
levitates the carrier based on the attractive forces. The gap 
between the magnet pole-face and the ferromagnetic object is 
sensed and measured by a position transducer. The output signal 
from the transducer is fed back to a comparator and the process 
continues with output signal of the comparator being applied to a 
position controller, giving in this way the reference current for the 
current loop. The current sensor compares the actual current 
supplying the coil with the reference current. The power amplifier, 
a major component in this configuration, produces necessary 
currents in the actuator coils after receiving a command from the 
current controller. Preceding this, the current controller completes 
the current error process task. The output currents from the power 
amplifier are used to supply the coils. These generate requisite 
magnetic forces which are the key for levitating the translator. 

Parameter Value Unit 

 min typical max  

Supply voltage range 12 - 20 V 
Height of magnetically 

levitated translator - 5 - mm 

Coil’s current - 0.5 - A 
Electromagnetic field 

strength - 62 - μT 

Coil’s resistance - 4.9 - Ω 
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Applications of electromagnetic levitated and guided systems, 
can be found for example, in the field of transportation vehicles, 
frictionless bearings, conveyor systems and lithography scanners 
[6]. 
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In this paper, we exploit an integration between Compressive sensing 
(CS) and the random mobility of sensors in distributed mobile sensor 
networks (MSNs). A small number of distributed mobile sensors are 
deployed randomly in a sensing area to observe a large number of 
positions. The distributed mobile sensors sparsely sample the sensing 
area for data collection. At each sampling time, the sensors collect data 
at their random positions and exchange their readings to the others 
through their neighbors within the sensor transmission range to form 
one CS measurement at each sensor. After a certain number of rounds 
for moving, sensing and sharing data, each mobile sensor creates a 
sufficient CS measurements to be able to reconstruct all readings from 
all positions that need to be observed. Network performance is analyzed 
considering the number of sensors deployed in the networks, the 
convergence time and the sensor transmission range. Expressions for 
transmission power consumption are formulated and optimal low 
power cases are identified.
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1 Introduction

1.1 Motivation

Energy efficiency is the most important issue for mo-
bile sensor networks (MSN) that can be useful for
measuring data in many applications including envi-
ronmental monitoring, event detection, intrusion de-
tection, etc. These networks are constructed from
sensors, control algorithms and other dynamic factors
which depend on specific purposes or application sce-
narios [1, 2]. We define the vector X = [x1 x2 . . .xN ]T

to represent all sensor readings from the locations to
be observed. These readings are typically highly cor-
related and compressible and could be an object for
energy saving.

Compressive sensing (CS) [3, 4, 5] offers to sam-
ple and to reconstruct sparse or compressible signals
using fewer samples than the Nyquist-Shannon the-
orem would suggest. CS can be applied effectively
with wireless sensor networks (WSN) and MSNs to
reduce the amount of data and power required by
the network. The technique can recover all data
from X based on a small number of CS measure-
ments (Y = [y1 y2 . . . yM ]T ) compared to the number
of nodes or positions (M � N ) as X̂ = argmin ‖ X ‖1

, subject to Y = ΦX, where Φ is the measurement ma-
trix, also called routing matrix in wireless networks.
Each CS measurement can be collected from all sens-
ing nodes or from some random nodes.

In this paper we propose a novel frame work that
exploits CS sampling by mobile sensors deployed ran-
domly in a sensing area. At each sampling time, each
sensor samples its own data as xi which is shared with
others L connected sensor nodes in the MSN. We as-
sume the mobile sensors move into random positions
in the area. After each round of moving, data sam-
pling, and sharing, a linear combination of readings is
computed as yi =

∑L
j=1 xj . To achieve a desired error-

target, each mobile sensor needs to moveM times and
share data to obtain M CS measurements (Y ∈ RM ).
A CS recovery algorithm can be applied to recon-
struct all readings from positions in the sensing area
(X̂ ∈ RN ).

With a set transmission range, R, mobile sensors
may move out of range and become disconnected
from the group. With the proposed method the un-
equal CS measurements do not negatively impact CS
performance due to a sparse binary measurement ma-
trix.
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1.2 Related work

The integration between CS and data collection meth-
ods in WSNs is being exploited effectively [6, 7].
It offers to reconstruct all readings from the net-
works based on a small number of CS measurements.
Each CS measurement is collected from some ran-
dom sensors. Some data collection methods utiliz-
ing CS are proposed as energy efficient algorithms to
reduce power consumption for sensors. In [8, 9, 10]
random walks with CS provide distributed routing
methods for WSNs. Cluster based [11, 12] and tree
based [13, 14] data collection methods significantly
show the power reduced based on the combination
with CS.

Recent research studies have exploited the mobil-
ity of sensors and CS. Wang [15] applied CS to mon-
itoring vehicle networks. Mostofi built maps in mo-
bile networks [16] and robot networks [17] while the
mobile sensors and robots were deployed outside the
sensing areas. Huang [18] reconstructed a scalar field
using MSNs and information fusion. Nguyen [19, 20]
used flocking control to lead a group of distributed
robots to sample data and applied CS to recover data
from the field based on a certain number of CS mea-
surements.

The previous work has not focused on the integra-
tion between the random mobility of sensors and CS.
In this paper, we complete our previous work [21].
The mobile sensors move only a certain number of
times and share data among them to generate a de-
sired number of CS measurements. Each sensor can
reconstruct all raw data based on the measurements.
The important results in this paper include:
1. A proposed new distributed compressive mobile
sensing data collection method.
2. Formulations and analysis for estimating network
transmission power consumption.
3. Analysis and simulation of factors such as the num-
ber of mobile sensors, the convergence time and the
sensor transmission range leading to choices of mini-
mizing power consumption.

2 Problem Formulation

2.1 Network Model

We assume an area to be observed with N unknown
positions corresponding to N readings for collection.
There are L mobile sensors randomly distributed in
the sensing area to sense data. They are allowed to
move with random direction and random velocities.
The connections between sensors are created by radio
links having a maximum sensor transmission range
denoted as R. An appropriate value of R is chosen for
all sensors. As shown in Figure 1, all mobile sensors
are connected as an undirected graph G(L,E), where
L is the set of vertices representing the mobile sensors
and E is the set of edges representing the connections
between sensors.

We further assume that the distributed sensors
move randomly in the area. Each mobile sensor shares
data to the others through its neighbors within the
transmission range R.

2.2 Compressive Sensing (CS)

Compressed Sensing techniques [3, 4, 5] bring us
amazing work to recover a compressible signal from
undersampled random projections. They are also
called measurements. A compressible vector signal
X ∈ RN (X = [x1 x2 . . .xN ]T ) is k-sparse (X has k non
zero elements) or dense but sparse in Ψ domain X =
ΨΘ (where Θ is k-sparse vector) will be sampled and
then recovered precisely with CS algorithm. The huge
gain when we apply CS is the number of measure-
ments are much less than the number of original vec-
tor values. Vector Y, called the measurement vec-
tor, contains data sampled from N sensor readings;
Y ∈ RM (Y = [y1 y2 . . . yM ]T ), where M �N .

Signal Sampling: The random measurements are
generated by Y = ΦX where Φ ∈ RM×N is often full-
Gaussian matrices or binary matrices, called projec-
tion matrices. Y ∈ RM is the measurement vector with
yi =

∑n
j=1ϕi,jxj , where ϕi,j are all entries on the ith

row of our projection matrix Φ .
Signal Recovery: The number of CS measure-

ments required to reconstruct the original signal per-
fectly with high probability is M = O (k log N/k) fol-
lowing the l1 optimization problem given by [3].

X̂ = argmin ||X ||1, subject to Y = ΦX, (1)

or in case we need sparsifying matrix to have X
sparse in Ψ domain (Ψ can be Wavelet or DCT de-
pending on our signal properties) as follows.

Θ̂ = argmin ||Θ ||1, subject to Y = ΦΨΘ, (2)

where ||Θ ||1 =
∑N
i=1 |Θi | . The l1 optimization prob-

lem can be solved with linear programming tech-
niques such as Basis Pursuit (BP) [3].

In reality, we have to consider the noise while sam-
pling and sending the measurements (in our case we
collect measurements and send to the base-station) :
Y = ΦX+ e , with ||e ||2 < ε and recover

X̂ = argmin ||X′ ||1, subject to ||Y = φX′ ||2 < ε. (3)

2.3 Data Collection in Distributed MSNs
utilizing CS

The idea of applying CS into MSNs is that the sensing
field can be sampled randomly based on the mobil-
ity of mobile sensors randomly deployed in the field.
In general, each CS measurement is a collection from
some random positions as shown in Figure 2. Lmobile
sensors are deployed randomly in the sensing area
that they can collect sensing data randomly. If these
sensors exchange their own data to each other, they
can all achieve the data sampled randomly as shown
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Figure 1: Sparse sampling a square sensing area dimensioned [0,100]2 units: one CS measurement created by
a fully connected MSN with 50 distributed mobile sensors.

in Figure 2. At this point, one CS measurement is
collected at each distributed mobile sensor. After M
moving steps, each sensor has M measurements. This
number of measurements defined in CS background
in Section 2.2 helps to reconstruct all sensory readings
from N positions in the area.

After M periods of time, L distributed mobile sen-
sors visit approximately N unknown positions. The
readings are contained in vector X which is compress-
ible or sparse in proper domains as

X = ΨΘ, (4)

where Θ = [θ1θ2 . . .θN ]T has k non-zero elements and

|θ1| ≥ |θ2| ≥ ... ≥ |θN |. (5)

Ψ referred to as the sparsifying matrix, is an orthog-
onal basis of RN . If X is a k-sparse vector, Ψ is an
identity matrix. Otherwise, Ψ can be chosen from an-
other domain such as wavelet, DCT (discrete cosine
transform), etc. In order to verify this problem, Fig-
ures 3 and 4 are provided. All raw sensor readings
from 1000 points of interest are shown in Figure 3.
This real data is not sparse but it is highly correlated
due to the positions next to each other. DCT Ψ ma-
trix has been chosen to sparsify the real data. Figure 4
shows all the coefficients in DCT domain. We can see
that signal energy would be reduced following Equa-
tion 5.

At time instant t, mobile sensor l at position i col-
lects sensory data xli (i = 1, . . . N ). All L mobile sen-
sors share their readings (xli ), identified by the corre-
sponding position indices, with the other mobile sen-
sors through their neighbors as shown in the graph
G(L,E). After a convergence time 1, denoted as I , each
mobile sensor has one CS measurement as a sum of L
sensor readings

yt =
L∑
l=1

φtix
l
i + et , (6)

where et is additive noise dependent on the system.
φti is a binary vector (dimensioned 1×N ) that repre-
sents which positions are sampled at time instant t. It
is also the tth row in the measurement matrix ΦM×N
after M periods of time. The total measurements col-
lected at each sensor are

Y = ΦX+ e. (7)

According to [22], the number of measurements re-
quired to reconstruct perfectly all the raw reading
from the network is

M = O(k log(N/k)), (8)

where k < M � N . So instead of collecting N read-
ings, one for each sampling position in the sensing
area, each mobile sensors needs only M measure-
ments and reconstructs all data from the area. If the
network is fully connected all the time, each sensor
has the same binary measurement matrix Φ with a
constant row weight of L.

Φ =


1 0 0 1 0 1 ... 0
0 1 1 0 0 0 ... 1
0 0 0 1 1 0 ... 1
... ... ... ... ... ... ... ...
1 0 1 0 0 1 ... 0


M×N

(9)

The restricted isometry property (RIP) of the sparse
binary matrix has been studied in [23] where it is
shown that the matrix can satisfy RIP and therefore
can be used as an efficient measurement matrix. This
matrix (ΦM×N ) can perform as well as a full Gaussian
matrix for the CS recovery process. ε is set as ε <‖ e ‖2.
The recovery algorithm is addressed as

X̂ = argmin ‖ X ‖1, subject to ‖ Y−ΦX ‖2< ε. (10)
1Convergence time is the average number of times each sensor updates data from the neighbors until it achieves a CS measurement

collected from all connected sensors. Convergence time is a measure of how fast a group of sensors can create one CS measurement.
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 Real communication distance (r) 

Mobile sensors move to different positions 

Random positions 

CS measurements 

Figure 2: Two CS measurements are created (in blue and yellow) while the mobile sensors are moving in the
sensing field.

Figure 3: Real temperatures collected from 1000 random positions in a sensing field

Figure 4: 1000 transformed coefficients using DCT domain
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3 CompressiveMobile Sensing Al-
gorithm (CMS)

for t = 1 to M do
L distributed mobile sensors move and
sample a sensing area at M periods of time,
and create 1 CS measurement at each time
instant t

while (Number of times sharing data < I) do
for i = 1 to L do

Each sensor out of L mobile sensors
has two main activities:

- send/receive data to/from
neighbors

- add/forward new received data
from/to neighbors

end
New data is detected by its attached
indices

end
One CS measurement is created following
Eq. 6

end
M CS measurements are created for the CS data
reconstruction following Eq. 10

Algorithm 1: CMS Algorithm

As mentioned, each distributed mobile sensor
must collect M measurements to be able to recon-
struct all readings from N positions in the sensing
area. With L distributed mobile sensors fully con-
nected as given by the graph G(L,E) and based on the
sensor transmission range R, the proposed algorithm
is summarized as Algorithm 1.

Due to the limitation of R and sensor motion, some
mobile sensors maybe disconnected from others and
separated at time instant t + k. This means that the
measurements yt+k collected at each sensor are not
from all L sensors. This does not affect CS perfor-
mance when the measurement matrix has different
row weights [22]. By applying CS, each mobile sen-
sor only has to visit M positions to collect all data
from the sensing area (M � N ). This significantly re-
duces consumed power not only for communications
but also for sensor movements.

4 Analysis of Power Consumption
for Communications

The total consumed power for communications in the
network consists of three main elements: the intra-
neighborhood consumed power denoted as Pnei , the
convergence time I and the number of measurements
required (M). The total power consumption can be
calculated as follows

Ptotal = Pnei × I ×M. (11)

Pnei represents the communication cost associated
with L mobile sensors transmitting data to their

neighbors and can be calculated as

Pnei =ω ×Rα ×L, (12)

where ω is the average number of neighbors of each
sensor corresponding to the available communication
links, and α is the path loss exponent. It is shown in
[24] that α = 2 and α = 4 for free space and multi-
path fading channels, respectively. We choose α = 2
throughout this paper. In the following sections both
circular and square sensing areas are examined and
analyzed.

4.1 Circular Sensing Area

If sensors are randomly distributed in a circular sens-
ing area with radiusR0, the average number of sensors
deployed in the area covered by each sensor transmis-
sion range R can be found as

β =
L

πR2
0

×πR2, (13)

where L
πR2

0
is the sensor density. We can calculate ap-

proximately the mean value of ω as

ω = (β − 1) = (L
R2

R2
0

− 1). (14)

Hence, the total consumed power for sharing data be-
tween L sensors is calculated as

Ptotal = (L
R2

R2
0

− 1)R2LIM. (15)

4.2 Square Sensing Area

We assume a square sensing area with dimensions
H × H . From Equation (13), the average number of
sensors deployed in the area covered by each sensor
transmission range R is β = L

H2 ×πR2. Hence

ω = (
πLR2

H2 − 1). (16)

In Figure 6, both the true and the reconstructed
data are shown together to illustrate the accuracy of
the CS recovery algorithm with the number of CS
measurements given by M = 300 stored at each sen-
sor. The larger the number of measurements, the bet-
ter the accuracy of the reconstruction.

The total consumed power for sharing data for L
sensors to achieve M converged CS measurements in
the square sensing area can be written as

Ptotal = (
πLR2

H2 − 1)R2LIM. (17)

The convergence time I depends on both the sensor
density ( L

πR2
0

or L
H2 ) and the connections between the

sensors. The smaller the number of mobile sensors,
the smaller the convergence time. However, since the
transmission range R determines the connections, in-
creasing the transmission range R to maintain the con-
nections increases the transmission power consump-
tion. This means that increasing or reducing R may
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Figure 5: Comparison of three measurement matrices created through the sampling process based on signal
reconstruction error.
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Figure 7: The average convergence time versus different transmission ranges with 100 mobile sensors deployed
in a square sensing area.
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sensing area.
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Figure 9: Total communication power consumption with L = 100 mobile sensors deployed in the square sens-
ing area and transmission range R∗ = 15.

increase or reduce the number of connections between
the sensors in each neighborhood. Increasing the
connections between sensors reduces the convergence
time I . Thus a trade-off exists between these various
parameters.

5 Simulation Results

We assume a fixed number of 50 or 100 mobile sen-
sors deployed in a square sensing area of 100 square
units (H = 100). We also assume that there are ap-
proximately 1000 positions where temperature needs
to be observed. We consider the transmission range
of 15 ≤ R ≤ 20 units in which the network is always
connected. Without loss of generality, it is assumed
that the power for transmitting 1 unit of data is 1 unit
of power. The simulations were performed using real
temperature sensor data from Sensorscope [25]. The
reconstruction error related to CS signal recovery is

the normalized reconstruction error given as ‖X−X̂‖2‖X‖2
.

Figure 5 compares the ability to reconstruct data
in the CS recovery process between three measure-
ment matrices. Both sparse binary matrices with row
weight L = 50 and 100 are shown to perform as well

as the full Gaussian matrix which corresponds to full
sampling.

Figure 7 illustrates that as R is increased, the con-
vergence time I is reduced as discussed in Section 4.
Figure 8 depicts the corresponding total power con-
sumption in the network, and we see the power con-
sumption is reduced as R is decreased. R cannot be
reduced without limit as at some point the L sensors
will become disconnected and fragmented resulting
in an excessively sparse measurement matrix.

We chose the smallest transmission range R∗ = 15
and the corresponding convergence time I ∗ = 94 for
the optimal total power consumption for sensor com-
munications in the network in both analysis and sim-
ulation which are shown in Figure 9.

Finally, in Figure 6, both the true and the recon-
structed data are shown together to the show the ac-
curacy of the CS recovery algorithm at the number of
CS measurements as M = 300 stored at each sensor.
The more number of measurements, the better accu-
racy of the reconstruction.
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Figure 10: Final result of recovering data in a 3-D map compared to the true map; M = 300 CS measurements
are collected.

6 Conclusions and Future Work

This paper proposed a framework for distributed
MSNs utilizing CS for efficient data sensing and re-
covery and investigated the dependence of power con-
sumption on various MSN parameters. The algorithm
exploits the random mobility of sensors for sparse
sampling the sensing area. CS based sampling and
reconstruction of the sensory data with a sparse bi-
nary measurement matrix were compared with dense
Gaussian and shown to be equal under the simulation
conditions, illustrating that CS may be used to ad-
vantage in MSNs. Expressions for transmission power
consumption in the MSN were developed, simulated,
and analyzed. The results show the trade-off be-
tween the number of sensors, the transmission range,
and the convergence time that can further reduce the
power consumption for data transmission in the net-
works.

In future work, we consider the correlation of
sensing data in the field. This could help to improve
the performance of CS in signal recovery.
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Conformal Prediction is a recently developed framework for reliable 
confident predictions. In this work we discuss its possible application to 
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1 Introduction

1.1 Topic of the work

This paper is an extension of [1]. The topic of this
work is application of Conformal Prediction (CP)
framework of reliable machine learning to big data.
Conformal Prediction was developed in such works
as [2, 3]. Its main advantage is producing prediction
sets that are valid in weak (i.i.d./exchangeability) as-
sumptions. In the case of supervised learning (clas-
sification or regression) the idea of CP is in checking
each hypothesis about the new example’s label on ex-
changeability. This means that the exchangeability of
the whole data sequence extended by this example is
checked.

This has an interpretation in terms of anomaly de-
tection: whether the example (supplied with a hypo-
thetical label) is an anomaly with respect to the train-
ing ones, or not. As we will discuss, the most ques-
tions related to CP can be modelled for the task of
anomaly detection first, and then they will be natu-
rally extended to supervised learning or clustering.
Therefore in this work we concentrate on unsuper-
vised task of anomaly detection of unlabelled in-
stances. Amongst the previous works on conformal
anomaly detection we have to mention[4, 5, 6, 7, 8, 9].

These works did not specifically study the problem
of big data. Here we model the situation when the
data set is so big that CP algorithm can not be calcu-

lated directly, the data set has to split into parts. Fur-
thermore, we assume that different parts of the data
are collected in different places (’sources’), and these
sources are in general case heterogeneous (different in
their distribution), and only the mixture of all these
distributions is the ’true’ distribution that might gen-
erate a testing example. Extending Conformal Predic-
tion for this task is not straightforward because of the
risks to lose the validity and to informative efficiency
of the predictions.

1.2 Application area

Anomaly detection problem can be applied in may ar-
eas. In the context of conformal framework the ar-
eas mostly considered earlier were vessel trajectories
[4, 6, 7] and traces of bots [9].

As a model example, we use a question form the
area of energy engineering. Energy Demand Research
Project (EDRP) provides the data on customer be-
haviour (energy consumption) of gas/electricity using
households. A data instance here is a summary (pro-
file) of behaviour consumption during a large obser-
vation time for an individual household.

This is a kind of a more general problem where the
detection of anomalies is understood as an unusual or
suspicious behaviour of a complex system or its hu-
man users.
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1.3 Plan of the paper

In the background Section 2 we remind the basic no-
tions of Conformal Prediction, with concentration on
validity properties. We discuss both supervised learn-
ing and unsupervised learning (anomaly detection)
tasks and their connection to each other in more de-
tails than in our previous work [1].

In particular, we pay special attention to the choice
of Conformity Measure (CM) that is the core element
of a CP algorithm. It may be based on any machine
learning algorithm, and our preference is k Nearest
Neighbours (kNN) approach.

In Section 3 we address the challenge caused by
big data split to validity and informative efficiency of
Conformal Prediction. Theoretical justification of the
suggested solution is extended from [1] with an infor-
mal motivating example showing its principal idea.

Sections 4 describes organisation of experiments,
which aim to check how the idea works on a set of
real data. Here we mostly deal with the questions of
computational efficiency of experiments.

Section 5 includes brief description of the data set
and its splits, experimental output and its analysis.
There are three principal ways of data splits, different
in the level of modelled homogeneity/heterogeneity.
The part related to the analysis is expanded compared
to [1], including more complete series of experiments
(using versions of kNN CM with several values of k)
and their analysis in several aspects, including influ-
ence of different factors.

The paper is concluded with a discussion section
including plans for the future work. The most inter-
esting of them is related to potential supervised learn-
ing applications.

2 Machine learning background

2.1 Some machine learning problems

In general, the task of machine learning is to say (pre-
dict some property) of a new instance zl+1 based on
existing information about the previous (training) in-
stances z1, . . . , zl of the same nature. Learning means
that the quality (efficiency) of the predictions grows
as the experience (the number of examples analysed
during the training) grows. Usually an instance is rep-
resented as a vector of features and/or labels.

The most popular machine learning problem is
supervised classification. Assume that each instance
zi = (xi , yi) consists of an object (feature vector) x and
a label (usually a scalar) yi . Everything is known ex-
cept the label of a new example. So the task is to
predict a label for a example xl+1 from a given train-
ing set of object x1,x2, . . . ,xl ∈ X supplied with labels
y1, y2, . . . , yl ∈ Y .

Another large area is unsupervised learning with-
out any labels when there are no labels and zi = xi .
This includes such task as clustering and anomaly de-
tection. The clustering question is to assign some la-
bels to all the objects, based on their similarity to each

other. For a new example this will also give a clas-
sification, which of the clusters it is likely to belong
to. The question of anomaly detection is to detect
whether the example is similar to any group of train-
ing examples at all or it is a sort of abnormal one.
Anomaly detection and clustering tasks together or
independently on each other. It can be said that the
anomalies are object that remain after clustering of
the typical objects while anomaly is a thing such that
excluding it from the data set cleans the data makes
the clustering task easier. See [9] for more discussion
of their connection.

Classification an instance as an anomaly may have
several meanings according to the nature of a prob-
lem: new tendency in a data stream, some mistakes in
data collection, suspicious behaviour of an object or
human, reflected in the data. If a normal instance is
classified as anomaly, this is a sort of ’false alarm’ al-
though may reflect some unusual property of it. An-
other kind of error is missing a true anomaly (classi-
fying it as a normal instance).

Normally it is better to keep false alarm rate on
a decided significance level, and to try decrease the
number of second type error, making the method as
sensitive for real anomalies as possible. Limitation on
the false alarm level allows to talk about reliability of
the anomaly detection because otherwise classifying
an instance as an anomaly is not a responsible claim.

A reason why we focus our interest in this work
on anomaly detection is that the problem of anomaly
detection covers the problem of supervised learning
in the following sense. If we try to predict a label
yl+1 for a new example xl+1, this also means that we
would like to fill a gap in the data not in an abnormal
way. If (xl+1, ŷ) looks like an anomaly compared to the
training examples (x1, y1), . . . , (xl , yl), then it is unlikely
that yl+1 = ŷ where yl+1 is the true label. In the con-
text of supervised learning, the usual understanding
of anomaly is the following. A labelled example (a
pair (xi , yi)) is anomalous as far as yi is different from
the label predicted for xi by an (underlying) machine
learning algorithm.

2.2 Conformal Prediction framework

Conformal Prediction [2] is a framework that can
convert practically any machine learning algorithm
for classification or regression into a reliable multi-
prediction algorithm that produces prediction sets
valid in weak (i.i.d.(power) or exchangeability) as-
sumptions about the data generation mechanism.

Conformal anomaly detection was introduced in
[4]. Its principal scheme is given by the equations:

αi = A (zi , {z1, . . . , zi−1, zi+1, . . . , zl+1}) . (1)

p(zl+1) = p(z1, . . . , zl+1) =
card{i = 1, . . . , l + 1 : αi ≤ αl+1}

l + 1
(2)

The principal parameter of the algorithm is a Con-
formity Measure (CM) A that is a measure of informa-
tion distance of an object z and a set U . Its choice
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affects the efficiency of the algorithm which we will
discuss further. Then, p-values measures applicabil-
ity of i.i.d. assumption to the data by testing whether
z1, . . . , zl , zl+1 are likely to be generated by the same
distribution, or this is discarded by the last example
zl+1 being an anomaly.

In other literature such as [2, 6] there is also used
the term Non-Conformity Measure (NCM) which dif-
fers from Conformity Measure in the sign, and corre-
spondingly ≤ is replaced by ≥ in the equation 2. Usu-
ally the CM connects Conformal Prediction frame-
work to one of standard machine learning algorithms
such as Support Vector Machines (SVM), Neural Nets,
Nearest Neighbours, that is called the underlying algo-
rithm.

In the case of supervised learning, p-value is as-
signed to each possible hypothesis y ∈ Y about the la-
bel of the new object

p(y) = p(z1, . . . , zl , (xl+1, y)).

In particular, p-value assigned to the true label yl+1
measures exactly the abnormality of the example

zl+1 = (xl+1, yl+1).

The main advantage of Conformal Prediction is
ability to produce prediction sets with guaranteed
properties of validity in i.i.d. assumption.

For supervised learning, the prediction set is the
set of y such that p(y) is larger than a selected signif-
icance level ε. It is proven [2] to cover the true label
yl+1 with probability at least 1− ε.

In anomaly detection, it is possible to talk about
prediction set of all z such that p(z) = p(z1, . . . , zl) > ε.
It is also guaranteed to cover true zl+1 in case when it
is generated by the same distribution, i.e. it is not an
anomaly.

The size of the prediction set is the measure of ef-
ficiency: the smaller is the set the more informative
is the prediction. It is practically useful that these
predictions are individual, so for some examples they
may be small (more informative) even if for the ma-
jority of testing examples the predictions are not so
definite.

Below we will consider these notions in a more for-
mal way.

2.3 Validity

The validity property states the following. If the se-
quence of examples z1, . . . , zl , zl+1 is generated by an
exchangeable distribution then the probability that
p = p(zl+1) < ε is at most ε. for any significance level
ε. An exchangeable distribution means invariance on
the permutation of the order of examples. This in-
cludes the important case of i.i.d. (power) distribu-
tion meaning that the data examples were generated
independently by an identical mechanism.

The standard output of Conformal Prediction is in
the form of prediction set, where the validity has the

meaning that the prediction set is ’large enough’ in a
statistical sense.

The prediction set in unsupervised task is defined
as:

Rε = {z ∈ Z : p(z) = p(z1, . . . , zl , z) > ε}

Validity implies that Rε covers zl+1 with probabil-
ity at least 1−ε. So zl+1 can be reported as an anomaly
if p(zl+1) < ε because the probability of this event is
below the selected significance level ε. So the validity
property actually allows to set a desired bound on the
false alarm rate (number of mistakes within normal
examples).

In supervised task, the sequence zl+1 = (xl+1, yl+1)
is known partially, the task is to predict yl+1 by xl+1.
The prediction set

Rε = {y ∈ Y : p(y) = p (z1, . . . , zl , (xl+1, y)) > ε} .

Validity implies that this Rε covers the true label
yl+1 with probability at least 1 − ε. This makes the
prediction set reliable: probability of error is limited
by ε, if error is understood as a true label left outside
the prediction set.

2.4 Informative efficiency

In both supervised and unsupervised tasks informa-
tive efficiency is related to size of a prediction set. The
smaller it is, the more informative is the prediction.

In supervised case, it means that more hypothe-
ses about the label of a new data instance are rejected,
therefore the prediction is more definite. In particu-
lar, the prediction of size 1 is called certain, and the
complement to 1 of the smallest significance level for
which this is true is called individual confidence of the
prediction. This notion is applicable directly to con-
formal anomaly detection because the predictions test
are usually infinite.

In unsupervised case, informativeness means
higher sensitivity to abnormality, i.e. classifying more
examples as anomalies, (remind that the prediction
set includes the instances classified as normals).

In more details, efficiency of supervised learning
were discussed in [3] while efficiency of conformal
anomaly detection is discussed in detail in [6, 8].
Some ways to measure efficiency numerically were
presented in these works.

It this paper we will concentrate just on one as-
pect: harm to efficiency caused by parallelisation of
the framework for big data.

2.5 Deviations from validity

If the formula 2 of p-value calculation is modified or
generalised, the first challenge is to keep its validity
property, otherwise the outputs of Conformal Predic-
tion would not be reliable.

To measure validity empirically, one has to see
how much the empirical distribution of p-values devi-
ates from the uniform distribution on [0,1]. A martin-
gale on-line approach to such testing was presented

www.astesj.com 256

http://www.astesj.com


Ilia Nouretdinov / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 254-267 (2017)

in [10] but its focus was on checking exchangeability
of data sets.

Now we are focusing on testing the algorithms in-
stead of data sets. The difference form martingale
is that for us two kinds of deviations are principally
different for us now: if p-values are smaller than ex-
pected this leads to invalidity while having too large
p-values is a less harmful case of low efficiency.

We consider the probability that p ≤ ε. Ideally, it
should be very close to ε, and this is reached in on-
line smooth version of the standard Conformal Pre-
diction [2].

In general, for a fixed significance level ε there are
three practical possibilities:

• Invalidity: P rob{p ≤ ε} > ε, p-value is not a cor-
rect measure of significance.

• Exact validity: P rob{p ≤ ε} = ε, an ideal situa-
tion;

• Conservative validity: P rob{p ≤ ε} < ε, a cause of
undesirable damage to efficiency.

If probability of this event is significantly larger
than ε, this means that there is no actual reliability
of the results. If this probability is essentially smaller
than ε this means the results are reliable but conser-
vative.

Conservativeness is an indirect but important in-
dicator that prediction sets (of non-anomalous ob-
jects) are unnecessarily large. If the allowed level
ε of normal examples classified as anomalies is not
reached, this decreases false alarm level somewhere
below the allowed threshold, but it is very possible
that some true anomalies are also left undetected.

2.6 Conservativeness as lack of informa-
tive efficiency

Note that conservativeness is just one of the possible
causes of low information efficiency (too large predic-
tion sets). Another source of damage to informative
efficiency than a weak choice of the Conformity Mea-
sure (CM) mentioned before.

Studying influence of CM on the efficiency of the
prediction is a more complex question. There are
no definite answer in the case of anomaly detection,
which CM is better, without taking into account the
nature of the problem. It may be reflected in an-
other testing set consisting specially of anomalies, or
in defining a measure on the object space. See [6] for
an example of such comparison.

Another reasons to choice one or another CM may
be related to cluster structure of the prediction set
(number, purity of clusters), see [9] for details.

Therefore we concentrate on conservativeness now
leaving these questions aside this work.

2.7 Assessment of validity and conserva-
tiveness

Above we discussed validity and efficiency related to
a specific significance level ε. It is more convenient
to have a joint parameterless (ε-independent) mea-
sure of validity and conservativeness, aggregating in-
formation about different levels.

Let us observe the distribution of p-values as-
signed to testing examples. Ideally (in the case of
exact validity) it should be uniform. It was formally
proven to be for smoothed version of non-parallelised
Conformal Prediction [2]. Smoothing here means as-
signing a random weight to the cases αi = αl+1 instead
of 1. In this work we do not do special smoothing. For
the big data size there is usually no practical differ-
ence between smoothed and non-smoothed versions,
so it is convenient to get rid of this non-deterministic
element.

We would like here to assess practically how well
this closeness to uniformity is achieved by empirical
distribution of p-values of testing examples.

As the first criterion, we measure Average p-Value
(APV). Averaging of p-value can be understood as a
well as a form of mixing prediction set sizes over dif-
ferent significance levels. It was suggested in [6] as
an efficiency measure on a testing set or a measurable
space of testing feature vectors. We put it now in a
different context: in our check, the testing examples
come from the same distribution as the training ones
(unlike [6] with a testing set intentionally generated
another way). Therefore we know that valid p-values
are distributed uniformly, the expected average value
of APV is 1

2 .
APV criterion may be considered as a uniform av-

eraging of ε-dependent validity checks by ε. This may
be not the best way because in practice only its small
values are usually important. Significance levels typ-
ically used in statistics are no larger than 0.05, some-
times reaching 10−2 or 10−4. Therefore we also con-
sider a modified criterion that is Average Logarithm
p-Value (ALPV). It was suggested in [8] as an alterna-
tive to APV, applicable in same circumstances. This
criterion gives larger weight to small significance lev-
els.For example, if the p-values tend to concentrate
around 1

2 this is not reflected in APV but considered
conservative by ALPV. Its expected value of −1 for
uniform distribution.

2.8 Selection of Conformity Measure

In general, it is expected that CM approximates the
density function of the data distribution. In [3] this
principle was justified for supervised classification
but can be easily adopted to anomaly detection as
well. Further in Sec. 3.8 we will need this property
as well.

The problem of CM selection in the context of
conformal anomaly detection (not classification) was
studied in the paper [6]. In [6] two families of the den-
sity approximating functions were compared by their
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efficiency.

• A Conformity Measure can be based on kernel
density estimation (KDE) by creating a contin-
uous function from the empirical data distri-
bution; a kernel function has to be chosen for
smoothing it. Typically the kernel function is
the density function of a normal distribution.

• Alternatively, local density at a point can be ap-
proximated by nearest neighbours method that
shows how close a point is in average to some
amount of its nearest neighbours in the data set.
Conformity of an example is calculated as the
inverse value of the average distance to k near-
est neighbours (kNN).

Both methods are actually parametric: either the
kernel function needs to be supplied with variance
(’degree of smoothing’) , or the number of neighbours
has to be selected. Experimental comparison in [6]
have shown that with the best parameters both meth-
ods give the results of similar quality.

However, in the case of k nearest neighbours the
method is more robust: the damage to efficiency
caused by its imprecise selection is smaller. Therefore
we consider nearest neighbours method as the prefer-
able one.

Another intuitive reason is that in context of com-
paring conformities kNN k = 1 may be considered as
a ’limit’ case of density estimation as the variance pa-
rameter of the kernel fucntion tends to 0. At the same
time, kNN with k > 1 can not be easily explained in
terms of kernel density estimation. So this family is
in some sense a ’richer’ one.

3 Aggregating data sources

3.1 Big data challenges

Processing big data set a limitation caused by limited
memory or time does usually appear. This happens
because the required time/memory increases in a non-
linear way, therefore splitting the data into some parts
is the only way to fit it. Also there may be physical
or technical reasons requiring parallelisation such as
impossibility to collect all the data in the same place
simultaneously. Usually we can just assume that, for
a concrete algorithm, an upper limit on the data set
size processable at once, is somehow determined by
the power of one processor/storage, and can not be
enlarged.

Parallelising of an algorithm may be exact (pro-
ducing the same result) or approximate, which hap-
pens usually. Some algorithms of machine learn-
ing do have special modifications applicable to big
data. such as Cascade version of Support Vector Ma-
chines [11] which is approximate as well. The princi-
pal challenge is that underlying SVM is using a matrix
of inter-example similarities, so the load of memory is
proportional to the square of the number of training

examples, which puts an essential limit on the num-
ber of examples which may be processed together.

In our work we also model a situation when only
approximate calculation is possible. In the context
of conformal framework, the principal challenge is
caused by its core detail, calculation of Conformity
Measure function A. One of its two arguments is a
whole set which may make calculations much com-
plex. In the example which we prefer to consider,
CM is based on k Nearest Neighbour algorithm, which
also requires a storage of the distance matrix.

In the case of Conformal Prediction, we also wish
to see that reliability of results, guaranteed by valid-
ity properties, is not affected by parallelisation of the
algorithms.

3.2 Modelling of the challenge

In this consideration we try taking into account both
causes for data split. The number of data examples
processed at once is limited by a number h, and we
also assume that data collection was done indepen-
dently by different groups, and it even may be never
stored together. Each of the collecting group may have
its own specialising collecting data of a concrete sub-
type, or related to the collection place.

This means that:

1. in general case it is impossible to make a com-
pletely random split;

2. it would be unfair to restrict us just to one of
these sources, even as an approximation.

The second note is important. In our modelling we
assume that there is no possibility to avoid paralleli-
sation challenge just by using one source of informa-
tion and expectation that it is not a bad approximation
(which in many cases happens in reality).

Formally, we assume that:

• the training set U = {z1, . . . , zl} is split into two
parts of equal size called U1 and U2; this in gen-
eral case is not always a random split;

• the true data distribution P is a mixture of P1
and P2,

P =
P1 + P2

2
;

• the data source U1 is randomly generated by P1;

• the data source U2 is randomly generated by P2.

• the testing example zl+1 is generated by the
mixed distribution P ;

• simultaneous access to the sources U1 and U2 is
impossible.

The task is to estimate the p(zl+1) with respect to the
union of U1 and U2 as the training example.
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3.3 Averaging Tests for randomness (AT)

Assume that p1 and p2 are calculated for the same test-
ing example but for different training sets. So Equa-
tion 2 is replaced by two:

p1 =
card

{
i = 1, . . . , l2 , l + 1 : A (zi ,U1) ≤ A (zl+1,U1)

}
l
2 + 1

(3)

p2 =
card

{
i = l

2 + 1, . . . , l, l + 1 : A (zi ,U2) ≤ A (zl+1,U2)
}

l
2 + 1

(4)
The straightforward way is to approximate p-value

by the average of two:

pAT =
p1 + p2

2
. (5)

This method seems to be a natural way of distributed
calculation of p-value but it has no guarantees of va-
lidity.

If the split is heterogeneous, then the problem of
invalidity can appear as well. This can be shown
on the following example. Assume that the sources
are completely heterogeneous: P1 and P2 distributions
having non-overlapping support sets. We can also
imagine that they are so disjointed that each example
generated by P1 has the minimal possible p-value 1

l+1
with respect to the training set generated by P2 and
vice versa. This will lead to averaged p-value of a new
P -generated example being approximately uniformly
distributed on

(
0, 1

2

)
instead of (0,1) that is a strong

form of invalidity1.

3.4 Maximizing Tests for randomness
(MT)

The easy way to achieve guaranteed validity is to take
the maximum of ’partial’ p-value instead of the aver-
age:

pMT = max{p1,p2} (6)

It also has a natural meaning: a new example z is typ-
ical with respect to the union of two sources if is typi-
cal with respect to at least one of them.

However, it such approach is rough and p-values
produced this way are likely to be very conservative,
especially if the distributions are close to each other.
For example, in completely homogeneous case, when
each of p1 and p2 is lucky to be valid itself as an ap-
proximation of p, max{p1,p2} will be just larger than
p1 or p2 of without any use for validity.

3.5 Maximizing Conformities (MC)

The suggested solution is to correct the maximising
approach by moving the maximization procedure one

step back. Instead of maximizing the p-values them-
selves, let us maximize the estimates of new example’s
conformity.

The aggregated p-value is defined by the following
equations

pMC = p̃ = (p̃1 + p̃2)/2 (7)

p̃1 =
card

{
i = 1, . . . , l2 + 1 : A (zi ,U1}) ≤ A (z,U1,U2)

}
l
2 + 1

(8)

p̃2 =
card

{
i = 1, . . . , l2 + 1 : A (zi ,U2}) ≤ A (z,U1,U2)

}
l
2 + 1

(9)
where

A(z,U1,U2) = max {A(z,U1),A(z,U2)} .

A theoretical justification of this approach and is
presented further, including a more general from of
several sources.

For practical applications, we have to not that
this method is not memory-consuming, because it is
enough to store conformity scores, not the whole data
examples. Also, there is no need to keep them in the
original order, this can be replaced by storage of their
overall distribution.

3.6 Motivating example

Consider now the following space:

X = {1,2,3,4,5,6}

There are two big data sources U1 and U2 of equal
weight with the following data distributions:

P1 = (0.2,0.6,0.2,0.0,0.0,0.0)

P2 = (0.0,0.0,0.0,0.2,0.4,0.4)

The whole distribution is:

P = (0.1,0.3,0.1,0.1,0.2,0.2)

Assume that the new example is xn+1 = z = 3. If the
Conformity Measure corresponds to the local density,
the p-values with respect to U1 and U2 are

p1 = P1{x : A(x,U1) ≤ A(z,U1)} = P1{x : P1(x) ≤ P1(z)}

= 0.2 + 0.2 = 0.4

p2 = P2{x : A(x,U2) ≤ A(z,U2)} = P2{x : P1(x) ≤ P2(z)} = 0

and the true p-value with respect to the whole data set
is

p = P {x : P (x) ≤ P (z)} = 0.1 + 0.1 + 0.1 = 0.3

while its straightforward approximation is

p̂ = (p1 + p2)/2 = 0.2

which may lead to a falsely confident rejection of the
hypothesis that the new example is not an anomaly.

1In particular, it is limited from above by
1 + 1

l+1
2

=
1
2

+
1

2l + 2
which definitely contradicts the validity for any ε > 1

2 + 1
2l+2
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3.7 Idea of Correction

How to correct this? The idea is to replace the way of
approximation as follows:

p̃ = (p̃1 + p̃2)/2

where

p̃1 = P1{x : A(x,U1) ≤ A(z,U1,U2)}

p̃2 = P2{x : A(x,U2) ≤ A(z,U1,U2)}

and A(z,U1,U2) means the largest of A(z,U1) and
A(z,U2).

In the example above it would work as follows:

A(z,U1,U2) = max{0.2,0.0} = 0.2

p̃1 = 0.2 + 0.2 = 0.4

p̃2 = 0 + 0 + 0 + 0.2 = 0.2

p̃ = (0.4 + 0.2)/2 = 0.3

which is a correct approximation.

3.8 Justification of MC approach

In this section we assume that data U comes from
sources U1, . . . ,Uk with weights (contribution percent-
ages) w1, . . . ,wk .

Inspired by the logic of the work [3], we consider
true data distribution as a limit (asymptotical) case of
the empirical distribution, and the local density as a
limit case of (the optimal) conformal density. We are
analysing some asymptotical tendency, assuming that
the amount of data in each of the sources is represen-
tative enough, so the difference between true and em-
pirical distribution is low enough.

We assume that the ’full’ distribution is split into
sources by weighted formula:

P =
w1P1 + · · ·+wkPk
w1 + · · ·+wk

The data in a source Ui is generated by an i.i.d. distri-
bution P ∗i (the star means a power distribution here),
while testing examples are generated by P .

We also assume that conformity score A(x,Ui) is
an ’optimal’ one (in the sense of [3]) i.e. it is an
equivalent of the density function Pi(x). Note that CM
are equivalent if they are reducible to each other by
monotonic transformation. Therefore such methods
as k Nearest Neighbours and Kernel Density Estima-
tion are asymptotically suiTable because they are orig-
inally created in order to approximate a monotonic
transformation of the local density function.

Proposition 1. Assume that the space X is discrete
(finite). Each bag Ui is big and representative for Pi
and the Conformity Measure A(x,U ) is equivalent to
the local density so the difference between Pi and the
uniform distribution on Ui is negligible. Then a valid
p-value is

p̃(z) =
k∑
j=1

wj p̃j (z)

where

p̃j (z) = Pj
{
x : wjPj (x) ≤ k

max
i=1
{wiPi(z)}

}
.

3.9 Proof of Proposition 1

We will show that this p̃(z) can be obtained as the re-
sulting p-value of another Conformal Predictor.

We can sssume that an example x is generated in
two steps: first, i(x) ∈ {1, . . . , k} is generated accord-
ing to the distribution W = (w1, . . . ,wk), then x itself is
generated by Pi(x).

Set the Conformity Measure to

A((i,x),U ) = wiPi(x)

(using our assumption that Pi is recoverable from Ui
with required precision). In this case the correspond-
ing conformal p-value is calculated as:

p((i, z)) =
k∑
j=1

wjPj
{
x : wjPj (x) ≤ wiPi(z))

}

≤
k∑
j=1

wjPj

{
x : wjPj (x) ≤ k

max
i=1
{wiPi(z)}

}
= p̃(z)

The last estimate does not depend on i and can be
used as a valid p-value for z.

4 Experimental settings

4.1 Data collection

The data are taken from Energy Demand Research
Project (EDRP)2

representing behaviour (energy consumption) by
the customers (households).

We use data for 8,703 households using electricity
and gas. For each of the household some social pa-
rameters (such as number of rooms, tenants, level of
income) are provided. They are summarized by in-
cluding each of the households into one of 6 Acorn
categories. In a part of our experiments we will use
these Acorn categories as a way of data split, mod-
elling coming the data from heterogeneous sources.

2 The data were provided by: AECOM Building Engineering, Energy Demand Research Project: Early Smart Meter Trials, 2007-2010.
Colchester, Essex: UK Data Archive [distributor], November 2014. SN: 7591.
Energy Demand Research Project: Early Smart Meter Trials, 2007-2010, UKDA study number:7591.
Principal Investigator: AECOM Building Engineering
Data Collector: Centre for Sustainable Energy.
Sponsor: Department of Energy and Climate Change.
Distributed by: UK Data Archive, University of Essex, Colchester.
November 2014.
http://doc.ukdataservice.ac.uk/doc/7591/mrdoc/UKDA/UKDA_Study_7591_Information.htm
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Size Split CM AT MT MC
1000 Random k = 300 APV 0.500 0.509 0.511

Random kNN ALPV -0.992 -0.964 -0.965
1000 Random k = 100 APV 0.500 0.513 0.512

Random kNN ALPV -0.993 -0.958 -0.971
1000 Random k = 30 APV 0.500 0.520 0.519

Random kNN ALPV -0.993 -0.944 -0.953
1000 Random k = 10 APV 0.500 0.530 0.529

Random kNN ALPV -0.989 -0.918 -0.926

Table 1: Results: random (homogeneous) split

The data set provides the consumption data in
two forms: detailed information about energy usage
in each half-hour during several months, and a brief
summary (so called metadata). For the aims of this
work, we use only the second representation. 8 nu-
merical features were taken from the metadata sum-
mary. They are listed below:

1. Inclusive number of days between first and last
advances

2. Lowest advance value

3. Highest advance value

4. Average advance value

5. Number of advances expected based on feature
1

6. Number of available advances

7. Ratio of features 5 and 6

8. Time of use identifier

We will use these features for learning, and in some
experiments for data splitting as well.

These features are preprocessed by converting into
logarithmic scale and standalising (linear rescaling to
equal average and variance).

4.2 Data split

We consider three ways of splitting the data, wish the
level of heterogeneity step wisely increasing:

1. Random (or homogeneous) split (Table 1).

2. Split by Acorn category (Table 2).

3. Split by one of the features, using its median
value as a threshold (Table 3). 3

The last way of splitting definitely introduces hetero-
geneity by splitting the object vector space into two
parts. As for Acorn categories, they are expected to
have different distributions, but the level of their over-
lapping is not known initially.

The original sizes of Acorn categories are: 1)2982
2)370 3)2855 4)1162 5)1316 6)18. Therefore some
of them are not used, others taken together to have
enough number of examples.

4.3 Inductive mode

To make calculations more efficient for big data, we
apply so called Inductive Conformal Predictor (ICP) [2].
Its scheme is given in Table 4. A part of data called
proper training set is left aside the learning. It is used
only in calculation conformities of the remaining cali-
bration examples. In an equivalent interpretation, in-
ductive mode may be considered as a sort of the stan-
dard (Transductive) CP where proper training set is
a sort of algorithm parameter, while the Conformity
Measure depends only on the example itself. How-
ever we still may need the limitation of its size. In this
version, the most time-consuming set is calculation of
the distance matrix, all the others are relatively small.

4.4 Distributed computing details

In our experiments we assume that the data set is split
into two sources of equal size. Each of them may have
its own distribution, however we assume within one
source the order of examples is random. A number h
is the limit on the training set size. For convenience,
we assume that this number is the limitation both for
the proper training set size, for the calibration set size,
and for the number of testing examples taken from
each of the sources. This setting is summarised in Ta-
ble 5.

We compare three approaches of aggregation:

1. Averaging Tests (AT), Sec. 3.3;

2. Maximizing Tests (MT), Sec. 3.4;

3. Maximizing Conformities (MC), Sec. 3.5.

In each of them, Inductive Confidence Machine (as
presented in Table 4) has to be run twice for each of
the testing examples.

3Splits by features 2 and 8 are not included because of impossibility of doing split the same way. This is due to their distribution (too
many equal values).
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Size Split CM AT MT MC
500 Acorn category 1 k = 300 APV 0.494 0.524 0.525

Acorn category 3 kNN ALPV -0.992 -0.929 -0.942
500 Acorn category 1 k = 100 APV 0.495 0.524 0.524

Acorn category 3 kNN ALPV -0.991 -0.926 -0.935
500 Acorn category 1 k = 30 APV 0.491 0.532 0.530

Acorn category 3 kNN ALPV -0.998 -0.914 -0.929
500 Acorn category 1 k = 10 APV 0.489 0.536 0.534

Acorn category 3 kNN ALPV -1.004 -0.905 -0.917
1000 Acorn categories 1,5 k = 300 APV 0.498 0.516 0.517

Acorn categories 3,4 kNN ALPV -0.997 -0.956 -0.957
1000 Acorn categories 1,5 k = 100 APV 0.496 0.520 0.519

Acorn categories 3,4 kNN ALPV -1.001 -0.947 -0.961
1000 Acorn categories 1,5 k = 30 APV 0.495 0.525 0.523

Acorn categories 3,4 kNN ALPV -1.002 -0.936 -0.947
1000 Acorn categories 1,5 k = 10 APV 0.494 0.532 0.531

Acorn categories 3,4 kNN ALPV -0.999 -0.915 -0.924
1000 Acorn categories 1,4 k = 300 APV 0.495 0.522 0.522

Acorn categories 3,5 kNN ALPV -1.000 -0.941 -0.947
1000 Acorn categories 1,4 k = 100 APV 0.492 0.525 0.523

Acorn categories 3,5 kNN ALPV -1.005 -0.936 -0.950
1000 Acorn categories 1,4 k = 30 APV 0.491 0.528 0.527

Acorn categories 3,5 kNN ALPV -1.006 -0.928 -0.938
1000 Acorn categories 1,4 k = 10 APV 0.491 0.533 0.532

Acorn categories 3,5 kNN ALPV -1.004 -0.910 -0.918

Table 2: Results: split by categories

4.5 Conformity Measure

For calculation of conformities we use k Nearest
Neighbours method (with a large number of neigh-
bours). This choice was discussed earlier in Sec-
tions 2.8,3.8.

We try the following values of the parameter k:
10,30,100,300. As mentioned before, the parame-
ter may reflect natural specific of the problem or an
aim of anomaly detection, therefore we consider all of
them as equally reasonable. Usually larger k in near-
est neighbours anomaly detections reflects more ’cen-
tralised’ understanding of what is normal (not anoma-
lous) data behaviour, expectation to have only few
typical patterns (clusters).

4.6 Measuring deviations from validity

For measuring deviations we use ε-free criteria earlier
presented in Section 2.5. Table 6 gives a short sum-
mary of how they should be interpreted.

Note that validity in sense of this Table does not
imply validity for any ε. It just means that invalidity
is invisible with this way of its measurement. There-
fore, if invalidity is shown just by one of two criteria
(APV, ALPV), it is still detected. However, one may
consider in this situation APV-invalidity more tolera-
ble, expecting that it is related to rarely used signifi-
cance levels ε.

Remind also that keeping validity is strictly the
first priority. Conservativeness is undesirable but it
does not affect the validity, so the goal is only in its

minimisation where possible.

5 Experimental results

5.1 Output

The data was selected according to Table 5. All the
subsets mentioned above are selected randomly, and
the results are averaged over 50 random seeds.

If the ’size’ is set to h (1000 or 500) this means that:

• the first ICP learns on h proper training and h
calibration examples form the first source;

• the second ICP learns on h proper training and
h calibration examples form the second source;

• h testing examples are taken from the first
source, and h testing examples are taken from
the second source;

• two ICPs assign p-values (p1 and p2 respectively)
to each of 2h testing examples;

• these p-values are aggregated to p by one of
three rules (AT, MT, MC).

The output of experiments is presented in Ta-
bles 1,2,3 and in Figure 1 in graphical form.

Below we analyse the experimental results from
these Tables.
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Size Split CM AT MT MC
1000 Low feature 1 k = 300 APV 0.378 0.542 0.518

High feature 1 kNN ALPV -1.215 -0.812 -0.948
1000 Low feature 1 k = 100 APV 0.363 0.528 0.510

High feature 1 kNN ALPV -1.244 -0.840 -0.962
1000 Low feature 1 k = 30 APV 0.365 0.529 0.505

High feature 1 kNN ALPV -1.255 -0.848 -0.976
1000 Low feature 1 k = 10 APV 0.352 0.522 0.503

High feature 1 kNN ALPV -1.299 -0.879 -0.986
1000 Low feature 3 k = 300 APV 0.364 0.518 0.507

High feature 3 kNN ALPV -1.253 -0.888 -0.980
1000 Low feature 3 k = 100 APV 0.354 0.512 0.501

High feature 3 kNN ALPV -1.276 -0.902 -0.991
1000 Low feature 3 k = 30 APV 0.340 0.508 0.500

High feature 3 kNN ALPV -1.320 -0.925 -0.989
1000 Low feature 3 k = 10 APV 0.318 0.504 0.500

High feature 3 kNN ALPV -1.397 -0.954 -0.989
1000 Low feature 4 k = 300 APV 0.446 0.522 0.506

High feature 4 kNN ALPV -1.090 -0.895 -0.971
1000 Low feature 4 k = 100 APV 0.411 0.510 0.502

High feature 4 kNN ALPV -1.158 -0.924 -0.990
1000 Low feature 4 k = 30 APV 0.393 0.507 0.501

High feature 4 kNN ALPV -1.210 -0.945 -0.987
1000 Low feature 4 k = 10 APV 0.369 0.503 0.501

High feature 4 kNN ALPV -1.283 -0.971 -0.990
1000 Low feature 5 k = 300 APV 0.378 0.542 0.518

High feature 5 kNN ALPV -1.215 -0.812 -0.948
1000 Low feature 5 k = 100 APV 0.363 0.528 0.510

High feature 5 kNN ALPV -1.244 -0.840 -0.962
1000 Low feature 5 k = 30 APV 0.365 0.529 0.505

High feature 5 kNN ALPV -1.255 -0.848 -0.976
1000 Low feature 5 k = 10 APV 0.352 0.522 0.503

High feature 5 kNN ALPV -1.299 -0.879 -0.986
1000 Low feature 6 k = 300 APV 0.390 0.560 0.514

High feature 6 kNN ALPV -1.189 -0.769 -0.952
1000 Low feature 6 k = 100 APV 0.360 0.535 0.509

High feature 6 kNN ALPV -1.243 -0.815 -0.962
1000 Low feature 6 k = 30 APV 0.355 0.532 0.503

High feature 6 kNN ALPV -1.279 -0.827 -0.986
1000 Low feature 6 k = 10 APV 0.342 0.524 0.502

High feature 6 kNN ALPV -1.312 -0.856 -0.990
1000 Low feature 7 k = 300 APV 0.465 0.556 0.538

High feature 7 kNN ALPV -1.065 -0.861 -0.914
1000 Low feature 7 k = 100 APV 0.436 0.520 0.532

High feature 7 kNN ALPV -1.109 -0.922 -0.920
1000 Low feature 7 k = 30 APV 0.425 0.516 0.523

High feature 7 kNN ALPV -1.147 -0.940 -0.934
1000 Low feature 7 k = 10 APV 0.415 0.515 0.517

High feature 7 kNN ALPV -1.178 -0.942 -0.946

Table 3: Results: split by features
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Figure 1: Chart sorted by ALPV for MT conservativeness excess
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INPUT: proper training set w1, . . . ,wh
INPUT: calibratlion set z1, . . . , zl
INPUT: testing example zl+1
INPUT: number k of neighbours
FOR i = 1, . . . , l + 1
FOR j = 1, . . . ,h
dij = |zi −wj |2
END FOR
let d′i1, . . . ,d

′
ih be di1, . . . ,dih sorted in ascending order

αi = 1
d′i1+···+d′ik

END FOR
OUTPUT p(zl+1) = card{i=1,...,l+1:αi≤αl+1}

l+1

Table 4: Scheme of ICP

Set Size Generating distribution

Proper training set 1 h P h1
Calibration set 1 h P h1

Proper training set 2 h P h2
Calibration set 2 h P h2

Testing set 2h
(
P1+P2

2

)2h

Table 5: Experimental setting for ICP

5.2 Effect of data split

For homogeneous split (Table 1) AT approach is (up
to the precision) exactly valid in terms of APV. How-
ever AT-ALPV in all cases is slightly smaller than -1,
this still shows slight conservativeness concentrated
for small levels of significance. This may be the topic
of a future special study, concentrated on homoge-
neous case.

In the other experiments (Tables 2 and 3) we have
to analyse invalidity effects for AT. Recall that inva-
lidity means that AT-APVs are smaller than 1

2 or AT-
ALPVs are smaller than −1. In Table 3 these devia-
tions are much larger, because these splits was done
in a more radically way, forced to be heterogeneous,
while in Table 2 there are more natural, practical
splits.

Comparing the splits from Table 3 to each other,
we can see that for some of the features (1,2,5) the de-
viations are larger than for the others. This indirectly
shows the importance of these features in terms their
high influence on the other features. Features (4,7)
with relatively small deviation are more random and
isolated from the others.

5.3 Effect of merging approach

As it is seen from Table 1, in case of a purely homo-
geneous (random) split the best way of aggregating p-
values is just averaging them (AT), the two others are
more conservative.

Two other Tables 2 and 3) contain 36 comparisons
of AT, MT and MC approaches. They show is follow-
ing:

• AT is invalid in all the experiments. This is

caught by all 36 AT-APV being smaller than 0.5,
and in 31 experiments is also confirmed by AT-
ALPV being smaller than -1.

• MT and MC are conservatively valid in all the
experiments.

• the conservativeness of MC is smaller than MT
in 30 experiments, equal (up to the precision) in
2 experiments, and larger in 4 experiments (by
APV); smaller in 34 experiments and larger in 2
(by ALPV).

5.4 APV and ALPV criteria

As discussed above, ALPV criterion gives preference
to small values of the significance level, because such
values are usually applied in the practice. So devia-
tions according to ALPV are in principle more critical.

Let us summarise the points where the conclusions
slightly differ for these two criteria.

• In homogeneous case, ALPV was more sensitive
in catching conservativeness, while APV did not
catch any deviation from exact validity.

• On the other hand, in catching invalidity (as
seen in heterogeneous case) APV is stronger.

• Being more sensitive for conservativeness,
ALPV better shows advantages of MC over MT
in decreasing its level.

All this reflects that the damage from conserva-
tiveness is more concentrated in small significance
levels, when CP is distributed for big data.
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Average p-Value Average Logarithm p-Value Interpretation

< 1
2 < −1 invalid

= 1
2 = −1 valid and efficient

> 1
2 > −1 valid but conservative

Table 6: Understanding the results of evaluation

5.5 Effect of CM choice

This work concentrates on the effects of conservative-
ness and does not aim to answer in general the ques-
tion which CM is better for the specific problem of
anomaly detection. As mentioned above, the full an-
swer actually can be done based either on an addi-
tional testing set of known anomalies, or on a measure
on the whole objects space, which may depend on the
physical meaning of the data.

Here we just make preliminary notes about influ-
ence of the parameter k (number of nearest neigh-
bours) on the conclusion. Usually the larger this num-
ber is, the more centered/unified is the notion of nor-
mal (not abnormal) behaviour, less splitter into sepa-
rate behaviour types.

• In homogeneous case (Table 1), conservativeness
(of AT) increases for the small values of neigh-
bour number k.

• In heterogeneous case (Tables 2-3), validity (of
AT) is also a larger problem for small k.

• Conservativeness of MT is larger for small k
when the split is moderately heterogeneous (Ta-
ble 2) and for large k when the split is more het-
erogeneous (Table 3).

• Advantage of replacing MT by MC is smaller for
large k.

6 Discussion

6.1 Conclusion

In this work we suggest a MC way of aggregation of p-
values for Conformal Prediction that is the best mid-
dle way between invalid averaging and conservative
maximization of partial p-value obtained from differ-
ent data sources. This method is applicable on big and
heterogeneously split data.

It advantage was shown in Section 3 theoretically
in an asymptotical sense, and confirmed on the ex-
perimental part on real data. The validity property is
kept, while the conservativeness is essentially smaller
than for aggregating p-values by maximizing them in
most of the cases.

6.2 Future work

For the future work, we can mention the following
points.

First, the general case presented in Proposition 1
(see Section 3.8) is applicable as well to a more gen-
eral case of several sources of different size, this also
is interesting to be checked practically.

Second, the area of application used in this paper
was detection of anomalies behaviour of households.
An interesting related area where these ideas may be
applied in the future is growing area of internet of
things such as medical sensors. Anomaly behaviour
of users is an actual thing to be detected. The practice
shows that the alarm/alert criteria have to be based
on the analysis of essential data collections, otherwise
they may be too approximate in a specific patient’s sit-
uation.

Third, it was discussed in the work that this frame-
work is transferrable from anomaly detection to su-
pervised learning where validity of prediction sets is
important as well. This opens many more applica-
tions. But there is a challenge of the following type.
In a supervised learning task, the validity and con-
servativeness is determined by p-values assigned to
true hypotheses about the labels of new data exam-
ples. It can be measure by analogy to this paper, but
what about hypotheses assigned to wrong hypotheses?
The conformal supervised learning is the more effi-
cient the smaller are these p-values. The best situation
is when p-values for all hypotheses except the true
one are small (close to 0). This property may be also
affected on the aggregated stage, where the p-values
tend to increase, so theoretical and/or experimental
validation has to ensure that it is not lost.
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Segmented and unsegmented 3D insulated copper through silicon vias 
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three parts.Each part modeled separately. Scattering parameters are 
found. The outputs are optimized to give accurate results. The results 
show that the outputs reflect the transmission characteristics of an ideal 
TSV.
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1 Introduction

S-Parameters Optimization in both Segmented and
Unsegmented Insulated TSV was featured in [1]. This
paper advances the work done in [1] by optimizing
the S-Parameters but to a higher frequency of 40GHz.
S parameters have been given much considerations
since they allow a device to be treated as a black box
with inputs and resulting outputs, making it possi-
ble to model a system without having to deal with the
complex details of its actual structure.

However, the bandwidth of todays Integrated Cir-
cuits (IC’s) keeps increasing. This paper has found 
it important to characterize their performance over 
wide frequency ranges up-to a maximum of 40GHz. 
This is because the traditional low-frequency param-
eters such as resistance, capacitance, and gain can be 
frequency dependent and therefore may not fully de-
scribe the performance of the IC at the desired fre-
quency. Moreover, it may not be possible to char-
acterize every parameter of a complex IC over fre-
quency therefore system-level characterization using 
S-parameters may provide better and more reliable
data [2, 3, 4].

In the previous paper [1], the scattering parame-
ters especially the S21 which defines power loss in 
TSVs was given much attention. Here we consider 
other parameters such as S11 too.

2 S-Parameters

A simple RF relay is used to demonstrate the tech-
niques of high-frequency model verification.It is con-
sidered a three-port device with an input, output and 
a control to switch the circuit on and off. However, 
since the device performance is independent of the 
control terminal it is simplified to a  two-port device. 
Therefore, it is characterized by observing the behav-
ior at its input and output terminals. This is elabo-
rated in figure 1.

Where,
a1 = incident wave on port 1
b1 = reflected wave from port 1
a2 = incident wave on port 2 (reflected from the load) 
b2 = reflected wave from port 2
ZS= source impedance
ZL= load impedance

From figure 2 notations, S-parameters defined the 
reflected waves b1 and b2 as shown in equation (1) and 
(2)
.

b1 = S11a1 + S12a2 (1)

b2 = S21a1 + S22a2 (2)
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Figure 1: RF relay model [2]

Figure 2: S-parameter model [2]

Figure 3: TSV structure [7]

If ZS = Z0, that is; impedance of two-port input,
no reflections occur and a1 = 0. If ZL = Z0 that is; the
impedance of two-port output, no reflections occur
and a2 = 0. Therefore we can define the S-parameters,
based on the matched condition as follows:

S11 =
b1

a1
(3)

S22 =
b2

a2
(4)

S21 =
b2

a1
(5)

S12 =
b1

a2
(6)

To realize the above parameters in a physical sys-
tem, ZS , Z0, and ZL must be matched. For most sys-
tems this is easily implemented over a wide frequency
range [2]. The authors implemented up to a maximum
frequency of 40GHz.

3 Through Silicon Via (TSV)
Technology

This study contributes to knowledge about parameter
distribution, transmission properties, electrical effects
and so on. This is the basic foundation of 3D IC [5, 6].

Figure 3 shows a structure of a TSV. It’s made up
of key areas such as via where the filler material is
put. The filler material is copper in most cases since
it’s a good conductor. The letter z defines the via
depth direction, D is the via diameter while r is the
via radius direction. The TSV is surrounded by an
oxide layer which is silicon dioxide and h defines its
height or thickness. The whole model is done in sil-
icon which is a substrate material. Increasing power,
performance and financial bottle-necks beyond 3222
nm industry has led to development of TSV [8]. TSVs
can be processed in different ways. For instance; Front
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Figure 4: Via First TSV [9]

Figure 5: Via Last TSV [9]

Figure 6: Unsegmented TSV model [6]

via) whereby TSVs are fabricated before the copper 
interconnects and Via Last (copper liner) where TSVs 
are fabricated after bonding the stack. Figures 4 and

End Of Line (FEOL), Back End Of Line (BEOL), Via 
First (poly-silicon filled via) whereby TSVs are 
fabricated before transistors. Via Middle (copper filled
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5 show the differences between via first and via last
technologies. Potential reliability issues can arise due
to during or after these processes. During the via de-
sign the stress management can be a problem. This
is experienced through via fabrication which may in-
duce tensile stresses in silicon, via may also experi-
ence compressive hoop stresses which could lead to
via buckling, the quantity and spacing of via may
also result in undesirable stress fields and finally the
most common thermally induced stresses due to coef-
ficient of Thermal Expansion (CTE) mismatch which
may lead to cracking of the silicon wafer. Thermal
management is another design problem. This is due
to large and non-uniform heat flow within the pack-
age. There also exists redundancy in the design used.

Apart from the problems experienced during de-
sign of TSVs, some problems are experienced during
processing. These include; metal voiding which hap-
pens during material filling, uniform via wall ma-
terial deposition, active Integrated Circuit (IC) sur-
face connectivity and wafer handling problem. Other
challenges are experienced during the performance of
the TSVs. For instance; limited reliability, thermal cy-
cling, electro migration, silicon depletion at or around
the via and also shock and vibration. Noise coupling,
fabrication process limits and failure issues have been
discussed in [10]. However TSV has several advan-
tages such as reducing the delay, power and area. It
also promotes the integration of heterogeneous de-
vices.

4 TSV Liner

Although the TSV has several advantages, these
would not be viable unless the TSV is well protected.
This is enhanced by TSV liner. In our paper we pro-
pose the use of silicon dioxide material as a liner due
to its many advantages. Dielectric liner functions as
electrical isolation between the TSV metal fill and sil-
icon substrate; therefore it should have zero leakage,
high breakdown voltage, low stress, process tempera-
ture compatibility, good step coverage and uniformity.
Silicon dioxide has these properties. However, other
materials such as nitride and polymers are also used
as liners for TSV applications [11,12, 13].

5 Methodology

There are several ways of characterizing the ports be-
havior. One is by admittance matrix Y or impedance
matrix Z which defines the relationship between volt-
ages and currents at the ports [14]. Various ways are
available and are used to calculate functions that can
accurately produce port characteristics within a de-
sired frequency at the same time meet the physical re-
quirements such as symmetry, causality, stability and
passivity [15,16, 17 and 18]. The second way of char-
acterizing the port behavior is by use of the incident
and reflected waves that are related through the scat-
tering parameter matrix [14], [19], [20]. This second

way is often applicable in high speed electronics mod-
eling over the admittance formulation because it gives
more accurate results at very high frequencies; it is
also useful in applying pure transfer functions mod-
els in a simulation. These transfer function capability
provides an easy way of observing internal voltages
and currents in a subnetwork represented by a Y-, Z-
or S-parameter-based port equivalent, and it reduces
the computational burden of the model identification
process as the number of ports is reduced [14].

As discussed in, [14], Y parameter models can be
interfaced with electromagnetic transients program
tools through equivalent circuits [21], [22]. However,
the circuit experiences inaccuracy hence should be
avoided and instead the model can be represented us-
ing convolutions [23], [24] which are considered a lit-
tle bit standard as per [25, 26]. This paper is accessing
the variation of S-parameters on a single insulated un-
segmented TSV and segmented TSV over a frequency
range of 40GHz. The S21 parameter which represents
the insertion loss is the key area of research. Insertion
loss is expected to be as low as possible on the graphs.
The equivalent circuits of the unsegmented and seg-
mented vias are simulated and the results represent
the TSV characteristics. The segmented TSV gave a
much lower insertion loss as compared to the unseg-
mented one. This shows that its more reliable and can
be used to alleviate the insertion loss problem mainly
experienced in the TSV thereby alleviating that reli-
ability problem in 3D packages. The S parameters
are converted to Z parameters, Z21 which gave much
lower values than the S21 but still maintained the TSV
characteristics. S11 characteristics are also listed.

5.1 Unsegmented TSV

Figure 6 represents a vertical TSV model. The RT SV ,
CT SV and LT SV represent resistance, capacitance and
inductance respectively along the TSV. RSi and CSi are
the resistance and capacitance respectively in the sili-
con substrate.

The Advanced Design System (ADS) simulator de-
veloped the schematic in figure 7 from the model in
figure 6. LTSV, RTSV and C4 are inductance, resis-
tance and capacitance respectively along the TSV. The
C1 and C2 are capacitances in the TSV liner, RSi and
CSi are the resistance and capacitance respectively
along the silicon substrate, S parameter with the terms
give the insertion and other loses experienced in TSV
while the yield ensures accurate results are obtained.
The schematic is an improvement of the work done
in [1, 6]. In [6], silicon dioxide layer which act as
a TSV liner was not included in the circuit. More-
over, optimization was not done to enhance accurate
results. This has been done in this paper by includ-
ing the yield in the system the frequency has been ex-
tended to 40GHz too. A total of 250 trials were made
to finally end up with 100 percent yield. The trials
were done within the frequency ranges specified in
the S-parameter icon. S11 parameters have also been
discussed.
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Figure 7: Unsegmented TSV equivalent circuit

Figure 8: Segmented TSV model

Figure 9: Segmented TSV equivalent circuit

5.2 Segmented TSV

Figure 8 represents a partitioned vertical TSV. It is di-
vided into three main parts namely; Part 1, Part 2 and
Part 3. The partitioning of the TSV reduces the inser-

tion loss which is a reliability problem in TSVs. Para-
sitic resistance, inductance and capacitance exists just
like in figure 6.

Figure 8 developed figure 9 whereby; C1 and C7
represent the capacitance developed across the insu-
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Figure 10: Unsegmented TSV graph

Figure 11: S11 list of values in unsegmented TSV

lator layer silicon dioxide. The LTSV, RTSV and C4
are the inductance, resistance and capacitance respec-
tively along the TSV. RSi and CSi are the resistance
and capacitance respectively along the silicon sub-
strate. The S-parameter and the yield simulators play
the same role as in figure 7.

6 Results and Discussions

6.1 Unsegmented TSV

Figure 10 looks exactly as what was done in [1] but
the difference is that the frequency range has been
stretched to 40GHz. The dB values are decreasing
with the increased frequency. The markers, m3 and

m4 define the dB values at those particular frequen-
cies.

Figure 11 is a list of S11 parameters with varying
frequencies. As the frequency increases the S11 value
decreased as evident in the list.

6.2 Segmented TSV

Figure 12 describes the dB(S(2,1)) with variation in
frequency up to 40GHz. The m3 and m4 in this figure
defined the parameter at those frequencies. However,
the maximum power on the ’YIELD SPEC’ was var-
ied to enhance smooth curve; dB(Z(2,1)) was not plot-
ted too, although the graph gave exactly the variations
discussed in [1].
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Figure 12: Segmented TSV graph

Figure 13: S11 list of values in Segmented TSV

Figure 13 on the other hand described S11 pa-
rameter with varying frequencies. It was noted that
just like in the unsegmented TSV, the S11 values de-
creased with increased frequencies, the differences in
S11 are however slight. However, The S11 in the
segmented TSV is slightly higher than that in unseg-
mented one at the same frequency.

7 Conclusions and Recommenda-
tions

Both segmented and unsegmented TSV were mod-
eled using ADS software. This work was an improve-
ment of work done by [1 and 6]. In the previous
work [1], the maximum frequency range considered

was 20GHZ but in this paper, it has been stretched
to 40GHz. We recommend extension of the frequency
range because by doing so, its application will be pos-
sible on more electronic devices made. Optimization
of the values also promotes more accurate results. Just
like in the previous work we intend to do the model-
ing of TSV in more portions rather than three parts in
future. We will also include the effects of changes in
length and thickness of the TSV alongside use of other
TSV liner materials such as polymers on the power
losses. With more factors put into consideration, we
hope to reduce the insertion losses in TSV even fur-
ther. There has been increasing need of cheaper and
high performance devices in the world today. These
have made researches seek for solutions to these prob-
lems. Figure 14 describes the future of TSVs. Varia-
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Figure 14: The future of TSV

tion of TSV pitch have greatly influenced the cost and
performance of TSV which later influence the devices
made between the year 2006 and the current 2017. In
the year 2006, the cost of manufacturing TSVs was too
high yet the performance of the devices made from
the technology was poor due to high TSV pitch. This
reduced the reliability of the electronic devices made
[1].

Just like in [1],as years went by, research was done
and the researchers realized that the TSV pitch size
greatly influenced the cost and performance of the
TSV modeled devices. They therefore proposed the
reduction of the TSV pitch from 100 micro-meters in
the year 2006 to less than 1 micro-meter now; 2017.
Through the gradual reduction in the TSV pitch size,
the cost of production has gone down and the perfor-
mance of the electronic devices made from the TSV
technology has increased. High costs and low per-
formance was evident in 2D conventional designs.
However, the use of semiconductors, MEMS, RF de-
vices and polymer devices enhanced development of
partially 3D dedicated design to fully 3D dedicated
designs which experience low costs and high perfor-
mance.
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In this article, we give a brief overview of future trends and 
corresponding stakeholder requests regarding the design of automotive 
electric and electronic (e/e)-architectures. While today’s optimization is 
mainly based on the static design criteria of unit costs and weight, three 
dynamic design criteria are considered decisive factors in the future: 
voltage stability, vehicle energy consumption and total cost of 
ownership. It is shown, how quantitative values for each criterion can 
be derived, on basis of which different designs of a potential future 
power supply system could be evaluated. Subsequently, their potential 
influences on the future system design is discussed.
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1 Introduction

This paper is an extension of work originally pre-
sented in the 4th International Conference on Elec-
trical Systems for Aircraft, Railway, Ship propulsion
and Road Vehicles and International Transportation
Electrification Conference [1]. The focus of [1] is to
summarize the results of guided expert interviews on
future trends, associated hurdles and requirements of
the electric and electronic (e/e)-architecture.

The design of the e/e-architecture of vehicles faces
many challenges. The information and communica-
tion system has to manage and distribute an amount
of data that is rapidly growing due to digitization
and new functionalities, while the energy distribution
system has to provide sufficient energy to securely
supply the growing number of electrical components.
This growing number of components, functions and
connections makes system complexity ever-increasing
[1]. This also means that development expenditures
are growing significantly. Over 40% of the develop-
ment expenses of a luxury vehicle is related to e/e [2].

The expert interviews were designed to find out
which trends the e/e-architecture will shape in the
future, and whether and how the design criteria for
development will change. Considering these results,
we are expanding our work by synthesizing design
criteria that will be important in the future, focus-
ing on the power supply system as part of the e/e-
architecture. These criteria are based on the trends

and the overview given in [1]. We also discuss the ef-
fects of such a change in design criteria on the devel-
opment of vehicles, and in particular the design of the
energy distribution system in the future.

This paper is organized as follows: section two dis-
cusses current trends concerning the e/e architecture.
Section three summarizes important stakeholder re-
quests on the design of e/e-architectures. While de-
sign criteria that are considered important for future
power supply systems are synthesised in section four.
Examples show their possible impact on design. Sub-
sequently section 5 discusses their influence on future
system design. The final section shows conclusions
and future works.

2 Trends Concerning the Vehicle
Electric System

Today, autonomous driving is one of the most impor-
tant trends in the automotive industry. Last year, the
number of companies testing autonomous vehicles in
California doubled. By March 2017, 27 companies re-
ceived Autonomous Vehicle Testing Permits from Cal-
ifornia Department of Motor Vehicles.

What is more, in recent years, a change in the mo-
bility behaviour can be observed in all the countries
of the Triad [3]. In 2015, the number of registered
car sharing users in Germany amounted to 1.26 mil-
lion already, equating to a six-fold increase since 2011
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[4]. This strong growth might even be reinforced even
more by the introduction of autonomous vehicles. A
possible combination of apps like SMILE, GoogleNow,
and e-hailing with autonomous vehicles promises to
create ideal robot taxis as part of a multimodal mobil-
ity concept to implement mobility as a service [5].

To allow autonomous manoeuvres, an exact envi-
ronment model and thus a large number of sensors
for environment detection on board the vehicle are
necessary. Moreover, networking with other vehicles
and the infrastructure is a precondition to avoid dan-
gers on the route [1]. Both lead to yet another sig-
nificant increase in the amount of data on board [6].
In addition, they must not fail during driving in or-
der to ensure safe operation of the vehicle. Therefore,
the power supply needs to provide at least two inde-
pendent sources, so that the supply of these safety-
relevant components is at no time endangered.

To allow for the provision of this growing power
demand, a multi voltage power supply is seen as cer-
tain. With the 12 V electrical system limited to 3.6 kW
maximum power, it became increasingly difficult to
provide the growing power demand of new functions
such as active roll stabilization (ARS) [7]. The intro-
duction of an additional 48 V level shall solve that
problem [8].

Further, it is cheaper as high-voltage systems in
hybrid vehicles as it is still below 60 V, which means
no additional isolation is necessary. The higher volt-
age also allows a reduction of cable cross sections
while the efficiency of the distribution increases. The
weight of the cable harness could be further reduced
by using semiconductors instead of fuses and relays
[9].

3 Stakeholder Requests

About 90% of the surveyed experts mention costs as
an important design feature of the established e/e-
architecture, followed by 80% naming weight. Thus,
these two criteria are clearly mentioned most fre-
quently, see also Figure 1 [1].
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Figure 1 Significance of today’s and future require-
ments concerning the e/e-architecture.

Concerning future design criteria, however, this
picture changes. While the importance of cost and
weight sink to 35% and 50%, over 73% of the experts
think a fail-operational design is important. Another
criterion for safe operation, the stability of the voltage,
is considered important in future design by at least
one third of the experts. The reference to the reduc-
tion of carbon emissions increases from 39% to 50%.
In addition, about 40% of the experts are asking for
an energy management system (EMS) for the future,
while it does not seem to matter at all [1].

The focus on fail-operational is due to current de-
velopments in driver assistance with the aim of in-
tegrating autonomous driving. Failures are not ac-
ceptable and must therefore be prevented by a cor-
responding design of the system, mostly realized by
redundancy mechanisms. An example how this could
be realized for the information and communication
architecture is the developed centralized platform
computer of the RACE project [10]. A fail-operational
power supply is realized through at least two inde-
pendent power sources [11]. While this applies to an
electric vehicle with DC/DC-converter and one bat-
tery in the low-voltage network, sailing with switched
off combustion engine or start-stop mode would lead
to a system with only one source, if only one battery
is installed additionally to the generator [7].

What is more is that voltage stability must be guar-
anteed even with fast load changes and high power
peaks. An EMS could therefore contribute to the sta-
bilization of the voltage as well as the reduction of the
consumption and associated emissions.

However, the experts’ answers do not allow any
conclusion as to whether these changes in the values
are due to actual changes in the prioritization or due
to the current trends and associated expected future
problems. In the case of costs in particular, it seems
questionable whether their significance in the future
will actually decrease so clearly. Nevertheless, these
figures allow conclusions to be drawn on expected
changes in the development. In the following, impor-
tant future design criteria of the power supply system
are derived from this selection.

4 Synthesis of Important Design
Criteria

Not technical aspects are the main problem for
achieving future solutions but legacy restrictions and
fixed corporate structures, which go along with the
structure of the vehicle’s e/e-architecture [1]. Design
criteria that consider future changes can help to weigh
up possible solutions in the early stages of develop-
ment. Therefore, the aim of the derived design pa-
rameters is to provide the advantages and disadvan-
tages of the various designs of the power supply sys-
tem even in an early development phase. For this rea-
son, they must provide measurable target variables,
with the aid of which different designs can be evalu-
ated and an optimal solution can be derived.
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Firstly, to guarantee the safe operation the voltage
stability must be guaranteed. This is an essential con-
straint for the integration of safety-relevant functions.
Although fail-operational is of great importance for
the design of future e/e-architectures due to the re-
sults in [1], no corresponding evaluation criterion is
developed in the following. In addition to the require-
ment of a redundant power source, an isolated view
of the power supply system does not seem to make
sense. Rather, an intelligent combination of measures
in the communication and power supply network can
save required redundancy effort, e.g. through a com-
bination of powerline communication and power over
dataline for safety-relevant components [12].

Secondly, at the latest since the diesel-gate, vehi-
cle emissions have been the focus of attention. Weight
reduction as well as higher efficiency of the power dis-
tribution or reduction of the power consumption e.g.
through EMS can help to reduce the energy consump-
tion of the vehicle as well as the corresponding emis-
sions. There is a conflict, however, between a light
weight wire harness with small cable cross-sections
and the achievement of minimal power losses through
the distribution, as small cross-sections increase the
cable resistance. In order to find an optimum com-
promise, the vehicle consumption is therefore chosen
as a further design criterion.

Finally, today the costs per function must be min-
imal. We expect this to change in the future due to
the growing volume of car sharing and stricter emis-
sion limits. Operators of car sharing fleets are less
interested in the purchasing prize than in the total
cost of ownership. Simultaneously, the operating time
and thus the influence of the travel costs on the total
cost of ownership increases. For this reason, not only
development and production costs but also operating
costs must be taken into account in minimizing costs
in the future.

4.1 Voltage Stability

For safe operation of e/e-systems, it is important that
the voltage limits of 11 V and 16 V are maintained at
the sinks, otherwise the functionality is not, or only
partially, provided. Via the buffer of the voltage to
these limits, for example, in an extreme driving sce-
nario, it is possible to compare different configura-
tions of the power supply system [13].

The disadvantage of this method is that it does
not provide any information about the temporal be-
haviour of the voltage. The minimally determined
value could be anything between an outreach and a
constant curve or a broadband noise within the deter-
mined range.

Conclusions on the scattering can, for example, be
drawn with the so-called quantiles. This is a method
of statistics in which an ordered data series is split
into two equal halves by the median. The box plot
can thus be formed over the interquartile distance be-
tween the 25% quantile and the 75% quantile. The
median indicates which voltage level the curve varies,

and the size of the box between the 25% value and the
75% value shows how strong this variation is.

Alternatively, the standard deviation s based on
the empirical variance σ can be used as a further
method of statistics for evaluation. It indicates the
average deviation of the measured values xi from the
mean value x̄ of n data points. The smaller the stan-
dard deviation, the more stable is the curve of the volt-
age for the observed time interval. The standard devi-
ation is calculated as follows [14]:

s =
√
σ (x) =

√√√√ n∑
i=1

(xi − x̄)2

n
(1)

Figure 2 shows voltage curves with varying volatil-
ity. The blue curve shows a strong fluctuation around
12V. The green curve fluctuates considerably less by
14V. The orange curve includes a voltage jump after
300s. Before the jump, it is comparatively stable at
11V, then stable at 14V. Figure 3 shows that for the
blue and green curves the fluctuation and its corre-
sponding voltage level can be represented well with
the box plot. However, the jump of the orange curve
is not evaluated correctly. The values before the jump
are considered as outreach and therefore this curve
appears incorrectly as the most stable.

If the mean value is replaced by the system volt-
age of 14.3 V the standard deviation in figure 4 can as
well consider the voltage level in the evaluation. Fig-
ure 4 shows that the standard deviation, in contrast
to the box plot, correctly reflects the stability of the
voltages in figure 2 and the green voltage curve is cor-
rectly recognized as the most stable followed by the
orange. Therefore, the standard deviation appears to
be a suitable parameter to evaluate voltage stability.
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Figure 3 Box plots of shown voltage curves.
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Figure 4 Standard deviation of shown voltage curves.

4.2 Vehicle Energy Consumption

In Europe, the allowed CO2-emissions will be reduced
to 95 gCO2

km by 2020, while the full fines will reach 95eg
from 2019 onward [15]. What makes it even more dif-
ficult is the fact that from 2020 onwards a new test
method with a realistic driving cycle, the Worldwide
harmonized Light duty driving Test Cycle (WLTC),
for the determination of the emissions takes effect. It
is expected that the discrepancy between the actual
consumption and the calculated standard values will
drop from an average of about 45% in 2015 to 23%
in 2020 [16]. Conversely, this means that if the ac-
tual consumption is constant, the measured standard
emissions are increased by 22%.

One reason for this is the fact that the consump-
tion optimization of the vehicles to the unrealistic,
static speed profile of the previous New European
Driving Cycle (NEDC), no longer takes effect. With-
out the untypically high dead times and frequent
stops, the previous high influence of consumption-
reducing measures such as start-stop-automatic and
downsizing is reduced [17]. Other factors such
as weight reduction and the reduction of transmis-
sion losses in the power supply network are instead
brought into the focus.

The specific vehicle consumption BsV per 100 km
can be calculated as a function of the distance trav-
elled sc and the needed propulsion energy Wpro and
recuperation energy Wrek . If no recuperation is inte-
grated, Wrek is zero.

BsV =
(
Wpro +Wrek

)
· 100
sc

(2)

The energy required by the propulsion or the re-
cuperation energy which may be fed back depends of
the energy requirement Wc on the tires. It depends on
the total drive resistor Ft and the travelled distance sc
which can be derived from the velocity profile vc of
the drive cycle.

Wc = Ft · sc = Ft ·
t∫

0

vc(τ)dτ . (3)

In addition to the time profile of the energy re-
quirement on the wheels during the cycle, the energy
required by the propulsion or the recuperation energy
to be fed back depends on the efficiency ηdt of the
drive train.

Wpro =

t∫
0

1
ηdt(τ)

·Ft(τ) · sc(τ)dτ for(Fa > 0) (4)

Wrek =

t∫
0

ηdt(τ) ·Ft(τ) · sc(τ)dτ for(Fa < 0). (5)

The total drive resistance Ft is composed of several
values: the rolling resistance Fr , the slope resistance
Fs, the air resistance Fl and the acceleration resistance
Fa which are calculated as follows [18]:

Ft = Fr (mveh) +Fs(mveh) +Fl(vc(t)) +Fa(mveh, a(t)) (6)

Fr =mveh · g · cr (7)

Fs =mveh · g · sin(β(t)) (8)

Fl =
1
2
· ρl · cW ·Aveh · vc(t)2 (9)

Fa = Fa.trans +Fa,rot = a(t) ·
(
mveh +

JWh + i2 · JEn
rstat · rdyn

)
(10)

The rolling resistance Fr and the slope resistance Fs
depend on the vehicle weight mveh and the gravity g.
The coefficient cr takes into account the walk losses
which occur on the road. β indicates the slope angle
of the street. The air resistance Fl is calculated from
the front surface Aveh, the air density ρl , the air drag
coefficient cW , and the air inflow velocity vc(t) of the
vehicle. The resistance Fa, which is dependent on the
acceleration a, consists of a weight-dependent transla-
tory part and a rotational part. The latter depends on
the moment of inertia of the wheels JWh and engine
JEn, the translation i and the static rstat and dynamic
rdyn free radius.

The energy consumption of the electrical compo-
nents and the power distribution WE can be deter-
mined either by measurement in a test stand or, es-
pecially in early development phases, by means of
a model-based analysis. In both cases, an operating
model of the loads Pi(t) is required to determine the
energy consumption, as it fixes the current flow and
thus the losses PV ,dst(t) during transmission. What is
more, in a vehicle with an internal combustion engine
(ICE), the efficiency of the drive ηd and the efficiency
of the generator ηg must be considered. In the case of
an electric vehicle, this would instead be the efficiency
of the high voltage battery and the DC/DC-converter.
In order to determine the specific consumption BsE ,
the values have to be converted to a distance of 100 km
analogous to the driving consumption

WE =

t∫
0

1
ηd(τ) · ηg (τ)

·

 n∑
i=1

Pi(τ) + PV ,dst(τ)

dτ (11)

BsE =WE ·
100
sc

(12)

The sum of both specific consumption values pro-
vides the total consumption of the vehicle, which is to
be optimized.
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Table 1 Vehicle data of a small car (A), a SUV (J)
and an electric luxury car (F).

Parameter unit A J F

propulsion ICE ICE electric

weight [kg] 885 2,435 2,000

standard
consumption

[ kWh
100km ] 38.7

(=4.5l)
80.84
(=9.4l)

22.04

standard
emission

[ gCO2
km ] 93 218 0

The given standard values in table 1 are mea-
sured with the established New European Driving Cy-
cle (NEDC). Assuming that both ICE-vehicles would
be 50 kg lighter, the power consumption per 100 km
of the small car could be reduced by 0.89 kWh and
the standard emissions by 2.4 g. For the SUV, the
consumption would drop by 0.91 kWh which would
lead to 2.45 g less emission per km. In comparison,
the high efficiency of the electric drive train with
3.71 kWh enables a significantly higher reduction in
consumption by weight reduction. These values are
calculated in MATLAB with the given equations (2) to
(10) and the cycle data of the NEDC.

To calculate the equivalent electrical energy con-
sumption during the NEDC, an average speed of
33.6 km

h is assumed. It is further assumed that the effi-
ciency of the ICE is 35%, the efficiency of the genera-
tor is 75%, while the efficiency of the high-voltage bat-
tery and the DC/DC-converter is 95%. Under these
circumstances a reduced electrical energy consump-
tion of 78 W for the small car, 80 W for the SUV and
1125 W for the electric car would have the same effect.

4.3 Total Cost of Ownership

Since, on the one hand, the permissible emission limit
values GCO2,0 fall, and on the other hand, higher stan-
dard values are to be expected by the more realistic
determination in the future, the deviating develop-
ment costs of alternative designs are estimated with
the help of CO2-emission penalties.

The allowed emission limit GCO2
of a vehicle is cal-

culated depending on its weight mveh and the weight
correction factor m0 [15]:

GCO2
= GCO2,0 + 0.0457 · (mveh −m0). (13)

For each automobile manufacturer its fleet limit
value is calculated with the individual emission limit
of their different vehicle models and their sales fig-
ures. If the fleet emission exceeds this value, a penalty
of e95 will be due for each gram from 2019 onwards.

The production costs can be estimated from the
sum of the material costs of the power supply sys-
tem. Furthermore, the operating costs can be deter-
mined from the specific driving consumption and the
respective energy costs of the vehicle. Taxes for petrol
vehicles in Germany are also dependent on the spe-
cific CO2-emissions and the engine displacement of
the vehicle.

Table 2 Emission penalties and annual travel costs
of the example vehicles at a running distance of
36,500km a year.

Parameter unit A J F

propulsion ICE ICE electric

allowed
emission limit

[ gCO2
km ] 72.74 143.58 123.7

emission
penalty per
car in 2019

[e] 1,735 7,070 0

cost energy [ ekWh ] 0.1605 0.1605 0.2869

specific cost [ e
100km ] 6.21 12.97 6.32

Travel
expenses per
year

[ea ] 2,267 4,736 2,308

taxes
(Germany)

[ea ] 198 496 0

Table 2 shows the associated costs of the three ve-
hicles given in table 1. First of all, table 2 shows that
considering the weight correction factor of 1,372 of
the year 2016, the emission limit of 95 gCO2 per km,
and today’s standard emission, both vehicles with in-
ternal combustion engine are significantly above the
emission limit. Considering the new test procedure
mentioned above, the high penalty per sold vehicle
could rise even further. The annual taxes calculated
in Germany are also dependent on CO2-emissions and
therefore are the highest for the SUV.

For the comparison of different alternatives of the
power supply network, an additional statistical calcu-
lation of the service costs is dispensed with since it is
assumed that due to the low failure rates of electrical
systems these will be similar for all alternatives.

5 Influence on Future System De-
sign

While existing evaluation criteria such as unit costs
and weight are static and can therefore be determined
directly from the system design [19], all design crite-
ria defined here depend on the dynamic operation of
the vehicle and the electrical loads. Consequently, an
operational model is essential for the determination
of these criteria.

In order to evaluate the stability of the voltage,
a worst-case scenario appears to be fitting, as is cur-
rently used when designing the energy source. How-
ever, for an accurate determination of the energy con-
sumption and operating costs, the operation has to be
taken into account over a longer period of time, as the
ambient conditions such as light, weather and tem-
perature change substantially over the course of a year
and thus the use of the electrical loads varies. The cre-
ated operating models of the loads must allow to ad-
just the environmental conditions, the route, and the
driver in order to simulate the energy consumption of
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the electrical network in a realistic manner.
In the established determination of the standard

consumption, electrical loads are switched off if pos-
sible. Thus, they are not considered when measuring
the standard consumption and emission.

If for the implementation of safety, critical func-
tions voltage stability is an indispensable constraint, it
must be fulfilled at all costs. In particular, in the case
of speed-dependent power generation in a combus-
tion vehicle, a minimum battery capacity is required
to maintain the voltage limits at all times. The stan-
dard deviation allows to evaluate different designs. It
can for example be used to define a maximum allowed
deviation value for a design to be considered stable.
If a stable architecture is to be selected, designs with
high storage capacity are preferred. Considering the
fail-operational request for a redundant power source
for internal combustion vehicles, the power supply
network will likely contain at least two batteries in-
dependent of the other design criteria. In addition,
bus or ring topologies are preferable to the existing
star topology since these allow a simple distribution
of the energy sources in the network in order, for ex-
ample, to ensure the supply of the components in the
event of a fault in the supply line [20].

The defined cost analysis also shows that the unit
costs over the emission penalty as well as the oper-
ating costs depend on the consumption and conse-
quently on the energy efficiency of a vehicle. Con-
sequently, future architectures follow a trade-off be-
tween an energy-efficient design and small unit cost.
A reduction of the consumption of the energy supply
system by 200 W of the SUV discussed in the previous
section by means of a system more expensive bye 570
would be cost neutral due to the 6 g lower emissions
and therefore reduced penalties. But an equivalent
reduction of the emission by a weight reduction of
125 kg would only result in a reduction of the penal-
ties by e 50, since the permissible emission limit also
drops to 138.1 gCO2 per km.

This shows that in this combination of evaluation
criteria the optimization of the efficiency of the en-
ergy distribution is preferred to the optimization of
the weight. In contrast, in the case of an electric vehi-
cle, the optimization of the weight has a greater effect
on the consumption, because of the high efficiency
levels in the supply of the electrical network as well
as the drive train. To minimize the operating costs, it
does not matter how the reduction of the energy con-
sumption is realized.

In summary, a redesign of the established power
supply system to reduce the power consumption
would not only lead to lower operating costs, but
could also reduce the product price of ICE vehicles. In
contrast to of today’s cost optimization, higher costs
per function through higher development or produc-
tion costs might be acceptable as long the saved emis-
sion penalty costs are even or higher. These assess-
ment criteria therefore call into question the estab-
lished optimization approaches of the cable harness
based on unit costs and weight.

Today, the introduction of a power bus with semi-
conductor switches instead of existing fuses in estab-
lished vehicle models seems to be economically un-
profitable due to the high development and material
costs. If, however, the design criteria determined here
are applied, the additional costs associated with the
introduction would be acceptable if weight or effi-
ciency savings in the electrical grid lead to equal or
higher savings in emission penalties.

6 Conclusion

Electrification and digitalisation combined with new
functions challenge the established e/e-architecture.
Hence, it must change to meet future requirements.
To be able to compare different alternatives of the
power supply network, important design criteria are
derived from prioritized stakeholder requests, taking
into account the trends identified.

The stability of the voltage is an important bound-
ary condition for the increasing integration of safety-
relevant components into the vehicle. It is shown that
using the standard deviation not only the voltage lim-
its, but the temporal fluctuations in the assessment
of the voltage stability of different design alternatives
can be considered. This allows to evaluate different
designs concerning their expected stability.

Moreover, consideration of the energy consump-
tion of the whole vehicle allows to find an optimum
compromise between minimal weight and minimal
electrical losses. On the one hand, the energy con-
sumption of the vehicle combined with the usual en-
ergy costs of the different drive alternatives determine
the specific operating costs. On the other hand, the
energy consumption will significantly influence the
selling price of a vehicle in the future by means of the
emission penalties if the emission limit values are ex-
ceeded. This means that higher development or pro-
duction costs for a redesign of the established power
supply system are acceptable as long as they are equal
or below the saved penalty costs. An additional bonus
is that a higher efficiency lead to lesser operating costs
which are of high importance for fleet vehicles e.g. for
car sharing especially.

Since a weight reduction also reduces the permis-
sible emission limit values of a vehicle, an equiva-
lent reduction of the emission over a more efficient
energy distribution system has a higher effect on the
penalty savings. Therefore, the found optimization
criteria call into question the established optimization
approaches of the cable harness based mostly on unit
costs and weight.

In future research, we will investigate the extent to
which different freedoms in shaping the energy net-
work can influence and facilitate the fulfillment of
these criteria. For this purpose, a modelling envi-
ronment in MATLAB/SIMULINK is created, which al-
lows to examine alternative designs of the power sup-
ply network with regard to the dynamic design crite-
ria defined here and to derive optimal combinations.
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In virtual environments, virtual hand interactions play a key role in 
interactivity and realism allowing to perform fine motions. Data glove 
is widely used in Virtual Reality (VR) and through simulating a 
human hands natural anatomy (Avatar’s hands) in its appearance and 
motion is possible to interact with the environment and virtual objects. 
Recently, hand gestures are considered as one of the most meaningful 
and expressive signals. As consequence, this paper explores the use of 
hand gestures as a mean of Human-Computer Interaction (HCI) for 
VR applications through data gloves. Using a hand gesture recognition 
and tracking method, accurate and real-time interactive performance 
can be obtained. To verify the effectiveness and usability of the system, 
an experiment of ease learning based on execution’s time was 
performed. The experimental results demonstrate that this interaction’s 
approach does not present problems for people more experienced in the 
use of computer applications. While people with basic knowledge has 
some problems the system becomes easy to use with practice.

Keywords :
Human Computer Interac-
tion (HCI)
Natural User Interface (NUI)
Non-Verbal Communication
(NVC)
Virtual Reality (VR)
Computer Graphics

1 Introduction

As a result of technological transition, VR has allowed
to get over physical tools’ limitations by triggering the
evolution of traditional devices into new more sim-
ple and intuitive ones, thus fostering the emergence to
Natural User Interfaces (NUI). These enhance the nat-
ural impression of living in a simulated reality by im-
proving the interaction between users & VR environ-
ments.

NUI set a new HCI paradigm exploiting the skills
that human being has developed throughout his life
for social interaction. Though most social interaction
among humans takes the form of conversation, there
is a large sub-text to any interaction that is not cap-
tured by a literal transcription of the words that are
said. All of the factors going beyond the verbal as-
pects of speech are called Non-Verbal Communication
(NVC) and takes many forms, or modalities like: fa-
cial expression; gaze (eye movements and pupil dila-
tion); gestures, bodily movements; body posture; bodily
contact; spatial behaviour gesture; non-verbal vocaliza-
tions, among others.

Social interaction is a key element of modern vir-
tual environments. VR systems that enhance the pres-
ence in social interactions must collect gestural, po-

sitional, sound and biometric user information. As
a solution, most VR developers propose a NUI with
virtual characters simulating real human social inter-
actions (personifying user and computer). Addition-
ally, as a result of a physical and mental need in user’s
interaction with computer games/applications, many
games are designed to test the physical skills of its
users setting gestures as the most common means to
establish communication. In particular, studies on
cognitive science state that hand gestures are which
best express key information.

When developing a NUI, two different approaches
are usually addressed: based on tracking devices or
based on vision. In robotics, research focus on con-
trolling a war robot or drones in high-risk areas or
in remote-control surgery by tracking a robot hand.
In medicine, virtual environments allow objectively
quantify surgical performance, and accelerate the ac-
quisition of baseline surgical skills without risk to real
patients based on motion capture. These approaches
have also greatly aided in sign language recognition
research, to training of children to write, play instru-
ments, to control objects, 3D modelling, among oth-
ers. This paper’s work presents a VR system built on
NUI principles, allowing the simulation of gestures
and animations of human hands based on the recogni-
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tion of their movements using a data glove as an input
device.

2 Related Work

From bibliography, most of VR and NUI related works
try to increment the immersion level by replacing
classical devices (such as mouse, keyboard, joysticks)
for new technological device tracking or image pro-
cessing [1, 2]. From these works, it has been identified
the following specified shortcomings [3, 4, 5, 6, 7, 8,
9, 10, 11, 12, 13, 14, 15]:

• Study of manipulation in VR environments re-
sults in a gap for vision-based works.

• Related research to gesture recognition are
mostly vision-based.

• Vision-based systems that perform gesture
recognition are usually limited to a tracking
zone, in addition to noise and high processing
requests.

• Regarding gestures recognition, the combina-
tion of two or more gestures to get a new com-
plex gesture for a complex task has not yet been
achieved.

• Works based on data gloves are scarce where the
main VR primitives are only studied and those
existing works only emphasize in some of them.

• In many of mentioned works the User Experience
has not been analyzed.

The present work is an extension of a previous
work originally presented in [16] covering the follow-
ing topics:

First of all, there is a virtual character that exhibits
a correlational behaviour with a user (Avatar). It is ex-
plicitly controlled by commands specified by the user
through a device as an external animator. This is the
most common option while considering that VR ap-
plications based on NUI concepts and Gesture Inter-
action should provide certain facilities to the user for
a more bearable interaction [17].

Secondly, during the interaction through the
avatar each gesture is a control command associated
to a process. The involved process tries to match in-
coming data from data glove with the modelled avatar
[18, 19]. The avatar’s virtual behaviour is controlled
by the following standard primitives [20, 21]:

• Navigation, the displacement of the user in the
virtual space and the “cognitive map” he/she
builds on it.

• Selection, the action of user pointing to an ob-
ject.

• Manipulation, the user modification of an ob-
ject’s state; and

• System control, the dialogue between the user
and the application.

In this context, this work tries to meet the pro-
vided demands by mentioned gaps. Therefore, in ad-
dition to developing an HCI environment, the system
provides a natural way to interact freely on a sce-
nario through a data glove. Mainly, the system focus
on the use of natural movements and gestural proto-
cols (in HCI, set of gestures to establish communica-
tion between human and system) performed by hand
[22, 23]. As an effective way to prove how positive
can be this kind of interaction, it is worth to perform
a user’s experiment that shows the richness of the vir-
tual experience. The next section show the offered fea-
tures by system.

2.1 Natural User Interface based on Data
Glove

The system uses a data glove (integrated sensor textile
glove) as a gestural interface that allows a real-time
interaction where the user communicates through an
avatar. In consequence, according to the mentioned
multi-dimensional control tools, excepting the selec-
tion tool, it has been developed the next basic features:

• Navigation. Most of the known and imple-
mented navigation options used by game and
VR applications developers are: “walk”, “stop”,
“run”, “jump”, change different views of the sce-
nario, among others. Particularly, this system
has implemented the “walk”, “stop” and change
of view of the scenario (As shown in Figure 1
(a)). All of them are associated with a set of ges-
tures (protocol) that performs each action. As
an extra functionality of the system, it is possi-
ble to remotely control an air-plane toy included
in the scenario (As shown in Figure 1 (b)). As
it is possible to do two different types of navi-
gation (avatar navigation and air-plane naviga-
tion), it is necessary to perform a gestural proto-
col to swap between them.

• Manipulation. While a user interacts naturally
on the scenario, also has the need to perform
handling actions in it. Basically, these actions
are to be able to touch the virtual elements and
grab them (As shown in Figure 1 (c)). Some in-
volved factors for implementing this functional-
ity are: physics treatment, proximity to objects
(to grab) and avatar hand position.

• System Control. This control tool relates to
the user-application dialogue. In this approach,
user-application dialogue implies to control the
system by using simple and natural gestures.
This feature is achieved through navigation and
manipulation tools.
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Figure 1: System’s Features: a) Change of View Avatar, b)
Airplane Navigation, c) Grasping in a work’s table.

As a consequence of the correlational behaviour
between user and avatar it would be nice to be able
to visualise user hands and avatar hands as synchro-
nised as possible. Thus, this system implements the
next feature:

Real-time Imitation. This involves that avatar’s
hands can mimic user’s hands through a refined
model management, physics treatment and render-
ing tuning (frame rates). Realistic visualisation of
the replicated gestures needs the model representa-
tion of hands and mapping of human hands’ motion
into the model which is not straight-forward due to
different sizes and joint structures of bones for the
human hands. It is necessary to consider that some
movements are not feasible by the user then the avatar
should not be able to do it.

3 System Overview

For a proper and efficient operation of the system is
necessary to consider certain particular operating fea-
tures (As shown in Figure 2). It is worth mentioning
that the used input device was an integrated sensor
textile glove DG5 Vhand Data Glove 2.0 distributed
by DGTech Engineering Solutions [24, 25]. This de-
vice has five embedded bend sensors which enables
to accurately measure the finger movements, while
an embedded 3 axes accelerometer allows for sensing
both hand movements and hand orientation (roll and
pitch).

The interaction between user and system implies
that, at first, the direct acquisition must be performed
by different sensors capturing performer’s actions. So,
to use the system, the user should go through an im-
plemented calibration process that will allow obtain-
ing greater sensitivity. In order to this, it is necessary
to establish the appropriate user maximum and min-
imum flexion degrees of fingers with the glove. The
corresponding values will be provided with gestural
protocols that will allow flexion limits to be recorded.
These protocols were named ”Extended Hand ” and
”Closed Hand”.

Figure 2: System’s Flowchart

Thereafter, the new bending, orientation, and ac-
celeration values after calibration should be mapped
to values within the avatar model domain (mapping),
i.e, are matched to model values getting a transition
from physically detected movement (real domain) to
avatar model image movement (virtual domain).

In relation to gesture’s recognition, each gestural
protocol was defined by a set of gestures, so each ges-
ture consisted of the degrees, orientation and acceler-
ation values previously stored in a database. The de-
veloped gestural protocols are forward walking, back-
ward walking, stop walking, revolver, grasp, among oth-
ers. Finally, to generate a particular event such as
”walk” on the scenario, user must execute a forward
walking or a backward walking. The system is respon-
sible for controlling, monitoring and supervising in
real-time all the user’s actions/requests.

4 Evaluation and Results

McNamara and Kirakowski proposed a model of fac-
tors for understanding the interactions between hu-
mans and technology: User Experience (UX) and Us-
ability [26]. The UX can be academically summarized
as every aspect of the interaction between a user and
a product. According to the most famous usability ex-
pert Jakob Nielsen, usability is a quality attribute that
assesses how easy user interfaces are to use [27][28].
Also states that usability has five attributes which are:
ease of learnability, ability to remember, efficiency, error
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rate and user satisfaction.
On the other hand, it is known that there are two

method types to evaluate an HCI experiment: quali-
tative and quantitative form.

Thus, knowing that gestures allow executing pre-
defined actions very quickly and naturally, it is inter-
esting to develop a test based on wasted time while
executing main actions on the virtual world. On this
way, an ease of learnability test was designed and
aimed to measure the quality of NUI system. Basi-
cally, the test analyzes how well user uses the inter-
face to arrive at a specific scenario’s point and how
well achieves to manipulate/modify the elements on
a virtual work table (see Figure 1(c)).

4.1 Evaluation Test Design

An evaluation test was applied to a thirty partici-
pants’ group between fifteen and thirty-nine years
old. Before test, the system’s goal and implemented
gestural protocols were explained to each partici-
pant. Based on collected answers from a priori ques-
tionnaire about user’s computer experience, partici-
pants were divided into two subgroups: Basic and
Intermediate-to-Advanced users.

There were fifteen participants by subgroup. Peo-
ple that only use cellphone as a communication
way and computer for their work were gathered to-
gether into basic experience group (Group 1). The
intermediate-to-advanced experience group (Group 2)
gathered digital natives (people who have grown up
using technology like the Internet, computers and
mobile devices). This group included girls and boys
that have ever played video games.

During the experiment, each participant must ex-
ecute two proposed tasks (ten repetitions per task).
The main goal is to accomplish an evaluated challenge
in time by timing the task. The following tasks were
evaluated:

• Task 1 (Navigation feature): Initially, begin-
ning at a specified point on the scenario, user
must move to another already specified point
through the defined gestural commands.

• Task 2 (Manipulation feature): The goal is to
arrive at the virtual work table, to grasp an ob-
ject and move it to another table’s place.

4.2 Tasks Performances

Figure 3 shows the recorded average time from each
performed repetition for the execution of task 1 to
both evaluated groups. Curves behave similarly but
with different initial average time (first repetition).
In basic group, the average time remained approxi-
mately constant for all replicates, showing that the
execution’s ease was minimal. Particularly in the sev-
enth repetition it arises the maximum local progress.
In intermediate-to-advanced group, the execution time
decreased progressively as increasing the repetitions,
but in the sixth, seventh and eighth repetition there

were certain regressions that are due to users’ at-
tempts to improve their execution times (it might be
because Murphy’s law).

Similarly, Figure 4 shows the recorded times for
the execution of task 2. As long as, in both cases,
the average time decreased significantly as repetitions
increase, it reveals an implicit incremental curve of
ease of learnability. In basic group, excepting the first
and second repetitions, the execution’s time decreased
progressively in each repetition. In intermediate-to-
advanced group, in first repetitions a high progress
was gained, whereas in last repetitions the progres-
sion was constant.

While considering each step of curve as a line it
is possible to obtain a gradient. Table 1 and Table 2
shows all gradients for each group in each task, mean-
ing that when a gradient is zero, there is no varia-
tion in wasted execution time, so there is no progress
and no regression at ease; when a gradient is under
zero, wasted execution time was reduced, so there is a
progress at ease; and finally, when a gradient is over
zero, wasted time was increased, so there is a regres-
sion at ease.

Figure 3: Task 1 Results.

Figure 4: Task 2 Results.
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Gradient (seconds) to task 1
Group 1 Group 2
-00:08 -00:43
-00:00 -00:16
-00:06 -00:18
-00:11 -00:08
-00:03 -00:05
-00:15 00:11
-00:33 -00:09
-00:28 -00:26
-00:17 -00:04

Table 1: Gradient between repetitions for task 1

Gradient (seconds) to task 2
Group 1 Group 2

00:29 -00:26
-00:11 -00:24
-00:16 -00:14
-00:06 -00:13
-00:12 00:01
-00:06 -00:04
-00:13 -00:04
-00:17 00:00
-00:04 00:03

Table 2: Gradient between repetitions for task 2

Average Time in seconds (standard deviation)
Group 1 Group 2

-13,4 (11,1) -13,1 (15,2)

Table 3: Average and Standard Deviation of gradients
for task 1

Average Time in seconds (standard deviation)
Group 1 Group 2

-6,2 (13,9) -9 (10,7)

Table 4: Average and Standard Deviation of gradients
for task 2

According to this established statements,
intermediate-to-advanced group shows a more accel-
erating and increasing ease of learnability than basic
as was expected; the average and standard deviation
of the gradient (Tables 3 and 4) clarify this affirma-
tion.

These results show that when user experience is
basic, ease of learnability execution time tends to re-

flect constant values till a specific point of repeti-
tions were gradients decreases exponentially showing
mayor ease of learnability execution time.

5 Conclusion and Future works

In HCI, virtual worlds are developed for users to inter-
act with a computer, and a solution to provide this is
through of developing of avatars; an efficient, realistic
and immersive alternative.

The process of designing 3D human correlated
avatars must consider verbal and non-verbal commu-
nication. As well as non-verbal behaviour appears to
be a primary factor in human-human interaction it is
also considered for human-computer interaction.

Particularly, gestures are first tools of human com-
munication. Therefore, with the intention of harness-
ing and enhancing the natural abilities of the hu-
man, at the present time, there exist works involved
in adding user technology to implement Natural User
Interfaces into multi-RVMedia systems [29].

This work focuses on use of hands as interaction’s
media. The development is based on the insertion of
appealing devices such as data gloves within a virtual
world, mostly, the research is addressed to real-time
hand movements and gesture recognition providing
the following features: hand tracking, navigation on
stage and object manipulation, where for each feature,
gestures play an important role and should be easy to
learn and do not require any special attention from
the user.

Presented preliminary user experiments consist in
the evaluation of usability, in particular, the ease of
learnability based on execution time where results are
quantitative. From graphics it can be inferred that ex-
perienced users have no problems in adapting to new
interface paradigms while basic users reflect a notable
drawbacks till a threshold (60% repetitions). It will
be a challenge to reduce this threshold by reducing
system’ s shortcomings. Nevertheless, the computer
experience and previous practice do not have to de-
termine the system simplicity and comfortability.

Due to some systems aspects are beta version, fu-
ture works will be oriented to improve the environ-
ment issues, such as hardware platform. We con-
sider that the system should provide the necessary
multi-VR media and multi-platform structure and op-
timise the handling of 3D objects in the scenario using
new libraries of physics or reprogramming of existing
ones.

Gestural communication in virtual environments
continues to be a major challenging but we think that
are on the path to new and interesting research.
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In this paper, we propose a two steps-based algorithm to solve the 
modular link version of the Capacitated Network Design Problem
(CNDP) which consists to determine the optimal network that 
guarantees the routing of a set of commodities. In our proposition, 
CNDP is divided into two sub-problems: Network Design problem
(NDP) and Network Loading Problem (NLP). In the first step, we 
solved NDP by using the genetic algorithms which select sets of network 
topologies. In the second step, NLP is solved with the use of Linear 
programming to evaluate and validate the best network topologies. 
Simulation results on three real network instances (Atlanta, France 
and Germany) show that the proposed algorithm is better and
more efficient than the Iterative Local Search algorithm.
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1 Introduction

To save resources (routers, optical fibers, etc.) net-
works should be efficiently designed. Diverse net-
works models were then defined and used to repre-
sent a wide range of issues in transportation, telecom-
munications, logistics, production and distribution
networks. All these models consider a graph com-
posed of nodes and edges (optical fibers, cables, etc).
For a better use of these resources, networks design-
ers should solve the modular Capacitated Network
Design Problem (CNDP) which consists of selecting
edges and allocating optimal capacities to route a set
of commodities between source and destination pairs.
Each edge of the graph has a potential set of module
capacities with their associated costs, a fixed cost that
is incurred only if the edge is selected, and a rout-
ing cost which is proportional to the amount of flows
along the edge. Each commodity is defined by ori-
gin and destination nodes, and the amount of flow to
be routed. The objective is to minimize three crite-
ria: edge cost, modules and routing. These capaci-
tated network design problems are NP-hard and very
difficult to solve in practice. The CNDP is a particu-
lar case of the well known Multicommodity Network
Design problem (MNDP), in which we distinguish an
important number of special cases and extensions [1].
The most studied ones are:

• The unsplittable variant where the flow of each
commodity is required to follow one route be-

tween the origin and the destination. This vari-
ant increases the difficulty of the problem [2].

• The expansion variant, where some edges al-
ready have an existing capacity.

• The fixed charge MNDP [3][4] in which the link
capacities are known. Solving MNDP consists to
determine the set of edges that should be opened
in the final topology.

• The capacitated MNDP, where the number of
modules to install on the edges are modeled by
integers [1]

• The Network Loading Problem (NLP), where the
number of module types is limited, each one
with a given unit cost and capacity.

Various heuristics and exact approaches have been de-
veloped for designing capacitated networks. How-
ever, the heuristic approaches are more likely to be
trapped in local optima, while the exact approaches
are applied only to small or medium size problems.
Due to the weaknesses of the two approaches and the
increasing popularity of metaheuristic approaches,
we have witnessed many metaheuristics being applied
to network optimization problems. In this paper, we
propose a novel metaheuristic that combines linear
programming with Genetic Algorithms (GAs) to solve
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the CNDP problem. We recall that the genetic al-
gorithms were extensively used to solve many diffi-
cult combinatorial optimization problems in indus-
trial engineering and operation research. Genetic al-
gorithms are one of the most powerful and broadly
applicable stochastic search and optimization tech-
nique. They have achieved great advancement in
related research fields, such as network optimiza-
tion, combinatorial optimization, multi-objective op-
timization, etc. Our contribution consists in an effi-
cient two steps-based heuristic that extends the ap-
proach in [5] by combining the GAs and Linear Pro-
gramming (LP) to solve CNDP.

The remainder of this paper is structured as fol-
lows: related work is introduced in section 2, nota-
tions and mathematical formulation of the addressed
problem are given in section 3. Section 4 describes
and explains in details our proposed heuristic. Ex-
perimental results are discussed in section 5 where
we compare our proposition against Iterative Local
Search (ILS) algorithm. Finally, section 6 concludes
the paper.

2 Related work

Capacitated Network Design Problem is one of the
major research area in network optimization. It is re-
lated to two issues: Network Design Problem (NDP)
and Network Loading Problem (NLP). In the NDP,
the goal is to identify the network topology by select-
ing routers and links that interconnect them. Thus,
the objective function aims to minimize the total con-
structive cost under some topological constraints. In
this class of problems, the flow is not modeled and
considered as uncapacitated. In the NLP, it is assumed
that the topology is already established. Thus, solving
NLP consists to search for the set of resources to allo-
cate for the network components. These problems are
complementary. Generally, NDP and NLP are solved
separately though they should be combined together
to optimize the resources.

One can say that most of network optimization
problems can be seen as a kind of (1) NDP, (2) NLP or
(3) a combination of both where the objective and the
constraints may differ from one problem to another:
connectivity [6] [7], limited budget [8], hop limit [2]
[9], delay [10] [11], reliability [9] [10], and survivabil-
ity [11]. The NLP in capacitated or uncapacitated case
and with both single or multiple facilities is a special
case of the well known Multicommodity Network De-
sign Problem (MCND). Previous works on this prob-
lem can be classified as:

• Uncapacitated network design problems where
on each network link, it is only possible either
to open the link with an infinite capacity and a
given fixed cost, or the capacity and cost are nil
[12].

• Single facility capacitated network loading
problem where, the capacity can be done by in-

stalling on each link an integer unit of a given
basic facility [13].

• Two facilities capacitated network loading prob-
lems where the capacity can be achieved by
means of two types of modules, each capacity
has a specific cost [14].

• Multi-type facility capacitated network loading
problems where various types of capacities can
be installed on each link, each facility has a spe-
cific cost [8].

The early works on capacitated modular network
problems were focused on the approximation meth-
ods. These methods define residual capacity and cut-
set inequalities for single commodity and multicom-
modity cases on directed, undirected and bidirected
link models [15][16]. Since these works consider that
the underling network is established, they focus only
on the determination of the facilities allowing the ac-
commodations of flow demand. Their effectiveness
depends on the size of the problem instance.
With the appearance of metaheuristics, both the NLP
and the NDP have attracted some attention. The au-
thors benefit from their efficiency to deal with more
complex variants with real size instances. In [17], the
author compared several neighborhood structures to
solve the uncapacitated facility location problem. In
[11], the authors proposed an evolutionary approach
for capacitated network design considering cost, per-
formances and survivability. The objective is to mini-
mize network cost and packet delay. Kleeman et al.
[10] used an evolutionary algorithm to solve multi-
commodity capacitated network design problem with
an objective function optimizing costs, delay, robust-
ness, invulnerability and reliability. A tabu search
heuristic algorithm with real costs on facilities is de-
veloped in [18]. A firefly algorithm is proposed by
Ragheb et al [8], they combined facility location and
network design problem with multi-type of capaci-
tated link and limited budget on facilities. Contreras
et al. [19] presented a unified framework of general
network design problems which combine location de-
cision and network design decision.

3 Mathematical Formulation

Let G = (V ,E) be an undirected network where V is
the set of vertices and E is the set of undirected edges.
Let K be the set of commodities. Each one k ∈ K is as-
sociated with a flow demand dk and has a source de-
noted by the function s(k) and a target t(k). Let fij be
the fixed cost of including edge (i, j) in the network,
rij the unit variable flow cost on (i, j), and pij the pre-
installed capacity on the edge (i, j).
The formulation of CNDP is shown below:
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Min z(x,y,n) =
∑

(i,j)∈E
rij

∑
k∈K

∑
(i, j)∈E

xkij

+
∑

(i,j)∈E
fijyij +

∑
(i,j)∈E

∑
l∈L

clijn
l
ij

∑
(i, j)∈E

xkij −
∑

(j, i)∈E
xkji ==


1, i = s(k)
−1, i = t(k)
0, otherwise

,∀k ∈ K (1a)

∑
k∈K

(xkij + xkji) d
k ≤ pij +Rij , ∀(i, j) ∈ E (1b)

Rij ≤
∑
k∈K

dk yij , ∀(i, j) ∈ E (1c)

Rij ≤
∑
l∈L

ml n
l
ij , ∀(i, j) ∈ E (1d)

xkij ≥ 0, ∀(i, j) ∈ E,k ∈ K (1e)

Rij ≥ 0, ∀(i, j) ∈ E (1f)

yij ∈ {0,1}, ∀(i, j) ∈ E (1g)

nlij ∈ Z
+, ∀l ∈ L, ∀(i, j) ∈ E (1h)

This formulation is a mixed integer linear program
which uses four types of variables: the first type is a
binary design variable yij which is defined as yij = 1
if (i, j) is included in the network and yij = 0 other-
wise. The second type is a continuous path flow vari-
able xkij , which represents the amount of flow of com-
modity k routed on link (i, j). The third type is an in-
teger allocation module variable nlij which represents
the number of module type l ∈ L (L is the set of poten-
tial modules) that should be allocated on edge (i, j).
Each module l is characterized by a capacity ml and
an installation cost clij . The fourth type is a contin-
uous variable Rij representing the required flow ca-
pacity on link (i, j). A positive capacity pij + Rij on
edge (i, j) implies that it is used to route demands in
the two directions: from i to j or from j to i. This
formulation corresponds to a general model that can
deal with several variants of capacitated network de-
sign problems.

The objective function corresponds to the sum of
the flow costs, the fixed costs of edges and the allo-
cated module costs. These costs are relative to the
problem that we deal with and are not all aggregated
in some cases. For instance, the fixed charge problem
MNDP includes only the edge costs. The modules and
routing costs on edges are nil. Constraints (1a) consist
of flow conservation equations, for each commodity
k. Constraints (1b) specifies that the required capac-
ity Rij on each link (i, j) should be greater than the
cumulated flows traversing the link minus the pre-
installed capacity. Constraints (1c) forces the instal-
lation of link (i, j) (i.e, yij = 1) if the required capacity
Rij is positive (otherwise, yij = 0). Constraints (1d)

specify that the total capacity of the allocated mod-
ules should be greater or equal to the required capac-
ity on each link. (1e) and (1f) state out non-negativity
constraints for the decision variables X and R. Con-
straints (1g) express the binary nature of the variables
Y whereas constraints (1h) show that the module fa-
cility are allocated in discrete amounts.

If we assume that the edge and module vectors
(y,n) are fixed and known, the main task in the above
formulation becomes the search of a feasible flow that
satisfies all the demands with the use of limited and
fixed link capacities. Hence, the NP-hard CNDP prob-
lem can be reduced to the Capacitated Multicommod-
ity Flow Problem (CMFP) which is solvable in polyno-
mial time and formulated as follows:

Min z(x(ȳ, n̄)) =
∑

(i,j)∈E(ȳ)

rij
∑
k∈K

∑
(i,j)∈E(ȳ)

xkij

∑
(i, j)∈E(ȳ)

xkij −
∑

(j, i)∈E(ȳ)

xkji ==


1, i = s(k)
−1, i = t(k)
0, otherwise

,∀k ∈ K

(2a)

∑
k∈K

(xkij + xkji) d
k ≤ pij +Rij , ∀(i, j) ∈ E(ȳ) (2b)

Rij ≤
∑
k∈K

dk ȳij , ∀(i, j) ∈ E(ȳ) (2c)

Rij ≤
∑
l∈L

ml n̄
l
ij , ∀(i, j) ∈ E(ȳ) (2d)

xkij ≥ 0, ∀(i, j) ∈ E(ȳ), k ∈ K (2e)

Rij ≥ 0, ∀(i, j) ∈ E(ȳ) (2f)

The multicommodity flow problem formulation
presented in the linear programming (2) is obtained
by replacing the vectors (y,n) in the original CNDP
formulation (1) by their fixed values (ȳ, n̄). In this
reformulation, the objective function aims to min-
imise the routing of flows. Constraints (2a) are
flow conservation equations. For simplicity and effi-
ciency, we delete the variables R by replacing the con-
straints (2b), (2c), (2d) and (2f) by the following con-
straints (3a):∑
k∈K

(xkij +xkji) d
k ≤ pij +

∑
l∈L

ml n̄
l
ij ȳij ∀(i, j) ∈ E(ȳ) (3a)

The previous constraints (3a) force the use of lim-
ited capacities by guaranteeing that the flows do
not exceed the installed capacity (i.e, sum of the
pre-installed capacity and module capacities). Con-
straints (2e) state out continuity and non-negativity
of the decision variables X.

A solution to the CNDP can be viewed as (1) a bi-
nary assignment (ȳ) to each design variable, (2) an in-
teger vector assignment (n̄) to the allocation module
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design variables and (3) an optimal solution for the
multicommodity minimum cost flow problem x∗(ȳ, n̄).
In this way, the CNDP objective function value associ-
ated to a solution (ȳ, n̄,x∗(ȳ, n̄)) is the sum of the fixed
cost of the open edges in (ȳ), the cost of the modules
allocated (n̄) and the objective function value of the
CMFP associated to x(ȳ, n̄)∗. Thus, to solve the CNDP
problem, we propose here to separate it into two sub-
problems:
(1) link and resource selection which consists to
choose the links, modules and their numbers by mak-
ing decision on the vectors y and n,
(2) solve the CMFP problem (formulated in (2)) with
respect of decisions made in (1) to determine the op-
timal routing that flows all the demands.

Note that sub-problem (2) can be solved in poly-
nomial time. Thus, the challenge consists to solve
the sub-problem (1) by identifying the best decision
vectors (y) and (n) which allow to solve the flow sub-
problem in (1). In other words, the decision vectors
(y) and (n) should be selected so that the overall rout-
ing, link and module costs are optimal.

In the next section, we show how to solve jointly
and efficiently sub-problems (1) and (2). In the first
step of our proposition, we used the genetic algo-
rithms to explore different potential solution areas for
the decision vectors (y,n). Each solution (ȳ, n̄) is then
evaluated in the second step by solving CMFP prob-
lem.

4 Genetic Algorithm for CNDP

Genetic algorithms introduced by Goldberg et al. [20],
are based on the mechanics of natural selection and
genetic. They start with an initial set of random so-
lutions, called a population. Each individual in the
population, called a chromosome, represents a solu-
tion to the problem. The initial population evolves
through successive iterations, called generations. A
measure of fitness defines the quality of an individual
chromosome. In each generation, chromosomes are
evaluated by a fitness function, also called an evalua-
tion function. After a number of generations, highly
fit individuals, which are analogous to good solutions
to a given problem, will emerge. Genetic algorithms
consist of five components:

1. A method for encoding potential solutions into
chromosomes;

2. A means of creating the initial population;

3. An evaluation function that can measure the fit-
ness of chromosomes;

4. Genetic operators that can create the next gener-
ation population;

5. A way to set up control parameters; e.g., popu-
lation size, the probability of applying a genetic
operator, etc.

4.1 Individual representation

In the design of genetic algorithms, the encoding is
the most important task. There are some methods to
encode each individual in a population, such as bi-
nary encoding, integer encoding, etc. In this paper,
we define a new encoding method called IME (Im-
plicit Modular Encoding) that is relative to our mod-
ular case. An individual built by IME is shown in Fig-
ure 1. Each individual I is a matrix In,m, where n and
m corresponds to the number of modules and to the
number of edges respectively. Hence, I[li][ej ] gives the
number of module types li allocated on edge ej .

Our encoding represents the decision vector n
and implicitly the decision vector y. For example,
T [l1][e4] = 2 (see Figure 1) means that we should allo-
cate two modules on the edge e4. Thus, we implicitly
deduce that edge e4 exists in the final topology.
When multiple types of modules are allowed, the edge
exists if at least one module is allocated on it, i.e:{

xe = 1 if
∑n

li=1
T [li][e] > 0

xe = 0 otherwise

In our example in Figure 1, edge e1 will not be opened
in the final network since ∀i : T [li][e1] = 0.

4.2 Initial population

The choice of the initial population is a very impor-
tant aspect of the whole search procedure. If it is too
specific, then the search will be limited to a small re-
gion of the solution space leading to a local optimum.
On the other hand, if the initial population is very
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Figure 1: Individual with Implicit Modular Encoding
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InitialPopulation

Inputs: S0 , K

Local variables: P0

P0←∅
Generate initial individual I0 throughout encoding ILS

solution with IME encoding

P ← I0
foreach module {ln ∈ L} do

foreach link {em ∈ E} do
if I0[ln][em] > 0 then

Generate new individual I ← I0
I[ln][em]← I0[ln][em]− 1

if (CplexSolver(I,K) == T rue) then
Add individual I to P0

end

end

end

end
Return P0

Figure 2: S0 is the ILS solution, K is the set of flow demands. P0 is the initial population. L is the set of capacity modules. E is the set
of links. I0 is the initial individual. I is the new individual. CplexSolver(), that returns T rue if it finds a feasible flow, is a procedure that
solves the CMFP on the individual (network) transmitted as a parameter.

diverse then the algorithm will spend valuable com-
putational resources exploring a variety of promising
areas of the search space.

There are two ways to generate an initial popu-
lation: random initialization and heuristic initializa-
tion. Here, we applied the Iterative Local Search (ILS)
heuristic [21] that provides one approximated solu-
tion for the CNDP problem.

To create a diverse initial population (c.f. algo-
rithm depicted in Figure 2), we applied various per-
turbations on the individuals. After encoding the so-
lution given by ILS heuristic according to IME, we ob-
tain the first individual I0. To form the rest of the
initial population, we apply some perturbations on
I0. This results in the creation of new individuals,

wherein there are some ones corresponding to un-
feasible solutions. Obviously, only individuals corre-
sponding to feasible solutions are added to the initial
population. We recall that an individual corresponds
to a feasible solution to CNDP problem if its decision
vectors n̄ and ȳ allow the flowing of all the demands.
Thus, an individual corresponds to a feasible solution
(n̄, ȳ) if the linear program in (2) has solutions. Other-
wise, the individual corresponds to an unfeasible so-
lution.

Creation of the initial population’s individuals

We recall that our individual representation is based
on edges and modules (see Figure (1)), where the

I1 I2 

Inew 

x1  

 

x2  

 

Figure 3: Crossover operator
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Figure 4: Mutation operator

columns represent the edges, and the rows represent
the module types allocated on edges.

At initial stage, our population contains only one in-
dividual I0. The other Individuals in the initial popu-
lation are determined by applying some perturbations

on the individual I0.
A perturbation consists to delete one module from the
I0’s edges. The complete procedure of generating the
initial population is described in the following steps:

• for each module type ln ∈ L,

• for each edge e from the set E

Genetic Algorithm

Inputs: S0, K

Local variables: i, P , Gbest

P ← InitialP opulation(S0,K)

Gbest← best individual in the population P

T ermination← f alse

while ! Termination do
i ← size of population P

while i < Max-Size do
(I1, I2)← RandomSelection(P)

Inew← Crossover(I1, I2)

Inew←Mutation(Inew)

if (CplexSolver(Inew,K) == T rue) then
Add individual Inew to population P

Update Gbest

i← i+1
end

end
P← CleanPop (P)

Update(Termination)

end
Return Gbest

Figure 5: S0 is the initial solution, K is the set of flow demands. Gbest is the best value . P is the current population. MaxSize is the
fixed size of the population. I1, I2 and Inew are individuals. CplexSolver(), that returns T rue if it finds a feasible flow, is a procedure that
solves the CMFP on the individual (network) transmitted as a parameter.
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Problem Instance |V | |E| |K | Nbr L MCost pij rij

Atlanta 15 22 210 TF 1000, 4000 variant yes yes
France 25 45 300 SF 2500 fixed no no
Germany50 50 88 662 SF 40 variant no no

Table 1: The Instance Setting Parameters

• create a new individual I that corresponds to a
copy of I0,

• decrement the number of modules ln on the edge
e of individual I

• add the new individual to the population if it
allows a feasible flow of demands.

4.3 Fitness function

The fitness function corresponds to the objective func-
tion of CNDP. It is computed as the sum of the allo-
cated module costs, the fixed edge costs and the rout-
ing costs. Note that the first two costs are deduced
from the individual representation whereas the rout-
ing costs are given by solving the CMFP linear pro-
gram (2).

4.4 Genetic operators

The next populations are generated by applying the
crossover and mutation operators described below.

4.4.1 Crossover

The crossover operator is responsible for combining
two chromosomes so that a new offspring chromo-
some can be generated. In our proposition, we used
a two point crossover: we randomly chose two inte-
gers in the individual length interval (0 < x1 ≤ x2 ≤m)

and two individuals (I1 and I2) in the current popula-
tion, then we apply the two-point crossover operator
to generate a new individual as shown in Figure 3.
Typically, a new individual Inew is generated by select-
ing the modules of edges in (e1, ex1

]∪ [ex2
, em) from I1

and (ex1
, ex2

) from I2.

4.4.2 Mutation

An edge (that corresponds to a gene) and two mod-
ules types are randomly chosen in the chromosome.
Then, the numbers of modules relating to the selected
types of modules are exchanged on the chosen edge
(see Figure 4).

4.5 The genetic algorithm

After explaining and detailing the basic components
of our proposed genetic algorithm, we describe below
its operation (see Figure 5 for instructions). In our
algorithm, we first initialize the population through
InitialP opulation() procedure (see Figure 2). Then
N successive populations are generated by apply-
ing the two-point crossover and mutation operators
(Crossover() and Mutation()).

As said previously, only individuals allowing a fea-
sible multicommodity flow solution are added to the
current population. This is verified by the running
of CplexSolver() procedure that solves the linear pro-
gram in (2). The best solution Gbest is updated at each
generation and returned when the termination condi-

Instance BS ILS Gap% GA Gap%
Atlanta 86492550 92904547 7.41 87959303 1.69
France 20200 21400 5.94 20600 1.98
Germany50 645520 719060 11.39 667840 3.45

Table 2: The ILS and GA solutions

Demand model Undirected demand (U)
Link model Undirected links (U)
Link capacity model Modular link capacities(M)
Fixed-charge model No fixed-charge cost (N)
Routing model Continuous (C)
Admissible path model All paths (A)
Hop limit model No hop-limits (N)
Survivability model No survivability (N)

Table 3: The model filter
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Atlanta France Germany50
Instance BS ILS GA BS ILS GA BS ILS GA

Total installed 294000 307000 300000 252500 270000 257500 7200 8000 7440
link capacities
Total working flow 282338.5 281188 284503 246938 237952 240351 7140 7024 7265.83
Total Unused flow 11661.5 25812 15497 5562 32048 17149 60 976 174.17

Table 4: Working and unused capacities

tion is satisfied.
CleanP op() procedure allows to switch from one pop-
ulation to another by selecting individuals from the
first population. It is based on elitist strategy, i.e., bet-
ter is the fitness of the individual, greater is the prob-
ability of keeping that individual in the next popula-

tion.

The algorithm stops its running after a fixed num-
ber of generations or when the result is not improved
after a certain number of generations.

Figure 6: Atlanta network

Figure 7: France network
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Figure 8: Germany50 network

5 Experiments and Results

In our experiments, we used three real world in-
stances of network topologies including Atlanta,
France and Germany50. All can be downloaded from
http : //sndlib.zib.de [22]. We followed the model fil-
ter specified in Table 3. The population size is 50 and
the number of generations is 15.
Each instance is characterized by the number of nodes
|V |, the number of potential links |E| = m and the
number of traffic demands |K |. Table 1 summarizes
the instance specification details. We classify them
into two categories; instances with Single Facility al-
location (SF) and instances with Two Facilities alloca-
tion (TF). The set of capacity modules L differs from
one network instance to another. The allocation cost
MCost is variant on links except in France instance.
Atlanta instance assumes a Pre-installed capacities pij
on their potential links with a unit routing cost rij . See
[22], for more details on the filter model and on the
setting parameters.

In Table 2, ILS and GA correspond to the solutions
obtained by iterative local search algorithm and our
genetic algorithms-based heuristic respectively. We
examine the quality of a given algorithm A (A could
be GA or ILS) by computing its optimality gap (see
equality 10) that is defined as the ratio between the
difference of the A’s cost and the Best Solution (BS)
cost. Note that BS corresponds to the best solutions
published in [22].

GAP (A) = {Cost(A)−Cost(BS)}/Cost(BS) ∗ 100 (4)

As depicted in Table 4, GA is better than ILS since
it determines solutions more close to the best solu-
tions than those of ILS. Concretely, the mean gap
obtained with ILS is 3.5 times higher than the mean
gap obtained with GA. This can be explained by the

exploration of multiple solution areas with GA while
ILS determines only a local optimum.

Figures 6, 7 and 8 show the allocated capacities
and their usage for Atlanta, France and Germany50
networks respectively. We compared the total in-
stalled link capacities, the total working capacities
and the total unused capacities for BS, ILS and GA so-
lutions. We remark that the total installed link capac-
ities in ILS and GA are more larger than the BS ones.
This justifies the cost gap. On the other hand, ILS
uses fewer working capacities than BS because ILS
wastes and over-allocates module resources, leading
to efficient routing. Indeed, instead of splitting flows
and exploring the small unused capacities on links,
ILS routes the majority of demands on shortest paths.
With GA, the CPLEX optimizer tries to exploit the
residual quantities on the allocated modules to route
the flows. This leads to a bifurcation of demands on
multiple paths that could be quite long, though rout-
ing costs slightly limit the path lengths.

6 Conclusion

In this paper, we proposed a two steps-based algo-
rithm to solve the modular version of the Capacitated
Network Design Problem (CNDP). In the first step,
we applied genetic algorithms to select sets of promis-
ing networks (i.e., links with their modules) which are
checked, evaluated and validated in the second step
with the use of linear programming.

To explore the promising areas in the solution
space, the genetic algorithms we used were adapted
to treat and design efficient network topologies by:
(1) defining a flexible and meaningful encoding
scheme IME (Implicit Modular Encoding), (2) two
point crossover and mutation operators and (3) an
elitist population strategy. We generated the initial
population by combining an iterative local search al-
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gorithm with a heuristic procedure that modifies the
number of modules on the network links. Succes-
sive populations were then generated by applying two
point crossover operator which creates a new network
from two other ones by selecting some edges from the
first network and the rest from the second network.
A mutation operator is possibly applied on links to
exchange the module types. Finally, a probability-
based elitist population strategy chooses promising
network topologies that we combine to determine the
next population. In our proposition, the networks are
associated with probabilities in a way they guarantee
an offspring often coming from the best individuals.

To measure the fitness of a solution, polynomial
time linear program which determines the routes by
searching for feasible flows on the corresponding net-
work is used.

Simulations results confirm that the combination
of genetic algorithms and linear programming in two
steps is satisfactory and efficient. Indeed, the results
show clearly that our proposition outperforms the it-
erative local search heuristic and determines solutions
close to the known best ones.
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 A wormhole attack is one of the most critical and challenging security threats for wireless 
sensor networks because of its nature and ability to perform concealed malicious activities. 
This paper proposes an innovative wormhole detection scheme to detect wormhole attacks 
using computational intelligence and an artificial neural network (ANN). Most wormhole 
detection schemes reported in the literature assume the sensors are uniformly distributed in 
a network, and, furthermore, they use statistical and topological information and special 
hardware for their detection. However, these schemes may perform poorly in non-uniformly 
distributed networks, and, moreover, they may fail to defend against “out of band” and “in 
band” wormhole attacks. The aim of the proposed research is to develop a detection scheme 
that is able to detect all kinds of wormhole attacks in both uniformly and non-uniformly 
distributed sensor networks. Furthermore, the proposed research does not require any 
special hardware and causes no significant network overhead throughout the network. Most 
importantly, the probable location of the malicious nodes can be identified by the proposed 
ANN based detection scheme. We evaluate the efficacy of the proposed detection scheme 
in terms of detection accuracy, false positive rate, and false negative rate. The performance 
of the proposed algorithm is also compared with other machine learning techniques (i.e. 
SVM and regularized nonlinear logistic regression (LR) based detection models). The 
simulation results show that proposed ANN based algorithm outperforms the SVM or LR 
based detection schemes in terms of detection accuracy, false positive rate, and false 
negative rates. 
 

Keywords:  
Artificial Intelligence  
Wormhole attack 
Non-uniform Sensor distribution 
In-band wormhole attack 
Out of band wormhole attack 
Neighborhood counts  
Average residual energy pattern 

 

 

1. Introduction 

Wireless sensor networks (WSNs) consist of self-directed devices 
(i.e., sensor nodes), which are used in a collective manner to 
monitor environmental or physical phenomena in a remote and/or 
hostile environment. Spatially distributed autonomous sensor 
nodes are capable of communicating amongst themselves in order 
to transfer sensed data to a base station. The WSN is a type of ad-
hoc network that has gained popularity for its versatile application 
in military and civil domains such as battlefield monitoring, 
tracking objects, healthcare, and home automation[1].  

In WSN, a larger number of sensor nodes perform an assigned 
task in a hostile environment without any human intervention. 

Since sensor nodes use a known in-band radio channel for 
communication and are usually deployed in a hostile or remote 
environment, therefore, WSNs are prone to various security 
threats like a Sinkhole attack, Sybil attack, and wormhole attack. 
WSN has several vulnerabilities that an attacker can exploit to 
obtain access to the network. Implementing security measures like 
data encryption is not practical solution for the most WSNs. 
However, research on security measures has made certain 
progress in secure localization algorithm, lite weight routing 
protocols, and secure data aggregation scheme. However, those 
security mechanisms don’t provide any protection against any 
attack from a legitimate node. If an attacker gains control over a 
few legitimate nodes, full access would be gained to the data 
traveling through these compromised nodes. The attacker may 
achieve the capability to modify the contents of the control 
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packets later by extracting the cryptographic contents from the 
captured data packets.  

Wormhole attack is recognized as one of the most detrimental 
security threats for any routing protocol of WSNs [2-3]. The 
wormhole attack can be easily launched by taking over at least two 
legitimate nodes from the two distant parts of the network or 
deploying two nodes with superior capabilities (e.g. directional 
antenna, larger radio range) in two distant places of the sensor field. 
Wormhole nodes are connected through a virtual tunnel which can 
be implemented in numerous ways (e.g. high-quality channel, 
packet encapsulation or packet relay and high powered 
transmission) [4]. This direct low latency tunnel is known as a 
wormhole link [5]. A wormhole link creates an illusion in the 
network that these two colluding nodes are located within their 
communication range, but, in fact, their physical locations are very 
far apart. 

 

Fig. 1 Depiction of the structure of a wormhole attack. 

By creating this unauthorized link, wormhole nodes gain the 
ability to circulate false route information into the network that 
they are few hops away from the base stations. This illusion drives 
other sensor nodes to transmit data packets to the base station 
through the wormhole nodes. Wormhole attack disrupts the 
existing network data flow in order to monitor and capture the 
data packets passing through it. As shown in Fig. 1, the 𝐸𝐸1 and 𝐸𝐸2 
wormhole nodes, connected by a wormhole link, capture the data 
packets from one terminal of the virtual tunnel and retransmit 
them to another terminal of that link. 

Subsequently, this wormhole attack becomes so severe that it 
might destroy the network or hamper the usual operation of the 
network by the selective dropping of packets, manipulation of 
traffic, or modify data packets without revealing their identities. 

Therefore, detection of wormhole nodes is an essential task for 
ensuring the security of wireless sensor networks. It is a very 
simple task to implement wormhole attack, but a very difficult 
task to detect an infected network since wormhole nodes 
retransmit valid packets into the network. Most of the existing 
countermeasures use the distance bounding technique, direction, 
and location abnormality among claimed neighbor nodes as 

detection attributes to fight against wormhole attack. To gain a 
certain level of accuracy, some existing schemes uses complex 
and highly advanced devices such as directional antenna[6], 
GPS[7], or ultrasound for distance measurement [8]. However, 
those special devices are very costly for practical deployment. A 
few statistical wormhole detection schemes based on hop count 
[9], node connectivity [5], or neighborhood count [10-12] are 
proposed that do not need any special hardware. However, they 
usually include a hardware supported scheme as a secondary 
approach. Furthermore, centralized statistical wormhole detection 
[10] may cause significant network and communication overhead 
in contrast to a distributed statistical approach [11]. In the network 
connectivity based wormhole attack detection schemes [5,13-14], 
the positions of neighboring nodes are estimated from the 
received signal strength (RSSI ) by each node, which sends this 
information to the base station. By doing this, the network layout 
is determined by the base station and compared with the given 
network layout. This approach also causes a significant amount of 
control packets flow to the base station. Moreover, it is prone to 
distance estimation errors. Furthermore, neighborhood-based 
wormhole detection schemes [10,12] may not detect wormhole 
attack if the wormhole nodes are located in a sparsely populated 
area and caused the significant flow of packets to the base station. 
In addition, their performance in non-uniform sensor distribution 
is in question. 

In recent years, network anomaly detection schemes have 
been increasingly using artificial intelligence to improve detection 
accuracy. An artificial neural network (ANN) is a very simplified 
information processing model that aims to grossly imitate the 
human brain function. An ANN consists of interconnected 
processing units and works in a parallel fashion to find a solution 
to a particular non-linear problem.  The adaptive and self-learning 
ability of an ANN help to increase the competence of an anomaly 
detection model [15]. Moreover, ANNs have been widely 
deployed to deal with pattern recognition and classification 
problems [16].     

In this paper, we introduce a novel detection scheme based on 
an ANN using ‘neighborhood count’ and ‘average residual 
energy pattern of neighbors (AREPN)’ as detection attributes. The 
proposed detection scheme is able to detect wormhole attacks in 
both uniform and non-uniform sensor distributions and does not 
need any special hardware. Here, we have introduced a mobile 
node, called as detector node (𝐷𝐷𝑁𝑁) that visits randomly chosen 
locations within the region of interest and collects two featured 
data samples, along with coordinate for each site visited. When 
the detector node 𝐷𝐷𝑁𝑁 moves into a wormhole infected zone, this 
paper theorizes that the collected number of neighbors increases 
abnormally (uniform network scenario) or slightly abnormally 
(non-uniform network scenario), compared to a non-infected zone, 
in which the counts change normally. This paper also introduces 
a new detection attribute, named AREPN that significantly 
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decreases at the wormhole infected zone compare to non-infected 
zone. 𝐷𝐷𝑁𝑁  captures these features as evidence of the presence or 
absence of a wormhole attack. The gathered dataset is used for 
training in the proposed ANN based detection scheme. After the 
training phase, the test data samples are fed into the ANN, and the 
scheme decides if there is any wormhole attack in the network or 
not. 

 We have studied in detail and compared the performance of 
the proposed algorithm with SVM and LR based detection 
schemes through simulations. Our simulation results confirm that 
an ANN based wormhole detector can detect wormhole attacks 
with higher precision and accuracy as compared to the non-linear 
logistic classification algorithm. 

 The rest of this paper is arranged as follows: Section 3 
presents a detail of wormhole attack and its classification. We 
discuss literature review, ANN, SVM and LR in Section 3, 4, 5, 
and 6, respectively. The proposed ANN-based detections scheme 
described in detail in Section 7. The evaluation results are 
discussed in Section 8. Section 9 concludes the paper and provide 
a scope of future work. 

2.  Wormhole attacks 

A wormhole can be a severe attack against any packet routing 
protocol, especially in ad-hoc and wireless sensor networks. It is 
very difficult to detect and to take preventive measures against 
wormhole attack since the malicious nodes behave as legitimate 
nodes and initially do not perform any illegal activity in the 
network[2]. The word ‘wormhole’ means the creation of any 
shortcut path between two far apart points in the space-time [17]. 
Thus, the concept of ‘wormhole’ is used as a tool to launch this 
attack aiming to spoil the existing routing protocol. 

The wormhole attack starts by compromising at least two 
nodes from the sensor network by hacking or, deploying two 
nodes with superior capabilities (e.g. directional antenna, larger 
radio range) in two distant places of the network [18]. This attack 
would be more devastating if the aggressor launches the attack 
with multiple nodes. Although, wormhole attack can be launched 
with the single node by broadcasting received packets with high 
power level [19-20]. Those malicious nodes are known as 
‘wormhole node’. Furthermore, to launch the attack, the 
wormhole nodes connect themselves through a low latency 
communication link, which is called the wormhole link. In some 
literature, this link is also named as wormhole tunnel [11]. The 
wormhole nodes gain unprecedented access to the network by 
forming this low latency link. This wormhole link can be formed 
in numerous ways, such as packet encapsulation, high power 
transmission, wired link and out of band radio link [4].  Packet 
encapsulation is the most prominent way to establish wormhole 
link in the network where smallest hop count is used as metric to 
select the best route.  

 
Fig. 2 The depiction of (a) ‘in-band’ and (b) ‘out-band’ 

wormhole attack. 

 The wormhole attack can be categorized into two classes 
based on the wormhole link formation. In the ‘out band’ 
wormhole [21], two external nodes are deployed with higher 
communications and computational power than deployed sensor 
nodes. This kind of attack is hard to establish due to the 
requirement of the special hardware. In this case, the adversary 
connects two separate regions of the network using a directional 
antenna or wired link. Similarly, in the ‘in band’ wormhole, the 
adversary compromises at least two legitimate nodes from the 
different zone of the network. One of these is usually located close 
to the base station so that it could disguise its adjacent nodes by 
advertising fabricated routing information. In contrast to ‘out of 
band’ wormhole attack, adversary uses packet encapsulation 
technique to create wormhole node rather than a directional 
antenna or wired link [9]. In this circumstance, two compromised 
nodes are connected through several legitimate nodes between 
them. 

 Once the wormhole link is functional, one of the colluding 
nodes transmits the data packets, collected from the one part of 
the network, towards another malicious node.  The other 
malicious node broadcasts those received packets into its radio 
range [22]. The wormhole node influences those nodes, who 
normally multiple hops away from it, to send data packets via 
wormhole by convincing them that they are few hops away from 
the base station [23]. In the other words, due to the high-speed 
wormhole link, the received data packets (by wormhole nodes) 
would travel faster from one part of the network to another part of 
the network than a usual multi-hop route. This illusion would 
disrupt existing packet routing mechanisms. 

 At the initial stage, wormhole node eavesdrops or captures 
the packets passing through it for further analysis and retransmits 
them to another wormhole node. When the wormhole attack 
begins, malicious nodes do not know about the cryptographic keys 
are being used in the network. If this malicious node starts 
dropping the packets without knowing the content of the packets, 
the target of compromising the integrity and confidentially would 
not be achieved. On the other hand, the dropping of the packets 
might rise suspicion of those nodes who have relayed the packet 
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through wormhole node. Therefore, there is a chance of being 
detected as a malicious node in the network. In fact, Wormhole 
node tries to place itself in most of the route without revealing its 
identity. However, the initial phase of wormhole attack is called 
hidden wormhole attack [20]. In the hidden mode of attack, the 
wormhole does not appear in the routing table. Still, wormhole 
node is able to establish the denial of service (DOS) [24] attack 
by dropping packets in the hidden mode of attack.  

 Once the wormhole node breaks the encryption technique by 
analyzing the recorded packets, then the aggressor takes the attack 
to the new level. In the active mode, the malicious node takes part 
in the routing mechanism as legitimate node [20] and starts 
modifying or dropping the packets passing through it [4]. In some 
cases, wormhole node drops the selected or critical packets to 
interrupt the usual operation of the network [21]. 

2.1. The impact of wormhole attack: 

Wormhole attack is considered as server threats for routing 
protocols of WSNs. This attack usually occurs in the network 
layer and immune to encryption techniques. The wormhole attack 
is able to degrade the performance of the routing protocol and 
compromises the integrity and confidentiality of the data packets 
traveling throughout network [25]. Once wormhole nodes get the 
access to the network, the adversary can drop the packet 
selectively or delay the transmission of critical packets for the 
system in order to destabilize the system performance [21]. The 
aggressor tries to establish the denial of service attack (DOS) and 
attempts to compromise the integrity and confidentiality of the 
network. 

During the active mode of this attack, the malicious nodes 
become the sinkholes [4]. However, other nodes around 
wormhole send data packets without aware of the fact that they 
are the victims of the wormhole attack. Hence, a significant 
amount of data traffic is passing through the malicious node and 
attacker can control and monitor the packets without having 
multiple observation points in the network. Some literature also 
suggests that wormhole node also lessens the throughput of the 
network by the selective dropping of the packets [4]. Furthermore, 
wormhole node also can turn on and off the wormhole link 
randomly [4].  This event creates instability in the routing service 
and causes a significant amount of control packets flow 
throughout the network.  

In general, the routing protocol of the wireless sensor network 
can be categorized into two classes, such as ‘pro-active’ routing 
protocol and ‘on-demand’ routing protocol. Routing updates are 
transmitted periodically in the pro-active routing protocol, 
whereas on-demand routing protocol searches the route to a 
specific destination when it is necessary. However, the wormhole 
attack is successful to invade the network accessibility for the both 
class of wormhole attack [26]. Some literature on wormhole 
attack mentions that two wormhole nodes are able to attract more 
than 50% data traffic towards them directed to the base 
station[6][27]. 

3. Related works 

 As the wormhole attack can be launched from legitimate 
nodes and relays the valid packets into the network; therefore, it 
is reasonably difficult to detect it from the infected network. 
Furthermore, lightweight cryptographic solutions are 
incorporated into most of the routing protocol to prevent false data 
packets injection into the network. As the legitimate nodes are 
compromised by the adversary and the wormhole node doesn’t 
change the packet’s content at the initial stage, so the wormhole 
node easily passes the cryptographic test.  The wormhole attack is 
a simple task to launch, but very difficult to identify. Many 
researchers have been working on this field to develop efficient 
wormhole detection schemes based on the geographical locations, 
transmission time, connectivity graph, neighborhood counts and 
radio fingerprint.  

3.1. Distance consistency based approach: 

 Most of the researchers in this field try to detect the 
wormhole attack by distance bounding techniques. In these 
approaches, two communicating nodes are allowed to determine 
the distance between them; based on message traveling time 
information, transmission time information, and geographical 
information. Sometimes sensor nodes are equipped with 
specialized hardware like the directional antenna, GPS, 
ultrasound[8] to measure the distance between two adjacent 
sensor nodes. However, these schemes are considered impractical 
due to the addition of the special hardware and their performance 
in the sparse sensor network. These schemes may not perform 
well in the presence of ‘out of band’ wormhole nodes. 

3.2. Time information based solutions: 

 The most popular detection methods of wormhole attack use 
the packet traveling time between two consecutive nodes as a 
detection attribute. Most of the cases, the data packets traveling 
time is calculated from the measured round trip time (RTT) [28-
31], the authors proposed RTT based solutions to confront against 
wormhole attack. In [32], delay per hop is determined by 
measured RTT whereas, for each successive hop, RTT is 
measured to detect wormhole attack [33]. In these schemes, the 
distance between two adjacent nodes is measured using RTT and 
determine if the two communicating sensor nodes are apart by the 
valid possible distance. If the measured RTT is higher than a 
defined threshold value, the presence of wormhole node will be 
declared. However, the RTT based solutions require the 
cooperation of the sensor nodes on the path and don’t work 
properly on the DSR[34] and DSDV routing protocols [35-36]. 
These RTT based solutions may not perform well if the wormhole 
is created by protocol deviation. The wormhole nodes forward the 
packets without waiting for the certain time in order to reach the 
destination earlier than legitimate multiple hop path. Beside this, 
in the ‘out of band’ wormhole attack, the wormhole nodes use the 
high-speed low latency link for transferring packets between them. 
In this type of attack, data packets reach to another wormhole 
node more quickly than ‘In-band’ wormhole attack. In fact, the 
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time required to forward the packets to another wormhole node is 
significantly reduced in ‘out of band’ wormhole attack. Therefore, 
the performance of RTT based detection scheme is in question 
with the presence of ‘out of band’ wormhole attack. Some works 
of literature [37] also suggested that the RTT based detection 
scheme cannot detect ‘active’ mode of wormhole attack and may 
not detect wormhole attack in the sparse sensor network. 

     In [38], the authors proposed a detection scheme based on 
neighborhood count and RTT. The authors considered the two 
facts. First, as the malicious nodes establish the new link in the 
network, so the neighbors around the malicious node increases 
significantly. Second, the measured RTT between two malicious 
nodes increases significantly in a similar fashion. However, these 
proposed solutions may not detect ‘out of band’ wormhole attack 
from the infected network.  

     In [37], the authors proposed a detection scheme based data 
transmission time of each successive hop in a route assuming that 
the wormhole nodes are in hidden mode. In this scheme, the data 
transmission time of each successive hop is calculated from the 
measured RTT. All sensor nodes in the route transmit the recorded 
transmission time to the source. The source is solely responsible 
for checking if there is any wormhole node exist in the route. This 
scheme may perform poorly in the sparse sensor network. In fact, 
the performance of this scheme may be degraded when malicious 
nodes use high-speed communication channel. 

3.3. Special Hardware-based scheme: 

 The directional antennas are incorporated with sensor nodes 
for adding access restriction [6,39-41] and finding legitimate 
neighboring nodes in the network. The entire communication 
region of a sensor node is divided into several zones. Moreover, 
each zone is defined by a directional antenna. When a sensor node 
receives the signal first time from its peering sensor node, then the 
probable location of the sender in terms of the zone is determined 
by the directional antennas. According to the authors, if a sensor 
node sends a packet from a particular zone, the recipient will get 
the signal from the opposite direction (zone). After that, the 
recipient sensor node verifies the legitimacy of the sender through 
receiving direction of the packet from unknown sensor nodes. The 
recipient node also cooperates with its neighbors to find out 
whether this node is known to other legitimate neighboring nodes 
or not. The incorporation of directional antennas to each sensor 
node makes this scheme expensive and inappropriate for practical 
deployment.  

 Another protocol named SECTOR was introduced in [29], 
that mostly depends on special hardware. The main concept of this 
detection scheme is to measure the distance between two 
communicating nodes based on the data transmission speed. The 
proposed model does not need any clock synchronization and 
geographical information of communicating nodes. In this 
algorithm, the mutual authentication with distance bounding 
(MADB) protocol [42] was implemented to measure the distance 
between nodes at the time of the encounter. According to the 

authors in [42], the proposed scheme permits one node to measure 
the mutual distance between two nodes and compares with 
maximum possible upper bounding distance. In this scheme, each 
node is incorporated with the special device that can give 
feedback to the sender without any delay. Initially, a node sends 
the one-bit challenge to its neighbors before sending any packets. 
Then recipient node responds back through a special device to the 
sender at the time it receives the one-bit challenge. When the 
sender transmits the one-bit challenge to a node, it turns on the 
clock and measures the time till it gets the response back from that 
node. After that, the sender estimates the mutual distance based 
on the measured time assuming that the data transmission speed 
is as same as the speed of light. However, in the [30], the authors 
slightly modify the schemes described in [42]. In [30], both parties 
are allowed to measure the mutual distance and validated the 
authenticity of the adjacent nodes around their communication 
range. The addition of the special device to each sensor node 
makes this scheme expensive and inappropriate for practical 
deployment.  

3.4. Geographical information-based schemes: 

 In [43] and [7], the author proposed a detection scheme that 
assigns a maximum traveling distance to each data packet. The 
authenticity of a data packet is ensured by using the concepts of 
geographical and temporal packet leashes that would help to 
minimize the effectiveness of the wormhole nodes in the network. 
In the geographical leash (GL), when a sender sends packets to 
any sensor node, the sender node incorporates sending time and 
its own location information to the packet. When the recipient 
node receives the packet, it will estimate the approximate distance 
between the sender and receiver based on the geographical leashes. 
The temporal leash includes the maximum lifetime to each packet.  
In temporal leash (TL), a sender adds either transmitting time or 
expiration time of packet so that the recipient can verify if the 
packet has made a journey too far based on maximum 
transmission speed and time. A predetermined time threshold is 
set between any two neighbors based on their position in the 
network. For a specific two neighboring nodes, the data packet 
would be discarded if it violates the time boundary set by these 
specific nodes. This scheme can perform better if strict time 
synchronization and the additional device like GPS are provided. 
Beside this, this proposed scheme may be performed poorly when 
the wormhole node is in active mode.  

3.5. Trust Based Solutions: 

 Trust information of neighboring nodes is used as an 
attribute to detect wormhole attack in the WSN. Each sensor node 
monitors the data packet forwarding pattern of its neighbors and 
rates them accordingly. In the trust base scheme, a sensor node 
selects the most trustworthy path to reach the destination based on 
the trustworthiness of its neighbors. In this scheme, the 
researchers consider the fact that the wormhole node drops all the 
received packets coming from its adjacent nodes. It is expected 
that the system would rate the least trust level to the malicious 
nodes. By using this trust level scheme, the wormhole node can 
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be avoided during the selection of a path to the destination. This 
also helps to reduce the effectiveness of the wormhole nodes in 
the infected network. The source node would forward the packets 
to the neighbor which possess maximum trustworthiness. 

 In [44], a new detection scheme was proposed to detect 
wormhole attack in the network based on both time and trust. In 
this scheme, both data travel time and trustworthiness of the 
sensor are used as potential attributes to detect the malicious 
nodes from the infected network. These two modules of this 
proposed scheme run in parallel. Here, the time-based module 
works in three stages. Firstly, each sensor node identifies its 
neighbors and update the neighbor list accordingly. Secondly, 
each node finds the best path toward the base station based on the 
trustworthiness of neighbors. Finally, the proposed algorithm 
determines the presence of the wormhole nodes in the selected 
path. According to the authors, the malicious nodes deceive the 
time-based solutions in many ways. Hence, the trust-based model 
is incorporated with the time base scheme. In this scheme, a 
sensor node monitors the neighboring node continuously and 
select the best route to the destination based on the rating.  

 Another trust based wormhole attack detection scheme was 
proposed in [45].To execute the model, the deployed sensor node 
must operate in a particular mode, named as ‘promiscuous mode’. 
This trust-based scheme is applied to the DSR protocol and 
inherent features of DSR routing protocol are used to measure the 
trust level of the neighboring nodes. Here, the algorithm must be 
executed in each sensor node and each node must measure the 
trust level of its neighboring nodes by monitoring the packet 
transmission pattern stated by the system. The source node 
verifies in several stages whether the forwarding node passes the 
IP packets or not through the sequence of integrity check. If the 
neighboring node for a particular source forwards all the packets, 
the trust level of the node would be increased. Similarly, if the 
opposite happens, the trust level of that node would be 
decremented.      

 The success of this module lies on the packet dropping 
criteria of the malicious nodes. However, the wormhole nodes do 
not drop packets in the hidden mode of this attack. Hence, the trust 
base detection model is not capable of detecting the hidden 
wormhole attack. On the other hand, each node monitors the 
packets forwarding pattern of its neighbors. As we know, sensor 
nodes have some constrained-on power and energy resources. It 
would be a burden for the system which leads to excessive energy 
dissipation of the nodes.  

3.6. Graph-based solution: 

 Multi-dimensional scaling-visualization of the wormhole 
(MD-VOW) [46], was proposed based on the graph theory. The 
multi-dimensional scaling analysis of the constructed 
connectivity graph was used as an analysis tool to detect malicious 
node in the network. For the static sensor network, the 
connectivity graph is not supposed to change frequently. Hence, 
the authors have considered the fact that the presence of malicious 

nodes introduces the anomalies in the connectivity graph. In the 
network connectivity based wormhole attack detection schemes, 
the positions of the neighboring nodes are estimated from the 
received signal strength (RSSI) by each node and send this 
information to the base station. By compiling the received 
information, the base station determines the network layout and 
compared with the current connectivity graph. Then the presence 
of the wormhole node can be detected if any forbidden structure 
is found in the constructed network layout. However, it is prone 
to the distance estimation errors, especially for the sparse network. 
The surface smoothing technique is applied to the constructed 
network layout graph to compensate distance error. This approach 
also causes a significant amount of control packets flow to the 
base station. Similarly, if the wormhole node is located in the 
sparsely populated area, then the wormhole attack may not be 
identified by this network visualization based algorithm.  

3.7. Radio fingerprinting based scheme: 

  In [47], the authors explored the potentiality of the 
fingerprinting device as a tool to validate the legitimacy of the 
node in a wireless sensor network. Most important goal of this 
research is to extract the features from the radio signals, radiating 
from the nearby sensor nodes; by which the legitimacy of a node 
can be evaluated. In this research, each node has to be equipped 
with the radio fingerprinting device. The radio fingerprinting 
device captures the radiated radio signal from the nearby sensor 
nodes. After that, the fingerprinting device converts the radio 
signals into digital format. The transient part of the signal is 
located and the important features are extracted.  After that, those 
extracted features are taken into account as fingerprints so that 
recipient sensor node can identify the neighboring node. The 
authors also implemented the incorporation of the radio 
fingerprinting device with a sensor node [47]. In this research, the 
authors also showed that the fingerprinting approach identified 
the nearby node while the message contents and the identification 
of the nearby devices were hidden. There are few issues are 
required to be investigated in this approach. The radio 
fingerprinting devices’ performance in a noisy environment, and 
in the mobile platform is in question. By using this detection 
method, only the ‘out of band’ wormhole attack can be detected. 
This proposed algorithm cannot detect ‘in-band’ wormhole attack 
as it can be launched from the legitimate node.  

3.8. Neighborhood counts based detection scheme 

 No. of neighbors around a sensor node are used in [10-12,19] 
as detection attributes in the neighbor based detection scheme. In 
the centralized method, each sensor node finds the number of 
neighbors within its communication region and sends this 
information to the base station. As the distribution of the sensor 
node is known, the base station computes the hypothetical 
distribution of the number of neighbors along with the true 
distribution of the neighborhood counts. This process also creates 
a significant amount of control data packet flow throughout the 
network and leads to the unexpected energy dissipation of sensor 
node. This process is also used as secondary approach with the 
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distance-based scheme. In another neighborhood count based 
approach [12], detector node takes the count of neighbors at the 
each site it visited. In this approach, ANN-based detection scheme 
may not able to detect the wormhole attack if the wormhole nodes 
are located in the sparsely populated area. Another important 
factor is that by this scheme, the probable location of the 
wormhole node cannot be identified. Some authors also use signal 
processing tool like Fourier transform, Discrete wavelet transform 
[48]  and, variance fractal dimension [49]  on the data series of the 
neighborhood counts. However, these proposed algorithms only 
work on the acquired data series while deployed sensors are 
distributed uniformly. However, these schemes may not able to 
locate the probable location of the wormhole node.      

4. Artificial neural Network (ANN) 

 The Artificial Neural Network (ANN) is a network based 
stochastic learning model that has evolved from the study, 
characteristics, organization, and decision-making ability of the 
unit cell of a human brain called a neuron [19]. In other words, it 
aims to imitate the most simplified and basic function of the 
human brain. Analogous to the unit cell of a human brain, an ANN 
contains several interconnected information processing units, 
called a neuron, learning the underlying process of the data 
samples presented to the network. The significant phenomena of 
ANN are the ability to estimate the non-linear complex 
relationship between inputs and outputs without any prior 
knowledge of dataset like a black box. ANN is usually observed 
as a model of interconnected neurons that maps the input and 
outputs through information exchange among neurons[50]. 

 Furthermore, in a multi-layer perceptron (MLP), there is an 
input layer, followed by one or more hidden layers, and an output 
layer [51]. In each layer, several neurons are employed, which are 
fully connected with other neurons of an adjacent layer, and they 
are connected to different random weight values. In other words, 
neurons are fully attached to the neurons of the following layer; 
but in the same layer, neurons are not connected with each other. 
The number of neurons in the output layer depends on the type of 
the problem that we want to solve by the ANN. 

 

Input 
layer

Hidden 
layer

Output
layer

 X1  

X3

X2 

 h1 

h2

 h3

 Y1

 Y2

 
Fig. 3 The structure of an ANN. 

4.1. Forward Propagation of the ANN: 

 Input features from the input layer are shared with an 
adjacent hidden layer through unidirectional branches[50]. Those 
input features are multiplied by random weights associated with 
the unidirectional branches; summed up, and passed through the 
activation function of the neuron (e.g. sigmoid function). The bias 
term is also added to each layer except the output layer to activate 
the artificial neurons. This bias term is also connected to the 
neurons of the adjacent layer with unidirectional branches 
associated with the weight values (𝑏𝑏𝑖𝑖

(𝑙𝑙)) so that the summed inputs 
exceed the predefined threshold. 

 
Fig. 4 Forward propagation of ANN  

 In the forward propagation, the output of each neuron of the 
prior layer is considered as the input to all neurons of the 
following layer. As shown in the Fig. 4, the three layers are 
connected with the weight value 𝜃𝜃𝑖𝑖𝑖𝑖

(𝑙𝑙). 𝜃𝜃𝑖𝑖𝑖𝑖
(𝑙𝑙) represents the weight 

value going to the unit 𝑖𝑖 in layer (𝑙𝑙 + 1) and coming from the unit 
𝑗𝑗 in layer 𝑙𝑙 . According to the Fig. 4, the net output of 𝑖𝑖𝑡𝑡ℎ unit 
(including bias term) of the hidden layer (𝑎𝑎𝑖𝑖

(2) ) is, 

𝑍𝑍𝑖𝑖
(2) = �𝜃𝜃𝑖𝑖𝑖𝑖

(1)𝑥𝑥𝑖𝑖
(1) + 𝑏𝑏𝑖𝑖

(1)
𝑛𝑛

𝑖𝑖=1

                          (1) 

𝑎𝑎𝑖𝑖
(2) = 𝑔𝑔(𝑧𝑧𝑖𝑖2) = 𝑔𝑔(�𝜃𝜃𝑖𝑖𝑖𝑖

(1)𝑥𝑥𝑖𝑖
(1) + 𝑏𝑏𝑖𝑖

(1)
𝑛𝑛

𝑖𝑖=1

)    (2) 

In the equation (1) and (2),  𝑍𝑍𝑖𝑖
(2) represents the total input of the 

𝑖𝑖𝑡𝑡ℎ unit of layer 2 .Similarly, the net output of 𝑘𝑘𝑡𝑡ℎ unit of the 
output layer can be shown as equation (3), 

𝑜𝑜𝑘𝑘
(3) = 𝑔𝑔(�𝜃𝜃𝑘𝑘𝑖𝑖

(2)𝑎𝑎𝑖𝑖
(2) + 𝑏𝑏𝑘𝑘

(2)
𝑛𝑛

𝑖𝑖=1

)            (3) 

The cost function, 
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𝐽𝐽(𝜃𝜃) = �
1

2𝑚𝑚

𝑛𝑛

𝑘𝑘=1

�(𝑜𝑜𝑘𝑘𝑚𝑚 − 𝑦𝑦𝑘𝑘𝑚𝑚)2
𝑚𝑚

𝑖𝑖=1

                   (4) 

In the equation (4), 𝐽𝐽(𝜃𝜃) refers to the average error occurred over 
𝑚𝑚 training samples during the training procedure, and 𝑘𝑘 defines 
the number of neurons in the output layer. 

 The transfer function of a neuron plays an important role in 
the training procedure. The purpose of the transfer function is to 
replicate the activation mechanism of the biological neuron. 
Usually, the net output of a unit in a layer is calculated from the 
net received input through the transfer function. The transfer 
function must be non-linear, continuous and differentiable at any 
point in order to apply gradient descent learning algorithm. There 
are several types of transfer function such as sigmoid function, 
hyperbolic tangent function, and rectified linear function. Some 
literature also suggests that the rectified linear function was found 
to accelerate the convergence rate of stochastic gradient descent 
due to its non-linear and non-saturating form. However, in our 
research, the sigmoid function was used as the transfer function 
of each unit in any layer (except input layer). 

𝑔𝑔(𝑧𝑧) =
1

1 + 𝑒𝑒−𝑧𝑧
                                             (5) 

 

𝑔𝑔(𝑧𝑧) = tanh(z) =
𝑒𝑒𝑧𝑧 − 𝑒𝑒−𝑧𝑧

𝑒𝑒𝑧𝑧 + 𝑒𝑒−𝑧𝑧
                       (6) 

 

𝑔𝑔(𝑧𝑧) = �0   𝑖𝑖𝑖𝑖 𝑧𝑧 ≤ 0
𝑧𝑧  𝑖𝑖𝑖𝑖 𝑧𝑧 > 0                                       (7) 

 
4.2. Back Propagation of the ANN 

 In the back propagation, the outcome of the output layer is 
compared with desired output. The error between the network 
output and desired output is measured and propagated backward 
to adjust the branch weights in order to minimize error that would 
occur due to the estimation of output. In other words, we minimize 
the cost or energy of the error function, 𝐽𝐽(𝜃𝜃) by passing back the 
error occurred during the training phase. In the back propagation, 
the gradient descent algorithm is applied to learn the network 
parameters (𝜃𝜃𝑖𝑖𝑖𝑖

(𝑙𝑙), 𝑏𝑏𝑖𝑖𝑖𝑖
(𝑙𝑙)) from the training set {𝑥𝑥𝑖𝑖𝑚𝑚,𝑦𝑦𝑖𝑖𝑚𝑚}.  

 However, there are many ways to update the weights: batch 
mode, online mode. In the batch mode, each weight is updated 
once by the total error occurred in an epoch (i.e. after one training 
cycle). In contrast, in the online mode, a training sample is drawn 
randomly from the training set and passes through the network. 
The network parameters are modified 𝑚𝑚 times per training cycle 

if there are 𝑚𝑚 training examples in the training set. This online 
mode of weight updating is also known as stochastic gradient 
descent[50].    

 Let’s consider the multilayer feed forward network shown 
in Fig. 4. The impact of the change in the weight (𝜃𝜃𝑖𝑖𝑖𝑖

(2)) on error 

(𝐸𝐸𝑘𝑘
(3)) occurred in the output layer is, 

𝜕𝜕𝐸𝐸𝑘𝑘
(3)

𝜕𝜕𝜃𝜃𝑖𝑖𝑖𝑖
(2) = �𝑜𝑜𝑘𝑘

(3) − 𝑦𝑦(𝑡𝑡)�. 𝑜𝑜𝑘𝑘
(3)�1 − 𝑜𝑜𝑘𝑘

(3)�.𝑎𝑎𝑖𝑖
(2)      (8) 

In the equation (8),  𝑜𝑜𝑘𝑘
(3) represents the output of the 𝑘𝑘𝑡𝑡ℎ unit of 

the output layer and 𝑦𝑦(𝑡𝑡)  refers to the desired output of a training 
example. Similarly, the impact of the change in weight (𝑏𝑏𝑘𝑘

(2)) , 
associated with bias and the neurons of the output layer, on error 
(𝐸𝐸𝑘𝑘

(3)) occurred in output layer is, 

𝜕𝜕𝐸𝐸𝑘𝑘
(3)

𝜕𝜕𝑏𝑏𝑘𝑘
(2) = �𝑜𝑜𝑘𝑘

(3) − 𝑦𝑦(𝑡𝑡)�. 𝑜𝑜𝑘𝑘
(3)�1 − 𝑜𝑜𝑘𝑘

(3)�             (9)   

According to the above equations (8) and (9), the update formulas 
for the weights associated with output layer are given below. 

𝜃𝜃𝑘𝑘𝑖𝑖
(2) = 𝜃𝜃𝑘𝑘𝑖𝑖

(2) − 𝛼𝛼�𝑜𝑜𝑘𝑘
(3) − 𝑦𝑦(𝑡𝑡)�. 𝑜𝑜𝑘𝑘

(3)�1 − 𝑜𝑜𝑖𝑖
(3)�. 𝑎𝑎𝑖𝑖

(2)   (10) 

 

𝑏𝑏𝑘𝑘
(2) = 𝑏𝑏𝑘𝑘

(2) − 𝛼𝛼�𝑜𝑜𝑘𝑘
(3) − 𝑦𝑦(𝑡𝑡)�. 𝑜𝑜𝑘𝑘

(3)�1 − 𝑜𝑜𝑖𝑖
(3)�            (11) 

 In the equations (10) and (11), 𝛼𝛼 refers to the learning rate of the 
network. Now, we can calculate the rate of the change in the error  
(𝐸𝐸𝑘𝑘

(3)) over the weight (𝜃𝜃𝑖𝑖𝑖𝑖
(1)) , associated with the input layer and 

the hidden layer shown in the equation (12). 

                 
𝜕𝜕𝐸𝐸𝑘𝑘

(3)

𝜕𝜕𝜃𝜃𝑖𝑖𝑖𝑖
(1) = 𝛿𝛿𝑘𝑘

(3). 𝑎𝑎𝑖𝑖
(2). 𝑥𝑥𝑖𝑖

(1). �1 − 𝑎𝑎𝑖𝑖
(2)�.𝜃𝜃𝑘𝑘𝑖𝑖

(2)         (12) 

Considering 

𝛿𝛿𝑘𝑘
(3) = �𝑜𝑜𝑘𝑘

(3) − 𝑦𝑦(𝑡𝑡)�. 𝑜𝑜𝑘𝑘
(3)�1 − 𝑜𝑜𝑘𝑘

(3)�              (13) 

Similarly, impact of the changes in weights (𝑏𝑏𝑖𝑖
(1)) , associated 

with bias and the neurons of the hidden layer, on error �𝐸𝐸𝑘𝑘
(3)�  

occurred in output layer can be calculated as 

𝜕𝜕𝐸𝐸𝑘𝑘
(3)

𝜕𝜕𝑏𝑏𝑖𝑖
(1) = 𝛿𝛿𝑘𝑘

(3). 𝑎𝑎𝑖𝑖
(2)�1 − 𝑎𝑎𝑖𝑖

(2)�. 𝜃𝜃𝑘𝑘𝑖𝑖
(2)                      (14) 

Therefore, according to the equations (12) and (14), the weights 
associated with input layer and the hidden layer can be modified 
by the following equations during the training procedure. 

𝜃𝜃𝑖𝑖𝑖𝑖
(1) = 𝜃𝜃𝑖𝑖𝑖𝑖

(1) − 𝛼𝛼𝛿𝛿𝑘𝑘
(3). 𝑎𝑎𝑖𝑖

(2). 𝑥𝑥𝑖𝑖
(1). �1 − 𝑎𝑎𝑖𝑖

(2)�. 𝜃𝜃𝑘𝑘𝑖𝑖
(2)        (15) 
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𝑏𝑏𝑖𝑖
(1) = 𝑏𝑏𝑖𝑖

(1) − 𝛼𝛼𝛿𝛿𝑘𝑘
(3). 𝑎𝑎𝑖𝑖

(2)�1 − 𝑎𝑎𝑖𝑖
(2)�. 𝜃𝜃𝑘𝑘𝑖𝑖

(2)                   (16) 

These weights adjacent procedure continues recursively until the 
network reaches either to the minimum tolerance level or 
maximum epochs at the training. 

5. Support Vector Machine 

 The support vector machine (SVM) is one of the reliable and 
widely used supervised learning models that analyze the 
presented data samples to perform classification and regression 
analysis[50]. The SVM learns the given data samples, each 
sample marked with a specific class, builds a model that can 
assign a class to a new data sample. SVM learning model set a 
hyperplane in an optimum position in the data space so that 
Euclidian distance from the decision surface for all training data 
samples would be maximized. SVM has been emerged to provide 
the generalized performance to solve a wide range of 
classification and pattern recognition problems such as face 
detection, pedestrian detection, and text categorization etc.  

 Let’s consider a training data set, 𝐷𝐷 = {(𝑥𝑥𝑚𝑚,𝑦𝑦𝑚𝑚)} contains 
𝑚𝑚  training data samples where 𝑥𝑥𝑚𝑚 ∈ 𝑅𝑅𝑛𝑛  and  𝑦𝑦𝑚𝑚 ∈ {−1, +1} , 
represents the label of the 𝑚𝑚𝑡𝑡ℎ data sample. The hyperplane in 
form of decision surface can be defined as 

                  �𝒘𝒘𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏 = 0
𝑚𝑚

𝑖𝑖=1

                                (17)   

 In the equation (17) 𝒘𝒘  and b represent a weight vector and 
a bias term that can be determined through the training process. 
Through these parameters  (𝑤𝑤, 𝑏𝑏) , the decision surface places 
itself in the optimum position in the data space. As we know, the 
SVM places the decision surfaces in the data space in such way 
that it maximizes the geometric margin of all training data 
samples. In this circumstance, the optimization problem is  

min
𝑤𝑤,𝑏𝑏

1
2
∥ 𝑊𝑊 ∥2                                  (18) 

Subject to 

�𝑦𝑦(𝑖𝑖)(𝑊𝑊𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏) − 1 ≥ 0
𝑚𝑚 

𝑖𝑖=1

 

 The concept of the Lagrange multiplier is implemented to 
solve this optimization problem with constraint boundary stated 
in the equation (19).  Therefore, the Lagrange function is  

𝐿𝐿(𝑤𝑤, 𝑏𝑏,𝛼𝛼) =
1
2
∥ 𝑊𝑊 ∥2−�𝛼𝛼(𝑦𝑦(𝑖𝑖)(𝑊𝑊𝑇𝑇𝑥𝑥(𝑖𝑖) + 𝑏𝑏) − 1)

𝑚𝑚 

𝑖𝑖=1

 (19) 

 In the equation (19) 𝛼𝛼 is the multiplication factor and 𝛼𝛼 ≥ 0. 
If we differentiate the Lagrange function with respect to 𝑤𝑤, 𝑏𝑏 and  ; 
then the optimization problem mention in the equation (18) can 
be formulated as   

max
𝛼𝛼

𝐿𝐿(𝛼𝛼) = max (
𝛼𝛼

�𝛼𝛼𝑖𝑖

𝑚𝑚

𝑖𝑖=1

−
1
2
��𝛼𝛼𝑖𝑖𝛼𝛼𝑖𝑖𝑦𝑦(𝑖𝑖)

𝑚𝑚

𝑖𝑖=1

𝑦𝑦(𝑖𝑖)𝑥𝑥(𝑖𝑖)𝑥𝑥(𝑖𝑖))
𝑚𝑚

𝑖𝑖=1

               (20)  

Subject to  

�𝛼𝛼𝑖𝑖

𝑚𝑚

𝑖𝑖=1

𝑦𝑦(𝑖𝑖) = 0 

𝛼𝛼𝑖𝑖 ≥ 0, 𝑖𝑖 = 1,2, … … . . ,𝑚𝑚 

The solution of the equation (20) drives to get optimum decision 
surface that is able to separate the positive and negative training 
data samples. If the presented data samples are not linearly 
separable, then the non-linear kernel trick can be implemented to 
deal with this problem. The Gaussian kernel is widely used as the 
kernel function. Because this function can increase the 
dimensionality of the data samples infinitely[52]. The expression 
of the Gaussian kernel is shown as equation (21). 

𝐾𝐾�𝑥𝑥(𝑖𝑖), 𝑥𝑥(𝑖𝑖)� = exp �
−∥ 𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖) ∥2

2𝜎𝜎2
�                (21) 

6. Non-linear Logistic regression 

 Logistic regression is a statistical model in which the 
category, from a predefined list of categories, of a new 
observation or data sample, is predicted, by estimating the 
probability of the class using a logistic function (e.g. email 
sorting). It is evolved from linear regression and designed to solve 
classification problems. That’s why, in some literature, it is 
referred as logistic classification[50]. 

 Logistic classification can be shown as a special case of 
linear regression, but we can draw a distinct line between these 
two statistical models. In the linear regression, the predictor 
predicts the continuous value by a fitting curve to the given 
training input data samples [53]. In contrary, in logistic 
classification, a predictor learns how to classify the data through 
a training phase and predicts a discrete value for the 
corresponding new data sample. Like linear regression, the same 
decision boundary equation is used for logistic classification. 

ℎ𝜃𝜃(𝑥𝑥) = 𝜃𝜃0 + 𝜃𝜃1𝑥𝑥1 + 𝜃𝜃2𝑥𝑥22 + ⋯+ 𝜃𝜃𝑛𝑛𝑥𝑥𝑛𝑛𝑛𝑛 = 𝜃𝜃𝑇𝑇𝐱𝐱          (22)          

Here, in the equation (22), 𝒙𝒙 represents a given input vector that 
contains 𝑛𝑛 input features. The 𝜃𝜃 refers to the model parameter that 
is required to be optimized by using the training input data 
samples. This decision boundary can be either linear or nonlinear 
that depends on the application of the logistic classification. 

                                  𝑍𝑍 = 𝜃𝜃𝑇𝑇𝒙𝒙                                                  (23)                                      

                                   𝑔𝑔(𝑧𝑧) = 1
1+𝑒𝑒−𝑧𝑧

                                            (24)                              
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 In logistic regression, a sigmoid function is used to measure 
the certainty level of the class that new observation or data sample 
belongs to. The main advantage of using sigmoid function is that 
it is continuous, differentiable at any point and monotonically 
increasing. The probabilistic interpretation can be done in a 
simple way; as the value of the 𝑔𝑔(𝑧𝑧)  in greater than 0.5, the 
predictor would be more certain about the class of the given data 
sample [54]. If the same cost function of linear regression is used, 
𝐽𝐽(𝜃𝜃) yields non-convex cost function. Consequently, special kind 
of the cost function is used in logistic classification to learn model 
from the training data which is convex. 

 

𝐽𝐽(𝜃𝜃) = − �1
𝑚𝑚
∑ 𝑦𝑦𝑖𝑖log (𝑚𝑚
𝑖𝑖=1 ℎ𝜃𝜃(𝑥𝑥𝑖𝑖)) + (1 − 𝑦𝑦𝑖𝑖)log (1 −

ℎ𝜃𝜃(𝑥𝑥𝑖𝑖))]� + 𝜆𝜆
𝑚𝑚
∑ 𝜃𝜃𝑖𝑖2𝑛𝑛
𝑖𝑖=1                                                  (25) 

 

 𝐽𝐽(𝜃𝜃) denotes the cost function of the logistic classification with 
regularization term, where 𝑚𝑚 refers to the total training examples 
of a given training set, 𝜆𝜆  is the regularization parameter, 𝑦𝑦𝑖𝑖  
represents the target output for 𝑖𝑖𝑡𝑡ℎ  training example, and 𝑥𝑥𝑖𝑖 
represents the 𝑖𝑖𝑡𝑡ℎ  training example. There are two learning 
methods used in the training procedures:  Gradient decent and 
Newton’s method. In this research, the newton’s method is 
applied as the learning model. Because it converges to the optimal 
solution within few iterations.   

7. Propose detection scheme 

The proposed algorithm is a network based approach, in which 
neighborhood counts are used as the detection feature to detect a 
wormhole attack. 

Fig. 5 Impact of wormhole attack on neighborhood count. 

 A mobile sensor node, known as detector node (𝐷𝐷𝑁𝑁 ), is 
deployed in an area where sensor nodes could be uniformly or 
non-uniformly distributed. The detector node 𝐷𝐷𝑁𝑁  moves around 
this sensor field and collects a neighborhood count and  the 
coordinate at each site it visited. When it reaches to the wormhole 
infected zone, the neighborhood population would increase 
abnormally sharply or abnormally lightly, depends on the sensor 
distribution and the position of the wormhole nodes. For instance, 
Fig. 5 shows the impact of wormhole nodes on the neighborhood 
counts.  Let’s say, the detector node 𝐷𝐷𝑁𝑁  is moving spontaneously 
around the area where the sensor nodes are deployed. At the 
time  𝑡𝑡1 ,  𝐷𝐷𝑁𝑁  moves from a location 𝐴𝐴1  to another location  𝐴𝐴2 . 
Since the detector node collects the neighborhood count at each 

site, it transmits neighbor discovery message (NDM) to the 
adjacent sensor nodes within its communication range. According 
to the Fig. 5, the wormhole node (𝐸𝐸1) also hears the broadcast as 
it is located in the transmission range of 𝐷𝐷𝑁𝑁.Since wormhole node 
doesn’t read the content of the packet, it encapsulates and 
forwards the packets along the virtual tunnel to another malicious 
node (𝐸𝐸2) . Furthermore, 𝐸𝐸2  retransmits the received packets 
towards its neighbors. The neighbors of the distant malicious 
nodes (𝐸𝐸2) respond back with valid neighbor ID (NID) through 
the wormhole link. After that, 𝐸𝐸1 unicasts the received responses 
to the originator, 𝐷𝐷𝑁𝑁. 𝐸𝐸1 compels 𝐷𝐷𝑁𝑁 to think that the responses 
have come from the sensors located within its radio ranges. 
Though some of those responses have traveled long distant within 
the network. That’s how the neighborhood counts from the 
infected zone increases sharply due to the wormhole node shown 
in the Fig. 6. This may be true for uniform sensor distribution.  

 As we know, the sensor density in the non-uniform sensor 
distribution is inconsistent over the area. If the wormhole nodes 
are placed in the sparsely populated area, then the number of 
neighbors would not increase abruptly or lightly as expected. In 
this circumstances, it would be difficult for ANN based detection 
scheme to detect wormhole attack based on the collected 
neighborhood counts (also true for the sparse network).  

 
Fig. 6 The series of neighborhood count (Uniform sensor 

distribution) 

 
Fig. 7 The series of neighborhood count (Non-uniform 

sensor distribution) 

 Sometimes the neighborhood counts taken from the infected 
zone are same as, or far smaller than the counts taken from the 
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non-infected zone shown in the Fig. 7. In this case, the ANN-
based detector may suffer to distinguish between positive and 
negative data samples. Therefore, another detection feature along 
with neighborhood count is required in order to detect wormhole 
attack from the infected network (either uniform or non-uniform) 
more precisely and confidently. 

 In this paper, we introduce a new detection feature called 
‘average residual energy pattern of the neighbors (AREPN)’. As 
we know, wormhole nodes circulate false route information into 
the network that the base station is multiple hops away from the 
wormhole nodes. Therefore adjacent sensor nodes of the 
wormhole get influenced and transmit their data packets to the 
base station through wormhole nodes. However, the wormhole 
nodes force them to hand over the collected data packets to one of 
the wormhole nodes. That means the wormhole nodes receive 
more data packets after the base station and its neighbors. Now, 
the question is how the wormhole nodes get those data packets 
coming from the adjacent nodes. Apparently, the data packets are 
coming through its neighbors. 

 
Fig. 8 Impact of wormhole nodes on adjacent nodes.  

 More packets arrive at the wormhole node means, more 
packets have been received and transferred by its neighbors. As 
we know, a node dissipates a significant amount of energy due to 
the transmission and reception of the data packets. Since the 
wormhole nodes are getting the numerous data packets from the 
adjacent nodes, so the neighbors of the wormhole nodes are also 
losing energy more quickly by retransmitting packets intended for 
the wormhole node. Now it can be said that the sensors located in 
the infected zone lose more energy than other nodes located in the 
non-infected zone.  

 In our proposed scheme, the detector node broadcasts NDM 
to the adjacent sensor nodes at each site it visited. The adjacent 
nodes reply back by transmitting a data packet incorporating valid 
NID and information of residual energy. By this way, 𝐷𝐷𝑁𝑁 is able 
to calculate the number of neighbors and average residual energy 
of the neighbors (AREPN).  𝐷𝐷𝑁𝑁 captures this evidences as a two-
featured sample and stores it. It is expected that AREPN taken 
from the infected zone is much smaller than the AREPN taken 
from the non-infected zone. As we know, the adjacent nodes of 
the base station dissipate energy quicker than the normal node. 

That’s why, 𝐷𝐷𝑁𝑁 doesn’t cover a certain geographic area based on 
the location of the base station. Once the mobile node reaches 
close to the base station, it transfers all the collected samples for 
further analysis. 

  
Fig. 9 Wormhole infected network. 

As shown in the Fig. 9, the sensors of the wormhole infected zone 
lose energy (red marked box) more quickly than the non-infected 
zone. In that case, the initial energy of each sensor node is 5 units.    

   The performance of an artificial neural network highly 
depends on the method of training and the dataset containing 
potential features. The Base station gathers (by the help of the 
detector node) a data set (𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡)  consists of 𝑁𝑁 data samples. In this 
first half, 𝐷𝐷𝑁𝑁 gathers two featured 𝐾𝐾  data samples (𝐾𝐾 ∈ 𝑁𝑁) from 
the non-infected zone which are called negative data samples. 
Similarly, the same amount of data samples is collected from the 
wormhole infected zone, known as positive data samples. After 
that, those two types of data samples are mixed up randomly so 
that training can be performed without any bias. Then, 𝑀𝑀 data 
samples (𝑀𝑀 ∈ 𝑁𝑁) are drawn from the 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡  and stores in a training 
dataset 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛 (𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛 ⊂ 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡). At the same time, rest of the 𝑃𝑃 
data samples ( 𝑃𝑃 ∈ 𝑁𝑁)  are stored in 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡  (𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 ⊂ 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡)  to 
evaluate the learning performance of the trained neural network. 

 

Fig. 10 Collected two featured data samples by 𝐷𝐷𝑁𝑁  (red 
marked samples are positive data samples) . 
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Proposed Algorithm: 
 

1. Collect two featured  𝐾𝐾 negative data samples from the non-
infected zone  

2. Collect two featured  𝐾𝐾   positive data samples from the 
wormhole infected zone  

3. Store the both type of data samples in 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡 which consists of 
𝑁𝑁 data samples 

4. Select 𝑀𝑀  data samples from 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡  and store in 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  where 
(𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛 ⊂ 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡)   

5. Rest of the 𝑃𝑃 data samples are stored in 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 where (𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 ⊂
𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡)   

6. Train the neural network with the data set 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  and 
appropriate network parameters up to 𝑇𝑇 epochs 

7. Test the neural network by using the samples of  𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡   
8. If output for a specific sample ≥ 0.5  , then this sample 

represents wormhole attack and probable location of the 
malicious node are identified. 

9. If output for a specific sample  < 0.5 then this sample doesn’t 
represent wormhole attack  

10. Update 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛   by 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡   for further training  
11. Reset 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡  and update with new data samples gathered by 𝐷𝐷𝑁𝑁 

 Furthermore, data samples of 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛 are fed into the input 
layer of the ANN. The training procedure is performed repeatedly 
until it reaches a predefined maximum number of training cycles 
i.e. 𝑇𝑇  epochs. The testing procedure involves checking the 
learning progress of the ANN-based detector. In the testing part, 
each data sample passes through the trained neural network. If the 
output for a specific data sample is greater than 0.5, then this 
sample represents wormhole attack. Since, 𝐷𝐷𝑁𝑁  stores the 
coordinate of the locations along with the two featured data 
samples, so the probable position of the wormhole node can also 
be identified by the detection scheme. 

 
Fig. 11 Probable location of a wormhole node 

After that, 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  is updated by the 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡   for further training. This 
would minimize the error level that has achieved in the training 
phase. The 𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡   entries are cleared up and updated with new data 
samples collected by the 𝐷𝐷𝑁𝑁 in real time. 

 

Fig. 12 Flowchart of the ANN-Based proposed algorithm 

8. Simulation and results  

 In this section, extensive research experiments are 
conducted under various network scenarios to assess the 
effectiveness of the proposed algorithm in detecting wormhole 
attack from the affected sensor network. The first phase of the 
experiments is conducted to see if the proposed scheme is able to 
classify the malicious data samples that represent wormhole 
attack. Furthermore, we evaluate the performance of the detection 
scheme in terms of detection accuracy, false positive rates, and 
false negative rates. In the second phase, the efficacy of the 
proposed algorithm is explored considering single featured data 
samples and two featured (i.e. the number of neighbors and 
AREPN) data samples. As the energy dissipation of the sensor 
node depends on the routing protocol; hence, the proposed 
algorithm is also tested considering ‘On demand’ based routing 
protocol (AODV) and cluster based routing protocol (LEACH). 
Afterward, we record and analyze the efficacy of the proposed 
algorithm in detecting wormhole attack from different sensor 
distributions. Finally, the performance of the proposed algorithm 
is compared with the performance of other machine learning 
technique based detection schemes like support vector machine 
(SVM) and regularized non-linear logistic regression (LR). In 
addition, all experiments have been performed in MATLAB 
2015a. 
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Fig. 13 The depiction of the simulation set up (uniform sensor 

distribution) 

 
Fig. 14 Non- uniform sensor distribution (Gaussian) 

 In the simulation, 300 sensor nodes are distributed (uniform 
or non-uniform) within the square field of 500𝑚𝑚 × 500𝑚𝑚. The 
deployed sensor nodes and the base station are static in nature. 
Each sensor node has the communication resources of which they 
use to communicate with the adjacent sensor nodes. Radio range 
of each sensor node equals to 50 𝑚𝑚. Initially, each sensor node 
has five (05) units of energy that would be used in sensing and 
transferring packets. A detector mobile sensor node,  𝐷𝐷𝑁𝑁  is 
deployed as a mobile observation point of the network. The basic 
task of the 𝐷𝐷𝑁𝑁 is to collect neighborhood counts and AREPN of 
neighboring population at each site it visited within this deployed 
area. The radio range of the detector node is same as deployed 
sensor nodes. We assume that the detector node is fully aware of 
its position, the boundary of the targeted area, and any obstacles 
in the area that may restrain its movement. A pair of wormholes 
node is placed at the locations 150𝑚𝑚 × 150𝑚𝑚 , and 300𝑚𝑚 ×
350𝑚𝑚. Random waypoint model is implemented in the simulation 
as the mobility model for the 𝐷𝐷𝑁𝑁 .Similarly, the base station is 
positioned at a location of350𝑚𝑚 × 450𝑚𝑚 .In these experiments 
we only consider the data communication between a node to the 
base station. Moreover, the experiments have been conducted on 
thirty (30) different instances for each sensor distribution (e.g. 

uniform sensor distribution) in order to get valid (average) 
performance matrices of the proposed detection scheme. 

 
Fig. 15 The location visited by the  𝐷𝐷𝑁𝑁 ( red ,blue and white 

indicate non-infected zone, infected zone and the area not 
covered by 𝐷𝐷𝑁𝑁).   

 In this simulation, the detector node collects two featured 
data sample (i.e. number of neighbors and AREPN) at each site it 
visited. For each instance of each sensor distribution (uniform or 
non-uniform sensor distribution), the detector node,𝐷𝐷𝑁𝑁  collects 
50000 data samples from deployed area in which 25000 samples 
are negative data samples, and 25000 samples are positive data 
samples. The collected data samples are stored at the 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡  in the 
base station. After that, 49000 randomly selected samples are 
stored in the  𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  for the training purpose. Rest of the data 
samples is used to test the learning performance of the proposed 
detection scheme. 

8.1. The performance of Proposed ANN based detection scheme: 

 A multi-layer, feed forward network (with back propagation 
algorithm) is implemented for the experiments. The input layer 
contains one or two neurons considering the type of data samples 
(one featured or two featured) used to train the network. Moreover, 
the hidden layer consists of 100 neurons and the output layer has 
only one (01) neuron. We used a sub data set, 𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  comprised of 
49000 randomly selected data samples from 𝐷𝐷𝑠𝑠𝑒𝑒𝑡𝑡  for training 
collected by 𝐷𝐷𝑁𝑁. 

 
Fig. 16 The structure of the ANN for two featured data 

samples  

 At first, the neural network was trained by the single 
featured the training examples from  𝐷𝐷𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛  and evaluated 
learning performance of ANN by the rest of the data samples 
stored in the  𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡 . After that, two featured training samples are 
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fed into the neural network and acquired results are compared 
with the results obtained by using single feature data samples. 
During the training period, the minimum error tolerance level is 
set to 10−5.  The Table 1 represents the parameters which are used 
during the training phase.  

Table 1 Parameters used for ANN. 

 
Parameter  Value 
No of attributes 2 
No of Data points (training) 49000 
No of Data points (testing) 1000 
Architecture (for one feature) [1,100,1] 
Architecture (for two features) [2,100,1] 
Performance  0.00001 
Learning rate, α 0.001 
Epoch 500 
CPU time (for one instance) 2.17 mins 

 

 In the testing phase, the test data set,  𝐷𝐷𝑡𝑡𝑒𝑒𝑠𝑠𝑡𝑡  is fed into the 
input layer. Then the output of the ANN based model is observed 
if it could detect the existence of wormhole attack in the given 
network. Fig. 17 shows that, the ANN based wormhole attack 
detection scheme can classify the samples that represent 
wormhole attack from the both single featured and two featured 
data samples successfully 
 

 

Fig. 17 Classification of wormhole attack 

 
Fig. 18 Performance of the ANN-based detection scheme 

using single featured data samples (AODV) 

 Fig. 18 shows the performance of the ANN-based detection 
model in detecting wormhole attack using single featured data 
samples (i.e. neighborhood count) when the network uses AODV 

routing protocol. In this graph, the highest detection accuracy is 
recorded as 97.47% when sensors are distributed uniformly in the 
square field, whereas the lowest detection accuracy is measured 
90.29% for poisson sensor distribution. Furthermore, detection 
accuracy for Gaussian distribution is almost same as the gamma 
distribution. Accordingly, 91.056%, 91.74%, and 97.873% 
detection rates are measured for Gaussian, Gamma, and Beta 
sensor distribution. However, the average detection accuracy is 
calculated as 92.23%. The false positive rate and false negative 
rate entirely follow the same trend of detection accuracy. The 
lowest false positive rates and false negative rates are measured 
for uniform sensor distribution. The average false positive rates 
and false negative rate are accordingly 5.98% and 1.74%. 

 
Fig. 19 Performance of the ANN-based detection scheme 

using single featured data samples (LEACH) 

 Fig. 19 shows the results obtained by applying single 
featured data samples on ANN based detection model considering 
LEACH routing protocol. It is observed that this algorithm 
performs better for uniform sensor distribution compares to non-
uniform sensor distribution. 97.63% detection accuracy, 1.62% 
false positive rate, and 1.23% false negative rate are achieved for 
the uniform sensor distribution. After that, it has performed better 
for Gaussian sensor distribution among all non-uniform sensor 
distributions. The detection accuracy, false positive rate and false 
negative rate for Gaussian sensor distribution are 91.95%, 7.03% 
and 1.02% accordingly. The similar trend in detection accuracy is 
observed for Poisson, beta, and gamma sensor distribution. 
However, considering all the sensor distributions, the false 
negative rates are lower than the false positive rates. The average 
detection accuracy and false positive rate for all sensor 
distributions are accordingly 92.62% and 5.99%. 
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Fig. 20  The relationship between neighborhood count and 
detection accuracy (ANN) 

 Fig. 20 represents the relationship between the 
neighborhood counts and the detection accuracy. Undeniably, the 
detection accuracy of the proposed algorithm (considering single 
featured data samples) increases as the total number of neighbors 
around wormhole nodes increase for all sensor distributions. The 
detection accuracy of the system has a non-linear relationship 
with the total number of the neighbors around the wormhole nodes. 
For the uniform sensor distribution, we can model this 
relationship as 4𝑡𝑡ℎ degree polynomial. For the other non-uniform 
sensor distribution, the relationship can be modelled as 2𝑛𝑛𝑛𝑛  .It 
means that the proposed scheme may not perform well 
considering single featured data samples if the wormhole nodes 
are located in the sparsely populated area in the network.  

 
Fig. 21 Performance of the ANN-based detection scheme 

using two featured data samples (AODV) 

 The two featured data samples are applied to the ANN-based 
detection scheme. Like prior, the performance of the ANN is 
evaluated considering both AODV and LEACH routing protocol. 
Fig. 21 presents the performance of the ANN-based model 
considering two featured samples and AODV routing protocol. 
The proposed algorithm gives a better performance to detect the 
wormhole attack for the uniform sensor distribution. 99.56% 
detection accuracy, 0.2% false positive rates, and 0.24 % false 
negative rate are achieved for the uniform sensor distribution. For 
all non-uniform sensor distribution, the detection accuracy varies 
in between 95% to 97%. In this circumstance, the average 
detection accuracy and false positive rate for all the sensor 
distributions are 97.69% and 1.82%. Most importantly, the 
detection accuracy, considering all sensor distribution, is 
significantly increased for the application of the two featured data 
samples. 

 

Fig. 22 Performance of the ANN-based detection scheme 
using two featured data samples (LEACH) 

 As shown in the Fig. 22, the performance of the ANN-based 
detection scheme improves significantly considering LEACH 
routing protocol and the application of two featured data samples 
on the ANN. Evidently, the ANN-based model performs better for 
the uniform sensor distribution compares to all non-uniform 
sensor distribution. The highest achieved detection accuracy for 
the uniform sensor distribution is 99.88%. The detection accuracy 
for the non-uniform sensor distributions fluctuates from 97.43% 
to 97.98%. Furthermore, the lowest false positive rates and false 
negative rates are achieved for the poisson sensor distribution 
which is 1.54% and 0.35% respectively. In this circumstance, the 
average detection accuracy, false positive rate, and the false 
negative rate for all the sensor distribution are accordingly 
98.23%, 0.45%, and 0.33%. In summary, the application of the 
two featured data samples on the ANN enhances the performance 
of the proposed scheme for both AODV and LEACH protocol. 

A. The performance of the SVM-based detection scheme 

 For the different sensor distributions, one and two featured 
training examples are applied to the SVM accordingly.  The 
average result of detection accuracy, false positive rates, and false 
negative rates are calculated to measure the efficacy of the SVM-
based algorithm for all network scenarios. The Table 2 represents 
the parameters which are used during the training phase. 

Table 1 The parameters used for SVM 
 

Parameter  Value 
No of attributes 2 
No of Data points (training) 49000 
No of Data points (testing) 1000 
Kernel Gaussian 
Sigma default 
Tool MATLAB 
CPU time (for one instance) 3.17 mins 
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Fig. 23  The relationship between the neighborhood count 
and the detection accuracy (SVM). 

 Fig. 23 represents the relationship between the counts of 
neighbors around wormhole nodes and the detection accuracy 
considering one featured data samples applied to the SVM-based 
detection scheme. Like the previous case, the detection accuracy 
follows the non-linear relationship with the total number of 
neighbors for all sensor distribution. As the neighborhood count 
increases, the detection accuracy of the SVM-based algorithm 
also increases. Similar to the ANN-based detection scheme, it 
may suffer to detect wormhole attack if the wormhole nodes are 
placed in the sparsely populated area. 

 
Fig. 24 Performance of the SVM-based detection scheme 

(AODV). 

 Fig. 24 shows that the performance of the SVM-based 
algorithm when the network uses AODV as the routing protocol. 
According to the Fig. 24, SVM-based detection scheme gives 
better the performance considering two featured data samples like 
the ANN-based model. SVM-based algorithm reaches 
approximately 96.30% on an average for all sensor distribution. 
Similarly, it achieves lowest false positive and false negative rates 
for two featured data samples which are 6.27% and 0.58% 
approximately. Using two featured data samples, the performance 
of the SVM-based algorithm enhances around 3.39%. 

 
Fig. 25 Performance of the SVM-based detection scheme 

(LEACH). 

  Fig. 25 shows the performance of the SVM-based detection 
scheme considering LEACH protocol. Similar kind of trend in 
detection accuracy, shown in Fig. 24, is observed for the LEACH 
protocol. Like Fig. 24, SVM-based detection scheme performs 
better with the two featured data samples. It achieves averagely 
96.44% detection accuracy for all sensor distribution, whereas, 
93.38% detection accuracy is measured for the one featured data 
samples. In this case, the detection accuracy increases 
approximately 3.27% for the two featured data samples. Inversely, 
the false positive rates and false negative rates declined 
significantly for the two featured data samples. 

B. The performance of the non-linear logistic regression:   

 Non-linear logistic regression (LR) algorithm is used to 
measure the performance on this classification problem and 
compare its outcomes with the proposed algorithm. Table 3 shows 
the parameters which are used during the training phase of the 
non-linear logistic classification algorithm. 

Table 2  Parameters used for logistic linear classification 

Parameter  Value 
No of attributes 2 
No of Data points (training) 49000 
No of Data points (testing) 1000 
Iteration 07 
Regularized parameter (𝜆𝜆) default 
Learning method Newton’s methods  
CPU time (for one instance) 3.17 mins 

 

 

Fig. 26 Performance of the LR. 

 Fig. 26 represents the overall performance of the LR to 
detect the wormhole attack considering one featured and two 
featured data samples. According to the Fig. 26, LR based 
detection scheme performs better with two featured data samples 
when the network uses LEACH as the routing protocol. The 
detection accuracy reaches to 95.28 % considering two featured 
data samples. In this case, lowest false positive rate and false 
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negative rate are achieved for the LEACH routing protocol, which 
is 3.87% and 0.82% respectively. Most importantly, this LR based 
detection scheme gives better performance with two featured data 
samples like ANN or SVM based detection scheme. 

C. Performance comparison  

 
Fig. 27 Performace analysis on the uniform and the non-

uniform sensor distribution. 

 Fig. 27 represents the performance of the detection schemes 
on the uniform and the non-uniform sensor distributions 
considering two featured data samples. Clearly, for the uniform 
sensor distribution, three (03) detection schemes achieve higher 
detection accuracy in contrast to the non-uniform sensor 
distributions. As the sensor density of the area is uniform; the 
neighborhood counts increase significantly with the presence of 
the wormhole nodes in the network. In contrary to the non-
uniform sensor distribution, the neighborhood counts increase 
slightly or significantly depends on the position of the wormhole 
nodes in the network. Sometimes the neighborhood counts are 
smaller than the count taken from the wormhole non-infected 
zone (wormhole nodes can be placed in the sparsely populated 
area in the network). Since the uniform sensor distribution has 
consistency in the node density, the total neighbor population of 
the wormhole nodes is much smaller than the total neighborhood 
counts in non-uniform sensor distribution. As the neighbors of the 
wormhole nodes are the only way to reach the wormhole nodes; 
therefore, the neighbors of wormhole nodes in uniform 
distribution dissipate more energy than the neighbors of the 
malicious node in non-uniform sensor distribution. Hence, 
positive data samples are easily distinguished from the presented 
data set. That’s why the detection accuracy of these schemes is 
much better for uniform sensor distribution. 

 
Fig. 28 Performance comparison among ANN, SVM, and 

LR. 

 If we analyze the performance of the three detection 
schemes (shown in the Fig. 28), ANN outperforms SVM and LR 
in detecting the malicious samples that represent wormhole attack 
considering both AODV and LEACH routing protocol. ANN 
achieves 97.69% and 98.23% detection accuracy respectively for 
AODV and LEACH routing protocol. SVM based detection 
scheme performs better than LR based detection scheme 
(achieves approximately 96% detection accuracy) in view of 
AODV and LEACH. Considering LEACH routing protocol, the 
LR based detection scheme attains 95.28% detection accuracy 
which is the lowest among all the detection schemes. As we know, 
the performance of the machine learning techniques highly 
depends on the dataset. In this case, ANN distorts the two featured 
data samples in the higher dimension better than other two 
machine learning techniques; and efficiently put dynamic 
decision surface in between positive and negative data samples. 
That would help the ANN-based detection scheme to gain highest 
detection accuracy.  

 Another important observation of this research is that the 
three detection schemes give better performance in classifying 
positives data samples for LEACH protocol. In the cluster based 
routing protocol like LEACH, a node is nominated as a cluster 
head among the members of a cluster for a specific round of data 
transmission to the base station. Once the cluster head is selected, 
other members send their data packets to the cluster head. 
Afterward, selected cluster head transfers the data packets to the 
base station. For the next round, a new member is randomly 
chosen as cluster head from the other members who is not selected 
as cluster head before for any round. However, wormhole node 
manipulates the cluster head selection process in a particular 
cluster of nodes. Furthermore, the ‘in-band’ wormhole node can 
be selected as a cluster head. If it happens, the wormhole node 
gets a bunch of data packets easily from the other members 
through its neighbors. As we know, wormhole nodes create 
shortcut path to the base station in the network. Therefore, the 
cluster head is deceived throughout the data transmission process 
to the base station. If wormhole nodes are placed in two different 
clusters, the members of the cluster may also be deceived while 
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they are selecting closest cluster head to transmit their data 
packets. Hence, the neighbors around wormhole node dissipate 
more energy in LEACH compared to AODV. The extra 
dissipation of the energy reflects in the feature called AREPN 
collected by detector node. That would help in separating the 
positive data samples and negative data samples when two 
featured data samples are presented to the detection schemes. 

9. Conclusions 

Wormhole attack is one of the detrimental network layer 
attacks for wireless sensor networks. This thesis presents a novel 
detection model based on neighborhood count and AREPN using 
an ANN for wireless sensor networks. The goal of this proposed 
detection scheme is to detect wormhole attacks (In-band, out of 
band, hidden or active mode of wormhole attack) with higher 
precision and accuracy, especially in a non-uniform network 
environment. The experimental results confirm that the proposed 
detection scheme is able to identify the existence of the wormhole 
node without requiring any special hardware both in uniform and 
non-uniform sensor distribution. Another important aspect of this 
detection model is it doesn’t increase the significant amount of 
network overhead flow throughout the network. The simulation 
results also validate that our ANN-based approach performed 
better than SVM or LR based detection scheme. This ANN based 
detection scheme achieves around 99.72% (average) and 97.52% 
(average) accordingly for uniform and non-uniform sensor 
distribution.  Most significantly, the probable location of the 
wormhole node can be identified by this scheme. Future works are 
required to enhance the performance of the detection scheme and 
to investigate in different directions so that we can evaluate the 
efficacy of the proposed detection scheme perfectly.  

Proposed future works are noted as follows. 

a) Nowadays, deep neural networks and convolutional neural 
networks are used to enhance the performance internet threat 
detection schemes. We want to apply this advanced machine 
learning algorithms on the acquired data set to evaluate their 
performance. After that, we will compare the results with the 
Proposed ANN based scheme. 

b) In this research, the relationship between detection accuracy 
and the total count of neighbors around wormhole nodes is 
investigated. In the future work, we want to investigate the 
impact of changes in radio range of sensor nodes (60m,70m, 
and 80m etc.) and number of the sensor nodes (deployed) and 
position of the wormhole nodes on the detection accuracy of 
the proposed model. 

c) If we use more than one mobile node, the two featured data 
samples will be gathered more quickly (detection time) rather 
than using single detector node. Multiple detector nodes will 
help to locate the positions of the wormhole nodes by 
triangulation algorithm. Therefore, in the future work, we 
want to investigate the performance of the proposed detection 
scheme by deploying multiple detector nodes in the different 
sensor network environments. 

d) As we know, the performance of the ANN depends on its own 
architecture. In the future work, we want to apply the acquired 

data set on different network architecture (Varying number of 
neurons in a layer, varying number of the hidden layer) to 
optimize the performance of the proposed ANN-based 
detection scheme.  

e) In this detection scheme, probable location of the wormhole 
node is identified through 𝐷𝐷𝑁𝑁. We want to work further in this 
direction to find the exact location of the malicious nodes in 
the infected sensor network.  

f) The energy dissipation of a sensor node depends on the routing 
protocol that being used in the network. In this research, the 
performance of the proposed detection model is verified 
considering on demand based and cluster based routing 
protocol. In the future, we want to the test the proposed 
algorithm on the hybrid routing protocol such as zoned based 
routing protocol (ZRP) and wireless ad-hoc routing protocol 
(WARP). 
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 This paper describes a system to gather information from a stationary camera to identify 
moving objects. The proposed solution makes only use of motion vectors between adjacent 
frames, obtained from any algorithm. Starting from them, the system is able to retrieve 
clusters of moving objects in a scene acquired by an image sensor device. Since all the 
system is only based on optical flow, it is really simple and fast, to be easily integrated 
directly in low cost cameras. The experimental results show fast and robust performance 
of our method.  The ANSI-C code has been tested on the ARM Cortex A15 CPU @2.32GHz, 
obtaining an impressive fps, about 3000 fps, excluding optical flow computation and I/O. 
Moreover, the system has been tested for different applications, cross traffic alert and video 
surveillance, in different conditions, indoor and outdoor, and with different lenses. 
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1. Introduction 

Clustering is the task of grouping a set of information in such 
a way that information in the same group (called a cluster) are more 
similar to each other than to those in other groups. A clustering 
system, in particular regarding detection and tracking of moving 
objects, is a really common and important task, widely used in 
computer vision as low-level task for different applications like: 
camera surveillance [1], Cross Traffic Alert (CTA) [2], Intelligent 
Transport System (ITS) [3], object detection and recognition [4], 
people detection and recognition [5], people behavior analysis (e. 
g. anti-theft, falling detection, etc.) [6] and user interfaces by 
gesture [7]. Efficiency and robustness of clustering, considered as 
low-level task, is really important because it influences the 
performance of all higher level tasks of the aforementioned 
applications. 

To implement the clustering task, there are in general two types 
of approaches: region based and boundary based. For what 
concerns region based, different approaches have been proposed: 
combined color based and region based particle filters, using 
multiple hypotheses for tracking objects [8], motion-based 
segmentation and a region-based Mean-shift tracking approach, 
fused by a Kalman filter, to extract object independent motion 
trajectory under uncontrolled environment [9], and so on. However 

the most popular and recent region based approaches is 
background subtraction [10-14]. Once the background is removed 
from the scene, through different kind of filters applied on the 
foreground, it is possible to identify moving object. Since these 
methods are pixel-based, they are not suitable for real time 
applications, also because they require a long time for estimating 
the background models. 

In boundary based approaches, different features have been 
proposed: color feature descriptors, based on the spectral power 
distribution of the illuminant and object’s surface reflectance 
property [15], multi-feature descriptors [16], and so on. However, 
many recent approaches use edge based optical flow [17-20]. 
Optical flow estimation gives a two-dimensional motion vector, 
which represents the movement of some point of an image in the 
following one of the sequence. Basic idea in boundary based 
approaches is to consider vectors with similar spatial and motion 
information belong to the same object [21]. Since these approaches 
are feature-based, they are a good choice for all real time 
applications, even if usually the do not reach high performances. 

In this work, we propose a very low-cost clustering system, 
working with a generic optical flow and reaching high 
performances in different application scenarios. This paper is 
organized as follows: Section II describes the proposed system, 
block by block, also showing visual impact on a CTA example; 
Section III shows the experimental results for different application 
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cases; finally, conclusion and future work are exposed in Section 
IV. 

2. Proposed System 

Since we are interested in light systems, we started our 
investigation with optical flow based algorithm, which system 
[22,23] is described in Fig. 1. The standard system takes as input 
the optical flow, that is the list of motion vectors between adjacent 
frames. First step is usually a pre-filtering to eliminate noise and/or 
spikes. Afterwards, labelling step inserts same label for each 
“similar” vector. The role of clustering step is to group vectors with 
the same label into clusters. At the end, “similar” clusters are 
merged together to obtain the final list of identified clusters. In this 
system, some steps (in particular pre-filtering) can be 
computationally heavy and no previous vector information is used. 
Moreover, no temporal cluster information is used to enhance 
clustering, but the previous clustering information is usually used 
only for tracking. 

To overcome the aforementioned drawbacks of typical optical 
flow based system, we propose a novel low-cost system only based 
on optical flow, described in Fig. 2. The new blocks have been 
added to increase performances of the system. Moreover, previous 
frame is not necessary, but just a list of previous vectors and 
clusters are needed for processing.  Detailed description of each 
block is explained in the next sub-paragraphs. Moreover, to better 
understand the peculiarity of various blocks, example images are 
shown. 

 
Fig. 1. Typical optical flow based system.  

 
Fig. 2. Proposed system 

2.1. Smart Pre-filtering 

This starting block takes as input the optical flow, the set of 
motion vectors generated in any manner, and its role is to remove 
from this set all vectors which can be considered as noise. Usually 
complex filtering is used as for example median filters [22] and so 
on. We propose a new simple filtering with two different options, 
applied depending on the quality of incoming optical flow.  

First option, called brute-force, just eliminates motion vectors 
with small movements, which are considered as noise. This option 

is indicated just for low quality optical flow. In particular, a motion 
vector v=(dx,dy) is removed from optical flow if the following 
condition is satisfied: 

(ABS(dx) ≤  MAX_DX) and (ABS(dy) ≤  MAX_DY) (1) 

Where MAX_DX and MAX_DY are thresholds chosen 
depending on the precision of the optical flow and ABS is the 
absolute value.  

Second option, called smart, apart applying (1), do not remove 
in the output optical flow, the motion vector v with the following 
characteristics:  it lies in the area around a cluster C of previous 
frame and its orientation is similar to the orientation of C, that is: 

ABS((orientation(v) - orientation(C)) ≤  MAX_ORIENT1) (2) 

Where MAX_ORIENT1 threshold should be opportunely 
chosen, depending on specific application. In particular, for rigid 
objects, as vehicles, a small value of MAX_ORIENT1 is a good 
choice, while for not rigid objects, such as people, we need to 
increase its value. 

 About orientation, we have to distinguish between orientation 
of a vector v=(dx,dy) and orientation of a cluster C. In the first case, 
the formula is the following: 

orientation(v) = tan-1 (dy/dx)  (3) 

Instead, orientation of a cluster C, it is defined as the mean of 
the orientation of all motion vectors included in C. To execute the 
tan-1 function at real-time a fixed point arctangent algorithm was 
implemented (http://www.coranac.com/documents/arctangent/). 

Figure 3 shows an input optical flow example. In this example 
we have three cars moving: the middle one to the left, the other two 
to the right. We can easily notice in the scene some noisy vectors 
in particular around the leafs of the surrounding trees, which is a 
typical problem in these kind of applications. 

 

Fig. 3. CTA example: input optical flow 

2.2. Labelling 

This block takes as input the filtered optical flow. Its role is to 
insert a label for each motion vector, assuring to insert the same 
label for motion vectors witch potentially belong to the same 
cluster. Two motion vectors v1=(dx1,dy1), spatially situated in point 
p1=(x1,y1), and v2=(dx2,dy2), spatially situated in point p2=(x2,y2), 
have the same label if the following three conditions are satisfied: 

(ABS(x1-x2) + ABS(y1-y2)) ≤  MAX_DIST_POINT (4) 

(ABS(dx1-dx2) + ABS(dy1-dy2)) ≤  MAX_MOD    (5)  
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 ABS((orientation(v1) - orientation(v2)) ≤  MAX_ORIENT2)  (6) 

Where the thresholds should be opportunely chosen: 
MAX_DIST_POINT, depending on specific application and typical 
objects distance; MAX_MOD depending on precision of optical 
flow; MAX_ORIENT2  depending on specific application. 

The above formulas indicate that two motion vectors are 
considered to belong to the same cluster if they are spatially near 
(4), have got similar module (5) and similar orientation (6). While 
(4) and (5) are commonly used for labelling [23], (6) has been 
added for robustness of the system. 

2.3. Clustering 

This block takes as input the filtered optical flow, obtained by 
smart pre-filtering block and the related labels, coming from 
labelling block elaboration. The aim of this step is to group vectors 
with the same label into clusters. To avoid having clusters with 
dimensions too small, it is important to extend the cluster found to 
a minimum dimension NxM. This dimension depends on various 
factors: typical object size we want to cluster, typical distance of 
the object from the camera and the type of the camera (liner or fish-
eye). 

Figure 4 shows in boxes the nine clusters, obtained from 
clustering step in the CTA example of Fig. 3. From the center of 
each cluster, its orientation is displayed to better understand the 
next merge clustering step, which will reduce the number of 
clusters. 

 

Fig. 4. CTA example: clustering step output 

2.4. Merge Clustering 

This block takes as input a list of clusters, coming from 
previous clustering block, and merges together similar clusters to 
obtain a new list of identified clusters. Two clusters C1 and C2 are 
considered similar and then merged if the following conditions are 
satisfied: 

distance_X(C1,C2) ≤  MAX_DIST_CLUSTER_X                  (7) 

distance_Y(C1,C2) ≤  MAX_DIST_CLUSTER_Y                  (8) 

  ABS((orientation(C1) - orientation(C2)) ≤  MAX_ORIENT3)  (9) 

Where the thresholds should be opportunely chosen: 
MAX_DIST_CLUSTER_X and MAX_DIST_CLUSTER_Y, 
depending on application and typical objects distance; 
MAX_ORIENT3, depending on application.  

In (7) and (8), the distance for clusters concept is analogous to 
distance for points concept in (4) in labelling step; while (9) is 

analogous to (6). The above formula indicates that two clusters are 
similar if they are spatially near (7-8) and have got similar 
orientation (9). Since for each cluster we have its orientation, it is 
easy to extend the similarity also to the module, in analogous way 
of (5). 

  Looking at Fig. 4, from left to right, the first car is spit in two 
cluster and these clusters have got the similar orientation, so the 
merge clustering step will join these two clusters. The middle car 
is well detected, but since there are near clusters with similar 
orientation, these clusters will be joined together.  In the last car, 
we can notice two near clusters, but since they have opposite 
orientation, they will be not joined together. Figure 5 shows, 
marked by ellipses, similar clusters that merge clustering step will 
join, while Fig. 6 shows the merged clusters, now reduced to six. 

 

Fig. 5. CTA example: similar clusters to merge 

 

Fig. 6. CTA example: merge clustering step output 

2.5. Temporal Clustering 

This block takes as input two lists of clustering: current frame 
list and previous frame list. The roles of this block are two: the first 
one is similar to the merge clustering block, that is to merge similar 
clusters in current and previous frame; while the second role is to 
eliminate clusters in current frame which do not have similar 
clusters in the previous frame. Similarly to the method described 
in Sub-section D, two clusters are similar if condition (7), (8) and 
(9) are satisfied. The difference, compared to merge clustering 
block, are the following: for temporal clustering block C1 and C2 
are two clusters coming from two adjacent frames; 
MAX_DIST_CLUSTER_X and MAX_DIST_CLUSTER_Y 
thresholds can be different in value. Of course, as said before, in 
this block we can use the module as similarity condition. Another 
important note is that, to increase reliability of the system, 
assuming constant speed of objects to identify, the clusters of 
previous frame can be motion compensated. 
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In the CTA example, looking Fig. 6 from left to right, the first 
two and the last clusters will be removed, since they do not have 
similar clusters in previous frame. Figure 7 shows the resulting 
clusters, reduced to three, as the real moving objects in the scene. 

 

Fig. 7. CTA example: temporal clustering step output 

2.6. Cluster Smoothing 

This block takes as input the list of clusters, coming from the 
previous temporal clustering block, and the previous frame 
clustering list. Clusters marked as similar, in the temporal 
clustering block, to avoid big discrepancy in dimensions, should 
be tuned according to the similar clusters in the previous frame. In 
particular, a weighted average between previous C1 and current C2 
similar clusters should be calculated as follows: 

C2 = (C2 * CURRENT_W + C1 * PREVIOUS_W)/SUM_W       (10) 

With: 

SUM_W = CURRENT_W + PREVIOUS_W                     (11) 

 

Fig. 8. CTA example: cluster smoothing output 

The weights CURRENT_W and PREVIOUS_W should be 
opportunely chosen, usually giving more weight on the previous 
cluster. As said for temporal clustering step, to increase reliability 
of the system, the clusters of previous frame can be motion 
compensated. 

The final effect of this block is shown in Fig. 8, where we can 
note that dimensions of the three clusters are more similar to the 
real dimensions of objects. This is the final output of the proposed 
schema. 

2.7. Temporal Vectors 

It is important, in particular for not dense optical flow, at the 
end of the proposed system, to insert in the optical flow of the next 
frame all vectors contained in the current cluster, to limit clusters 

disappearing in the scene. Of course, these inserted vectors can be 
motion compensated, assuming constant speed. 

2.8. Tracking 

Since in temporal clustering step, we obtain similarity and then 
relationship between previous and current frame clusters, it is easy 
to calculate the trajectory of the identified object in the scene. The 
cluster centroid can be obtained and, according to relationship 
between clusters, displayed in the scene. 

 
Fig. 9. Simulated example: input optical flow. 

 

Fig. 10. Simulated example: proposed system output. 

3. Experimental Results 

Lots of tests have been executed with different scenarios, as 
CTA and video surveillance, and different cameras at different 
resolutions, with both linear and fish-eye lenses, obtaining really 
good visual results. 

Speed testing has been made calculating computation time for 
VGA sequences on a 2.3GHz processor (ARM Cortex-A15, using 
a single core). About 3000 frame/sec were obtained, executing 
only the described ANSI-C algorithm (excluding the optical flow 
and I/O calculation). 

Considering that the memory required by the system is really 
low, about 96K considering 4K optical flow for frame, and 
considering the aforementioned speed test, we can assure that the 
system is suitable also for really low-cost devices. 

An example of simulated CTA with partially occluded objects 
is shown in Fig. 9 and Fig. 10. In particular the proposed system, 
with the input motion vectors in Fig. 9, correctly identifies and well 
spots the two partially occluded crossing cars, as shown in Fig. 10. 
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An example of real CTA with fish-eye lens, with multi objects 
moving, is shown in Fig. 11 and Fig. 12. In particular the proposed 
system, with the input motion vectors in Fig. 11, correctly 
identifies the three crossing cars shown in Fig. 12. 

 

Fig. 11. Fish-eye example: input optical flow. 

 

Fig. 12. Fish-eye example: proposed system output.  

An example of video surveillance is shown in Fig. 13 and Fig. 
14. In particular, the proposed system, with the input motion 
vectors in Fig. 13, correctly identifies the person in Figure 14. It is 
to underline that the proposed system not only correctly identifies 
the man leaving the bag, but also bag itself. 

The last case can be useful also to recognize the unattended 
luggage application, really important for example for airport 
security. 

 

Fig. 13. Video surveillance example: input optical flow. 

 

Fig. 14. Video surveillance example: proposed system output. 

4. Conclusion and future work 

The proposed approach has been experimentally tested on a 
representative dataset of scenes obtaining effective results in terms 
of accuracy. A very reliable and low-cost clustering system has 
been developed with the characteristic to be very low power 
consumption, since it works only with optical flow information. 
The proposed system is also very flexible: can be used with any 
algorithm which estimates motion vectors between adjacent 
frames. An important characteristic is the consideration of 
previous frame clustering and vectors information for a more 
robust clustering determination in the current frame. Moreover, 
average of current and previous related cluster, to maintain more 
graceful clustering output for the user. 

A limitation of this work is that we consider just stationary 
camera, so can be used for some specific applications, like CTA 
and video surveillance. Another limitation is related to input 
optical flow: if the image is too dark or blurred, or moving object 
is too speed, poor optical flow will be produced and the proposed 
method will fail. 

Future work will be orientated on overcoming this limitations, 
leaving the system reliable also in the case of moving cameras, 
introducing robust filtering to remove from input optical flow the 
global motion vector, opportunely calculated.  
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 This paper presents the development and design of a methodology based on fuzzy logic to 
control an indoor mobile robot for a complete navigation in an unknown environment. The 
methodology incorporates two basic behaviors, namely: reaching the goal and avoiding 
obstacles. The obstacle avoidance behavior is treated using wall-following scheme based 
on an Interval Type-2 Fuzzy Inference technique. .This helps in handling data uncertainties to 
produce a better performance. The mobile robot control mechanism uses some sort of 
knowledge base arranged in a set of fuzzy-rule-base to implement the wanted behavior that 
makes the mobile robot follow the boundary of an obstacle or a wall. A constant distance 
to the obstacle/wall is maintained while the robot tries successfully to get around this 
difficulty. Once the path is clear, the obstacle avoidance behavior is inhibited and reaching 
the goal behavior is activated using a secondary fuzzy controller. This methodology was 
successfully tested on a real mobile robot for different sort of scenarios. In order to provide 
better insight into the work’s objective, a comparison work with another method, which 
uses a Partial Swarm Optimization-Fuzzy method, is carried out based on some defined 
criteria. The experiment shows a better improvement in the results of the proposed method. 
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1. Introduction  

Mobile robots have a special place in robotics. Their interest lies 
in their mobility, which covers applications in many fields 
(nuclear, navy, space, firefighting, surveillance, load 
transportation ...). The particular aspect of mobility requires a 
methodological and technological complexity that adds to the 
general problems faced by mobile robots. Solving these problems 
requires the use of all available resources both in technology 
(sensors, motor, and energy) and in information processing by 
using artificial intelligence techniques or special processors. The 
autonomy of a mobile robot is a faculty, which enables it to adapt 
or make a decision in order to perform a task despite a lack of 
preliminary or possibly erroneous information. In other cases, such 
as vehicle exploration of planets [1], garbage collector [2], 
foraging [3], autonomy is a fundamental issue because remote 
control is impossible due to the propagation delay. The main focus 
of such research directions is how to let a mobile robotic body 

navigate in an unstructured environment without collisions; and 
how to combine these two behaviors in order to achieve the 
required robot tasks. In fact, if we arrive to control the robot to 
achieve the first behavior, it would be a difficult task for the robot 
to navigate in a cluttered environment. One of the solutions which 
has been an interesting research topic over the past few years is 
wall following. This behavior is one of the multi-issues that can be 
used to avoid obstacles. In fact, the robot moves along the object 
while keeping a certain safe distance. This behavior may be used 
to follow a real wall, concave or convex objects, and labyrinths. 
Wall-following strategy could be very helpful when the mobile 
robot is being trapped in deadlocks caused by local minima. 
Despite the number of publications appeared in this field of 
research, mobile robot navigation is still considered as a topic of 
extensive research. 

Many papers have dealt with the topic of mobile robot 
navigation using different approaches. Conventional approaches 
have limitations and cannot respond optimally to non-linear 
dynamics and the change of system parameters. In the literature, 
one can find new approaches based on artificial intelligence 
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developed to cope with these limitations and fuzzy logic theory 
was used extensively for this purpose [4]. The obstacle avoidance 
problem is also considered as a challenge when designing an 
autonomous mobile robot, and this issue has been tackled using 
many approaches [5]. On the other hand, signals captured by 
sensors, when an obstacle is detected, are contaminated with noise 
from different sources and probably associated with other 
unwanted signals. Therefore, the problem of detecting the 
obstacles and positioning its emplacement poses the problem of 
uncertainties, precision and accuracy. In this case, new control 
methods based on artificial intelligence, such as fuzzy logic, were 
introduced. Liu et al [6] analyzed the relationship between the 
motion characteristics and installation position of sensors of 
mobile robots and proposed a self-convergence mathematical 
model. The purpose of their work is to execute the wall-following 
activity with only a single distance proximity switch. Based on a 
spiking neural network controller, Wang et al. [7] used sonar 
sensory readings to guide their mobile robot to follow the wall. The 
idea of using fuzzy rules to implement a wall-following-based 
obstacle controller has been proposed in [8], a fuzzy system based 
on the concept of general perception was proposed to control the 
mobile robot navigating along walls of arbitrary shape and around 
obstacles. The autonomous mobile robot (MR) in [9] is equipped 
with two IR proximity sensors. The wall following is based merely 
on sensorial information given by these two IR sensors. In order to 
improve noise resistance ability, some researchers applied control 
laws based on interval type-2 fuzzy logic [10-13]. Hsu et al, [10] 
proposed an evolutionary wall-following control of a mobile robot 
using an interval type-2 fuzzy controller with Species-Differential-
Evolution activated Continuous Ant Colony Optimization (SDE-
CACO). All fuzzy rules are generated online using a clustering-
based approach during the evolutionary learning process. . Other 
works investigates a control based on Inverted Ant System IAS, 
such as [4] and other investigated Cellular Automata and Inverted 
Ant System to control a swarm of robots in foraging task [3]. The 
control and other aspects implementation, such as, coordination 
and synchronization are described in [11]. An interesting work has 
been proposed in [14], where the authors suggested a 
reinforcement and optimized fuzzy controller method for mobile 
robot wall following. The method was successfully tested on the 
mobile robot Pioneer 3-DX. However, the methodology requires a 
learning procedure, which requires gathering data and a lot of 
computation time.  

This paper proposes a new fuzzy logic methodology to control 
an indoor mobile robot for a complete navigation in an unknown 
environment. This methodology is based on two basic behaviors, 
reaching-the-goal while avoiding unforeseen obstacles. The two 
behaviors are designed using fuzzy logic tools inspired from 
human capacity reasoning with perception-based information. 
Type-1 fuzzy sets are precise but unable to handle data 
uncertainties. To incorporate these uncertainties, we need to make 
an extension. The idea is to consider the membership grade of an 
element to be a fuzzy set of type-1 rather than a number within the 
interval [0 1]. In this work, we propose a new scheme for obstacle 
avoidance based on wall following and to our knowledge, the 
manner we used in getting around the obstacle by partitioning the 
obstacle-near-region into three regions has not been used before. 
The mobile robot is equipped with US sensors that provide range 
reading, determining the distances between the robot and the 

obstacle. The inputs characterizing the information on the 
environment are fuzzified and presented to the inference engine for 
generating control outputs. The interesting part in this work is the 
way the obstacle avoidance using wall following is treated. This 
methodology, up to the author’s knowledge, offers a new idea of 
tackling this problem when the obstacle neighborhood is divided 
into three regions. For each region, a linguistic fuzzy rule based 
system is defined.  

1. The proposed general navigation problem. 

The complete navigation problem has to deal with two important 
different behaviors. The main behavior is to reach the goal starting 
from any initial robot configuration. The second behavior is the 
mobile robot ability to avoid obstacles. Given these two behaviors, 
we should find a way to combine them in order for the mobile robot 
to execute the given mission successfully. In this case, one can 
either build a mode that switches between the two behaviors or 
have a blended action that combines between the two. Switching 
between the two behaviors can guaranty the success of the mission. 
However, the rapidly transitions between these two behaviors 
might result in a non-practical or a non-feasible action. On the 
other hand, the blended behavior might result in a smooth action. 
However, it does not guaranty the success of the task. One solution 
consists of weighting these two actions in order to successfully 
achieving the mission. Given the fact that the real world is 
composed of convex and concave obstacles, walls, labyrinths, etc., 
we need to elaborate a control action that guides the mobile robot 
along the obstacle boundaries toward its final destination. To 
detect the obstacles, we make use of the ultrasonic or infrared 
sensors that are provided with the wheeled mobile robot Khepera 
developed at the LAMI laboratory, Lauzane Switzerland.  

Khepera is an automated differential drive guided vehicle 
specially designed and equipped for autonomous navigation 
utilized in many research laboratories. The execution of the task is 
related to the two-evocated main behaviors: 

• Reaching the goal  
• Avoiding obstacles 

In this case, one can picture the robot as if it is subjected to two 
forces: an attractive force Fa due to the goal action and a repulsive 
force Fr due to the obstacle action as it is shown in Figure 1. The 
resultant force that acts on the robot may be determined by 
properly weighting the distance and direction. However, this 
would necessitate more tuning due to imperfect sensors and 
practical considerations. Therefore, to deal with obstacles, we 
choose the wall following approach while switching between the 
two cited behaviors with some added precautions to avoid the 
swinging effect. This method, which finds its application mainly 
to execute the corridor and wall following activity, is used in this 
work to avoid unforeseen obstacles. It could also help the robot 
reaching its goal in a blind fashion when the mobile robot makes 
the wall its main guidance. Tracking the wall would be an 
interesting application when dead-reckoning methods suffer from 
cumulative errors [15]. Wall following approach is as well very 
helpful in situations like being trapped in a cul-de-sac (Figure. 2-
a) or when the mobile robot finds itself in a labyrinth-like situation 
(Figure. 2-b).  
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Figure 1: Attractive and repulsive Forces Acting on the mobile robot 

 
Figure 2a: cul-de-sac  Figure 2b: Labyrinthe 

3. Obstacle avoidance using wall following approach 

3.1 Problem formulation 

Many papers have dealt with wall following based on sensorial 
information such as IR sensors [16], US sensors [17], or visual 
navigation [18]. Ultrasonic and Infrared sensors are used for their 
relatively low cost, reliability and widespread availability. If the 
mobile robot evolves along a corridor, it will face two choices. 
Depending on its current situation with respect to the walls, the 
autonomous mobile robot should make a decision. Obviously, the 
robot follows the wall on its left side if the wall following task is 
chosen given only left sensor inputs, and likewise for the wall 
following on the right side. This decision may, for instance, be 
taken depending on the side that is closer to the wall. Hence, in 
case of the left wall following behavior, we use the two sensors on 
the left side of the mobile robot that give us the distances d1 and d2 
as it is shown in Figure 3. But, if the mobile robot chooses to follow 
the wall being in its right side, the right wall following behavior is 
activated instead.  

These two behaviors are mutually exclusive, which means that 
the activation of the first prevents the second to happen. This 
activation occurs when there are not obstacles on the front of the 
robot or there is only a detection of the wall that is to be followed. 
The implementation of the fuzzy logic controller is based on the 
sensorial information obtained from the two lateral US sensors, 
which give us the distance to the wall. In fact, this information is 
essential in determining the error angle between the actual current 
heading and the wall orientation. Our aim is to make this error 
equal to zero, such that the robot will always be in parallel to the 
wall.  

3.2 The adopted strategy 

Our idea lies on the following strategy. Consider the 
configuration of the mobile robot with respect to the wall and 
consider the distances d1 and d2 measured by the two lateral US 
sensors as it is shown in Figure 3. It is clear that the error angle α 
between the actual current robot heading and the wall orientation 
is given by equation (1) 

𝛼𝛼 = 𝛼𝛼𝑙𝑙 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 �𝑑𝑑1−𝑑𝑑2
𝐿𝐿

�   (1) 

Where L is the length of the mobile robot. In this scheme, the 
desired position of the mobile robot is defined relative to the wall 

emplacement such that the robot maintains a desired distance. The 
distance that should be maintained between the mobile robot and 
the wall is chosen to satisfy an arbitrary security distance range D 
+ 2ε, such that ε is a chosen tolerable offset error to avoid swinging 
or chattering behavior. In this case, the robot may be found in three 
possible regions, as it is clear from Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From Figure 4, one can see the inner region (I), the desired region 
(II) and the outer region (III). If the robot lies in the inner or outer 
regions, an action should be provided to drive it toward the desired 
region II. Considering the above stated requirement, our goal is to 
propose a robust fuzzy controller that maintains the mobile robot 
within region II.  

4. Mobile robot Type-2 fuzzy motion control 

The motion of the mobile robot may be controlled and 
adequately adjusted by many types of controllers. In this work, we 
choose the fuzzy logic control because we believe in its robustness 
for controlling nonlinear systems and its immunity in face to 
parameter variations and uncertainties. Introduced in 1965 by L. 
A. Zadeh from the University of California at Berkley [19], Fuzzy 
logic proved to be a strong tool for controlling complex systems. 
Using knowledge and experience, one can easily derive the rule 
base on which the fuzzy controller strongly depends. However, the 
presence of uncertainties in any system control requires thinking 
on extending type-1 fuzzy sets to type-2. In fact, the basic blocks 
used for designing the type-2 fuzzy controller are the same as those 
used with type-1; these include fuzzification, inference engine and 
defuzzification. The only difference lies on output processing 
block, where the defuzzifier is not considered as the solely block 
but contains a type reducer and defuzzifier blocks. The type 

Figure 3: Robot configuration with respect to the wall 

d1 

d2 
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α 

Figure 4: Desired lane following with respect to the wall 

(II) (I) 

d1 

d2 

2ε 

D 

Desired lane 

F VN 

(III) 

http://www.astesj.com/


F. Abdessemed et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 327-337 (2017) 

www.astesj.com     330 

reducer is added because of its association with the nature of the 
membership grades of the elements that are no more a number 
within the interval [0 1], but a fuzzy set of type-1. 
 
4.1 Interval Type-2 fuzzy logic system (IT2FLS) 

The interval type-2 fuzzy set is completely described by the 
footprint of uncertainty (FOU). The FOU is a bounded region that 
uses an upper and lower type-1 membership function. By 
definition [14], an interval type-2 fuzzy set denoted by �̃�𝐴  is 
expressed as  

�̃�𝐴 = {(𝑥𝑥,𝑦𝑦), 𝜇𝜇𝐴𝐴�(𝑥𝑥, 𝑦𝑦)|∀𝑥𝑥 ∈ 𝑋𝑋,∀𝑢𝑢 ∈ 𝐽𝐽𝑥𝑥⊆ [0 1] (2) 

The upper bound and the lower bound of the FOU(A�) are expressed 
respectively as 𝜇𝜇𝐴𝐴�(𝑥𝑥)  and 𝜇𝜇𝐴𝐴�(𝑥𝑥) . Hence, 𝐽𝐽𝑋𝑋  is just the interval 
[ 𝜇𝜇𝐴𝐴�(𝑥𝑥),  𝜇𝜇𝐴𝐴�(𝑥𝑥)]. A type-2 Fuzzy Logic System FLS (T2FLS) is 
characterized by IF-THEN rules, where the premises and the 
consequences sets of the rules are of type-2.  

More details regarding the fundamentals of fuzzy control and 
design can be found in many textbooks such as Mendel [20], Wang 
[21], Passino and Yurkovich [22]. 

4.2 Design of a type-2 fuzzy obstacle avoidance behavior 

In this subsection, we give the appropriate design of a Type-2 
fuzzy controller based obstacle avoidance behavior. This fuzzy 
controller is composed of primary and secondary Interval Type-2 
fuzzy controllers. 

4.2.1 Primary Interval Type-2 fuzzy controller 

Type-2 fuzzy logic controller is similar to Type-1. The structure 
of the rules is the same as for that of type-1, but uncertainties are 
added in both the antecedent and consequent parts of each rule to 
account for uncertainties that come especially from sensors and/or 
when the circumstances are so fuzzy. 

a) Fuzzifier: This input block maps a real-valued variable x to an 
interval Type-2 fuzzy set �̃�𝐴𝑥𝑥 . All the values of all variables 
representing the input and the output of the system are fuzzified. 
We consider three fuzzy membership functions for the distance d 
with labels 𝑉𝑉𝑉𝑉�  standing for Very Near, 𝑉𝑉� for Near and 𝐹𝐹� for Far, 
as it could be seen from Figure 5. In the same manner, we consider 
four membership functions for the mobile robot orientation with 
labels 𝑉𝑉� for Negative, 𝑉𝑉𝑁𝑁�  for Negative Zero, 𝑃𝑃𝑁𝑁�  for Positive Zero 
and 𝑃𝑃� for Positive as it is depicted in Figure 6. The geometries of 
the membership functions are chosen arbitrary. The outputs of the 
fuzzy controller are the left and right velocities of the driving 
wheels, implemented with three linguistic variables defined as: 
Velocity: vl, vr= {�̃�𝑆- Slow, 𝑀𝑀�- Medium, 𝐻𝐻�- High} on a normalized 
universe of discourse (Figure 7). Note that the symbol tilda above 
each label indicates that the fuzzy membership functions are of 
type-2. The two lateral US-sensors provide the sampled distance 
data d1 and d2, which are used to determine the two crisp input 
variables: d, such that d=min(d1,d2), and the error angle α given by 
equation 1. These crisp inputs are converted into a fuzzy singleton 
and are mapped to the fuzzy sets �̃�𝐴𝑖𝑖

𝑗𝑗  with an interval degree 
[𝜇𝜇𝐴𝐴�𝑖𝑖

𝑗𝑗(𝑥𝑥), 𝜇𝜇𝐴𝐴�𝑖𝑖
𝑗𝑗(𝑥𝑥)]. 

b) Fuzzy inference engine: Once the input and output variables are 
defined, fuzzy inference engine is used to design the rule-base 
composed of IF-THEN rules to convert the inputs into output 
membership functions. It accomplishes the intersection and union 
of type-2 sets and performs compositions of type-2 relations. 

The set of linguistic rules describe the desired behavior. Since 
the robot has the possibility to follow the wall on its right or the 
wall in its left side, we carefully have to set the rules adequately. 
The knowledge bases related to the wall on the left and the right 
sides of the robot are reported in Tables 1 and 2 respectively. For 
instance, we can have rules of the form: 

If (d is 𝑉𝑉𝑉𝑉�  Λ α is 𝑃𝑃𝑁𝑁� ) Then (vr is �̃�𝑆 Λ 

vl is 𝑀𝑀�) 

If (d is 𝐹𝐹�  Λ α is 𝑉𝑉𝑁𝑁� )  Then  (vr is 𝐻𝐻� 
Λ vl is �̃�𝑆) 

For an Interval Type-2 fuzzy logic with p inputs and one output, 
the i-th rule might have the following form 

Rule Ri: 𝑥𝑥1 𝑖𝑖𝑖𝑖 �̃�𝐴1𝑖𝑖  𝐴𝐴𝑉𝑉𝐴𝐴… 𝑥𝑥𝑛𝑛 𝑖𝑖𝑖𝑖 �̃�𝐴𝑛𝑛𝑖𝑖  𝑇𝑇𝐻𝐻𝑇𝑇𝑉𝑉 𝑦𝑦 𝑖𝑖𝑖𝑖 𝐵𝐵�𝑖𝑖 , 𝑖𝑖 = 1, … ,𝑀𝑀. 

 
Figure 5: Membership functions of the distance d 

 
Figure 6: Membership functions of the error angle α 

 

 
Figure 7: Membership functions of the left and right velocities 

Under this bloc, the fuzzy min t-norm operation is implemented. For 
a crisp input vector, i.e., x=x’, the rule firing strength 𝐹𝐹𝑖𝑖(𝑥𝑥′) is given 
by type-1 fuzzy set [23]. 

𝐹𝐹𝑖𝑖(𝑥𝑥′) = [𝑓𝑓𝑖𝑖(𝑥𝑥′),  𝑓𝑓
𝑖𝑖
(𝑥𝑥′)]   (3) 

Where 
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𝑓𝑓𝑖𝑖(𝑥𝑥′) = 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝑥𝑥1′), 𝜇𝜇𝐴𝐴�𝑖𝑖2(𝑥𝑥2′ ), … , 𝜇𝜇𝐴𝐴�𝑖𝑖𝑛𝑛(𝑥𝑥𝑛𝑛′ )�  and 

 𝑓𝑓
𝑖𝑖
(𝑥𝑥′) = 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝑥𝑥1′), 𝜇𝜇𝐴𝐴�𝑖𝑖2(𝑥𝑥2′ ), … , 𝜇𝜇𝐴𝐴�𝑖𝑖𝑛𝑛(𝑥𝑥𝑛𝑛′ )� (4) 

However, one can notice that no decision is taken when the robot 
enters the desired region II. We have marked this situation by a 
cross in the second row of Tables 1 and 2 to show that no decision 
is taken for these cases. In fact, whenever this situation is met, a 
secondary Interval Type-2 fuzzy controller is called to maintain the 
mobile robot in the desired region while keeping its orientation 
parallel to the wall. The details of this controller will be discussed 
latter.  

c) Type reducer: This block found in the output processing is 
present in order to map the Interval T2FLS into a T1FLS. May be 
the most widely used type reducer among the many existing ones 
is the center of sets type reducer proposed by Karnik and Mendel 
[24]. It is characterized by the interval set determined by its left 
and right end points yl and yr and described by the following 
expression 

𝑌𝑌𝑐𝑐𝑐𝑐𝑐𝑐 = [𝑦𝑦𝐿𝐿 ,𝑦𝑦𝑅𝑅] = ∫ …∫ ∫ … ∫ 1/ ∑ 𝑓𝑓𝑖𝑖𝑦𝑦𝑖𝑖𝑀𝑀
𝑖𝑖=1
∑ 𝑓𝑓𝑖𝑖𝑀𝑀
𝑖𝑖=1𝑓𝑓𝑀𝑀𝑓𝑓1𝑦𝑦𝑀𝑀𝑦𝑦1 , i=1, …, M 

 (5) 

Where M is the number of rules and 𝑓𝑓𝑖𝑖 ∈ [𝑓𝑓𝑖𝑖, 𝑓𝑓
𝑖𝑖
].  

𝑦𝑦𝑖𝑖 ∈ �𝑦𝑦𝐿𝐿𝑖𝑖 ,𝑦𝑦𝑅𝑅𝑖𝑖 �, is the centroid of the type-2 interval consequent set. 
For any value 𝑦𝑦 ∈ 𝑌𝑌𝑐𝑐𝑐𝑐𝑐𝑐, y can be expressed as [25] 

𝑦𝑦 = ∑ 𝑓𝑓𝑖𝑖𝑦𝑦𝑖𝑖𝑀𝑀
𝑖𝑖=1
∑ 𝑓𝑓𝑖𝑖𝑀𝑀
𝑖𝑖=1

   (6) 

To determine the left and right limits, 𝑦𝑦𝑙𝑙  and 𝑦𝑦𝑟𝑟 [25], the Karnik-
Mendel Algorithm is used. The left and right limits are determined 
by the following expressions 

𝑦𝑦𝑙𝑙 =
∑ 𝑓𝑓

𝑖𝑖
𝑦𝑦𝑙𝑙
𝑖𝑖+∑ 𝑓𝑓𝑖𝑖𝑦𝑦𝑙𝑙

𝑖𝑖𝑀𝑀
𝑖𝑖=𝐿𝐿∗+1

𝐿𝐿∗
𝑖𝑖=1

∑ 𝑓𝑓
𝑖𝑖
+∑ 𝑓𝑓𝑖𝑖𝑀𝑀

𝑖𝑖=𝐿𝐿∗+1
𝐿𝐿∗
𝑖𝑖=1

   (7) 

𝑦𝑦𝑟𝑟 =
∑ 𝑓𝑓𝑖𝑖𝑦𝑦𝑟𝑟𝑖𝑖+∑ 𝑓𝑓

𝑖𝑖
𝑦𝑦𝑟𝑟𝑖𝑖

𝑀𝑀
𝑖𝑖=𝑅𝑅∗+1

𝑅𝑅∗
𝑖𝑖=1

∑ 𝑓𝑓𝑖𝑖+∑ 𝑓𝑓
𝑖𝑖𝑀𝑀

𝑖𝑖=𝑅𝑅∗+1
𝑅𝑅∗
𝑖𝑖=1

   (8) 

Where 𝐿𝐿∗ = 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚𝑖𝑖𝑎𝑎
0≤𝐿𝐿≤𝑀𝑀

{𝑦𝑦𝑙𝑙𝐿𝐿}  and 𝑅𝑅∗ = 𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑥𝑥
0≤𝑅𝑅≤𝑀𝑀

{𝑦𝑦𝑟𝑟𝑅𝑅} ,  

𝑓𝑓𝑖𝑖 = 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝑑𝑑),𝜇𝜇𝐴𝐴�𝑖𝑖2(α)� and 𝑓𝑓𝑖𝑖 = 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝑑𝑑),𝜇𝜇𝐴𝐴�𝑖𝑖2(α)� 
 

d) Defuzzifier: This second block constituting the output 
processing converts the T1FLS into a crisp number; i.e., the fuzzy 
variables from the type reducer are converted into a real valued 
variable. Hence the centroid of the type-1 fuzzy set contain two 
fuzzy singletons, and the final output is their average written as 

𝑦𝑦 = 𝑦𝑦𝑙𝑙+𝑦𝑦𝑟𝑟
2

   (9) 

 

Table. 1. Rule base for left wall following fuzzy controller 

α 
d 

 
𝑵𝑵�  

 
𝑵𝑵𝑵𝑵�  

 
𝑷𝑷𝑵𝑵�  

 
𝑷𝑷� 

 
𝑽𝑽𝑵𝑵�  

vr=𝑺𝑺�  vr=𝑴𝑴�  vr=𝑺𝑺�  vr=𝑺𝑺�  
vl=𝑯𝑯�  vl=𝑯𝑯�  vl=𝑴𝑴�  vl=𝑴𝑴�  

𝑵𝑵�  X X X X 
 
𝑭𝑭� 

vr=𝑯𝑯�  vr=𝑯𝑯�  vr=𝑯𝑯�  vr=𝑯𝑯�  
vl=𝑴𝑴�  vl=𝑺𝑺�  vl=𝑺𝑺�  vl=𝑺𝑺�  

Table. 2. Rule base for right wall following fuzzy controller 

α 
d 

𝑵𝑵�  𝑵𝑵𝑵𝑵�  𝑷𝑷𝑵𝑵�  𝑷𝑷� 

 
𝑽𝑽𝑵𝑵�  

vr=𝑯𝑯�  vr=𝑯𝑯�  vr=𝑴𝑴�  vr=𝑴𝑴�  
vl=𝑺𝑺�  vl=𝑴𝑴�  vl=𝑺𝑺�  vl=𝑺𝑺�  

𝑵𝑵�  X X X X 
 
𝑭𝑭� 

vr=𝑴𝑴�  vr=𝑺𝑺�  vr=𝑺𝑺�  vr=𝑺𝑺�  
vl=𝑯𝑯�  vl=𝑯𝑯�  vl=𝑯𝑯�  vl=𝑯𝑯�  

In our case the i-th rule is written as  

Rule Ri:  𝑑𝑑 𝑖𝑖𝑖𝑖 �̃�𝐴1𝑖𝑖  AND 𝛼𝛼 𝑖𝑖𝑖𝑖 �̃�𝐴2  
𝑖𝑖 𝑇𝑇𝐻𝐻𝑇𝑇𝑉𝑉 𝑣𝑣𝑟𝑟 𝑖𝑖𝑖𝑖 𝐵𝐵�1 

𝑖𝑖 𝐴𝐴𝑉𝑉𝐴𝐴 𝑣𝑣𝑙𝑙𝑖𝑖𝑖𝑖 𝐵𝐵�2 
𝑖𝑖 ,  

i=1, …, 12 

The speed of the right and left wheels are computed using the 
centroids for each aggregated Lower Membership Function (LMF) 
and Upper Membership Function (UMF). The speed for the left 
wheel 𝑣𝑣𝐿𝐿 is 

𝑣𝑣𝐿𝐿 = 1
2

(𝑣𝑣𝑙𝑙𝐿𝐿 + 𝑣𝑣𝑟𝑟𝐿𝐿)    (10) 

where 

𝑣𝑣𝑙𝑙𝐿𝐿 =
∑ 𝑓𝑓

𝑖𝑖
𝑣𝑣𝑙𝑙
𝑖𝑖+∑ 𝑓𝑓𝑖𝑖𝑣𝑣𝑙𝑙

𝑖𝑖𝑀𝑀
𝑖𝑖=𝐿𝐿∗+1

𝐿𝐿∗
𝑖𝑖=1

∑ 𝑓𝑓
𝑖𝑖
+∑ 𝑓𝑓𝑖𝑖𝑀𝑀

𝑖𝑖=𝐿𝐿∗+1
𝐿𝐿∗
𝑖𝑖=1

   (11) 

𝑣𝑣𝑟𝑟𝐿𝐿 =
∑ 𝑓𝑓𝑖𝑖𝑣𝑣𝑟𝑟𝑖𝑖+∑ 𝑓𝑓

𝑖𝑖
𝑣𝑣𝑟𝑟𝑖𝑖

𝑀𝑀
𝑖𝑖=𝑅𝑅∗+1

𝑅𝑅∗
𝑖𝑖=1

∑ 𝑓𝑓𝑖𝑖+∑ 𝑓𝑓
𝑖𝑖𝑀𝑀

𝑖𝑖=𝑅𝑅∗+1
𝑅𝑅∗
𝑖𝑖=1

    (12) 

The speed for the right wheel, 𝑣𝑣𝑅𝑅 , is determined analogously. 
 
4.2.2 Secondary Interval Type-2 fuzzy controller 

The goal of the secondary Interval Type-2 fuzzy controller is to 
maintain the mobile robot within region II. For better compromise 
between good performances and reduced rules, the knowledge 
base is constructed using 25 rules as they are formulated in Table 
3, which represent instructions to the robot to maintain its error 
angle to zero value. Input variables for this fuzzy logic controller 
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are the error angle α and its time derivative dα. The outputs are 
again the right and left velocities of the driving wheels. For the 
design of the fuzzy logic controller, we assume that the cardinality 
of the input and output sets are the same and equal to 5. We propose 
to use the following labels for the three sets: {𝑉𝑉𝐿𝐿� - Negative Large, 
𝑉𝑉� - Negative, 𝑁𝑁� - Zero, 𝑃𝑃� - Positive, 𝑃𝑃𝐿𝐿� - Positive Large}. The 
membership functions corresponding to the inputs α and dα, are 
shown in Figure 8 and those corresponding to the outputs are 
shown in Figure 9. The symbol tilda above each label indicates 
again that the fuzzy membership functions are of type-2. For the 
right wall following, we either construct a new rule base or keep 
the previous one by making a small change in equation (1) while 
permuting the distances d1 and d2 as in equation (13). 

𝛼𝛼 = 𝛼𝛼𝑟𝑟 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 �𝑑𝑑2−𝑑𝑑1
𝐿𝐿

�   (13) 

The design of the secondary Interval Type-2 fuzzy controller 
follows exactly the same steps as those presented in sub-section 
4.2.1, for the two fuzzy inputs: the angle error α and its variation 
dα.  

The velocities responsible for maintaining the mobile robot within 
region II are equally given by equations (8) and (9), such that  

𝑓𝑓𝑖𝑖 = 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝛼𝛼), 𝜇𝜇𝐴𝐴�𝑖𝑖2(𝑑𝑑α)�  and  

𝑓𝑓
𝑖𝑖

= 𝑚𝑚𝑖𝑖𝑎𝑎 �𝜇𝜇𝐴𝐴�𝑖𝑖1(𝛼𝛼), 𝜇𝜇𝐴𝐴�𝑖𝑖2(𝑑𝑑α)�  (14) 

On the other hand, the mobile robot should know the orientation it 
should take in case it is trapped in a local minimum as it is shown 
in Figure 2. 

The obstacle avoidance algorithm must determine the sign of the 
orientation angle given by equation (15).  

𝜃𝜃 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎2 �𝑦𝑦𝑡𝑡−𝑦𝑦0
𝑥𝑥𝑡𝑡−𝑥𝑥0

�  (15) 

 
Figure 8: Membership functions of the angle error and the angle error variation  

 
Figure 9: Membership functions of the left and right velocities 

 

Table. 3. Rule base for the lane following fuzzy controller 

   α 
dα 

 
𝑵𝑵𝑵𝑵�  

 
𝑵𝑵𝑴𝑴�  

 
𝑵𝑵� 

 
𝑷𝑷𝑴𝑴�  

 
𝑷𝑷𝑵𝑵�  

 

𝑵𝑵𝑵𝑵�  vr=�̃�𝑆 vr=�̃�𝑆 vr=�̃�𝑆 vr=𝑀𝑀� vr=𝐻𝐻� 
vl =𝐻𝐻� vl=𝑀𝑀� vl=�̃�𝑆 vl=�̃�𝑆 vl =�̃�𝑆 

 

𝑵𝑵𝑴𝑴�  vr=𝑀𝑀� vr=𝑀𝑀� vr=𝑀𝑀� vr=𝐻𝐻� vr=𝐻𝐻� 
vl=𝐻𝐻� vl=𝐻𝐻� vl=𝑀𝑀� vl=𝑀𝑀� vl=𝑀𝑀� 

 

𝑵𝑵� vr=𝑀𝑀� vr=𝑀𝑀� vr=𝐻𝐻� vr=𝐻𝐻� vr=𝐻𝐻� 
vl=𝐻𝐻� vl=𝐻𝐻� vl=𝐻𝐻 vl=𝑀𝑀� vl=𝑀𝑀� 

 

𝑷𝑷𝑴𝑴�  vr=𝑀𝑀� vr=𝑀𝑀� vr=𝑀𝑀� vr=𝐻𝐻� vr=𝐻𝐻� 
vl=𝐻𝐻� vl=𝐻𝐻� vl=𝑀𝑀� vl=𝑀𝑀� vl=𝑀𝑀� 

 

𝑷𝑷𝑵𝑵�  vr=�̃�𝑆 vr=�̃�𝑆 vr=�̃�𝑆 vr=𝑀𝑀� vr=𝐻𝐻� 
vl=𝐻𝐻� vl=𝑀𝑀 vl=�̃�𝑆 vl=�̃�𝑆 vl =�̃�𝑆 

 
4.3. Reaching the Goal 
 

 Reaching the goal behavior, allows the mobile robot to 
navigate toward the target. Meanwhile, if the robot encounters an 
obstacle, the control switches immediately to wall-following 
behavior. "Reaching the Goal" and "Wall-Following" are two 
mutually exclusive behaviors. The activation of the first behavior 
prevents the second to happen. Figure 10, illustrates this operation 
using a flow chart. In contrast to the obstacle avoidance type-2 
fuzzy controller, reaching the goal behavior is designed using a 
Type-1 fuzzy controller. The input variables are the distance, from 
the current mobile robot location to the target, and orientation 
angle, which measures the heading of the mobile robot with respect 
to the target point. For our convenience, we define seven fuzzy 
membership functions for the input distance with labels Z for Zero, 
NS for Near Small, S for Small, M for Medium, F for Far, VF for 
Very Far, and VVF for Very Very Far. Figure 11 illustrates the 
corresponding membership functions. In the same manner, we 
define seven membership functions for the orientation angle error 
with labels LN for Large Negative, SN for Small Negative, N for 
Negative, Z for Zero, P for Positive, SP for Small Positive and LP 
for Large Positive as it is depicted in Figure 12. The shape of the 
membership functions are chosen arbitrary and their emplacement 
along the universe of discourse has been carefully and adequately 
fixed after some experimental trials leading to a smooth 
navigation. The fuzzy outputs are again the right and left velocities 
of the driving wheels, whose shapes are trapezoidal on a 
normalized universe of discourse, as shown in Figure 13. We 
define for this application the following labels: Z for Zero, NZ for 
Near-Zero, S for Small, M for Medium, H for High, VH for Very-
High and VVH for Very-Very-High.  
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Table 4 illustrates the fuzzy rules responsible of guiding the mobile 
robot to its final destination. The implementation of the fuzzy 
controller follows the steps of a conventional fuzzy controller, 
where one can find the main three blocks: the fuzzifier, the 
inference engine and the defuzzifier. 
 

Figure 10. Mobile robot navigation control algorithm 

 

 
Figure: 11 Membership functions of the distance “d” in cm 

 

 
Figure 12: Membership functions of the orientation angle “ϕ”. 

 
 

 
Figure 13: functions of the left and right velocities 

Table. 4. Rule base for the “ Reaching the Goal”  behavior 

 
5. Experimental results 
 
5.1 The mobile robot description 

The mobile robot used in this work is Khepera III, a wheeled 
mobile robot from K TEAM Corporation. It is a mini mobile robot 
with functionality similar to larger robots used in research and 
education. It is an automated differential drive guided vehicle 
designed and equipped for autonomous and intelligent tasks as 
shown in Figure 14. The platform operates as a client in a client-
server environment. Khepera is provided with Infrared and US-
range-finder. It comes standard with five US transmitter/receiver 
pairs covering the front and the sides of the robot. We depict in 
Figure 15 the Khepera US sensors. To calculate the pose 
information of the robot we used the dead-reckoning equations. 
 
5.2 The real experimentation Scenarios and Results 

Various scenarios were set-up to test our proposed method in a 
real environment with different scenarios. These experimental 
results will determine the robustness, accuracy, adaptability and 
efficiency of the proposed method. For each scenario, we use the 
Khepera mobile robot platform, and matlab as a programming 
platform language. We tested the proposed system by using tens of 
scenarios; in this section, we are going to illustrate six of them. We 
selected six scenarios with various configuration, different shapes, 
and unknown environment. For all scenarios, the Khepera moves 
from the initial O(0mm, 0mm) point to the target point T(0mm, 
1000 mm). Note that, the x-y data measurements are stored during 
the movement of the robot and plot by Matlab to get the graphs. In 
the first scenario, the Khepera robot navigates in a simple 
environment with one obstacle, as illustrated in Figure 16. During 

ϕ 
d NL NM NS Z PS PM PL 

Z LZ LZ LZ LZ LS LS LM 
RM RS RS RZ RZ RZ RZ 

NS LNZ LNZ LZ LNZ LM LVH LVH 
RVH RVH RM RNZ RZ RNZ RNZ 

S LNZ LNZ LNZ LS LVH LVH LVVH 
RVVH RVH RVH RS RNZ RNZ RNZ 

M LNZ LNZ LNZ LM LVH LVH LVVH 

RVVH RVH RVH RM RNZ RNZ RNZ 

F 
LNZ LNZ LS LVH LVH LVH LVVH 

RVVH RVH RVH RVH RS RNZ RNZ 

VF LNZ LNZ LM LVH LVH LVH LVVH 
RVVH RVH RVH RVH RM RNZ RNZ 

VVF LNZ LNZ LS LVVH LVH LVH LVVH 
RVVH RVH RVH RVVH RS RNZ RNZ 
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its motion to the target, the mobile robot encounters an obstacle. In 
this situation, the robot stops moving, determines the angle θ  from 
equation 15 and turns 90° clockwise due to the negative sign of the 
angle. The robot activates the obstacle avoidance behavior using 
the wall following approach. When the path is clear, the obstacle 
avoidance is inhibited and the Go-to-target behavior is re-
activated. Figure 17 illustrates the real experimentation of this 
scenario.  

In a second analog scenario, we simply change the length of the 
obstacle by considering a taller one. We remark that the mobile 
robot exhibits the same behavior as it did previously. We show in 
Figure 18 the plot of the experimental results, while Figure 19 
illustrates the real experimentation. 

In the third scenario, the Khepera robot navigates in a somewhat 
difficult environment with two long obstacles, as illustrated in 
Figure 20. In this scenario, during the movement of the robot 
toward its target, it faces the first obstacle of size (300 mm x 20 
mm) and a second one of size (700 mm x20 mm). The robot 
determines the angle θ  and turns 90° clockwise. The robot makes 
a first call to the wall-following algorithm to avoid the first 
obstacle. After passing the obstacle, the Go-to-Target algorithm is 
called in order for the robot to navigate toward its final 
configuration. However, in its path to the target a second obstacle 
is encountered. Again, the go-to-target is inhibited and the wall 
following behavior is activated. Immediately after passing the 
obstacle, the mobile robot regains control on the go-to-target 
behavior. The plot of this scenario is shown in Figure 20 and 
Figure 21 illustrates the real experimentation.  

In the fourth scenario, the mobile robot navigates until a cul-de-
sac situation is met, as it is can be seen from Figure 22. In this 
scenario, the mobile robot succeeds in escaping from this situation 
to join its final configuration using the same procedures. Figure 23 
illustrates the real experimentation of this scenario. 

In the fifth scenario, the robot is used to navigate in an 
environment embedded with many obstacles. The purpose of this 
manipulation is to show the validity of the approach in case of 
difficult situations. As we can notice from Figure 24, the mobile 
robot navigates successfully around the obstacles until the target is 
reached. Figure 25 illustrates the real experimentation of this 
scenario. 

Figure 26 depicts the sixth scenario, where we repeated the fifth 
scenario using different obstacles shapes. During its motion, the 
robot faces the first circle shaped obstacle. In this case, the avoid 
obstacle behavior is executed using the wall-following approach, 
immediately followed by the Go-to-Target when the path is clear. 
Figure 27 illustrates the real experimentation of this scenario. 

 

 

Figure 14: Khepera side view 

 
Figure 15: Khepera US sensors. 

 
Figure 16: First scenario. 

 
Figure 17: Real pictures of the first scenario. 

 
Figure 18: Second scenario 

 
Figure 19: Real pictures of the second scenario 
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Figure: 20 Third scenario. 

 
Figure: 21 Real pictures of the third scenario. 

 
Figure 22: Fourth scenario 

 

Figure 23: Real pictures of the fourth scenario 

 
Figure: 24 Fifth scenario. 

 

Figure: 25 Real pictures of the fifth scenario. 

 
Figure 26: Sixth scenario. 

 

Figure 27: Real pictures of the sixth scenario. 

6. A Comparison study with PSO-Fuzzy methodology 

In this section, we aim to compare the proposed method 
(Obstacle Avoidance Using Wall-Following Strategy) with 
another work, which uses a Partial Swarm Optimization-Fuzzy 
(PSO-Fuzzy) for navigation and obstacles avoiding [26].  

From an experimental point of view, and to compare the 
performance of the proposed method with PSO-Fuzzy, each 
method was executed in two scenarios. The first scenario is simple 
and the second is somehow complicated. Each method was 
executed from the same startup point O(0 cm, 0 cm) to the target 
point T(0 cm, 100 cm). The comparison will include the traveled 
distance and the execution time. Plots of the results of the first and 
second scenarios of the experiments are shown in Figures 28 and 
29 successively. The performance indexes are listed in Table 5. In 
fact, we have used the distance travelled by the mobile robot to go 
from the starting point to the destination point, whereas the second 
metric used is the time spent by the mobile robot to finish its 
travelling distance.  

In these scenarios, we applied the two methods to moving the 
robot from the initial point to the target with the obstacle avoidance 
strategy. When comparing the two methods, it is obvious from the 
results reported in Table 5 that the proposed method performed 
better than the PSO-fuzzy one. 
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Figure 28: comparison between proposed method and PSO-Fuzzy 

 

Figure 29: comparison between proposed method and PSO-Fuzzy  
Table 5: Performance indexes 

 

Parameters 
Proposed 

Method 

PSO-Fuzzy 

Method 

First scenario Execution time 33.83 sec 46.46 sec 

Traveled distance 124 cm 163 cm 

Second scenario Execution time 48.12 sec 69.35 sec 

Traveled distance 184 cm 219 cm 

7. Conclusion 

In this paper, a complete navigation mobile robot control is used 
to reach a given target while avoiding unforeseen obstacles. To 
satisfy these two requirements, a fuzzy logic design has been 
implemented for the two behaviors. The first behavior is achieved 
by designing a fuzzy controller that uses the distance and the 
orientation as inputs. The controller generates the required wheels 
velocities to drive the mobile robot to its destination along a 
smooth path. In case the mobile robot encounters an obstacle, it 
switches to the obstacle avoidance behavior designed using a wall 
following approach. A new fuzzy controller approach based on 
Type-2 fuzzy sets has been presented for obstacle avoidance using 
wall following methodology. To achieve this requirement, we 
divided the robot environment into three regions, two transient 
regions and one stable region. Whenever the mobile robot finds 
itself in the transient regions, the first fuzzy controller is activated 
to pull the mobile robot to the lane that is parallel to the wall. Once 
trapped in this region, the first fuzzy controller is inhibited and the 
second is activated such that the mobile robot remains within the 
limits of the lane. The mobile robot keeps moving within the stable 
region of displacement until a new situation appears, otherwise the 
go-to-target behavior is activated with Type-1 fuzzy controller and 
the mobile robot heads for the target point. Experimental works are 
carried out on the mobile robot Khepera III. The experimental 
results obtained are very satisfactory and prove the validity of the 
proposed approach, which is simple, and does not require 

complicated and burden computations compared to other methods. 
As an extension to this work, we plan to adapt this methodology to 
the mobile robot PowerBot from Adept Corporation. 
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 We have been developing a method of evaluating the mental health condition of a person 
based on the sound of their voice. Currently, we have applied this technology to create a 
smartphone application that shows the vitality and the mental activity as mental health 
condition indices. Using voice to measure one’s mental health condition is a non-invasive 
method. Moreover, this application can be used continually through a smartphone call. 
Unlike a periodic checkup every year, it could be used for monitoring on a daily basis. The 
purpose of this study is to compare the vitality index to the widely used Beck depression 
inventory (BDI) and to evaluate its validity. This experiment was conducted at the Center 
of Innovation Program of the University of Tokyo with 50 employees of one corporation as 
participants between early December 2015 and early February 2016. Each participant was 
given a smartphone with our application that recorded his/her voice automatically during 
calls. In addition, the participants had to read and record a fixed phrase daily. The BDI 
test was conducted at the beginning of the experimental period. The vitality index was 
calculated based on the voice data collected during the first two weeks of the experiment 
and was considered as the vitality index at the time when the BDI test was conducted. When 
the vitality and the mental activity indicators were compared to BDI score, we found that 
there was a negative correlation between the BDI score and these indices. Additionally, 
these indices were a useful method to discriminate a participant of high risk of disease with 
a high BDI score. And the mental activity index shows a higher performance than the 
vitality index. 
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1. Introduction 

This paper is an extension of the work originally presented in 
IEEE BIBE 2016 (The 16th International Conference on 
Bioinformatics and Bioengineering) [1].  

In recent years, mental health disorders have become an issue 
in many developed countries and the cost of dealing with such 
disorders is enormous [2, 3]. There is a need for a screening 
technology that allows for a quick and easy way to detect 
depression and stress early to tackle these problems.  

Currently, self-report type psychometric tests such as general 
health questionnaires (GHQ) [4] and Beck depression inventory 
(BDI) [5, 6] are used as methods of screening patients with mental 
health disorders. Besides these tests, there are proposals to use 
biomarkers such as saliva [7] and blood [8] as a method of 
evaluating mental health conditions. However, although self-
report psychometric tests are effective in determining those 
conditions at their early stages and in complementing diagnoses, 
there are issues of reporting biases. A reporting bias refers to the 
effect of an undervaluation or overvaluation because of the 
consciousness or unconsciousness of subjects. It has been reported 
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that the detection rate decreases in organizations that have 
established hierarchies such as in fire-fighting, police, or military 
[6-8]. Some causes of undervaluation in self-administered 
screenings are prejudice, discrimination, resistance to mental 
health disorder, or anxiety on career disadvantage in the job [6]. 
Concerning evaluations with biomarkers, they are a burden to 
those being tested as they are invasive, and the tests cost money. 
Thus, they cannot be considered as easy or simple solutions. In 
addition, conventional screening methods such as self-report 
psychometric tests and biomarkers are often conducted during a 
routine annual checkup, making it difficult to provide care during 
middle periods.  

On the other hand, prior to this current research, the authors of 
this paper have been researching and working on a way to estimate 
the state of a person’s mental health as in their state of depression 
or stress through voice data [14, 15]. Using voice for analysis has 
the advantage of being not only non-invasive, but also not 
requiring any dedicated and specialized equipment; it is simple, 
easy, and can be done remotely. Using this technology to assess 
the state of one’s mental health condition through his or her voice 
can make it possible to achieve monitoring on a daily basis, which 
is difficult with conventional methods. 

The authors have developed and provided MIMOSYS (mind 
monitoring system) SDK that estimates the health condition of 
speakers through their voice. MIMOSYS SDK has a function of 
recording and analyzing voice from a microphone as input and 
outputs the index of health condition as a result (see section 2.2). 
To allow daily monitoring for many people, we have developed a 
smartphone application using MIMOSYS SDK [16, 17]. The 
purpose of this study is to compare the vitality score, which is 
collected and analyzed through MIMOSYS to the BDI and 
evaluate its validity.  

2. Materials and Methods 

2.1. The Experiment 

The experiment was conducted as part of the University of 
Tokyo, Center of Innovation Program. With the support of 
Kanagawa Prefectural government, we provided smartphones with 
preinstalled application to 50 employees of a company. This 
company is searching for health care measures and has recruited 
50 in-house participants who are interested in the experiment. The 
50 participants comprise 39 males and 11 females. The breakdown 
of age is shown in Figure 1. The model name and Android version 
of the smartphones used in the experiment are given in Table 1. 
We required the test participants to record their voice for two 
months through reading out fixed phrases and through talking 
using the smartphone provided.  

We conducted the BDI test at the beginning of the experiment. 
The application detects when a call is made or received and 
automatically records the voice and analyzes it. The fixed phrases 

that the test participants read out daily are listed in Table 2. The 
application will erase the recorded voice file after the analysis, but 
the analysis results and user information are sent over a network to 
be collected and stored into a database. All the analysis results 
were obtained via this database. 

 

Table 1. Model name of smartphones used in the experiment. 

Model Number Android version 

SC-01F 31 4.4.2 

SC-01F 3 5.0 

SC-02E 5 4.3 

SO-01E 3 4.1.2 

SO-04F 3 4.4.2 

SH-04F 3 4.4.2 

F-05F 2 4.4.2 

Table 2. Manuscript of phrases read by participants. 
No. Phrase (in Japanese) Purpose 

1 I-ro-ha-ni-ho-he-to. non-emotional 

2 Honjitsu ha seiten nari. non-emotional 

3 Tsurezurenaru mama ni.  non-emotional 

4 Wagahai ha neko dearu. non-emotional 
5 Mukashi mukashi aru tokoro ni. non-emotional 

6 Omoeba tooku he kita monda. non-emotional 

7 a-i-u-e-o check pronunciation 

8 Ga-gi-gu-ge-go check pronunciation 

9 Ra-ri-ru-re-ro check pronunciation 

10 Pa-pi-pu-pe-po check pronunciation 

11 Garapagosu shotou check pronunciation 

12 Tsukarete guttari shiteimasu. emotional 

13 Totemo genki desu. emotional 

14 Kinou ha yoku nemuremashita. emotional 

15 Shokuyoku ga arimasu. emotional 

16 Okorippoi desu. emotional 

17 Kokoroga odayaka desu. emotional 
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Figure 1. Age histogram of test participants. 
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2.2. MIMOSYS 

In mental health disorders, a decrease in emotional expression 
appears and the proportion of sorrow component may increase. 
Therefore, MIMOSYS estimates the health condition of a speaker 
focusing on the balance and variation of these emotional indices. 
MIMOSYS is based on an emotion index obtained by a sensibility 
technology (ST) [9-11, 18]. It is preferable that natural utterance is 
inputted, although it is barely affected with utterance by acting. 
Therefore, in the developed application, we use the voice of calls 
that can be uttered naturally without consciousness for the analysis. 
We thought that it is advantageous to continuously use the call 
voice as an analysis target and accumulate the result.  

In emotional recognition using ST, multiple feature quantities 
are calculated from the input voice, and four emotional 
components – anger (Ang), sorrow (Srw), joy (Joy), and calmness 
(Clm) – in the voice are calculated from these features. The degree 
of excitement (Exc) is also calculated. Thus, five indicators are 
outputted. MIMOSYS calculates two intermediate feature 
quantities, namely vivacity and relaxation, from these emotional 
indexes in internal processing. It calculates vivacity from Joy and 
Srw, and relaxation from Clm and Ang respectively. From there, a 
short-term health index, called vitality index, is calculated. Then, 
a medium-term health index, called mental activity, is calculated 
from the vitality index accumulated for two weeks. The data 
calculation flow is shown in Figure 2. 

 
Figure 2. Data calculation flow of MIMOSYS. 

Next, we will describe the implementation of the application. 
When analyzing using ST, it is necessary to input the voice by one 
utterance, and when analyzing a long voice, it is necessary to 
divide it into data of one utterance by detecting speech. Here, 
utterance is a voice uttered in a single breath. The smartphone 
application, MIMOSYS, implements speech detection to record 
and analyze a call voice. Specifically, the utterance part is detected 
by the volume level, and only the extracted utterance part is used 
for the analysis in ST. Then, an analysis of the health condition 
estimation is carried out with multiple utterances in one call as one 
set. The vitality index is outputted as a short-term health condition 
index from these sets of uttered voices. In addition, in order to 
suppress variations at individual recording timings and capture 
long-term trends, we outputted the medium-term health condition 
index, i.e., the mental activity index, calculated based on the 
vitality index accumulated for two weeks. 

Both indicators for short term (vitality index) and medium term 
(mental activity) are each outputted as a real number value from 
0.0 to 1.0. In addition, having both the recording and processing 
function on the smartphone eliminates the transfer cost of the 
recorded voice data that would otherwise be incurred had the 
recordings been performed on a separate recording device 
requiring a transfer to another computational device. Furthermore, 
considering the possibilities of information leaks from the voice 
recordings and to reduce the storage load, we have decided to 

delete the voice recordings after analysis. The results of the 
analysis were stored on the smartphone devices and also sent to a 
database server via the network for storage. As an index 
corresponding to the BDI test, the vitality index was calculated 
from the first recorded voice, and the mental activity was 
calculated from the voice recorded in the first two weeks. 

2.3. Recording and Analyzing the Voice 

There are two ways of obtaining the voice over the smartphone: 
the voice of the user reading some sentences (hereinafter referred 
to as fixed phrase recordings) and the voice while talking on the 
phone (hereinafter referred to as call recordings). To monitor by 
oneself on a daily basis, we speculate that call recordings, in which 
the caller is not conscious of the recording, would be more suitable. 
However, as there are differences in the frequency in which 
individuals use their phone for talking, we included in the 
analyzing application a function to record a fixed phrase reading 
on a regular basis for the experiment. In call recordings, the 
analysis was performed with utterances in one call; however, for 
fixed phrase recordings, the analysis was performed with 
utterances of reading the 17 phrases. Additionally, as there may be 
a difference in the nature of the voice between the fixed phrase 
recordings and call recordings that were obtained, to make it easier 
to differentiate them, information on which method was used to 
obtain the recordings was also included. 

 The voice to be analyzed was acquired by a microphone of the 
smartphone provided to the experiment participants (see Table 1). 
The recording format was a linear pulse-code modulation, the 
sampling frequency was 11,025 Hz, and the quantization bit rate 
was set at 16 bits. However, the recorded sound file was deleted 
immediately after the analysis was completed, and it was not taken 
out of the smartphone. 

2.4. Beck’s Depression Inventory  

The BDI test is widely used for judgment of depression, and 
the scores for judgment are listed in Table 3. In this research, a 
score of 18 or less is considered as low risk of disease, and more 
than that value is treated as high risk of disease. We conducted a 
test to evaluate the performance of the application to determine if 
the voices of the test participants could be used to discriminate 
between high risk of disease and low risk of disease. The BDI test 
was incorporated into the application and was executed when the 
application was first launched at the start of the experimental 
period. 

Table 3. Categories for BDI score. 

BDI score Categories of depression Judgment 

0–9 None to minimal depression Low risk of 
disease 
( ≤ 18) 10–18 Mild to moderate depression 

19–29 Moderate to severe depression High risk of 
disease 
( > 18) 30–63 Severe depression 

 

2.5. Statistical Analysis of Data 

The analysis result of the application is outputted to the 
csv (comma-separated values) file. We used Microsoft Excel 
functions and analysis tools to tally and analyze the data. 
Additionally, we analyzed the data and created diagrams using the 
R language.  
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3. Result 

The analysis result was obtained from the 50 participants, and 
48 valid results were obtained. In total, there were 890 call 
recordings and 4,357 fixed phrase recordings. The daily total 
recording count of the test participants in first two weeks is shown 
in Figure 3.  

 

Figure 3. Total recording count of test participants with two methods. 

3.1. Effect of the Recording Method 

In the experiment, there were two methods in which the voice 
was recorded and obtained. For each method, we separately tallied 
the vitality index and the side of the vitality score that shows the 
short-term mental health condition. The average and standard 
deviation of the vitality index are given in Table 4.  
Compared to call recordings, fixed phrase recordings tended to 
show a lower value and are less consistent. In this research, we 
evaluated the fixed phrase recordings and phone conversations 
independently. 

Table 4. Average and standard deviation of vitality index by two recording methods. 

 Call Fixed phrase 

Average 0.554 0.460 

Standard deviation 0.0759 0.0981 
 

3.2. Correlation to BDI 

The scatter plot of the vitality index by fixed phrase recordings 
and the BDI score is shown in Figure 4. The correlation coefficient 
between the vitality index and the BDI score showed a negative 
correlation value of 0.208. Furthermore, the correlation between 
the mental activity index by the fixed phrase recordings and the 
BDI score is shown in Figure 5. The correlation coefficient 
between the mental activity and the BDI score showed a negative 
correlation value of 0.285. 

The mental activity index, which is the medium-term indicator 
of the mental health condition, was calculated based on the voice 
data collected within the first two weeks, which was considered as 
the mental activity index at the time of the BDI testing. We found 
that depending on the test participants, there were differences on 
how often the phone was used. Because some had too few 
recordings captured or none at all, there were cases when we were 
unable to calculate the mental activity index corresponding to the 
BDI. Therefore, we were able to acquire call recordings from only 
17 participants, which were used to calculate their mental activity 
index. 

 
Figure 4. Scatter plot of BDI score and vitality by fixed phrase. The 
regression line is drawn in dashed line. 

 

 Figure 5. Scatter plot of BDI score and mental activity by fixed phrase. The 
regression line is drawn in dashed line. 
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The vitality index by call recording and its correlation to the 
BDI score is shown in Figure 6. The correlation coefficient 
between the vitality index and the BDI score was 0.177, which 
means that there is almost no correlation between the two. The 
mental activity index by call recordings and its correlation to the 
BDI score is shown in Figure 7. 

 
Figure 7. Scatter plot of BDI score and mental activity by call. 

The correlation coefficient between the mental activity index 
by call recording and the BDI score was 0.185, which indicate that 
there is almost no correlation between the two. 

The box and whisker plot is shown in Figure 8 and Figure 9. 
The results show that both scores showed a significant difference. 

However, the vitality index overlap of distribution is wider than 
that of the mental activity index.  

3.3. Discrimination Evaluation of High Disease Risk using 
MIMOSYS 

We then changed our perspective and evaluated the 
performance of discriminating high risk of disease and low risk of 
disease using the MIMOSYS index. However, the 17 participants 
with calculated mental activity from the call recordings all had a 
BDI score of less than 18; therefore, this evaluation was limited to 
using the fixed phrase recordings. With sensitivity as the vertical 
axis and 1-specificity as the horizontal axis, the receiver operating 
characteristic (ROC) curve plotted by changing the threshold is 
shown in Figure 10 and Figure 11. The ROC curve uses the area 
under the curve (AUC) as an indicator for performance evaluation. 
An AUC value in the range of 0.5–0.7 denotes low accuracy, 0.7–
0.9 denotes moderate accuracy, and 0.9–1.0 denotes high accuracy.   

 

Figure 8. Box and whisker plot of vitality score by fixed phrase with low 
risk of disease and high risk of disease. 

 

Figure 9. Box and whisker plot of mental activity score by fixed phrase 
with low risk of disease and high risk of disease. 

** (P < 0.01) 

** (P < 0.01) 
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Figure 10. ROC curve used in discriminating between low and high risk of 
disease using vitality index. 

 
Figure 11. ROC curve used in discriminating between low and high risk of 
disease using mental activity index. 

In the vitality index, the AUC was 0.775, while in the mental 
activity index, the AUC was 0.814. A well-balanced cutoff can be 
made at the point closest to the upper left corner in the ROC curve. 
Figure 12 and Figure 13 show the discriminated counts for the 
sensitivity, specificity, and accuracy at this point. Sensitivity, 
specificity, and accuracy are defined as follows: 

 Sensitivity = True Positive / (True Positive + False Negative) 

 Specificity = True Negative / (False Positive + True Negative) 

Accuracy = (True Positive + True Negative) / Total Count  

 
Figure 12. Accuracy of optimal cutoff in vitality.  

 
Figure 13. Accuracy of optimal cutoff in mental activity. 

4. Discussion 

4.1. Effect of the Recording Method 

 As a result of comparing the vitality index obtained by 
analyzing the fixed phrase and the call respectively, the fixed 
phrase tended to have a lower value and the standard deviation was 
also different. As the calculation of the voice indicator is based on 
the change in emotion, it is likely that the act of reading a fixed 
phrase would call for a lesser variation in emotional expression 
compared to phone conversations. For further consideration, we 
would like to determine if these differences such as the average 
and the standard deviation based on the recording methods could 
be corrected by, for example, changing or converting the values. 
This is for future research. 

4.2. Correlation to BDI 

In the fixed phrase recording, the vitality index and mental 
activity index both had a weak negative correlation to BDI. In 
addition, a higher correlation was found in the mental activity 
index. These results indicate that the higher the vitality index or 
mental activity index, the healthier the individual, and the lower 
the BDI score. On the other hand, the lower the indices of 
MIMOSYS, the worse the mental health condition and the higher 
the BDI. Hence, we consider such negative correlation between the 
two as actually a valid result. 

As for the vitality index of the two classes separated by the BDI 
score shown by the box and whisker plot, a t-test shows a 
significant difference when observing the result of the fixed phrase 
recording, and the reasonable performance as a classifier can be 
expected. Moreover, the overlapping of boxes is smaller in the 
mental activity index than in the vitality index, and a higher 
discrimination ability can be expected. 

On the other hand, some participants who made call recordings 
did not include those belonging to a class with a high disease risk 
with a BDI score greater than 18in the classification based on the 
BDI score. Therefore, in call recordings, we were unable to 
evaluate the discrimination of high disease risk. This is presumably 
due to the fact that the number of participants was limited, and 
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those test participants we obtained had low BDI scores, thus 
skewing the samples. 

4.3. Discrimination Evaluation of High Disease Risk using 
MIMOSYS 

As for the discrimination of the high disease risk mentioned in 
the previous section, the result of evaluation by AUC was 0.775 
for the vitality index and 0.814 for the mental activity index. We 
can say that this application has a moderate ability in 
discriminating the state of mental health. It shows that the mental 
activity index has a higher performance than the vitality index. In 
addition, the accuracy of the mental activity index was also shown 
to be similar to the vitality index as well.  

5. Conclusion 

In this research, we conducted an experiment to compare BDI 
to the vitality score, which was collected and analyzed through 
MIMOSYS, a smartphone application and a system we developed 
to use voice as a way of monitoring one’s mental health condition. 
We found that the vitality score had a significant correlation to 
BDI. Additionally, by its performance in discriminating a person 
who scored high in the BDI test, we were able to confirm its 
validity. In addition, the mental activity as a medium-term health 
index has a higher discrimination ability than the vitality as a short-
term health index, indicating that data accumulation is effective. 
The results thus indicated that this system could be used as a daily 
monitoring system to supplement the routine checkup. At the same 
time, as the different recording methods showed a difference in 
their numerical values, the next challenge would be to eliminate 
this difference. 
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 This article presents the instantiation of the Model of Adaptation of Learning Objects 
(MALO) developed in previous works, using the competencies to be developed in a given 
educational context. MALO has been developed for virtual environments based on an 
extension of the LOM standard. The model specifies modularly and independently two 
categories of rules, of adaptation and conversion, giving it versatility and flexibility to 
perform different types of adaptation to the learning objects, incorporating or removing 
rules in each category. In this work, we instance these rules of MALO using the 
competencies considered in a given educational context. 
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1. Introduction   

The Information and Communication Technologies (ICT) 
have been introduced in the field of the education, in order to 
extend and improve the teaching-learning processes. In these 
environments, the use of learning objects (LO) is becoming more 
relevant every day to facilitate the teaching-learning process. LO 
are understood as any digital resource that can be used to support 
learning [1]. 

On the other hand, the interest of incorporating adaptive 
capacities, both to learning objects and virtual learning 
environments, has increased in recent years. However, there is no 
uniformity about what should be considered as an Adaptive 
Learning Object (ALO) [2-12]. In general, there are several works 
that are being developed on ALO and its application in virtual 
education. Most of these works are mainly focused on the 
adaptation of LO to the virtual teaching-learning process 
considering several aspects, among which we can mention: the 
learning style of the students; the course offered; the types and 
means of storages; and the learning trajectories [29], in order to 

create a favorable and an optimal environment for the successful 
development of virtual education. 

Another aspect to consider is the adaptability of the LO's as 
support to the formation of competences, assuming that a student 
has previous competences that will be strengthened during the 
learning process until reaching an objective competence [26]. In 
this sense, within the learning trajectories are established states of 
skills and knowledge to be reached, which determine the level of 
customization of the LOs in terms of its granularity (knowledge) 
and skills required in them, for the acquisition of these 
competence goals [25-29]. This is the approach that we are 
interested in this work. 

 Due to the boom of virtual education and the application of 
emerging paradigms in the teaching-learning processes, combined 
with the weaknesses found in the various papers reviewed about 
ALO, we have presented in a previous work a Model of 
Adaptation of Learning Object (MALO) reconfigurable [2], based 
on the Learning Object Metadata (LOM) standard [3]. In this 
paper, we test the capability of reconfiguration of MALO, where 
its adaptation is guided by the competencies to be reached in a 
given course, that means, determining the level of adaptation of 
the LOs using MALO, according to the competencies to be 
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reached. In this case, the rules are redefined based on an 
autonomous adaptation of the LO. 

This article is organized as follows, the next section presents 
some theoretical aspects, and then we present in detail to MALO. 
The next section presents the example of adaptation of MALO 
using competencies, and finally, we compare MALO with 
previous work. 

2. State of the art 

In [4] is proposed an ALO model composed of four 
components, a knowledge domain model, a user domain model, a 
context model, and finally a session model. The fourth component 
is responsible for establishing relationships between the other 
three components, through navigation rules, content presentation 
rules, and rules of personalization of the information presented to 
the user. In that work, the rules of adaptation are specified to each 
ALO, which makes its implementation difficult. In addition, these 
are limited to navigation patterns within a LO. Finally, the 
proposal only presents rule statements, without any 
implementation. [5] presents an ALO model for t-learning, a term 
adopted to refer to learning through interactive digital television. 
The idea that they pursue is to offer LO with different behaviors, 
depending on the characteristics of the users. To do this, they use 
an XML file that contains a template with rules of adaptation of 
parameters, which indicate to the educational object what 
behavior or appearance to adopt according to the student's 
preferences. In this work, they do not incorporate autonomous 
changes in the learning process. 

In order to construct Adaptive Learning Systems, in [6] is 
proposed a model considering the granularity properties of the 
LO. Its proposal is based on the adaptation of the LO, by adding 
four levels of functionality: courses, documents, fragments of the 
document and multimedia pieces. The fragments are made up of 
multimedia pieces related to some instructional objective and a 
semantic description, which allows them to assemble a new 
learning object from the existing ones. The architecture presented 
in [6] is composed of 3 main components, a Domain Model 
formed by the concepts that the learner must learn; a Learner 
Model, which represents the learner's information; and an 
Adaptation Model, which is responsible for the adaptation of the 
contents that are presented to the learner, and the way the 
fragments are assembled. In this model, the authors use a modular 
and structured treatment of the adaptation process, however, they 
do not consider the technological limitations, and nor do they 
describe the rules to be used to adapt to LO. 

The work developed by [7], establishes a relationship between 
adaptation needs and learning materials. It considers that the 
needs of adaptation are influenced by the user, according to their 
cognitive and learning styles; the context, through the location and 
tasks that the user performs; and the learning material, with its 
own characteristics. They determine 13 adaptation criteria, which 
can be useful for classifying content and adapting LO. However, 
they do not present a model guiding how to incorporate these 
adaptation criteria into a LO. In [29] propose an adaptive 
framework of LOs, assessment items, and competences. In 
specific, the competencies are defined by the prerequisite.  

3. Theoretical Aspects 

3.1. Learning Object 

There are several definitions of LO, some of them are: "any 
digital resource that can be used to support learning" [1], "any 
entity, digital or non-digital, that maybe be used for learning, 
education or training" [8], "an element with recyclable digital 
multimedia content documents, which has a purpose and use in 
instruction and learning" [9]. 

According to the definitions cited, [8] considers LO in a rather 
broad sense, by including in it any resource, both digital and non-
digital, that can be used for learning, education or entertainment. 
On the other hand, [1] delimits it only to digital resources, so this 
definition is more oriented to digital technology. For its part, [9] 
makes explicit the use of digital documents with multimedia 
contents in the learning process. 

This shows that there is no consensus on the definition of LO. 
For the purpose of this research, the interest is focused on LO used 
in virtual environments, what can be called Virtual Learning 
Objects. Therefore, LO will be considered a reusable multimedia 
digital resource, which can be used in learning, and employ 
metadata for description. This highlights two important aspects in 
LO: it is a digital resource with multimedia features for 
educational purposes, and the metadata is used for its description 
to facilitate its discovery and reuse. 

In general, a LO has a set of attributes, such as reusability, 
portability, modularity, granularity, accessibility, flexibility, 
interoperability and durability. In specific, the granularity is an 
important property, because it facilitates its scalability and 
adaptation, and it simplifies the coupling or combination of 
different LO to form a new one. Some authors consider 
granularity from the point of view of the number of concepts or 
ideas contained in the LO [1,18]. Others, such as the LOM 
standard of IEEE, consider it as the amount of media or formats 
that are combined in a LO [6]. For purposes of this work, 
granularity is assumed from three approaches: 

- Concepts or ideas combine in a learning object, which provide 
the semantic density of the LO 

- Media or formats that are combined in a LO. They determine 
how the content is presented in LO. 

- Parts or elements in which the content of the LO is organized. 
It is like the contents table, where, for example, the document 
parts, the book chapters, or the course subjects, are indicated. 

3.2. Standards for production of Learning Objects 

The standards for LO are grouped into metadata standards and 
standards for the creation of educational platforms. The first seeks 
to describe and provide LO properties and information to facilitate 
and optimize their manipulation; while the second helps to define 
virtual environments that integrate a set of tools that provide 
support to the online teaching-learning process. Among the most 
widely used metadata standards are the Dublin Core [10] and the 
IEEE LOM, while SCORM and IMS are used for the creation of 
educational platforms. 

In our work, we use the LOM standard, which is a data model 
proposed by the IEEE, through the Learning Technology 
Standards Committee (LTSC), to describe a learning resource and 
its components. The purpose of the standard is to facilitate the 
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search, evaluation, acquisition and use of educational objects, as 
well as, to promote their exchange, reusability and share use. It 
consists of 80 descriptors, grouped into nine categories [3]. Each 
descriptor defines a specific aspect to be considered to describe a 
LO. Table 1 shows the categories defined in the LOM Standard. 

Table 1. LOM Standard Summary [3]. 

No Category Description 

1 General This category groups the general information that 
describes the learning object as a whole 

2 Life Cycle  This category describes the history and current state 
of the learning object and those entities that have 
affected this learning object during its evolution. 

3 Meta-
Metadata  

This category describes the metadata record itself 
(rather than the learning object that this record 
describes). 

4 Technical  This category describes the technical requirements 
and characteristics of this learning object.  

5 Educational This category describes the key educational or 
pedagogic characteristics of this learning object. 

6 Rights This category describes the intellectual property 
rights and conditions of use for the learning object 

7 Relation  This category defines the relationship between this 
learning object and other learning objects, if any. 

8 Annotation  This category provides comments on the 
educational use of this learning object, and 
information on when and by whom the comments 
were created 

9 Classification  This category describes where this learning object 
falls within a particular classification system. 

The LOM standard is considered as an extension of the 
Dublin Core standard, with additional elements for the description 
of educational resource properties. For this reason, to represent 
the LO metadata, in this work we decided to use the standard 
LOM 

3.3. Competencies 

The definition of competence is derived from the Latin word 
"competere", which means "to be adequate", that implies "the 
combination of skills, attitudes and knowledge necessary to carry 
out a task effectively” [11]. In this way, the elements of the 
competence are the skills and knowledge. The knowledge 
comprises the set of topics and themes that are part of a profession 
and that the students need to develop, while the skill represents 
the abilities to use the knowledge in the development of an 
activity [12]. Thus, the competence defines the person's ability to 
perform a task [26], as a result of the relations between a specific 
knowledge, and a know-how [13].  

In the learning contexts, the definition of competence refers to 
the set of skills and knowledge to solve specific problems [26], 
which relate the previous competences that the student has and the 
objective competence, i.e. the problem to be solved [29]. 
Depending on the objective competence, can be set the knowledge 
and skill levels required, and with the learnerʼs current knowledge 
and skill state, can be determined the learning trajectory. Based 
on this learning trajectory, personalized learning paths and 
adequate LOs can be defined. 

The Figure 1 shows the process of constructing of the 
objective competence: "to establish the difference between a 
vegetarian dish and others" proposed in Table 11. According to 
the Figure 1, can be set the learning trajectory knowledge and 
skills required to fulfill the objective competence, taking as a 
starting point the previous competence that the student possesses 
and defining evaluation moments in the learning trajectory. 

 
Figure 1. Objective competence construction in a learning trajectory 

3.4. MASINA Methodology 

MASINA (MultiAgent Systems for INtegrated Automation) is 
a methodology developed for the modeling of systems of 
engineering oriented to agents. It uses the Unified Modeling 
Language (UML), and the Object Systems Development 
Technique (OSDT), which is a tool for the formal specification of 
object-oriented models [23, 24]. It covers the phases of 
conceptualization, analysis, design, coding and testing, and 
integration. Now, we describe only the phase and model used in 
our work, for more detail see [23, 24]  

• Conceptualization: allows to identify the actors of the system 
and their use cases. In this phase basically the extraction and 
acquisition of the knowledge is realized to obtain a first 
description of the system. The main product of this phase is 
a conceptualization document, which contains the analysis of 
the problem, and the use cases with the description of the 
components of the system. The use case defines the list of 
actions of each a role in our system, to achieve a goal. 

• Analysis: it allows to describe the system, its objectives and 
tasks, capabilities, interactions, etc. The main product of this 
phase is a set of models like the task model, that describe each 
component of the system at the level of its procedure, 
condition of utilization, etc. of the different component, to be 
considered. 

In our work, we use these two first phases to design MALO, 
and particularly, the task and user case models of MASINA. 

4. Model of Adaptation of Learning Object (MALO) 

For the formal description of the model, we used the MASINA 
methodology proposed in [23-24], and UML diagrams. However, 
before the presentation of MALO, it is necessary to define an 
ALO. 

4.1. Definition of ALO 

An ALO is considered a reusable multimedia digital resource 
that can be used in a learning process, which contains metadata 
for its description, and is able to adapt to the context. The ALO 
concept is presented in Figure 2, through a use case diagram, and 
in the Figure 3 its activity diagram.  
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Figure 2. Use Case Diagram of an ALO 

 
Figure 3. Activity Diagram of an ALO 

As can be seen in the ALO activity diagram, its adaptation is 
a complex, recursive and dynamic process, where several types of 
adaptation can occur simultaneously, in addition, it has the 
flexibility to include other types of adaptation in the future. The 
ALO use case description is presented in Table 2, and the 
description of the types of adaptation is given in the following 
subsections. In the use case, we can see the adaptation procedure 
of the ALO, which can fail if there are not the services for the 
adaptation process. Also, the precondition conditions are very 
clear, we need to define the adaptation requirements that can be 
defined in our case, by the competencies to be reached. 

Table 2. Use Case Description of an ALO 

Use Case Adaptive Learning Object 
Description It processes the requirements of adaptation of a 

LO. 
Precondition Adaptation requirements 
Actors Adaptive Learning Object 
Procedure Begin 

Determine types of adaptation required 
If type = semantic then  

Adapt semantically the LO 
If type = organization then  

Adapt organizationally the LO 
If type = presentation then 

Adapt the presentation of the LO 

If type = transformation then 
Transform the LO content 

If type = other then 
Generate the rules of another type of 
adaptation of the ALO 

Combine the types of ALO adaptation until to 
reach the requirements 
Generate Matadata of ALO 

End  
Fail condition Not having the necessary services to process the 

LO adaptation requirements 
Success 
condition 

Build a LO adapted to the required specifications 

 

4.2. MALO Description 

MALO has been defined in detail in [21]. In this section, we 
present a resume of MALO. Figure 4 presents MALO, which is 
composed of 4 elements: 

- LO: are the Learning Objects to adapt, according to the 
information obtained from the context. 

- Units: they are small blocks, such as concepts, media or pieces, 
that compose a LO. The number of units present in the LO, 
define their granularity and complexity. 

- Rules: two categories of rules are defined, Adaptation and 
Conversion, which specify, respectively, the structural or 
contextual adjustments made to a LO. 

- Adaptation Metadata: it is an extension of the LOM standard, 
which describes the data and processes required to facilitate 
the process of adaptation of the LO. 

A LO can be decomposed into smaller units by using rules of 
conversion, forming a set with simpler LO, increasing its 
granularity; or conversely, starting from a set of LO, a more 
complex LO can be formed with less granularity. With the use of 
the rules of adaptation, the LO is adapted to certain specifications 
of the context in which it is immersed. 

 
Figure 4. MALO 

The result of applying the adaptation and conversion rules to 
an ALO is a Learning Object with a new semantic, or a new 
presentation format of the content, or a new organization, among 
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other things; based on the parameterization of an existing one, or 
the combination of several of them.  

4.2.1. Conversion Rules 

The conversion rules indicate that structural adaptations of a 
LO. In this article, two conversion rules are defined, however, 
MALO has the flexibility to allow the incorporation of new rules. 
The basic conversion rules are: 

- Composition: based on the principle of reusability, allows to 
build new LO from other LOs of less granularity. The 
description of the composition rule is presented in Table 3, 
which has 5 rules. 

- Decomposition: allows to decompose a LO into several LOs 
of less granularity, or to extract units included in a digital 
content. The description of the decomposition rule is 
presented in Table 4, which has 7 rules. 

Table 3.  Task Model of the Composition Rule 

COMPOSITION OF A LEARNING OBJECT 
Name Composition 
Objective Compose a LO from other LOs. 
Description Composes the content of a LO by total or partial 

aggregation of units (concepts, pieces, media) 
contained in other LOs 

Precondition Units required 
Subtask - Define the LO organization to be built 

- Add concepts or ideas 
- Add pieces or parts of the structure of a LO 
- Add media or formats to the contents of a LO 
- Generate metadata of the new LO 

Product Adaptive Learning Object 

Ingredients-Compose Learning Object 
Composition 
Type 

Indicates the type of composition to be made. 
Values = semantics, organization, format, mixed 

Concepts List Concepts or ideas contained in a LO 
Pieces List Different elements or part in which the LO is 

organized, similar to a table of contents. For example, 
document parts, book chapters, course topics, 
workshop content and activities. 

Formats List Different media or formats that are combined in a LO. 
Values = Text, Audio, Video, Interactive Animation, 

Simulator, Image, Table or Chart, Diagram. 
 

Table 4. Task Model of the Decomposition Rule 

DECOMPOSITION OF A LEARNING OBJECT 
Name Decompose 
Object Decompose a LO in order to increase its granularity 
Description Disaggregate the content of a LO by units (ideas or 

concept, parts or parts, formats or media) 
Precondition Requirement of concept, piece or format 
Subtask -  Search for concepts / ideas contained in a LO 

- Extract concepts or ideas from a LO 
- Extract organization of a LO 
- Remove parts  of the structure of a LO 
- Search for formats / media embedded in a LO 
- Extract media or formats contained in a LO 
- Generate metadata of the new LOs 

Product  Learning objects with greater granularity 

Ingredients- Decompose Learning Object 
Decomposition 
type 

- Indicates the type of decomposition required 
 Values = semantics, structure, format, mixed 

Concepts List - Concepts or ideas contained in a LO 
Pieces List - Different elements or part in which the LO is 

organized, similar to a table of contents. For 
example, document parts, book chapters, course 
topics, workshop content and activities. 

Formats List Different media or formats that are combined in a 
LO. 

Values = Text, Audio, Video, Interactive 
Animation, Simulator, Image, Table or Chart, 
Diagram. 

 

4.2.2. Adaptation Rules 

The rules of adaptation define the types of adjustments to be 
applied to the LOs to contextualize it. In MALO, four types of 
rules are initially defined: 

- Semantics: they allow to define new semantics in a LO, 
incorporating other ideas, conceptualizations or lexicons, 
according to its content. 

- Presentation: allows to adapt the presentation of the LO, 
adjusting its formats to the preferences, limitations and use, 
both technology and user. 

- Organization: they allow to reorder the content of a LO 
according to the pieces that make them up. 

- Transformation: they change the units of measurement, of 
quantification, etc., in the LOs. 

Tables 5, 6, 7 and 8 present the use cases of each adaptation 
rule. The main aspect to remark of these tables is that the 
precondition is one of the main criteria to determine what possible 
adaptation can be used in a given context, which can be used by a 
procedure of selection of adaptation mechanisms. 

Table 5. Use Case Description of the Semantic Adaptation 

Use Case Semantic Adaptation 

Description  It allows defining a new semantics of a LO, 
incorporating ideas or concepts according to their 
contents. 

Precondition Concepts or ideas required 

Actors Adaptive Learning Object 

Procedure Begin 
Determine new concepts or ideas or lexicon  
Find where to put them into the LO 
Incorporate them into the LO 
Generate metadata 

End 

Fail condition - Do not locate the required concepts in data 
repositories. 

- Not having the necessary services for the 
extraction of concepts, decomposition and 
composition of  the LO 

Success 
condition 

Construct a LO with new semantics required. 
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Table 6. Use Case Description of the Presentation Adaptation 

Use Case Presentation Adaptation 

Description They allow to adapt the presentation of a LO 
modifying its format 

Precondition - Technological Preferences and limitations 
- User Preferences and Limitations 
- Conditions of use and desired functionality of the 

LO. 
Actors Learning Object, Context, User 

Procedure Begin 
Determine technological preferences and 

limitations 
Determine user preferences and limitations 
Determine conditions of use and functionality of 

LO 
Customize LO to those preferences and 

limitations 
Generate metadata 

End 
Fail condition - Not having the mechanisms to determine 

preferences, limitations and desired functionality 
of the context 

- Not having the necessary services to transform, 
customize, decompose or compose a LO 

Success 
condition 

- Build a LO with a new presentation, transformed 
and/or customized. 

- Given some preferences or limitations 
recommend formats, customization parameters, 
functionality 

Table 7. Use Case Description of the Organizational Adaptation 

Use Case Organizational Adaptation 

Description It allows reorganizing the contents of a LO by 
rearranging its pieces. 

Precondition - Pieces or parts desired to organize the content of 
the LO 

- Concepts or ideas required 
Actors Adaptive Learning Object 

Procedure Begin 
Determine pieces or part of LO. 
Determine the reorganization parameters  
Rearrange LO  
Generate metadata 

End 
Fail condition - Do not locate the required pieces in the LO 

repositories. 
- Not having the necessary services for the 

extraction of pieces, decompose or compose a 
LO 

Success 
condition 

Build a LO with the new organization of its 
content. 
Recommend an organization for the LO 

Table 8.  Use Case Description of the Transformation 

Use Case Transformation 

Description Modifies certain properties or contents of a LO 

Precondition - Requirement of concept, piece or format. 
- Technological or user preferences or limitations 
- Usage patterns 

Actors Adaptive Learning Object 

Procedure Begin 
Summarize the content (concepts, organization) 

of a LO. 
Transform/Convert values of certain properties 

of some units to others (for example, of types 
of images, etc.) 

Generate metadata 
End 

Fail condition - Not finding the required units in LO 
repositories 

- Not having the necessary services for the 
transformation of the LO units 

Success 
condition 

Build a new LO with new features and/or units 

 

4.3. Adaptation Metadata 

The LOM standard covers quite well the description of a LO. 
However, it presents limitations for the adaptation of LOs 
autonomously. Specifically, the adequacy of a LO is guided by a 
set of mechanisms, which must be defined in the metadata of the 
LO. The main mechanisms to be defined are for the adaptation, 
the conversion, according to the information about the context 
where will be used the LO. This information is not currently 
included in the LM standard. For this reason, in this paper, it is 
proposed to incorporate an extension to the standard (defined as 
category 10 of the standard), based on the data presented in Table 
9. 

Table 9. Category 10. Extension proposal for the LOM standard 

No. Category Description Components 

10 Adaptation This category 
groups the 
necessary 
information, to 
facilitate the 
process of 
autonomous 
adaptation of a 
Learning 
Object 

10.1.Adaptation Rules  
(Name, Type, Description, 
Associated services, 
Required inputs, 
Procedure, Author, Date of 
creation, Date of 
modification) 

10.2.Conversion Rules 
(Name, Type, Description, 
Expected Product, 
Associated Services, 
Required Inputs, 
Procedure, Related Tasks, 
Author, Date Created, Date 
Modified) 

10.3 Context information 
(Knowledge Base, Rules of 
Inference, location of the 
Knowledge Base) 

10.4 Restrictions 
10.5 Other additional 

information 
 

The proposed category specifies the information used to 
manage an ALO. The conversion and adaptation rules are 
methods to be applied to an ALO, which are implemented in some 
LO management platform. Thus, this category defines the 
knowledge base that allows the interoperability between ALOs, 
and their adaptation methods. 
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This category facilitates the search, evaluation, recovery and 
application of the adaptive methods for an ALO. The ontological 
model of the Category 10 (OLOMCat10) is presented in Figure 5. 

 

OLOMCat10 relates Category 10 with 3 major components: a 
base rule, a rules catalog, and a services catalog. The base rule is 
the initial rule that triggers the ALO adaptation process. The Rules 
Catalog describes the set of conversion and adaptive rules. The 
Services Catalog describes and links a set of mechanisms required 
during the ALO adaptation process. The purpose of catalogs is 
ubiquity, making ALO independent of both, the rules of 
adaptation and the services used to implement them. 

5. MALO instanced by the competencies 

In this section are defined the adequacy of MALO, to consider 
the competencies during the adaptation process of the LOs.  

Considering that the competencies that are applied in the 
professional field are built on the basis of the training and the 
professional formation, it is clear to establish a relation between 
the competencies and the learning results, as expressions of what 
a person in a learning process knows, understands, and is able to 
do at the end of an educational process. 

As a result, a LO becomes a valid resource within the 
competence acquisition process, achieving an objective, a result 
or competence in a specific knowledge [21,25], which is 
conditioned to the quality of the LO, which involves aspects 
linked to its structure and granularity, and therefore, its adaptation 
in all or parts of its components [13]. 

Adapting a LO based on competencies requires the adjustment 
of the LO according to the user's previous competencies and the 
competencies objective (or learning result), in order that the LO 
has the sufficient characteristics to cover the competence 
objectives. In addition, should provide facilities to evaluate the 
competencies acquired. Thus, within the MALO model, the 
following aspects must be taken into account: 

• Through the conversion rules, the LO must adapt its structure, 
to add units as required to meet the competence objectives, i.e. 
the composition rule can add a unit from another LO related 

to the skill levels of the objective competence. 

• By contrast, through the adaptation rules, the LO can update 
its contextualization. For example, by the organization rule, 
the contents can be reorganized according to the competence 
requirements; or through the semantic rule; the LO can be 
enriched with links to external resources; or also through the 
transformation rule, the LO can incorporate measures 
establishing the skill level that a user must achieve after 
learning the specific knowledge that keeps the object. 

• And also through adaptation rules, the LO can propose 
assessment tools to evaluate the competencies acquired in the 
learning process 

Additionally, the enrichment of a LO with competence 
metadata can be incorporated into MALO, through the category 9 
of the LOM standard (see Table 10), which allows the extension 
of the specification to a semantic model of competencies that uses 
a combination of pedagogical strategies and competence 
taxonomies to classify and evaluate the LO’s performance in a 
learning environment [14]. 
Table 10. Category 9 of the LOM standard extended to include the competencies 

Nro Category Explanation 

9 Classification This category describes where this learning 
object falls within a particular classification 
system. 

9,1 Purpose The purpose of classifying the LO (discipline, 
idea, prerequisite, educational objective, 
accessibility, restrictions, educational level, skill 
level, security level, competence) 

9.2 Taxon path A taxonomic path in a specific classification 
system. 

9.3 Description Description of the LO relative to the Purpose, 
such as discipline, idea, skill level, educational 
objective, competencies, etc. 

9.4 Keyword Keywords and phrases descriptive of the LO 
relative to the Purpose and competencies. 

 

A hierarchical relationship between the different 
subcategories of Category 9 of the LOM standard is presented in 
Figure 6, where the competence (purpose) is defined by a 
taxonomic classification (taxon path), their description and 
keywords 

 
Figure 6. Category 9 of the LOM Standard. Hierarchical description of 

competence 

The use of LO as a resource to generate competencies in an 
apprentice within a virtual learning environment, requires to adapt 
the LO according to the required competencies, learning objective 
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and expected results. For this reason, Figure 7 presents a 
mechanism to instantiate the ALO in order to facilitate this 
process. For that, it is required:  

- Virtual Learning Environment (VLE) provides the necessary 
environment for the development of the teaching-learning 
process. 

- MALO defines the mechanisms for the LO adaptation 

- Adaptation Metadata identifies catalogs of services and rules 
required to adapt to an ALO. 

- Link Services provide ALO connection with VLE, to obtain 
context information, resources available for learning, as well 
as access to the Rule and Service catalogs. 

- Category 9 of the LOM standard contains the metadata to 
facilitate the discovery of LO with contents related to the 
required competencies. 

 

According to Figure 7, the required competencies by the 
learner are obtained from the VLE. MALO locates resources and 
LOs, which satisfies the required competencies and LOs. For this, 
it uses the information of the Category 9 of the LOM standard. 
MALO provides services with the conversion and adaptation rules 
defined in the metadata (Category 10), which access the 
mechanism catalog that allow the adequacy of the ALO according 
to the requirements. As a result of this process, an ALO is adapted 
to the competencies. 

6. Description of a Case Study 

Our case study test the capability of reconfiguration of an 
ALO using MALO, guided by the competencies to be reached in 
a given course. An application of the competence approach within 
MALO can be seen in the Table 11, to which the following 
considerations are carried out: 

• It is established as a previous competence of the user: 
"knowledge of vegetables". 

• It is established as objective competence: "Establish the 
difference between vegetarian dish and any other". 

Table 11. Cooking course: Vegetarian dish preparation 

Course 
activities 

- Select vegetables and other ingredients (input) 
- Prepare mixture (process) 

Learning 
Objects 
participants 

LO1: Interactive virtual course, where the 
apprentice must follow the instructions and 
prepare the requested plate 

LO2: Digital multimedia content with a catalog of 
vegetables, classified by edible and non-edible 
vegetables. 

Content of the 
virtual course 

The content of the virtual course is composed of 
two (02) parts: 
Ingredients: in this part the student must 

demonstrate his/her knowledge, selecting the 
vegetables and other required ingredients. All 
ingredients are specified in text form 

 
Preparation: indicated by a video, step by step, 

how to prepare the dish. 
Scenario - Previous competence: student with extensive 

knowledge of vegetables 
- Limitations: reading problems. 
- Preference: follow hearing instructions 
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- Objective competence: LO does not 
differentiate between vegetarian and other 
dishes 

Classification Establish the difference between a vegetarian dish 
and any other 

Previous 
Competence 

Knowledge about vegetables 

Objective 
Competence 

Establish the difference between a vegetarian dish 
and others 

Skill Levels KnowledgeComprehensionApplication 
 

The Table 11 defines the LO to be used, the previous and 
objective competence, the content of the virtual course to be 
covered, among other things. Considering that scenario defines 
that the LO does not meet the objective competence: "Establish 
the difference between a vegetarian dish and others", then it is 
necessary to add a LO with knowledge about "Differences 
between vegetarian and other dishes". For this, in addition to the 
set of rules explained in section III, should include rules of 
semantic adaptation, presentation adaptation and transformation, 
besides to the rule of decomposition and composition. Using 
MALO, the following procedure will be performed: 

1. Application of Presentation Adaptation rules: 
1.1. User preferences are determined. 
1.2. User Competencies are determined 

1.2.1. Previous competence 
1.2.2. Objective competence 
1.2.3. Skill levels of Objective Competence 

1.3. Limitations of the user are determined: reading problems 
1.4. Technological preferences are determined: not specified 
1.5. Technological limitations are determined: not specified 

2. Application of rules of Semantic Adaptation, 
2.1. Search for a LO that covers the target competence and 

user preferences. 
2.2. Search for a LO assessment tool to evaluate the objective 

competence and its skill levels 
2.3. Using Decomposition rules 

2.3.1. Units of LO are retrieved from the source. 
3. Application of Transformation rule 

3.1. According to the limitations and preferences of the user, 
3.1.1. Of the new LO found (LO3), extract audio from 

video 
4. Application of rule of presentation. 

4.1. Adjusts the volume of the extracted audio 
5. Application of Composition rules, 

5.1. The content of LO3 is integrated into the adapted LOs. 
6. Application of rules of organization, 

6.1. The structure of the adapted LO is reorganized according 
to objective competence. 

7. Generate the new ALO metadata 
7.1. Update the competence metadata in the category 9 of the 

LO: purpose, taxon path, description and keyword 
8. Product: the LO was adapted to add the ALO3, which contains 

the differentiation between a vegetarian dish and others, in 
audio format, and assessment tools to evaluate the 
competencies 

 

7. Comparison of MALO with other Models 

For the comparison of MALO with the previous works 
described in section I, we consider the most similar that are [4] [6] 

and [29]. The comparison criteria were based on the 
characteristics must fulfill an ALO. We have used the next set of 
criteria: what adapts each one (because in an ALO we can adapt 
several things: organization, content, presentation, etc.), the type 
of rules used (that determine the adaptation of the ALO), the 
architecture of the framework (that determine if it can be 
improved very easy), the extensibility (very important for its 
scalability), the flexibility (in order to include new aspects in the 
adequacy of an ALO), and if it is based on metadata, and 
particularly, in a standard. The comparison is presented in Table 
12. 

Table 12. Comparison of MALO with other proposals 

Criteria for Comparison 
Components 
to adapt 

[5]: content and navigation patterns of a particular 
user, according to user preferences 

[13]: content, navigation and presentation 
[29]: organization of the ALO and assessment 

items, 
MALO: semantics, presentation and organization 

of contents. Possibility of adding other types of 
adaptation 

Rules used [5]: propose the use of content adaptation, 
navigation and evaluation rules. 

[13]: propose rules of navigation, content and 
presentation. 

[29]: they propose a set of services, but they do not 
give a guide about how they must be used 

MALO: two categories of rules, adaptation 
(semantics, organization, presentation, 
transformation) and conversion 
(decomposition, composition) are proposed. 

Modularity 
 

[5]: is based on rules of adaptation, knowledge of 
the domain and the user 

[13]: is based on content granularity, adaptive rules 
and user domains, context and adaptation 

MALO: modular design based on adaptation 
components, metadata and internal LO units 

Extensibility 
 

[5]: They do not propose it 
[13]: They do not propose it 
[29]: new services can be included 
MALO: It proposes the scalability of the model, 

allowing the incorporation of new rules of 
adaptation and conversion 

Flexibility 
 

[5]: it is fundamentally based on the preferences 
and limitations of the user, as well as on their 
learning needs. 

[13] incorporates preferences and limitations of the 
user, as well as learning resources, but does not 
consider technological aspects nor patterns of 
use 

[29] they use the competencies to guide the 
adaptation 

MALO: possibility to adapt the preferences and 
limitations, both user and technologies. 

Adaptation 
Metadata 

[5]: They do not propose 
[13]: They do not propose 
[29]:  they do not propose an adaptive metadata 
MALO: The model works with the IEEE-LOM 

standard. It is proposed to incorporate into the 
standard an adaptation category, which 
describes the new elements used in the 
adaptation 
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When comparing the fourth approaches of adaptation of LO, 
it is observed that there are different criteria to consider. There is 
also no uniformity in the description of the adaptation metadata, 
nor in the modularity, extensibility and flexibility that each 
approach allows. 

With respect to MALO, its modular design, extensibility, and 
the use of standards provide it with greater robustness and 
flexibility to adjust its strategies and processes. In addition, it is 
the most complete in terms of what it adapts, the rules it uses, the 
descriptions it provides in its metadata, among other things. 

8. Conclusions 

The main product of this work is to test the capability of 
adaptation of MALO using the competencies. Among the main 
features of the MALO are its modular and independent design 
based on two categories of rules, adaptation and conversion, 
which are complemented to facilitate the dynamic adaptation of 
an ALO. The flexibility and extensibility of its design, allow the 
incorporation and elimination of rules. In addition, MALO 
considers the preferences and limitations, both user and 
technology, as well as the Desired functionality of the LO, and the 
usage patterns detected in the context. 

The competencies determine the skills and knowledge to be 
obtained in a given course, in this way they give useful 
information to adapt the LO to be used during the course. It 
determines specific conversion and adaptation rules. For example, 
according to the knowledge to be reached, it can define 
conversion rules to include new information in a given ALO. 
Also, according to the skills to be reached, it can define adaptation 
rules that allow reaching these skills. 

There are several future works, in particular, the proposed 
extension of the LOM (category 10) and the description of the 
category 9 how a competence metadata, presented in this article, 
should be detailed. Finally, it is necessary to implement a 
middleware that provides services to MALO, inspired by works 
such as [27,28] to manage repositories of ALOs, which 
autonomously exploit all the knowledge around the MALO, and 
can adjust an ALO using different frameworks, such as the 
competencies. 
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 Traceability for some people, is merely a tool to keep a history over something important 
that happened in the past. For others, is has no added value to their actual processes or 
products. In fact, it is becoming more and more valued. Traceability is still a vast area of 
research and an undiscovered field that if it is well used and managed, can provide a set of 
critical information or lead to something bigger. Many researches are still working to 
enhance its use and its integration by providing solutions to help users better manage and 
control their different elements (products, source code, documents, requirements, 
specifications, etc.). Nowadays, it is used in almost all domains as it can provide reliable 
information and helps improve efficiency and productivity. In this paper, we first present 
the state of the art on traceability and its use, through several examples. Then we provide 
a list of major techniques used in this field and propose our own traceability definition 
models. 
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1. Introduction  

This paper is an extension of work originally presented in the 
4th IEEE International Colloquium on Information Science and 
Technology [1] and was meant to show and explain the important 
role that traceability plays in different sectors. 

Traceability, as defined in ISO (ISO 9001: 2000), is the ability 
to trace the history, application or location of that which is under 
consideration. D. Asioli, A. Boecker and M. Canavari say that it is 
not a new concept but a practice that we need to implement in order 
to comply with the standards and law rules [2]. Certainly, over the 
past few years, it has become a necessity in fields where the 
security or safety of consumers is questioned, especially in medical 
and food industries.  

In software development also, this practice helps in the 
understanding, capturing, tracking and verification of software 
artifacts and their relationships and their dependencies during a 
software life-cycle [3]. As in [4], traceability was initially used to 
trace requirements from their source to implementation and test, 
when we talk about software development and now, it plays an 

increasing role in defect management, change management and 
project management.  

According to the Global Traceability Standard (GS1), 
Traceability Systems have become an integral part of doing 
business as they aim to identify and locate unsafe foods and 
validate the presence or absence of attributes that are important to 
consumers [5]. Even if they are not yet considered as a catalyst for 
financial gains, G.G.D. Nishantha, M.K. Wanniarachchige and 
S.N. Jehan say that they are able to ensure consumer trust, safety, 
reliability, accuracy and quality [6]. Its importance is reflected 
through its ability to solve issues and through its power to provide 
strong proofs or evidences.  

These Systems, along with their ability to monitor the 
composition as well as the position of every lot in a supply chain, 
are seen as a powerful tool that is capable of defining new 
management objectives and improve the overall performance [7].  

Our personal definition of traceability would be, the ability to 
keep a detailed history of all activities and changes that a particular 
object can undergo throughout its entire life cycle, taking into 
account the different relationships that may appear. This particular 
object can be a material, a product, a model or even a class in a 
software development platform.  
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Traceability, if it is used in the right way, can provide a set of 
critical pieces of information such as the source, the destination, 
the location, the time, the link, in addition to the actors that were 
involved in the whole process. As in [8], ubiquitous traceability is 
achieved automatically, as a result of collecting, analysing, and 
processing every piece of evidence from which trace data can be 
inferred and managed.  

The remainder of this paper is organized as follows: In Section 
2, we will provide a set of definitions extracted from two major 
sectors, namely the food industry and information technology. 
Section 3 presents examples of traceability uses in different areas. 
A list of major techniques that were used to enhance the 
traceability will be the object of Section 4. In Section 5, we propose 
a set of definition models related to previously mentioned sectors. 
We will discuss the proposed traceability definition model in 
Section 6 and we will give a brief conclusion in Section 7. 

2. Definitions 

Traceability management is the planning, organization, and 
coordination of all activities related to traceability, including the 
creation, maintenance and use of trace links [9], not only in 
software development, but also in our daily life (e.g. memorizing 
events, tasks, activities, etc.). 

In any area or sector, the definition of "traceability" is based on 
a number of criteria and limitations according to the used law or 
standards like the European General Food Law (EGFL) and the 
GS1 or simply, describes its purpose in a specific context. 

Authors in [10] stated that there is no exact, single definition of 
traceability and that it has a large number of different meanings, 
which depend on the industry sector, on the supply chain, and on 
the perspectives of both the suppliers and the users of such 
information. However, we intend in section 5, to prove that a 
common definition can be established by means of models. 

2.1. Food Industry 

The EGFL defines traceability as the ability to trace and follow 
a food, feed, food-producing animal or substance through all stages 
of production and distribution. 

According to A. F. Bollen and J.P. Emond, traceability is a 
well-coordinated and a well-documented movement of product 
and documented activities associated with the product, from 
producer, through a chain of intermediaries, to the final consumer 
[10]. 

M. Gooch and B. Sterling say that it is the ability to follow an 
item, or a group of items (whether animal, plant, food product, or 
ingredient) from one point in the value chain to another, either 
backwards or forwards [11]. Thus, food chain traceability goes 
from raw materials to consumption. This is almost the same 
definition given by F. Dabbene, P. Gay and C. Tortia, as they 
assume that products “moving” along the Food Supply Chain 
(FSC) are both tracked and traced [7]. 

Tracking is the process by which a product is followed from 
upstream to downstream in the Supply Chain. Tracing is the 
reverse process of tracking. The tracing process tends to 
reconstruct the history of a product through the information 
recorded in each step of the Supply Chain, identifying the source 

of a food or group of ingredients and consequently the real origin 
of a product [12]. These two primary functions of traceability are 
known as Trace-Back and Trace-Forward, as the movement can be 
traced one step backwards and one step forward at any point in the 
supply chain [6]. 

As in [13], traceability can either be internal or external. 
Internal traceability is within one company and relates to data 
about raw materials. While external traceability focuses on the 
product information from one link in the chain to the next (tracking 
a product batch and its history through the entire production chain).  

In the food industry, traceability requires that each lot or 
amount or batch of food material is given a unique identifier which 
accompanies it and is recorded at all the stages of its progress 
through its food chain [14]. 

J. C.C. Martins and R. J. Machado said that a traceability 
system must record and follow the trail, since products that come 
from suppliers, are processed and distributed as end products [15]. 
The traceability presented by these records must contain a set of 
reliable pieces of information in order to ensure the minimum 
requirements. In fact, as stated in [11], it has three key essential 
information components: (1) identification of product attributes, 
(2) identification of premises and (3) identification of movement. 

In the same context, P. Olsen and M. Borit have carried out an 
insightful comparative study of existing definitions [16]. By 
combining the best parts of these definitions, they concluded by 
saying that the simplest yet the most complete definition of 
traceability is the ability to access any or all information relating 
to that which is under consideration, throughout its entire life 
cycle, by means of recorded identifications. 

2.2. Information Technology 

In the field of software engineering, the IEEE Standard 
Glossary of Software Engineering Terminology defines 
traceability as the degree to which a relationship can be established 
between two or more products of the development process, 
especially products having a predecessor-successor or master-
subordinate relationship to one another [17]. 

It is the ability to inter-relate any uniquely identifiable software 
engineering artefact to any other, to maintain the required links 
over time, and to use the resulting network to answer questions of 
both the software product and its development process [8]. It is a 
key element of any rigorous software development process that, 
provides critical support for many development activities [18]. 

When we talk about traceability in software development, we 
often refer to Requirement Traceability, which is an activity that 
allows creating links between and within software artefacts [19]. 
The definition of Requirement Traceability (RT), according to O. 
C. Z. Gotel and A. C. W. Finkelstein, is the ability to describe and 
follow the life of a requirement, in both a forward and backward 
direction [20]. Other definitions can be purpose-driven, solution-
driven, information-driven or direction-driven. 

These authors specify that there are two types of RT: pre-
requirements specification traceability (Pre-RST), which is 
concerned with those aspects of a requirement's life prior to its 
inclusion in the Requirement Specification (RS), and post-
requirements specification traceability (Post-RST), which is 
concerned with those aspects of a requirement's life that result 
from its inclusion in the RS. 
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More details about software traceability were listed in [8], 
including seven research areas and their associated directions 
which must be addressed in order to achieve ubiquitous 
traceability. 

3. Uses of Traceability 

In the food industry, it is considered as a mechanism used to 
keep the history of a raw or semi-finished unit during 
manufacturing and until this unit is delivered. It has a great 
potential to improve food safety as well as to promote consumer 
protection, by providing quality information [21]. 

In the field of Information Technology, traceability is used to 
list all activities of an entity on a system in execution. An example 
of such is the use of recovery logs or event logs in some cases. As 
R. Clayton explained, it is the ability to track down the originator 
of an action (seen as the flip side idea to “anonymity”) and attempts 
to identify the IP address that caused an action to occur [22]. For 
instance, Law Enforcement Agencies (LEA) can use traceability 
to detect “Hi-Tech” crimes through data retention (causing logs to 
be preserved for a known period) and data preservation (ensuring 
that logs of special interest are not destroyed). 

It is also used to clearly identify the sources behind some 
statistical analysis. Authors in [23] stated that it is the property 
which enables the understanding of where the analysis data come 
from and facilitates transparency. They have proposed a set of 
traceability pairs (relation criteria and factors) to define all the 
variables required in an analysis and hence establish the link 
between the final result and all the sources used. Moreover, 
traceability can strengthen the link between the requirements put 
in place, the specifications and the artefacts throughout the phases 
of a software development, using Requirements Traceability 
Matrix [19]. 

As authors in [9] explained in details, it allows creating and 
using links between software artefacts, which for example allows 
to connect the origin of a requirement with its specification or 
development artefacts to each other throughout the software 
lifecycle. These connections are called trace links, and link a 
source artefact to a target artefact. These artefacts can be of 
different types, such as a requirement, a model element, a line of 
code, or a test case. 

In aerospace industry [24], traceability can be used to find the 
design related causes if a product does not function as expected. It 
is provided by establishing the relations between the design data 
and the requirements together with the relations between the 
components and the identifiers. 

In Supply Chain Management (SCM), R.R. Pant, G. Prakash 
and J. A. Farooquie, traceability is defined in terms of what, how, 
where, why and when aspects of underlying product along a supply 
chain [25]. 

In logistics, traceability may be used to optimize routes and 
improve planning and management. It may also work with 
accounting applications to evaluate inventory or with controlling 
applications to identify process inefficiencies [15]. 

In electronics, traceability is used to keep track of all 
information related to changes and transformations which are 
applied to identified Printed Circuit Board (PCB) or other 
electronic components. Starting from the original batches and 
sources, this information is mainly, the Bill of Materials (BOM), 

the measurements, the list of operations in the process chain and 
the final destinations to whom or where the boards must be 
shipped. As stated in [26], it is required for fulfilment of safety 
standards such as ISO 26262. 

Furthermore, traceability is also used in biology. An example 
of such, is to trace Genetically Modified (GM) animals that may 
similarly yield improvements in animal breeding, genetics and 
reproduction [27]. 

4. Techniques 

In order to help users better manage their traceable items, the 
traceability mechanism has been enhanced by making use of 
different approaches that vary from using simple information 
retrieval techniques to the use of ontologies, graphs or even 
models. 

4.1. Information Retrieval 

A. De Lucia, A. Marcus, R. Oliveto and D. Poshyvanyk 
explained that Information Retrieval based methods or techniques 
like probabilistic, vector space and Latent Semantic Indexing 
models are used to recover traceability links on the basis of the 
similarity between the text contained in the software artefacts [28]. 
The higher the textual similarity between two artefacts is, the 
higher the likelihood that a link exists between them. 

As in [29], this approach focuses on automating the generation 
of traceability links by similarity comparison between two types of 
artefacts. 

4.2. Ontology 

J. C.C. Martins and R. J. Machado proposed the use of software 
engineering methods and techniques to aggregate, disambiguate 
and blend existing knowledge [15]. They have used ontologies as 
a requirements modeling technique and developed specific 
traceability taxonomy in order to pursue the continuous 
improvement and answer the requirements of increased efficiency 
by tracking manufacturing activities information. 

S. Bendriss and A. Benabdelhafid used DAML-S which is a 
generic ontology that can be applied in all areas [30]. They have 
adapted it by integrating and adding their specific ontology 
“Product Traceability Service”, which describes all the web 
services of their traceability system. These services are dedicated 
to supply chain. 

4.3. Graphs 

As detailed in [19], “TraceMe” is an Eclipse module-based 
plug-in, that can be used to capture and maintain traceability links 
between different types of artefacts. According to the authors, this 
plug-in allows the software engineer to define different artefacts 
categories, capture traceability links between the defined artefacts 
categories and manage the traceability information through XML 
files. Traceability dependencies (trace links) are then displayed as 
graph. 

Other researchers tend to use graph-based techniques in order 
to create trace links of test case scenarios and therefore, enhance 
the test coverage measurement and analysis [29]. 

Additionally, there are other plug-ins in the internet which are 
capable of tracing issues to both requirements and tests and 
creating the related traceability matrix. 
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4.4. Models 

According to N. Sannier and B. Baudry, domain-specific 
modeling, which offers the capability to manipulate business 
domain concepts and traceability modeling, are Model-Driven 
Engineering (MDE) techniques that could address various aspects 
of requirement’s formalization [31]. These authors proposed to 
combine both MDE and Information Retrieval (IR) techniques to 
improve requirements organization and traceability while handling 
textual ambiguous requirements documents. 

MDE gives the basic principles for the use of models as 
primary artefacts throughout the software development phases and 
presents characteristics which simplify the engineering of software 
in various domains, such as Enterprise Computing Systems. A 
model is a symbolic system expressed in a language and each kind 
of model is represented by an appropriate modeling language and 
can be applied to certain purposes [3]. 

M. Thakur, B. J. Martens and C. R. Hurburgha  defined a data 
model as a coherent representation of objects from a part of reality 
[32]. They used the modeling technique to create a database model 
capable of recording all the transformations related to incoming 
and outgoing grain lots, as well as the transformations that take 
place internally in the whole supply chain. 

By making use of modeling techniques, C. Szabo and Y. Chen 
proposed “SeMMA” (Semantic Multi-Modeling Architecture), 
which is a multi-modeling architecture that permits the semantic 
integration of models defined in various languages, and ensures 
multi-model consistency when changes across different models 
occur and relies on three main modules, namely, the Change 
Analyzer Module, the Consistency Checker Module and the 
Warning Module [33]. 

In the same context, S. Bendriss and A. Benabdelhafid 
proposed a product data model which takes into account the 
different elements necessary for traceability, namely, the product 
in its various states, the various operations on the product, the 
occurred events, the resources used and the spatiotemporal 
location of the product [30]. 

In software development, requirement traceability can be 
described as a feature model to define a product [29]. It consists of 
a graph with features as nodes and feature relations as edges. If the 
number of features is very high, then the representation of features 
and their relations are displayed by tables. 

On the other hand, the authors in [18] presented an approach 
on how to build a multi-domain traceability framework. It consists 
of defining first a Traceability Information Model (TIM) which 
represents the core element of any traceability framework 
(artefacts/relations) and may refer to artefacts (documents, models, 
databases, project activities context) from different domains, then 
deriving traceability information from sources, record the 
information in a Traceability Model (TM) and finally, performing 
traceability analyses, based on traceability goals. 

Another example of such technique is presented in [26], where 
authors proposed an Eclipse plugin which uses the Eclipse 
Modelling Framework (EMF) as its base technology and stores the 
traceability model as an EMF model. This tool helps both users 
and project managers to create, customize and maintain 
traceability links, whose types depend on the company, 
development context and process used. 

For more details about MDE techniques, Galvão and A. Goknil 
have listed many traceability approaches in MDE and evaluated 
them using five comparison criteria: representation, mapping, 
scalability, change impact analysis and tool support [3]. They 
classified these approaches into three categories: requirements-
driven approaches, modeling approaches and transformation 
approaches. 

4.5. Others 

F. Furtado and A. Zisman proposed a new traceability 
approach called “Trace++”, a traceability technique that extends 
traditional traceability relationships to support the transition from 
traditional to agile software development [34]. This technique 
extends the use of information sets and consists of six elements: 
the agile related problem, the trace relations, a set of all source 
artefacts, a set of all target artefacts, a set of additional information 
and finally, the type of relations. 

Other techniques tend to use XML as the main tool to represent 
models and trace links. 

As stated in [29], these techniques are classified as Hypertext-
Based techniques. But there are others which can be either Rule 
based, Event based, Value-based or Scenario-based. 

5. Definition Models 

As stated before, there is no single or unique definition for 
traceability, since the term is described according to both its 
context and its purpose. Based on this and on the elements 
extracted from the other definitions, we hereby propose a 
definition model for the main sectors. 

In Food Industry, the purpose of traceability is to trace the 
initial product with the raw materials from the start, till the very 
end of the production chain. Figure 1 represents the internal 
traceability in this field, where p is the initial item, P is the final 
product and i0, i1 ... in are the set of information that describes the 
movement from one point to another. 

Figure 1: Traceability in Industry 

By simply adjusting these elements, this representation can 
also describe the traceability in the Supply Chain or Logistics, 
tracing lots from the warehouse to every destination of the 
distribution chain. 

Furthermore, it is only when two or more separate 
representations of this size are connected, that we basically speak 
about external traceability. Otherwise, it is still internal. 

In the field of Information Technology, one example use of 
traceability is to create links between customer requirements or 
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specifications and the supplier software. As shown in Figure 2, s 
refers to the initial specification (requirement) or source, while O 
refers to the final object. The relation between the different stages 
of development is represented by r0, r1 … rn. 

Figure 2: Traceability in Software Development 

When this definition is applied to the model driven engineering 
(Figure 3), relations are replaced by a set of transformations t0, t1 
… tn between predecessors and successors, representing the same 
system S. Elements s and O will be replaced respectively by m for 
the initial model and M the final model. Not to mention that each 
transformation can be represented likewise. 

Figure 3: Traceability in Model Transformation 

To sum up, we can say that the three proposals have a set of 
elements in common: 

• Items: units that need to be traced and followed. 

• Stages: positions where the units are processed. 

• Relations: links between predecessors and successors. 

• Activities: set of processes that were applied to the units 

These elements will lead us to set a common model for 
traceability, which will be the basis of our future studies. 

6. Discussion 

Traceability in our point of view, as stated before, is the ability 
to keep a detailed history of all activities and changes that a 
particular object can undergo throughout its entire life cycle, taking 
into account the different relationships that may appear. It can be 
internal or external and can be used in two different ways either 
forward or backward. 

As presented in the previous section, every traceable item is 
moving from an initial state to a final state, through numerous 
stages. In each stage, the output is the result of an activity that takes 

into account inputs from the previous stage and keeps the link to 
the origin. At the end, and since inputs and outputs are interrelated, 
tracing forward and backward is possible. 

Thus, we can combine these facts to establish a common 
definition model that can be used to define “Traceability” 
everywhere (Figure 4). 

Figure 4: Generic Traceability Model 

Here, i refers to the initial traceable item, where I is the final 
traceable item. The activities that the traceable item undergoes are 
represented by a0, a1 … an. O is the origin or the representation of 
all original characteristics of the traceable item. These 
characteristics do not change and are only updated if a new 
property was discovered when moving from one stage to another. 

Certainly, once this generic model is deployed on a particular 
platform, it will be a subjected to a large amount of data, of 
different types. Hence, is it mandatory to consider the following 
challenges: 

• How to address the problem of time vs Big Data during 
information access? 

• How can we manage to order the accessed traceability 
information by degrees of priority or importance? 

We intend on enhancing our model by adding a set of rules and 
other traceability related properties. 

For instance, a “weight” or a “priority” measure can be 
introduced and assigned to each traceability information, after the 
classification process, or we can improve the representation of 
trace links by including additional factors. Thus, only the most 
important set of information is shown when tracing an item, either 
backward or forward. 

7. Conclusion 

Traceability can ensure quality, safety, reliability and accuracy. 
Furthermore, it can help companies improve productivity, reduce 
costs and gain consumer’s trust. 

According to GS1 [5], traceability may assess other business 
systems and tools such as quality management, risk management, 
information management, logistical flows, commercial advantage 
and evaluation of management demands. 

In this paper, we have listed recent definitions related to 
traceability from two major sectors. We have presented definition 
models for these sectors and proposed our generic traceability 

State 0 State n

Stage 0 Stage 1 Stage n

Forward

Backward

i I

a0 a1 an

O
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model, by combining a set of common elements, which stands as 
the basis of our research. In the same context, we have listed also, 
the uses and purposes of traceability as well as the major 
techniques applied in this research field. 

In future work, we intend to refine our model with new elements 
and then, deploy it and use it in E-learning environments. 
Furthermore, a study will be initiated to decide whether or not this 
model can be applied to other fields or needs further 
enhancements. The final purpose will be to implement a general 
model, able to satisfy all traceability needs and requirements. 
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 L-band SiGe HBT active differential equalizers with variable,  positive or negative gain 
slopes have been designed and fabricated for frequency and temperature compensation of 
microwave and optical systems. The active equalizer employs dual-resonant RLC circuits 
in the series feedback path of the differential amplifier for positive gain slopes or in the 
load for negative gain slopes. The implemented active equalizers have achieved positive 
gain slopes of +54 to +87dB/GHz across 0.2 to 0.6GHz as well as negative gain slopes of 
-50 to -100dB/GHz over 0.6 to 1.2GHz. The active differential equalizers presented in this 
paper have an outstanding feature of providing variable, positive or negative gain slopes, 
which can be easily adjusted to meet with various stringent requirements for frequency and 
temperature compensation in microwave and optical systems. 
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1. Introduction  

First of all, this paper is an extension of the work originally 
presented in the 46th European Microwave Conference, 2016 [1]. 
The research and development of active equalizers have started at 
the beginning of 1970s as active RC filters with IC operational 
amplifiers in the audio band because of having many advantages 
over passive equalizers in terms of inductor-less, cheaper, smaller, 
easily manufactured and tuned circuits [2]. Since then, various 
types of active, adjustable amplitude and delay equalizers have 
been developed, including classical Bode variable equalizers, 
transfer-function types and switched-capacitor equalizers [3, 4, 5]. 
With the tremendous growth in semiconductor NMOS, CMOS 
devices, the R&D activities of active equalizers have moved 
toward wideband, high speed data transmission systems, a variety 
of analog adaptive equalizer architectures have been developed to 
eliminate signal distortions [6, 7, 8, 9]. Meanwhile, wideband 
microwave and optical receivers have been long tackled with the 
pass-band negative gain slope due to the falling off of gain of 
transistors and the insertion loss of passive elements as frequency 
increases [7, 10]. To address this issue, several types of passive 
equalizers have been reported, having fixed positive or negative 
gain slope as a function of frequency [11]. In addition, to realize 
the adjustability for the required gain slopes, a variety of active 
equalizers using diodes or transistors have been reported, having 

variable positive or negative gain slopes [10, 12, 13]. Although 
these circuits employ active devices, the circuit configuration is 
basically a passive type where fixed capacitances are replaced by 
diodes or transistors to provide variable gain slopes. Therefore, the 
insertion loss is seriously large. To address this problem, the 
authors have presented various types of the active equalizer with 
variable, positive or negative gain slopes. The advanced feature is 
in that active devices are used as an amplifier in place of the 
conventional switching or variable-capacitance device to achieve 
high gain. Moreover, to achieve higher frequency operation as well 
as miniaturized size, LC-resonators in place of the traditional RC 
filters are employed in the series feedback path or load circuit of 
the differential amplifier for positive or negative gain slopes. The 
active differential equalizers are as follows: Capacitance-
selectable bridged-T attenuators were incorporated into the series 
feedback path to achieve variable positive gain slopes, which can 
be digitally controlled [14]. Series LC resonators were employed 
in the base or collector bias circuits to realize variable, positive or 
negative gain slopes [15]. Single-band series or parallel LC 
resonators were used in the feedback path of the differential 
amplifier for the same purposes [16]. These active equalizers, 
however, can vary gain slopes but the frequency positions were 
fixed. To overcome this problem, a novel active differential 
equalizer having variable inclination and position of the positive 
or negative gain slopes have been presented in [1]. It employs dual-
resonant RLC circuits in the feedback path of the differential 
amplifier for positive gain slopes or in the load for negative gain 
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slopes. To extend the work, the theory and design for the active 
differential equalizer using the dual-resonant RLC circuits are 
described in more detail. Then the circuit design, simulation and 
performance are newly added for the case that dual capacitors 
(actually two varactor diodes) consisting of the dual-resonant RLC 
circuit are independently varied. These active differential 
equalizers are relatively narrowband as well as provide abrupt gain 
slopes but can be easily extended to wideband design with the 
proper choice of circuit parameters. 

2. Active Differential Equalizer Using Dual-Resonant RLC 
Circuits 

Two types of the active differential equalizers with variable 
inclination and position of the positive or negative gain slopes are 
graphically shown in Figure 1. fPP and fPN are peak frequencies. fBP 
and fBN are bandstop frequencies. The conventional active 
equalizers [14, 15, 16] can vary either a peak or bandstop 
frequency. Thus only gain slope can be varied. On the other hand, 
the novel active equalizers can vary both peak and bandstop 
frequencies. Thus both the inclination and position of gain slopes 
can be varied.  

 
Figure 1   Two types of the active differential equalizers with variable 

inclination and position of the positive or negative gain slopes 

 
Figure 2   Schematic diagram of the differential amplifier and dual-resonant 

RLC circuit 

Schematic diagrams of the differential amplifier and dual-
resonant RLC circuit are shown in Figure 2. The dual-resonant 
circuit consists of series LC (L2, C2) and parallel LC (L1, C1) 
circuits combined with a resistor (RS or RL). The dual-resonant 
RLC circuit becomes purely resistive at the frequency f1 and f2, 
which are given as follows: 
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The circuit also becomes short-circuited at the frequency f3. 
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The voltage gain of the differential amplifier (GV) in Figure 
2(a) can be approximated as the following equation, where ZL and 
ZS are an impedance of the load and feedback circuits.  

S

L
V Z

ZG =                                                         (6) 

When the dual-resonant RLC circuit is applied to ZS, GV 
becomes minimum at f1 and f2 as well as maximum at f3, which is 
graphically shown in Figure 3(a). Whereas, when the dual-
resonant RLC circuit is applied to ZL, GV becomes maximum at f1 
and f2 as well as minimum at f3, which is graphically shown in 
Figure 3(b). The differential amplifier provides variable, positive 
gain slopes (GP) between f1 and f3 by adjusting f1 or f3. Actually, f1 
or f3 can be varied with C1 or C2. It must be noted here that both f1 
and f3 can be varied with C1. Meanwhile, the differential amplifier 
produces variable, negative gain slopes (GN) between f1 and f3 by 
adjusting f1 or f3. In the similar way, f1 or f3 can be varied with C1 
or C2. However, it must be also noted that both f1 and f3 can be 
varied with C1. 

 
Figure 3   Voltage gains of the differential amplifier when the dual-resonant 

RLC circuit is applied to ZS or ZL. 
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Figure 4   Calculated resonant frequencies f1, f2 and f3 

Table 1  Circuit element values 

 

The resonant frequencies f1, f2 and f3 are calculated by using (1) 
to (5) and are shown in Figure 4. The circuit element values are 
listed in Table 1. It is clearly shown that the inclination and 
position of positive or negative gain slopes can be tuned by varying 
C1, C2 or both. As described above, f1 and f3 cannot be varied 
independently with C2 changes in Figure 4(b). 

3. Circuit Design 

Schematic diagrams of the active differential equalizer with 
variable, positive or negative gain slopes are displayed in Figures 
5 and 6, respectively. Dual-resonant RLC circuits are employed in 
the feedback path of the differential amplifier for positive gain 
slopes or in the load for negative gain slopes.  

 
Figure 5   Schematic diagram of the active differential equalizer with 

variable, positive gain slopes 

 

Figure 6   Schematic diagram of the active differential equalizer with variable, 
negative gain slopes 

As shown in Figure 2(b), the dual-resonant RLC circuit 
consists of a series LC circuit (L2, C2), a parallel LC circuit (L1, 
C1) and a resistor (RS or RL). RS or RL plays an important role of 
circuit stability and impedance matching. RL is basically chosen as 
50 ohms for impedance matching. But RS has to be carefully 
determined to achieve both high stability and high gain. When the 
dual-resonant RLC circuit is employed in ZS, RL is used in ZL. 
Meanwhile, the dual-resonant RLC circuit is employed in ZL, RS 
is utilized in ZS.  

Now the voltage gain with positive gain slopes (GP) and that 
with negative gain slopes (GN) can be given from (6) as follows: 

22 ]Im[]Re[ SSLP YYRG +=                                      (7) 
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Y 1]Re[ =                                                                 (8) 
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GP and GN are calculated by using (7) to (12) and the circuit 
element values in Tables 1. The calculation was done for variable 
C1 and fixed C2 or variable C2 and fixed C1. The calculated GP and 
GN are plotted in Figures 7 and 8, respectively. It is clearly 
demonstrated that variable, positive or negative gain slopes can be 
obtained. Due to a large value of L1, a variation of the bandstop 
frequency f1 is small in Figure 7. Thus the positive gain slopes 
greatly change with f2 (C2) in Figure 7(b). In the similar way, due 
to a large value of L1, a variation of the bandstop frequency f1 is 
also small in Figure 8. The negative gain slopes largely vary with 
f2 (C2) in Figure 8(b). 

 

Figure 7   Calculated GP for variable C1 and fixed C2 or variable C2 and fixed 
C1 

 
Figure 8   Calculated GN for variable C1 and fixed C2 or variable C2 and fixed 

C1 

 

Figure 9   Simulated gains of the active differential equalizer with variable, 
positive gain slopes 
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Figure 10   Simulated gains of the active differential equalizer with variable, 
negative gain slopes 

4. Circuit Simulation 

Based on the schematic diagrams of Figures 5 and 6, the circuit 
simulation was accomplished by using ADS. A cascode 
connection of SiGe HBTs is employed to control gain. In order to 
improve input and output matching, reactive elements of L and C 
are employed in the input matching circuit as well as the value of 
RL was determined as 56 ohms. The value of RS was finally chosen 
as 10 ohms to keep high gain and stabilize the circuit. The 
simulation was done for variable C1 and fixed C2 or variable C2 
and fixed C1. The simulated gains of the active differential 
equalizer with variable, positive or negative gain slopes are    
plotted in Figures 9 and 10, respectively. The variation of positive 
gain slopes is a little bit larger for f3 (C2) changes, which is in good 
agreement with Figures 4 and 7. In the similar way, the variation 
of negative gain slopes is also larger for f3 (C2) changes. In Figure 
10(b), both the inclination and position of negative gain slopes 
have drastically changed. 

5. Circuit Fabrication 

Photographs of the active differential equalizer with variable, 
positive or negative gain slopes are shown in Figure 11. The active 
differential equalizers were fabricated on the FR-4 substrate with 
a dielectric constant of 4.5. 0.35µm SiGe HBTs with an ft of 
25GHz (Toshiba MT4S102T), 1005-type resistors, inductors and 
capacitors are mounted on the substrate by soldering. A surface 

mount type of the varactor diode with a capacitance ratio of 2.5 
(Toshiba 1SV279) was used. The circuit size is 14 x 16 x 1.2 mm3. 

 
Figure 11  Photographs of the active differential equalizer with variable, 

positive or negative gain slopes 

6. Circuit Performance 

The measured gains of the active differential equalizers are 
plotted in Figure 12 for the positive gain slopes and in Figure 13 
for the negative gain slopes. The measurement was done for 
variable C1 and fixed C2 or variable C2 and fixed C1. Actually C1 
or C2 was varied with a control voltage VC1 or VC2 of the varactor 
diode. The measurement conditions are shown in Figures 12 and 
13, respectively. 

 
Figure 12   Measured gains of the active differential equalizer with variable, 

positive gain slopes 
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Figure 13   Measured gains of the active differential equalizer with variable, 
negative gain slopes 

The active differential equalizer with variable, positive gain 
slopes has achieved a gain slope of +50 to +70dB/GHz over 0.2 to 
0.6GHz in Figure 12(a) as well as +54 to +87dB/GHz across 0.2 
to 0.6GHz in Figure 12(b). The input and output return losses were 
better than 2dB and 15dB, respectively, which can be easily 
improved by employing a lossy match circuit in the input matching 
circuit.  

The active differential equalizer with variable, negative gain 
slopes has achieved a gain slope of -55 to -95dB/GHz over 1.1 to 
1.5GHz in Figure 13(a) as well as -50 to -100dB/GHz across 0.6 
to 1.2GHz in Figure 13(b). The input and output return losses were 
better than 2dB. In a similar way as the positive gain slope, the 
input and output matches can be further improved with the use of 
a lossy match configuration.  

These performances were compared with the conventional 
active equalizers and summarized in Table 2. It is clearly shown 
that the active differential equalizers presented in this paper can 
provide narrow-band but abrupt gain slopes as well as higher gain. 
With the proper choice of the circuit parameters, it is very easy to 
meet with the moderate gain slopes over a wide bandwidth.  

 

Table 2  Summary of performances of active equalizers 

 

7. Conclusions 

Two types of the active differential equalizers with variable, 
positive or negative gain slopes have been presented. With the use 
of the dual-resonant RLC circuit in the feedback or load circuit, the 
active differential equalizers have achieved positive gain slopes of 
+54 to +87dB/GHz across 0.2 to 0.6GHz as well as negative gain 
slopes of -50 to -100dB/GHz over 0.6 to 1.2GHz. The active 
differential equalizers presented in this paper show narrow 
bandwidth but abrupt gain slopes, which can be easily extended to 
wide bandwidth and moderate gain slopes with the proper choice 
of the circuit parameters. Moreover, the input and output matches 
can be improved with the use of a lossy match structure. It can be 
concluded from these results that the active differential equalizers 
would be one candidate for frequency and temperature 
compensations in microwave and optical systems. 
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utilities, road and rail transport systems, mining, process and manufacturing industries in 
asset life cycle value optimization. International standards ISO 55000 and PAS 55 were 
subsequently developed to provide a basis for a structured methodology in the development 
of Asset Management System. This methodology with the basic framework is considered 
inadequate in addressing the changing and challenging environment faced by the Energy, 
Power and Transportation sectors. This paper introduces the concept of Reliability-Centred 
Management System that could leverage on the advancement in Information and 
Communication Technologies and the entry of the ‘Big Data’ and ‘Smarter Grid’ era. 

Keywords:  
Physical Asset Management 
Risk-based Asset Management 
Reliability Centered Maintenance 

 

 

1. Introduction 

Incidents in the late 1980’s, such as the North Sea Piper Alpha 
disaster that caused 167 fatalities, and the ensuing oil price crash 
and the falling levels of service, escalating costs and poor planning 
in the public sector of Australia and New Zealand has necessitate 
a radical change in managing the assets, such as the oil platforms 
and the public infrastructures. The lessons learnt from these widely 
different environments have been remarkable similar, with 
significant convergence of conclusions. This has led to the 
approach of asset life cycle value optimization for the utilities, road 
and rail transport systems, mining, process and manufacturing 
industries at an accelerating rate. [1] 

On the other hand, international standards, such as PAS 55 and 
ISO 55000 developed in the last decade provide a basis for a 
structured methodology in the development of Asset Management 
System. However, this methodology with the basic framework is 
not adequate in addressing the changing and challenging 
environment faced by the power utilities. How utilities manage 
their assets is undergoing profound changes. Asset Management 
approaches and analytical tools have finally matured to the point 
where decisions can be based on data and facts – not just “gut feel” 
instincts and intuition. 

2. Current Asset Management Concepts 

Facing with the changing and challenging environment 
brought about in the global economic and local political pressures, 

the Asset Management mind-set for the energy, power and 
transportation sectors needs to focus on:  

•  Prudent performance targets, not maximum performance;  

•  Risk management not risk avoidance; and 

•  Spending justified by performance improvement and risk 
mitigation not blanket budgets.  

The quality of assets managed by the energy, power and 
transportation sectors cannot therefore be assured by simple 
compliance with the general ISO 9001 management system 
standard [2]. This is because ISO 9001 provides little guidance on 
what constitutes good Asset Management practice with regard to 
capital-intensive infrastructures with relatively long asset lives. 

The crux of Asset Management in these sectors is to have an 
integrated, whole-life and risk based approach. The issues faced by 
the energy, power and transportation sectors are many and varied. 
These sectors are required by their stakeholders to procure, 
operate, maintain and subsequently replace their assets at 
acceptable risk levels with satisfactory quality of service and 
reasonable return of capital investments. These assets comprise 
complex assets which typically have operational lives of several 
decades. At the same time, the sectors have to avoid unnecessary 
investments planning while ensuring the reliability, security and 
quality of services provided by these assets.  

Cost-effective operation and maintenance of the assets are 
particularly important in the management of the assets throughout 
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the useful life of these assets. Figure 1 shows the possible strategies 
that can be adopted in the maintenance of the assets. 

 
Fig. 1. Maintenance Strategy Evolution 

3. Technical Asset Management System  

Figure 2 shows a typical step-wise implementation approach 
that has been developed for Asset Management Systems of energy, 
power and transportation sectors under ISO 55000. [3,4] 

 
Fig. 2. Typical Four-Phase Approach for Asset Management System 

Implementation 

Phase 1 is to have an in-depth understanding of the 
organizational objectives and goals for meeting both the internal 
and external requirements. Demand growth, failure behaviour and 
other major trends and drivers impacting the power utility with 
regard to reliability, financial, safety, social, political, legal, and 
regulatory perspective are the most common external 
considerations. 

Phase 2 is the scoping of the Asset Management System. In 
this phase, the power utility needs to develop Asset Management 
objectives and a Strategic Asset Management Plan (SAMP) which 
are in alignment with organizational objectives. The SAMP is 
developed in consideration of expectations and needs from all 
stakeholders, and includes business values and Key Performance 
Indicators (KPIs); decision making processes and criteria; 
boundaries of the Asset Management System with scope; and 
plans and programs to achieve the Asset Management System 
objectives.  

Phase 3 is the resource planning and implementation phase, 
which is dedicated to the actual implementation of the Asset 
Management System including the required resources. This 
involves the development of processes and procedures, 
development of the right technical and IT tools and systems, and 
competence building, and awareness & communication on a 
regular basis.  

The technical scope of Asset Management needs to be aligned 
with the asset life cycle. In particular, different Asset Management 
practices should address the following four different stages of life 
span of the assets: - specification and design, commissioning, 
maintenance and operation, and retiring.  

According to Kristian Steenstrup, VP and Gartner Fellow, 
Energy and Utilities, “There are many strategies to improve 
reliability. Rather than thinking of them as conflicting or 
contradictory, develop a road map that matches the best tool to the 
characteristics of specific assets.” 

Technical Asset Management is therefore focusing on complex 
assets, where maintenance and analytics are used to support the 
reliable operation of the asset and to extend its useful life.  

Technical Asset Management methodologies in each stage of 
the life span of the asset are shown in the Figure 3. The 
methodologies have to be selected to manage the asset in each 
stage properly in order to reduce the risk, achieving the real 
advantages and benefits of the Asset Management System. 

 
Fig. 3. Technical Asset Management Methodologies in Different Stages 

of Asset Life 

Phase 4 is the evaluation and improvement phase as the Asset 
Management System should be continuously evaluated for 
possible improvements and corrections to be in alignment with 
inherent objectives. In this respect, systematic measurement of 
performance with quantitative and qualitative indices can 
contribute to the Asset Management System improvement with 
SMART targets for a specific process or the system.  

However, technical and financial constraints of the energy, 
power and transportation sectors usually hinder Asset 
Management System realization as planned. In order to overcome 
such constraints and to plan the Asset Management System in a 
tailor-made manner for short/long-term goals, a technical gap 
analysis can be carried out to understand the gap between current 
practices with technical competence and required scenario’s, 
prioritizing required technologies, tools or competences in an 
appropriate order. 
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This technical gap analysis not only enables the energy, power 
and transportation sectors in assessing their current practice, but 
can also be used to list and prioritize the technologies and 
methodologies to which the energy, power and transportation 
sectors have to pay attention to within their objectives and resource 
boundary in order to plan for the resourcing of required tools on a 
short or long-term basis. Asset Management supporting 
Information Technology (IT) tools therefore play an important role 
to support the technical performance of the Asset Management 
System in order to maintain, control, and analyse the information 
and its trend over the time, understanding of assets and their risks 
throughout their lifecycle. [5] 

 
Fig. 4. Example of a Technical Gap analysis 

Since sound decisions can be highly dependent on having a 
high quality of information, support by efficient IT tools for data 
acquisition and analysis is therefore critical. In this sense, some 
considerations of IT tools are  

1. Scalability: IT tools should accommodate all assets the 
power utility likes to include for monitoring and maintenance;  

2. Lifecycle Coverage: IT tools should cover all available 
information and its trend over the lifecycle of the asset;  

3. Compatibility: When energy, power and transportation 
sectors decide to adapt new condition assessment or monitoring 
software solution, IT tools should communicate core condition 
information on assets to one another; and  

4. Flexibility: IT tools should support any specific methods 
and information as a template in which the energy, power and 
transportation sectors like to add or remove at any time.  

In recent years, more and more energy, power and 
transportation sectors are considering to utilize on-line monitoring 
devices to extract meaningful dynamic condition parameters such 
as Partial Discharge, Tangent Delta, or Dissolved Gas Analysis for 
their power assets and other parameters such as vibration, 
temperature, corrosion, etc. for other critical assets. 

4. Asset Management Decision Support Modeling Using 
Health Indexing  

With the rapid growth of demand and the maturing electricity 
sectors in Asia, energy, power and transportation sectors are facing 

many challenges in managing their power assets, such as 
increasing demands from stakeholders with regard to safety, 
reliability, environmental impact and financial results, aging assets 
with increased risks of failure, and, as a result, a decreased level of 
reliability and (possibly) safety, etc. In planning maintenance and 
replacement of the vast number of growing assets, asset managers 
of these energy, power and transportation sectors need to identify 
which assets require attention, and what is the best action to take 
at what time. The choice becomes all the more complex as each 
asset type has different failure modes, and each failure may have 
different ways to influence the network. An ability to estimate the 
expected time to failure of assets will help the energy, power and 
transportation sectors make the optimal maintenance and 
replacement programs.  

We will describe a Health Index model, which has been 
adopted by several energy, power and transportation sectors and 
enables their asset managers to oversee the health of all installed 
assets, recognizing the required additional maintenance or 
replacement need per asset, and representing the results as a 
function of time. [5, 6,7, 8] 

The model combines Health Indexing and Risk Analysis, 
thereby providing full decision support on intervention actions to 
manage the power asset. The Health Index is a single indicator that 
represents the condition of an asset in relation to its specified 
performance and lifetime. The Health Index Tool is a dashboard 
for the asset manager and provides condensed information on the 
status of all relevant assets. 

 
Fig. 5. Health Index Classification Scheme 

The Health Indexing Methodology developed by DNV GL 
assesses the Health Index as accurately as the available data allow, 
and presents the results in a clear way, enabling the user to interpret 
the results in a blink of an eye. A simple colour scheme has been 
selected to represent asset health categories, each colour directly 
representing the required replacement or required additional 
maintenance need and urgency. A reference period is defined by 
the user, as an analysis horizon. Further to this, a critical time 
period is used to distinguish critical replacements from regular 
replacements. The reference period may be tuned to the regulator 
review period, or to any other relevant timeframe, and is typically 
10 to 15 years. The critical time is set to the time required for a 
“standard” replacement plan, typically 1 to 3 years. These 
timeframes are defined as health classes as indicated in Figure 5. 
These classes are characterized by the colours green, orange, red 
and purple, which represent “good condition”, “additional 
maintenance required”, “replacement within reference period” and 
“immediate replacement” respectively. 
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Fig. 6. Health Index Concept Using Three Types of Assessment Functions 

The core of the Health Index Model is formed by the 
assessment functions that estimate the remaining life of the asset 
from available data. This estimation is based on whatever 
information is available, be it asset type, failure data, age, 
utilization data, maintenance and condition data. The most direct 
way of assessing the remaining life is direct condition data. 
However, often sufficient data are not available. Under such a 
situation, alternatives are built in, based on statistical information 
or operational (utilisation) information. In other words, if the 
remaining life cannot be assessed directly, the model produces an 
estimation based on statistical expectations, or on expected 
degradation due to stress.  

As a result, three different types of assessment functions are 
used as shown graphically in Figure 6, i.e.:  

- the statistical remaining life function; 

- the degradation (utilisation) remaining life function; and 

- the condition remaining life function. 

Each of the above assessment functions estimates the most 
likely remaining life of the asset under study. 

Energy, power and transportation sectors may also use a risk-
based Asset Management System to support decision making in 
managing the power assets. To run a risk-based Asset Management 
model, there is a need to estimate the risks the assets are facing. 
Ideally, the risk of all assets shall be estimated individually, 
enabling a prioritization of all assets requiring attention.  

In order to apply the Health Index model to risk-based decision 
support, the model is extended to include a Risk Index. The Health 
Index, estimating the remaining life of assets based on failure 
probability, is combined with the assets criticality or failure 
impact, thereby opening the option to plot all assets in a risk 
matrix, tuned to the specific power utility’s core business values 
and circumstances.  

To match best practice Asset Management processes, this risk 
matrix can be defined for the typical most relevant business values 
and KPIs such as reliability (frequency and duration of service 
disruptions), safety (number of accidents / injured persons) and 
financial (revenue lost/money spent).  For example, the reliability 
impact of failure may be estimated by the load and number of 
customers connected to the individual assets and the system 
topography, like redundancy applications. The safety impact may 
be analysed using the probability of fire and explosion per asset 

type, in combination with the asset’s housing, type of substation 
and distance to the public areas. 

 
Fig. 7. Focused In-Depth Risk Analysis 

With the risk matrix in place, and the health and criticality 
indices available, it is possible to plot all assets into the risk matrix 
and identify the assets that require urgent and critical attention. 
Assets that require attention may then be prioritized in terms of 
both on safety and reliability.  

Once the assets with the highest risks are identified, individual 
in-depth analysis can be performed on selected assets, if required. 
For assets in the purple category, replacement is required as soon 
as possible. In case of a high level of uncertainty, the asset may 
require further detailed analysis before a replacement decision is 
made; whereas, assets with a low level of uncertainty may be 
replaced with minor or without risk analysis. 

For assets in the red category, a longer timeframe is available 
for more detailed studies and condition assessment. This enables 
focused in depth analysis if needed to better substantiate a 
decision. Figure 7 gives a graphical representation of this principle. 

The Health and Risk Indexing approach is part of the Asset 
Management decision cycle, an example of which is shown in 
Figure 8. 

 
Fig. 8. Health Indexing as part of the Asset Management Cycle 

Health and Risk Indexing processes data to produce 
information to decide what measures are required with what 
urgency and priority. The way in which it is embedded in the Asset 
Management process differs from user to user, but often it consists 
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of a two-step approach. The first step, as indicated in Figure 7, 
divides the assets in one of four categories based on the remaining 
life and the additional activities required to survive the reference 
time period. The assets that score excellent or very poor need no 
detailed further analysis as they will be either continued, or 
replaced on short notice. For the other assets, before deciding on 
the basis of lifetime (equivalent to failure probability), the impact 
of failure is assessed, yielding a risk ranking.  

Starting with the highest risk, solutions can then be generated. 
Each solution is again ranked on the basis of Solution Added 
Value. Finally, the asset manager will decide on a prioritization in 
the portfolio of solutions. The highest risk does not necessarily 
lead to the highest priority as this also depends on the cost and risk 
reduction potential of the solution.  

After prioritization of the solutions, the asset manager will be 
able to select and plan the actions. For this he will use the ranking 
obtained. However, the decision will of course be influenced by 
the budget available and by the (un)acceptability of the risks 
assessed. Some actions are mandatory for meeting the power 
utility’s directives and policies, and others may be highly relevant 
but not mandatory for the short term.  

This will ultimately develop asset management strategy and 
policy leading towards reliability-centred maintenance for critical 
assets. 

5. Asset Management System Based on Reliability–Centered 
Maintenance 

Reliability-Centered Maintenance (RCM) is a structured 
process to determine the maintenance strategies. Various 
maintenance strategies have been evolved over time, i.e. Reactive 
maintenance (RM), Preventive maintenance (PM), Predictive 
maintenance (PdM). RM and PM approaches have been 
implemented in the earlier stage of maintenance strategies. 
However, these strategies were recognized as ineffective 
methodologies in 1960s because they do not capture the asset 
condition and the impacts and risks of the failures. Soon after, 
RCM has been first introduced by Nowlan in 1978 and applied to 
the Department of Defense of the US. Thanks to its effectiveness, 
RCM has been applied widely to other industries. 

An example of RCM hierarchy is shown below: 
Table 1: An example of RCM Approach 

Reactive 
Element 

Applications 

Preventive 
Element 

Applications 

Predictive Element 
Applications 

Small parts and 
equipment 

Equipment subject 
to wear 

Equipment with 
random failure 
patterns 

Non-critical 
equipment 

Consumable 
equipment 

Critical equipment 

Equipment 
unlikely to fail 

Equipment with 
known failure 
patterns 

Equipment not 
subject to wear 

Redundant 
systems 

Manufacture 
recommendations 

Systems which failure 
may be included by 
incorrect preventive 
maintenance 

 

In terms of methodologies, the three maintenance strategies, 
i.e. RM, PM and PdM, are broken down into four maintenance 
methodologies, i.e. Run-to-Fail maintenance, Time-based 
maintenance, Condition-based maintenance, and Risk-based 

maintenance. Figure 9 below shows the relationship between the 
maintenance strategies and methodologies. 

 
Fig. 9. Consistent and Technically Sound Process towards a Reliability-Centred 
Asset Management System 

The condition-based approach: 

The condition based approach bases on the understanding of 
asset’s condition i.e. health index of the asset, which indicate how 
good or bad the condition of asset is. It also indicates the remaining 
life time of the asset, the likelihood of the asset’s failure. The 
health index system enables asset managers to oversee the health 
of all installed assets, recognize the required additional 
maintenance or replacements per location and plotted in time. An 
example of asset health index result is shown in Figure 10 below. 

 
Fig. 10. Example of health index results of a fleet of assets 

A simple color scheme presents the results indicating the required 
replacement or required additional maintenance attention. A 
reference period is agreed with the asset managers and usually a 
critical planning time period is defined to distinguish critical 
replacements from regular replacements. Based on these 
timeframes we can now define health classes as indicated in 
Error! Reference source not found.. The classes are 
characterized by the colors blue, green, yellow, orange, and red. 

Risk-based approach: 

Once the Health Index has been developed and determined for an 
asset, that asset can also be graded according to its Criticality of 
failing. Its Criticality can be determined with reference to all 
relevant asset management business values, like safety, reliability 
etc. The level of Criticality will be determined by the asset type, 
location, local grid situation etc. Once the Criticality and the 
Health Index are ready, an asset management risk matrix can be 
developed with on one axis the Criticality and on the other axis the 
Health Index. The Health Index gives an indication of remaining 
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life, but it can also be seen as an indicator of probability of failure. 
Criticality indicates the impact of the failure. Combining both will 
show the risk level of each asset in the risk matrix. An example of 
a risk matrix is shown in Figure 11. 

 
Fig. 11. Example of a risk matrix specifically for the health index 

As a general observation, the following trend has started to 
emerge [9, 10, 11, 12]: 

• Moving from time-based to condition-based maintenance 
and further from condition-based to risk-based 
maintenance for most critical assets - Using Fukushima 
Nuclear Power Station as an example, an incident in a 
nuclear power station can have dire consequences to the 
environment, human life, properties and the livelihood of 
the population in vicinity. The reliability-centred design 
and maintenance based on multiple KPIs will be the most 
appropriate choice in maintaining such an asset; 

• Moving from risk-based Asset Management to 
Reliability-Centred Asset-Management, whereby 

- Near-real-time information is captured and analysed; 
and 

- Real-time failure prediction function plays a key role 
in decision making support. 

• Moving from Big Data to Smart Data  

- With a more comprehensive data considered in the 
Smarter-Asset-Management, the Big Data will be the 
next challenge in Asset Management; 

- Smart Data is the next level of dealing with Big Data 
in a smarter and more effective way; and 

- More advanced data analytics techniques will be 
adopted such as machine learning/artificial intelligence 
approach. 

• Integrated Energy Asset Management System - 
merging Asset Management System (AMS) with Energy 
Management System (EMS): - The merger between the 
EMS and AMS will help address the Big Data more 
effectively.  

Energy, power and transportation sectors are moving in the 
data analytics era. This is the result of several global forces - one 
being the proliferation of less expensive electronic monitoring 
technologies and the speed and availability of communications 
systems. Furthermore, more and more energy, power and 
transportation sectors want to embark on developing the ‘Smartest’ 
asset systems possible. As a result, an unprecedented amount of 
raw data is being collected by energy, power and transportation 
sectors each day.  

On the other hand, criticality and health of each of the assets 
are influenced by the asset operational environment.  A systematic  

 
Fig. 12. Consistent and Technically Sound Process towards a Reliability-Centred 

Asset Management System 

approach to assess the criticality and health will deliver a practical 
approach to risk assessment across the entire asset base.  

Using the ranking factors and weighting factors, we are able to 
tailor the assessment to specific business priorities and objectives 
in achieving reliability-centred Asset Management strategy and 
policies.  

As criticality and health are two essential factors in assessing 
asset risks, the trend mentioned in the start of this section enables 
the integration of Asset Management Systems with other IT 
systems, such as Geospatial Systems, distribution management 
systems, energy management systems, signalling and control 
systems, etc. will help these systems in: 

• improving the accuracy in identifying critical 
contingencies by making use of more accurate 
component’s criticality and utilization information; 

• improving the performance by filtering out low failure 
probability; 

• better big-data management by using a single database; 

• improving the effectiveness by avoiding redundancy of 
assessments and processes; and 

• optimising decision making processes based on a more 
comprehensive assessment considering both global and 
local aspects 

6. Conclusion 

The energy, power and transportation sectors need to move 
from time-based to Predictive Maintenance / Condition Based 
Maintenance of their asset and ultimately towards Reliability-
Centred Asset Management strategy and policies. This will 
involve: 

• Apply Reliability-Centred Maintenance philosophy in 
selection of effective maintenance tasks; 

• Apply Reliability-Centred Maintenance philosophy to 
determine what operational and conditional data is 
required; 

• Reliability-centred maintenance provides a platform for 
developing an effective Reliability-Centred Asset 
Management strategy; and 

• Lastly, a platform with appropriate software applications 
to ensure a sustainable Reliability-Centred Asset 
Management strategy. 
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To achieve this state of managing the assets, particularly the 
critical asset, cost-effectively with minimum risks, energy, power 
and transportation sectors need to embark on a journey to develop 
resources and capability within the organisation to manage such 
changes. External helps from experts with in-depth knowledge, 
vast experience and up-to-date competency will definitely be 
necessary to leverage on the evolving trends in the ICT 
infrastructures. 

References 

[1] Institute of Asset Management: Asset Management – an anatomy (December 
2011 version 1)  

[2] “ISO 9001:2015 Quality management systems” standard 
[3] “ISO 55001:2014 Asset Management" standard. BSI Group.  
[4] Sungin Cho, Khanh-Loc Nguyen and Jos Wetzer, “Conceptual Design for 

Asset Management System under the Framework of ISO 55000”, 
proceedings CIRED 23rd International Conference on Electricity 
Distribution Lyon, 15-18 June 2015, Paper 1025 

[5] Mischa Vermeer, Ashutosh Sharma, Jos Wetzer, Peter Zonneveld and Dirk 
Boender, "Asset Management Decision Support Modelling, using a Health 
Index, for Maintenance and Replacement Planning", proceedings The 9th 
GCC – CIGRE International Conference, 2013  

[6] Mischa Vermeer and Jos Wetzer, “Transformer health and risk indexing, 
including data quality management”, Proceedings 45th CIGRÉ Session, 
2014, Paper A2-116  

[7] Fred Steennis and et al, "The Intriguing Behavior over Time of PD’s from 
Defects in MV Cables and Accessories; Lessons Learned with SCG, an On-
Line Monitoring System", proceedings CIRED 21st International Conference 
on Electricity Distribution, 2011  

[8] Mischa Vermeer and et al, “Asset Management Decision Support Modeling, 
using a Health Index, for Maintenance and Replacement Planning”, 
PowerTech, 2015 IEEE Eindhoven, 2015 

[9] Khanh-Loc Nguyen, Liang Hongzhu Daniel, Kelvin Tan, “Energy Asset 
Management System (EAMS) – Preparation for future power system with 
high penetration of DGs and RE”, ACEF Manila Philippines, 2015 June. 
Presentation online: http://d335hnnegk3szv.cloudfront.net/wp-
content/uploads/sites/837/2015/ 06/KEMCO-DDWPresentation_Session-II-
Khanh-Loc-Nguyen.pdf 

[10] Khanh-Loc Nguyen, Liang Hongzhu Daniel, Kelvin Tan, “Energy Asset 
Management System – A Hybrid Solution for Future Distribution System 
with High Penetration of DGs and RE”, WES (World Engineers Summit), 
Track 3, 2015 July, Singapore. Online link: http://www.wes-
ies.org/summit/tracks/ 

[11] Khanh-Loc Nguyen, Liang Hongzhu Daniel, Kelvin Tan, “Energy Asset 
Management System for offshore rigs”, SIEW ACES Singapore, 2015 
October  

[12] Khanh-Loc Nguyen, Daniel Liang, Terence Goh, Kelvin Tan, “A smart asset 
management method for offshore rigs”, EASEC-14 Conference, Vietnam, 
2016 January. Online link: http://easec14.hcmut.edu.vn/wp-
content/uploads/2015/06/S4-Summary-and-list-of-papers.pdf 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.astesj.com/


Secure Path Selection under Random Fading
Furqan Jameel*, Faisal, M Asif Ali Haider, Amir Aziz Butt

Department of Electrical Engineering, COMSATS Institute of Information Technology, Islamabad, Pakistan

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 30 March, 2017
Accepted: 02 May, 2017
Online: 22 may, 2017

Application-oriented Wireless Sensor Networks (WSNs) promises to be 
one of the most useful technologies of this century. However, secure 
communication between nodes in WSNs is still an unresolved issue. In 
this context, we propose two protocols (i.e. Optimal Secure Path (OSP) 
and Sub-optimal Secure Path (SSP)) to minimize the outage 
probability of secrecy capacity in the presence of multiple 
eavesdroppers. We consider dissimilar fading at the main and wiretap 
link and provide detailed evaluation of the impact of Nakagami-m and 
Rician-K factors on the secrecy performance of WSNs. Extensive 
simulations are performed to validate our findings. Although the 
optimal scheme ensures more security, yet the sub-optimal scheme 
proves to be a more practical approach to secure wireless links.
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1 Introduction

Wireless sensor network (WSN) consist of a collection
of sensors nodes which monitor the specific elements
from the surrounding and eventually transmit this in-
formation to other nodes or sink. In addition to dif-
ferent types of sensors, these nodes are also equipped
with a small battery and a low power transceiver.
Sensors periodically sense the environment and col-
lects measurements. Depending on the application,
these measurements are transmitted to one or multi-
ple nodes for processing. Therefore, WSNs are found
to be useful in multiple areas of life. In military, these
networks are found to be useful for surveillance and
monitoring of hostile territories [1]. Similarly, WSNs
are also used to monitor the growth of forests and
vegetation. They also evaluate temperature, humid-
ity and pressure of these areas to examine the grad-
ual variations in environment. In health care, these
sensor networks monitor the condition of patient and
in case of any abnormalities, these networks immedi-
ately alert the concerned authorities [1, 2].

Despite the advancements in WSNs over the past
decade, security at Physical Layer of WSNs has not
been sufficiently explored. Since sensor nodes are low
powered and energy limited devices, therefore, secu-
rity techniques that consume large amount of power
are not feasible for WSNs [3, 4]. In addition to this,
provisioning of security under minimal hardware
complexity is also a daunting task. In this backdrop,

research community is being gravitated towards Phys-
ical Layer Security (PLS) techniques. PLS exploits the
physical characteristics of the wireless channel such
as random fading and thermal noise, for securing the
wireless link between two legitimate users [5]. In this
regard, many existing works suggest that WSNs expe-
rience multiple type of fading (i.e. Rayleigh, Rician
and Nakagami-m). Rayleigh fading channel has been
used in literature to model the fading characteristics
of the wireless channel. In [6], Cheng et.al concluded
that in mobile to mobile communication, the line of
sight (LOS) component gradually diminishes and the
received signal amplitudes follow Rayleigh distribu-
tion. The empirical studies conducted in [6] also sug-
gest that in 5.9 GHz range when the distance between
transmitted and received node is less than 5 m the fad-
ing characteristics of channel follow Rician distribu-
tion. The authors in [7] proposed as a result of exten-
sive simulations that Rayleigh fading is most suitable
in congested city roads. In [8], the authors describe
that Nakagami-m being a versatile model is suitable
for various channel conditions. In case when nodes
are close to each other it converges to Rician fading.
Similarly, when nodes are far from each other it ap-
proaches Rayleigh fading channel.

Recently, a few studies have considered PLS in
wireless networks. Saad et.al in [9] utilized tree based
formulation of network to provide secure communi-
cation in uplink wireless networks. A distributed tree
formation algorithm was proposed which converged
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to equilibrium state. The authors in [9] also evalu-
ated secrecy per node and path qualification prob-
ability based on tree formation algorithm. In [10],
Pinto et.al studied the PLS of a Poisson distributed
network. The authors quantified the isolation prob-
ability and secrecy capacity of all the neighbors of a
node. It was found that there exist innate connection
between spatial position of eavesdropper and secrecy
capacity. Similarly, the authors in [11] derived secrecy
outage expression for wireless sensor networks under
correlated Weibull fading. Using graph theory, Zhang
et.al in [12] provided in-depth analysis of secrecy, rate
and network connectivity. The authors illustrated that
there exist a trade-off between secrecy capacity and
network connectivity. Finally, in [13], authors pro-
vided a resource allocation scheme under the con-
straints of PLS. The paper applied Kuhn-Munkres
(KM) algorithm on weighted bipartite graphs to gain
significant improvements in secrecy capacity.

It may be highlighted that above mentioned works
considered similar fading at the main and wiretap
link. However, due to random attributes of fading
channel (considering mobility of objects such as vehi-
cles and human beings in the environment), two sen-
sor nodes may experience completely different kind of
fading. Therefore, the assumption of similar channel
fading is not true for all practical scenarios. Moreover,
these studies assumed that the Channel State Infor-
mation (CSI) of eavesdropper is available at the trans-
mitter. Since a passive eavesdropper does not fre-
quently communicate, therefore, it is very difficult to
obtain the CSI of all the eavesdroppers in the network.
In view of foregoing arguments, this paper provides
a comprehensive analysis of outage probability of se-
crecy capacity under dissimilar fading at the main and
eavesdropper link. Moreover, intermediate trusted re-
lays have been used to provide Optimal Secure Path
(when CSI of receiver and eavesdropper is available)
and Sub-optimal Secure Path (when CSI of receiver is
available only). Random Selection (RS) of nodes has
been used as a benchmark scheme to prove the signif-
icance of our proposed schemes.

The remainder of this paper is organized as fol-
lows. Sec. II provides details of system model; Sec.
III derives the outage probability when links are sub-
jected to Rician and Nakagami-m fading. In Sec. IV
detailed discussion on simulation results is presented.
Finally, Sec. V, provides concluding remarks.

2 System Model

Let us consider a group of N ×M sensor nodes de-
ployed in a two dimensional square area as shown in
Figure 1. It is assumed that all the sensor nodes are
equipped with communication and sensing capabil-
ity. Also, all network entities are assumed to have sin-
gle antenna which experience statistically indepen-
dent flat fading. The nodes share information from
one end of the network to another end using the inter-
mediate sensor nodes. This scenario can occur quite

often in area where sensor nodes are deployed far
away from each other and direct communication link
is not available between source and destination nodes.
Some common examples are forest fire detection sys-
tem and industrial WSNs. Let us now consider that
a source node wants to send a message to destination
node. In the absence of a direct link between source
and destination, the source node delivers the confi-
dential message to nodes present in the very next hop
i.e. receiving node. The received signal with power P
at the next hop from can be expressed as
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Figure 1. System Model.

ym (t) =
√
P hms (t) +ns, (1)

where s is the transmitted signal, hm represents the
main channel between source node and the receiving
node. Additionally, ns represents the zero mean addi-
tive white Gaussian noise (AWGN) with variance N0
due to the electronics at receiver. Then the instanta-
neous signal-to-noise ratio (SNR) for the received sig-

nal is written as xm = |hm |
2P

N0
.

Due to the broadcast nature of wireless signal, the
eavesdropper also receives the transmitted signal. It
is assumed that all the eavesdroppers in the network
are passive and do not participate in the network to
jam or interfere the transmission of messages. More-
over, these eavesdroppers do not collude and work in-
dependently. In view of above, the received signal at
a single eavesdropper (Eve) is written as

ye (t) =
√
P hes (t) +ne, (2)

where ne is the AWGN at eavesdropper, he represents
the wiretap channel between Tx and Eve. The instan-
taneous signal-to-noise ratio (SNR) at eavesdropper

for the received signal is given as xe = |he |
2P

N0
.

The channel capacity for both the main link and
wiretap link can be written as Cm = log2(1 + xm) and
Ce = log2(1+xe), respectively. According to Wyner, the
positive difference between main link capacity and
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wiretap link capacity is called the secrecy capacity
and expressed as [14]

Csec = [Cm −Ce]+. (3)

3 Outage Probability Analysis

Following section derives a closed-form outage prob-
ability expression under the consideration of dissim-
ilar fading at main and wiretap link. To be specific,
we consider two different scenarios: (1) When Eaves-
dropper link experiences arbitrary fading and main
link experiences Rayleigh fading; and (2) when main
link experiences arbitrary fading and wiretap link ex-
periences Rayleigh fading. In this regard, an outage
event occurs when Csec falls below some target rate
Rs > 0. Hence, the probability of outage is given as

Pout = Pr{Csec < Rs} . (4)

The outage probability can also be re-written as

Pout = 1− Pcov , (5)

where Pcov = Pr{Csec > Rs} is the coverage probability,
which can be expressed as

Pcov = Pr
[
log2

(
1 + xm
1 + xe

)
> Rs

]
. (6)

Pcov = Pr
(
xm > 2Rs (1 + xe)− 1

)
. (7)

Using (7) we can define probability limits as

Pcov =
∫ ∞

0

∫ ∞
2Rs (1+xe)−1

fXm,Xe (xm,xe)dxmdxe, (8)

where fXm,Xe (xm,xe) is the joint PDF of xm and xe. By
exploiting the independence of xm,xe, we get

Pcov =
∫ ∞

0

[
1−FXm

(
2Rs (1 + xe)− 1

)]
.fXe (xe) dxe, (9)

where FXm is the Cumulative Distribution Function
(CDF) of xm.

3.1 Random Fading at Eavesdropper

If the main link is subjected to Rayleigh fading then
FXm is written as

FXm (xm) = 1− exp
(
−xm
xm

)
, (10)

where x̄m is the average SNR of the main link. After
simplification we obtain above equation as

Pcov = exp
(
−2Rs − 1

xm

)∫ ∞
0
fXe (xe)exp

(
−2Rsxe
xm

)
dxe .

(11)

According to the definition of Moment Generating
Function (MGF), the MGF of a positive random vari-
able β is written as

M(r) =
∫ ∞

0
fβ (t)exp(rt) dt, (12)

where fβ is the PDF of β.

3.1.1 Rician Fading

Let us now consider the case when eavesdropper ex-
periences Rician fading then the CDF of instanta-
neous SNR can be written as

FXe (xe) = 1−Q
(√

2K,

√
2

1 +K
xe

xe

)
, (13)

where K is the ratio of power of LOS component and
the power of multipath components and Q(., .) is the
Marcum - Q function. The MGF is given by [15]

MRician (r) =
(

1 +K
1 +K − rxe

)
exp

(
rK xe

1 +K − rxe

)
, (14)

then the outage probability is given as

Pout = 1− exp
(
−2Rs − 1

xm

)
MRician (r) . (15)

3.1.2 Nakagami-m Fading

When the wiretap link undergoes Nakagami-m fad-
ing, then the CDF of instantaneous SNR is given as

FXe (xe) =
γ
(
m, mxexe

)
Γ(m)

, (16)

where m is the Nakagami Shape factor which repre-
sents the number of multipath clusters in the environ-
ment and γ(., .) and Γ (.) are the incomplete and com-
plete Gamma function respectively.

MNakagami (r) =
1(

1− rxem
)m . (17)

Hence, the expression of outage probability, when
eavesdropper experiences Nakagami-m, is obtained as

Pout = 1− exp
(
−2Rs − 1

xm

)
MNakagami (r) . (18)

Also note that for K = 1 or m = 1, (18) resolves to well
known case of Rayleigh fading.

3.2 Random Fading at Transmitter

Now we consider the case when main link experi-
ences random fading and the wiretap link undergoes
Rayleigh fading. To evaluate this condition the above
mentioned expression of outage probability can be re-
written as

Pcov = Pr
(
xe <

1 + xm
2Rs

− 1
)
. (19)
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After some mathematical manipulations, above ex-
pression can be written as

Pcov =
∫ ∞

2Rs−1
FXe

(
(1 + xm)

2Rs
− 1

)
.fXm(xm) dxm

Pcov = 1−FXm
(
2Rs − 1

)
− exp

(
−1− 2Rs

xe

)

×
∫ ∞

2Rs−1
fXm(xm)exp

(
− xm

2Rsxe

)
dxm. (20)

It is to be noted that the incomplete MGF of a random
variable β is given as

M(r,ω) =
∫ ∞
ω
fβ (t)exp(rt) dt (21)

where fβ is the PDF of β.

3.2.1 Rician Fading

Using the above expression of CDF of Rician fading,
we can obtain the incomplete MGF of xm as [15]

MRician (r,ω) =
(

1 +K
1 +K − rxm

)
exp

(
sKxm

1 +K − rxm

)

×Q


√

2
(1 +K)K

1 +K − rxm
,

√
2
(

1 +K
xm
− r

)
ω

 . (22)

Now Pout is given as

Pout = FXm
(
2Rs − 1

)
+ exp

(
−1− 2Rs

xe

)
MRician (r,ω) .

(23)

3.2.2 Nakagami-m Fading

Similarly, Using the CDF of Nakagami-m fading,the
incomplete MGF of xm is given as [15]

MNakagami (r,ω) =
Γ
(
m,

(
m
xm
− r

)
ω
)

Γ(m)
(
1− rxmm

)m . (24)

where Γ (., .) is the complementary incomplete Gamma
function. Outage probability now yields

Pout = FXm
(
2Rs − 1

)
+ exp

(
−1− 2Rs

xe

)
MNakagami (r,ω) .

(25)

4 Secure Path Algorithms

This section proposes two algorithms namely, Opti-
mal Secure Path (OSP) and Sub-optimal Secure Path
(SSP) as shown in Figure 2 and Figure 3, respectively.
The objective of both algorithms is to find the most
secure path from source to destination under spec-
ified constraints. However, before discussing these

algorithms individually, it is pertinent to highlight
that following assumptions are made regarding the
characteristics of sensor devices:

(1) Each sensor node is given a unique ID.
(2) Each sensor node is able to locate its position us-
ing techniques like trilateration and multilateration
or with the help of GPS.
(3) Each sensor node has the ability to acquire the
position of nodes that fall under its communication
range.
(4) Eavesdroppers are uniformly distributed in the
network.

4.1 OSP

In the literature of PLS, a common assumption is that
the CSI of eavesdropper is available at the transmit-
ter [16, 17]. In this case, transmitting node can decide
by calculating the secrecy capacity of each node in the
next hop. After performing calculations, the transmit-
ter can select a node which ensures maximum secrecy
capacity. The objective function for OSP can be writ-
ten as

argmax
i∈M

Csec (26)

s.t. Rs > 0

Initialize Network  

Source = 𝑠 
Destination = 𝑑 

N= Total Hops , 𝐻𝑜𝑝=0 

For node 𝑠, find next hop 

neighbors 𝑀 and Eves 𝐸 in 

sensing range 

Calculate 𝐶𝑠𝑒𝑐(𝑖, 𝑗) 
using 𝐶𝑚,𝑖 and 𝐶𝑒,𝑗 

Select max
𝑖∈𝑀,𝑗∈𝐸

𝐶𝑠𝑒𝑐(𝑖, 𝑗) and 

set 𝑠 = 𝑖 
𝐻𝑜𝑝 = 𝐻𝑜𝑝+1 

if 

𝑑 ∈ 𝑀 
Set 𝑖 = 𝑑 Terminate 

if 

𝐻𝑜𝑝 < 𝑁 

Yes 

Yes 

No 

No 

Figure 2. Optimal Secure Path (OSP).

4.2 SSP

In contrast, it is more realistic approach to assume
non-availability of eavesdroppers’ CSI. It is due to the
fact that CSI of passive eavesdroppers’ is difficult to
obtain. Moreover, the CSI obtained during one time
slot may become outdated after a while, which may
lead to imperfect estimation. In this context, it is fea-
sible to select a path which maximizes the capacity of
main link. Hence, the objective function for SSP be-
comes

argmax
i∈M

Cs (27)

s.t. Rs > 0
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Initialize Network  

Source = 𝑠 
Destination = 𝑑 

N= Total Hops , 𝐻𝑜𝑝=0 

For node 𝑠, find next hop 

neighbors 𝑀 in sensing 

range 

Calculate 𝐶𝑚,𝑖 

Select 

max
𝑖∈𝑀

𝐶𝑚,𝑖 and set 𝑠 = 𝑖 

𝐻𝑜𝑝 = 𝐻𝑜𝑝+1 

if 

𝑑 ∈ 𝑀 
Set 𝑖 = 𝑑 Terminate 

if 

𝐻𝑜𝑝 < 𝑁 

Yes 

Yes 

No 

No 

Figure 3. Sub-optimal Secure Path (SSP).

It is worthwhile to note that our proposed schemes
can easily be reduced to the case when partial infor-
mation of eavesdroppers is available, i.e. the CSI of
some of the eavesdroppers is available. This scenario
can occur in WSNs where some of the eavesdroppers
are legitimate nodes of the network, while others are
not part of the networks.

5 Results and Discussion

This section provides comparison of results obtained
from the simulation of OSP and SSP algorithms when
main/ wiretap link undergo random fading as dis-
cussed in Section 3. For generation of simulation re-
sults, we have considered sparse network and dense
network as shown in Figure 4 and Figure 5, respec-
tively. Simulation parameters are provided in Table
1.

Parameter Value
Simulation Area 1000× 1000
Sensor Nodes (Sparse Network) 25
Sensor Nodes (Dense Network) 361
No. of Eavesdroppers 10
Rayleigh Channel Variance 1
Rician Channel Variance 1
Nakagami-m Channel Variance 1
Rician K factor 10
Nakagami-m shape parameter (m) 3
Channel Realizations 103

Noise -50 dB
Target Secrecy Rate (Rs) 1 bit/s/Hz

Table 1. Simulation Parameters

Figure 6 plots the end to end outage probability
against the increasing values of transmit power for
OSP, SSP and RS schemes for sparse network shown
in Figure 4. It can be easily observed from the graphs
(a) and (b) that the outage probability reduces with
the increase in transmit power. Moreover, it can be
seen that OSP out performs SSP and RS in case of both
Rician and Nakagami-m fading.
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Figure 4. Sparse Network.
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Figure 5. Dense Network.

In Figure 6(a) it can be observed that outage per-
formance of Rician/Rayleigh link is better than
Rayleigh/Rician link for all schemes. It is due to
the fact that in case of Rician/Rayleigh link the main
link undergoes Rician fading with K = 10. Since
K > 1 refers to improvement in LOS power over the
power of multipath components, therefore the main
link experiences less fading in comparison to wire-
tap link and the outage probability is reduced. Sim-
ilarly, in Figure 6(b), it is evident from the plot that
for a particular value of transmit power, the outage
probability of Nakagami-m/Rayleigh link is less than
Rayleigh/Nakagami-m link where m = 3. It is due to
the fact that m > 1 corresponds to reduction in fading
and therefore reduction in outage probability.

Figure 7 reiterates the observations highlighted
in Figure 6 by plotting end to end outage proba-
bility as a function of (a) Rician-K factor and (b)
Nakagami-m shape parameter for sparse network. In
Figure 7(a) it can be seen that the end to end out-
age probability rapidly decreases with the increase
in Rician-K parameter when main/wiretap link un-
dergoes Rician/Rayleigh fading. Conversely, the out-
age performance deteriorates with the increase in
Rician-K parameter when main/wiretap link under-
goes Rayleigh/Rician fading.
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Figure 6. End-End outage probability versus transmit
power OSP, SSP and RS (a) Rician (b) Nakagami-m.

The Figure 7(b) shows similar response for
Nakagami-m channel. It can easily be observed that
for the increasing values of shape parameter m, the
Nakagami-m/Rayleigh channel performs better than
Rayleigh/Nakagami-m. It is worth noting that for
both Rician and Nakagami-m fading, OSP performs
better than the SSP. However, if the main link expe-
riences less fading in comparison to the wiretap link
then the sub-optimal scheme (i.e. SSP) performs very
close to OSP. This fact signifies the importance of us-
ing SSP in practical scenarios where legitimate chan-
nel is better than eavesdropper’s channel.

Figure 8 plots the end to end outage probability
against the target secrecy rate Rs for (a) Rician fad-
ing (b) Nakagami-m fading for sparse network. It can
be seen from the graphs that with the increase in Rs,
the outage probability also increases for both OSP and
SSP. It is due to the fact that as the target thresh-
old increases, it becomes difficult to maintain secure
communication under given channel conditions. This
leads to increase in the occurrence of outage events
which eventually increases the outage probability. It
is can also be observed that in case of Rayleigh/Rician

and Rayleigh/Nakagami-m, OSP and SSP converge to
1 with increase in Rs. On the contrary, the curves of
OSP and SSP diverge with the increase in Rs for Ri-
cian/Rayleigh and Nakagami-m/Rayleigh.
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Figure 7. End-End outage probability versus (a)
Rician-K factor (b) Nakagami-m shape parameter.

Figure 9 shows the end to end outage probabil-
ity against the increasing values of transmit power for
sparse and dense network. It can be seen that the end
to end outage probability in case of dense network is
better than that of sparse network for same number of
eavesdroppers. The advantage obtained by using mul-
tiple relays is also evident from the plot. We can see
that using multiple relays offers spatial diversity, due
to which the end to end outage probability decreases
as the network become dense. It can be observed that
effect of spatial diversity is more pronounced where
main link is better than wiretap link.

6 Conclusion

In this article, we have discussed implications of
dissimilar fading on the secrecy performance of
WSNs. We derived closed form expression of out-
age probability for four scenarios i.e. Rayleigh/Rician,
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Rician/Rayleigh, Rayleigh/Nakagami-m, Nakagami-
m/Rayleigh. We then provided two algorithms i.e.
OSP and SSP to enhance link security. A detailed com-
parison of OSP, SSP and RS was presented with OSP
performing better than SSP and RS. However, when
CSI of eavesdropper is unavailable to the transmit-
ter, the SSP algorithm is a better and more practical
choice. Finally, it was revealed that OSP performs bet-
ter in dense network due to increased spatial diversity.
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Figure 8. End-End outage probability as a function of
Rs (a) Rician (b) Nakagami-m.

−20 −15 −10 −5 0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Transmit Power (dB)

E
n
d
-E

n
d
P
o
u
t

 

 

Sparse Network OSP Ray/Ric

Sparse Network OSP Ric/Ray

Sparse Network OSP Ray/Nak

Sparse Network OSP Nak/Ray

Dense Network OSP Ray/Ric

Dense Network OSP Ric/Ray

Dense Network OSP Ray/Nak

Dense Network OSP Nak/Ray

Figure 9. End-End outage probability versus transmit
power for Sparse and Dense Network.

Conflict of Interest The authors declare no conflict
of interest.

References
[1] M. M. Warrier and A. Kumar, ”Energy efficient routing in

Wireless Sensor Networks: A survey,” 2016 International
Conference on Wireless Communications, Signal Processing
and Networking (WiSPNET), Chennai, 2016, pp. 1987-1992.

[2] G. Han, J. Jiang, C. Zhang, T. Q. Duong, M. Guizani and G.
K. Karagiannidis, ”A Survey on Mobile Anchor Node Assisted
Localization in Wireless Sensor Networks,” in IEEE Commu-
nications Surveys and Tutorials, vol. 18, no. 3, pp. 2220-2243,
thirdquarter 2016.

[3] R. C. Luo and O. Chen, ”‘Mobile sensor node deployment and
asynchronous power management for wireless sensor net-
works,”’ IEEE Transactions on Industrial Electronics, vol. 59,
no. 5, pp. 2377-2385, 2012.

[4] J.-C. Wang, C.-H. Lin, E. Siahaan, B.-W. Chen, and H.-L.
Chuang, ”‘Mixed sound event verification on wireless sensor
network for home automation,”’ IEEE Transactions on Indus-
trial Informatics, vol. 10, no. 1, pp. 803-812, 2014.

[5] Y. Zou, J. Zhu, X. Wang and V. C. M. Leung, ”Improving
physical-layer security in wireless communications using di-
versity techniques,” in IEEE Network, vol. 29, no. 1, pp. 42-
48, Jan.-Feb. 2015.

[6] L. Cheng, B. E. Henty, D. D. Stancil, F. Bai and P. Mudalige,
”Mobile Vehicle-to-Vehicle Narrow-Band Channel Measure-
ment and Characterization of the 5.9 GHz Dedicated Short
Range Communication (DSRC) Frequency Band,” in IEEE
Journal on Selected Areas in Communications, vol. 25, no.
8, pp. 1501-1516, 2007.

[7] Y. Ibdah and Y. Ding ”Mobile-to-Mobile Channel Measure-
ments at 1.85 GHz in Suburban Environments,” IEEE Trans.
Commun., vol. 63, no.2,pp. 466-475, 2015.

[8] A. Goldsmith, Wireless Communications. Stanford, CA, USA:
Stanford Univ., pp. 23-48, 2004.

[9] W. Saad, X. Zhou, B. Maham, T. Basar and H. V. Poor,
”Tree Formation with Physical Layer Security Considerations
in Wireless Multi-Hop Networks,” in IEEE Transactions on
Wireless Communications, vol. 11, no. 11, pp. 3980-3991,
November 2012.

[10] P. C. Pinto, J. Barros and M. Z. Win, ”Physical-layer security
in stochastic wireless networks,” Communication Systems,
2008. ICCS 2008. 11th IEEE Singapore International Confer-
ence on, Guangzhou, 2008, pp. 974-979.

[11] F. Jameel; S. Wyne; I. Krikidis, ”Secrecy Outage for Wireless
Sensor Networks,” in IEEE Communications Letters , vol.PP,
no.99, pp.1-1

[12] R. Zhang, C. Comaniciu and H. V. Poor, ”On Rate, Secrecy,
and Network Connectivity Tradeoffs for Wireless Networks,”
in IEEE Communications Letters, vol. 20, no. 8, pp. 1559-
1562, Aug. 2016.

[13] H. Zhang, T. Wang, L. Song and Z. Han, ”Radio resource al-
location for physical-layer security in D2D underlay commu-
nications,” 2014 IEEE International Conference on Commu-
nications (ICC), Sydney, NSW, 2014, pp. 2319-2324.

[14] A. D. Wyner, The wire-tap channel, Bell System Technical
Journal, vol. 54, no. 8, pp. 1355-1387, 1975.

[15] Lopez-Martinez, F. Javier, Juan M. Romero-Jerez, and Jose
Francisco Paris. ”On the Calculation of the Incomplete MGF
with Applications to Wireless Communications.” IEEE Trans-
actions on Communications (2016).

www.astesj.com 382

http://www.astesj.com


F. Jameel et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 376-383 (2017)

[16] Y. Zou, X. Wang, and W. Shen, Optimal relay selection
for physical layer security in cooperative wireless networks,
IEEE Journal on Selected Areas in Communications, vol. 31,
no. 10, pp. 2099-2111, 2013.

[17] Y. Zou, X. Wang, W. Shen, and L. Hanzo, Security versus reli-

ability analysis of opportunistic relaying, IEEE Transactions

on Vehicular Technology, vol. 63, no. 6, pp. 2653-2661, 2014.

www.astesj.com 383

http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 2, No. 3, 384-388 (2017)

www.astesj.com
Special issue on Recent Advances in Engineering Systems

ASTES Journal
ISSN: 2415-6698

Security in SWIPT with Power Splitting Eavesdropper
Furqan Jameel*, Faisal, M Asif Ali Haider, Amir Aziz Butt

Department of Electrical Engineering, COMSATS Institute of Information Technology, Islamabad, Pakistan

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 31 March, 2017
Accepted: 04 May, 2017
Online: 22 May, 2017

Simultaneous wireless information and power transfer (SWIPT) has 
drawn significant research interest in recent years. In this paper, we 
investigate the information theoretic secrecy of a SWIPT system under 
Weibull fading channel. To be specific, we analyze the information 
security in the presence of an energy harvesting and information 
decoding eavesdropper. All links are subjected to Weibull fading which 
is more complex than traditional Rayleigh fading. Moreover, we derive 
closed-form expressions for the probability of strictly positive secrecy 
capacity and the ergodic secrecy capacity. We evaluate the effect of 
Weibull shape parameter and power splitting factor on the secrecy 
performance of SWIPT system. Numerical and simulation results are 
provided to demonstrate that our findings are instantly applicable on 
the design of wireless power networks.
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1 Introduction

Most of the conventional electrical energy transfer
takes palace with the help of conductors between
power source and load. However, in case of wire-
less power transfer (WPT), the transmission of energy
from source to load takes place without interconnect-
ing conductors. In other words, this simply means
that WPT allows transfer of energy without wires [1].
In WPT, a power source connected to a wireless trans-
mitter conveys the energy wirelessly across an inter-
vening space to once or more wireless receivers. At the
receiving end, electromagnetic energy is again con-
verted to electrical current which can be stored and
used by the device. Since most wireless devices are
powered either through power cables or battery re-
placement, which limits the scalability, sustainability,
and mobility of wireless communications [2]. In prac-
tice, wireline charging and battery replacement may
be infeasible under some conditions; for instance, it is
very difficult to replace the battery of implanted med-
ical devices in human bodies. Besides, wireline charg-
ing and battery renewal shortens working period of
wireless mobile devices. The WPT technique becomes
appealing since it can be used to wirelessly charge the
devices in hazardous conditions.

In this context, simultaneous transfer of power
and information is emerging as one of the most
promising technique to increase the lifetime of wire-
less devices [2]. However, provisioning of security
over a Simultaneous wireless information and power

transfer (SWIPT) system has remained a daunting
task due to the broadcast nature of wireless networks.
Traditional cryptographic techniques are not suitable
for SWIPT because they require complex hardware
and consume large amounts of energy that are typi-
cally not affordable by wireless devices. Moreover, an
eavesdropper with unlimited computing power may
still decipher these techniques using brute-force at-
tack. In this context, Physical Layer Security (PLS) has
emerged as an attractive solution for securing wire-
less transmissions by exploiting the wireless channel
characteristics [3]. The PLS techniques such as artifi-
cial noise generation and cooperative relaying are not
suitable for day to day wireless devices due to the lat-
ters limited energy resources.

Weibull distribution was studied by authors in [4]
to understand the effect of small scale fading (SSF)
in outdoor environment for 800/900 MHz frequency
band. The authors in [5] performed channel measure-
ments for indoor channels and found Weibull distri-
bution to conform closely with measurements for less
than 10 dB of fading variations. In [6] the authors
found the Weibull model to be a good fit for the SSF
in narrow-band channel measurements for wireless
body area networks. Authors in [7] and [8]investi-
gated the SSF for 5 and 10-GHz band and proposed
to use the Weibull distribution with its parameter β
taking values between 1.77 to 3.9 to perfectly match
the measurement curves. Authors in [9] measured the
wireless channel based on pedestrians movement in a
forest environment for 5-GHz band. These measure-
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ments suggested that Weibull distribution can be used
to specify amplitude fading in a forest environment.

Despite this importance, a handful of studies have
investigated Weibull fading from security point of
view. Moreover, most of the existing work in SWIPT
security is limited to analysis of Rayleigh fading
which is a special case of Weibull fading. In this re-
gard, it is pertinent to note that this paper is an ex-
tension of our previous work [10], where expressions
of optimal power splitting and time switching were
derived under Weibull fading. However, this paper
evaluates the secrecy performance of SWIPT system
under the influence of Weibull fading. Here, we pro-
vide closed-form expressions of probability of strictly
positive secrecy capacity and ergodic secrecy capacity
in the presence of power splitting eavesdropper. Ad-
ditionally, we evaluate the impact of power splitting
factor and Weibull parameter β, on determining the
overall secrecy of information in SWIPT system.

The rest of this paper is organized as follows. Sys-
tem model is provided in Sec. 2; Sec. 3 contains
derivation of the SPSC probability and Secrecy capac-
ity under Weibull fading. In Sec. 4 numerical results
are discussed. Finally, in Sec. 5, conclusions are high-
lighted.

2 System Model

A downlink SWIPT system is assumed which consists
of a Base Station (BS) and an information receiving
node S in the presence of an energy harvesting and in-
formation decoding node represented as E, as shown
in Figure 1. BS conveys information to S and transfers
energy to E during a single scheduling slot. Energy
harvesting node is assumed to store energy from re-
ceived radio signal. The BS, node S and eavesdropper
E are equipped with single antenna. Antennas in all
the network entities are assumed to be experiencing
statistically independent flat Weibull fading. More-
over, we assume quasi-static fading to incorporate the
effect of fading during each block of time. The BS is
assumed to have channel state information (CSI) for
the channels to node S. Being part of the coverage
range of the BS, the energy harvesting node can act
as a potential eavesdropper. It is assumed that eaves-
dropper uses power splitting (PS) scheme [1] to incor-
porate the process of energy harvesting and informa-
tion decoding. According to PS, signal is divided into
two streams for with ratio ρ and (1−ρ)for information
decoding and energy harvesting, respectively; where
0 ≤ ρ ≤ 1.

When BS transmits its signal s to S with power P ;
the received signal at S can be expressed as

ym =

√
P

PLoss,s
hms+nm, (1)

where hm represents the main channel between BS
and S with |hm| being Weibull-distributed. Further-
more, nm represents the zero mean additive white

Gaussian noise (AWGN) with variance N0 due to the

receiver electronics at node S. PLoss,s = (4π)2d
γ
s

GtGrλ2 is the
path loss at main link, ds is the distance between BS
and S. γ is the path loss exponent,Gt andGr are trans-
mitting and receiving antenna gains. Since the trans-
mission from BS is also picked up by the eavesdrop-
per, the signal received at the eavesdropper is given
as

Information Decoding  
Receiver 

Energy Harvesting and Information  
Decoding Eavesdropper Transmitter 

(BS) 

Figure 1. System Model.

ye =
√
ρ


√

P
PLoss,e

hes+ne

+ z, (2)

where ne is the AWGN at eavesdropper, he represents
the channel between BS and eavesdropper with |he |
being Weibull-distributed. Also, PLoss,e = (4π)2d

γ
e

GtGrλ2 is the
path loss at wiretap link, de is the distance between BS
and E and ne represents the zero mean additive white
Gaussian noise (AWGN) with same variance as N0 .
z is the signal processing noise which is modeled as
AWGN with zero mean and variance σ .

Then the instantaneous signal-to-noise ratio (SNR)
at S for the received signal is written as

xm =
|hm|2P
PLoss,sN0

. (3)

The instantaneous signal-to-noise ratio (SNR) at
eavesdropper for the received signal is

xe =
ρ|he |2P

PLoss,eN0

(
ρ+ σ2

N0

) . (4)

Since main and wiretap link are subjected to
Weibull fading, therefore, the Probability Density
Function (PDF) and Cumulative Distribution Func-
tion (CDF) of the SNR of received signal at S and E
is given by

fXa(xa) = βa

 Γ
(
1 + 1

βa

)
x̄a


βa

x
βa−1
a × e

−

 Γ
(
1+ 1
βa

)
xa

x̄a


βa

. (5)
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FXa(xa) = 1− e
−

 Γ

(
1+ 1
βa

)
xa

x̄a


βa

, (6)

where a ∈ (m,e) for main and wiretap link, βa rep-
resents the Weibull shape parameter and Γ (.) is the
well-known Gamma function. The channel capac-
ity for both main and wiretap link can be written
as Cm = log2(1 + xm) and Ce = log2(1 + xe), respec-
tively [11]. Now, the positive difference between main
link capacity and wiretap link capacity is called the
secrecy capacity which is expressed as [12]

Csec = [Cm −Ce]+. (7)

3 Analysis of Secrecy Performance

In this section, we will derive closed form expression
of probability of SPSC and Ergodic Secrecy Capacity.

3.1 Probability of Strictly Positive Se-
crecy Capacity (SPSC)

Let us now derive an expression for the probability of
strictly positive secrecy capacity (SPSC) which is the
probability that the secrecy capacity is greater than
zero. Mathematically it is written as

Pr(Csec > 0) = Pr
[
log2

(
1 + xm
1 + xe

)
> 0

]
. (8)

Pr(Csec > 0) = Pr(xm > xe). (9)

The above expression can be written as

Pr(Csec > 0) =
∫ ∞

0

∫ ∞
xe

fXm,Xe (xm,xe)dxmdxe, (10)

where fXm,Xe (xm,xe) is the joint PDF, which can be de-
composed by using independence of xm,xm. Conse-
quently (10) can be written as

Pr(Csec > 0) =
∫ ∞

0

∫ ∞
xe

fXm(xm)fXe (xe)dxmdxe

=
∫ ∞

0
fXe (xe)[1−FXm(xe)]dxe. (11)

Using the definition of CDF of a random variable
Y we can write

FY (y) = Pr(Y < y) =
∫ y

−∞
f (t)dt. (12)

Replacing values from (5) and (6) in (11) we can
write above equation as

P r(Csec > 0) = βe

 Γ (1 + 1
βe

)

x̄e


βe

×
∫ ∞

0
x
βe−1
e e

−
 Γ (1+ 1

βe
)xe

x̄e

βe

× e
−

 Γ

(
1+ 1
βm

)
xe

x̄m


βm

dxe, (13)

where x̄m = Ωs
PLoss,s

and x̄e = ρΩe

(PLoss,e(ρ+σ2/N0)) ; also Ωs and

Ωe is the average SNR of main and wiretap link, re-
spectively.

Assuming βe = βm = β and substituting u =(
Γ
(
1+ 1

βe

)
xe

xe

)βe
in (10), we can solve integral as

Pr(Csec > 0) =
(x̄m)β

(x̄m)β + (x̄e)β
, (14)

3.2 Ergodic Secrecy Capacity (C)

Another measure of interest is the ergodic secrecy ca-
pacity. It is defined as the average of secrecy rate over
xm and xe. It can be mathematically written as

C = E{[log2(1 + xm)− log2(1 + xe)]
+}

=
∫ ∞

0

∫ xm

0
[log2(1 +u)− log(1 + v)]fxe (v)dv︸                                           ︷︷                                           ︸

G

fxm(u)du

(15)

Using integration by parts, the above expression
can be simplified as

G = log2(1 +u)Fxe (u)−
[
log2(1 +u)Fxe (u)− 1

ln2

×
∫ u

0

1
1 + v

Fxe (v)dv
]

=
1

ln2

∫ u

0

Fxe (v)
1 + v

dv. (16)

Replacing (16) in (15) and by changing the order
of integration, we get

C =
1

ln2

∫ ∞
0

Fxe (v)
1 + v

[∫ ∞
v
fxm(v)du

]
dv

=
1

ln2

∫ ∞
0

Fxe (v)
1 + v

[1−Fxm(v)]dv. (17)

After replacing (6) for βe = βm = β in (17) and per-
forming some algebraic manipulations, we obtain

C =
1

ln2

∫ ∞
0

1
1 + xe

e
−

 Γ

(
1+ 1
β

)
xe

x̄m


β

− e
− (x̄m)β+(x̄e )β

(x̄mx̄e )β

1 + xe

× e−2
(
Γ (1+ 1

β )xe
)β
dxe. (18)

Above equation contains single integral which can
be readily solved using computational software pack-
ages such as MATHEMATICA and MATLAB.
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4 Numerical Results

In the following section we provide some numerical
results along with discussion on the above analysis.
Unless mentioned otherwise, the simulation parame-
ters along with their respective values are provided in
Table 1.

S No. Simulation Parameter Value
1. Path loss at Main Link PLoss,s 0 dB
2. Path loss at Wiretap Link PLoss,e 0 dB
3. Power splitting factor ρ 0.8
4. Weibull shaper parameter β 2
5. Noise at main/ wiretap link - 60 dB
6. Channel realizations 106

Table 1. Simulation Parameters

Figure 2 shows the SPSC probability plotted
against x̄m for different values of x̄e. It is vividly clear
from the figure that probability of SPSC increases
with the increase in x̄m. It is because with the in-
crease in x̄m the channel capacity of the main link in-
creases which resultantly increases the SPSC proba-
bility. Moreover, it is also evident from the graph that
increase in xe, decreases the probability of SPSC. In
addition to this, we can observe that for the same val-
ues of x̄m, x̄e and PLoss,e, the probability of SPSC sig-
nificantly decreases with the increase in PLoss,s. Fur-
thermore, we observe that the impact of decrease in
PLoss,s is more significant for larger values of x̄e as com-
pared to smaller x̄e. It can also be seen that the simula-
tion results closely coincide with the analytical results
which proves the accuracy of our analysis.
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Figure 2. SPSC probability plotted as a function of
x̄m.
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Figure 3. SPSC probability against Weibull shape
parameter β.

Figure 3 plots SPSC probability as a function of
Weibull shape parameter β. It is observed from the
figure that the SPSC probability increases with the in-
crease in β until main links SNR is equal or greater
than eavesdroppers SNR. However, when x̄m < x̄e then
the probability of SPSC decreases with increase in β.
Additionally, this effect is more significant for large
values of x̄e as compared to small values.
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Figure 4. Probability of SPSC vs power splitting
factor ρ.
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Figure 4 gives the SPSC probability as a function
of ρ for different values of x̄e. It can be observed
from the figure that for the increasing values of ρ the
probability of SPSC decreases. It is due to the fact
that larger values of ρ indicate that more power at
the eavesdropper is being used for information decod-
ing which results into reduction in the secrecy capac-
ity. Furthermore, the reduction in probability of SPSC
is more significant at higher values of eavesdroppers
SNR. Additionally, it can be seen from the plot that
influence of β increases with the increase in ρ and x̄e.

Finally, Figure 5 illustrates the achievable secrecy
capacity as a function of increasing values of main
links average SNR. It is well established by now that
the increase in x̄m increases the secrecy capacity. It is
noteworthy that for a specific value of x̄m = 12 dB and
x̄e = 10→ 20 dB, the secrecy capacity increases from 3
to 3.8 for ρ = 0.01, whereas, secrecy capacity increases
from 0.1 to 1.8 for ρ = 0.8. This result is shows that se-
crecy capacity varies rapidly for higher values of ρ as
compared to lower ones.

5 Conclusion

In this article we have analyzed the performance of
SWIPT system from the perspective of physical layer
security. We have derived the closed-form expression
for probability of SPSC. We have characterized the ef-
fect of Weibull shape parameter in SPSC. Our results
also demonstrate the significance of power splitting
factor on the confidentiality of information. Finally,
we evaluated the impact of power splitting factor on
ergodic secrecy capacity while varying the Weibull
shape parameter. These findings can be of utility for
ensuring data security for wireless communication.
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1 Introduction

Phased array radar system has been widely utilized in
many modern communications, radar and navigation sys-
tems [1, 2, 3]. In a standard phased-array antenna, the ele-
ments are fed coherently and phase shifters or time-delayers
are used to scan the beam to the desired direction in space
[4]. The offered directional gain is beneficial for target de-
tection and tracking weak targets in the antenna looking di-
rection and at the same time suppressing strong sidelobe in-
terferences from other directions. The phased-array antenna
beam steering is fixed in an angle for all ranges and thus, the
range and angle of targets cannot be directly estimated from
its beamforming output due to an inherent range ambiguity
[5].

Recently, a flexible array, namely, frequency diverse ar-
ray (FDA) has been proposed [6, 7, 8]. The most signif-
icant FDA difference from its counterpart phased-array is
that a small frequency increment, compared to the carrier
frequency, is applied between the FDA elements. This fre-
quency increment yields a range-angle-dependent beampat-
tern for which the beam focus direction will be a func-
tion of the angle, range and time [9, 10, 11]. FDA has
sparked much investigations because of its promising appli-
cations. In [12, 13, 14] FDA have been investigated in terms
of range-dependent beam with applications in suppressing
range ambiguous clutter. FDA for synthetic aperture radar
(SAR) high-resolution imaging was reported in [15]. Fur-
thermore, [16, 17] exploited FDA capabilities in range and
angle localization of targets.

It is well established that the radar ambiguity func-
tion is a useful tool for evaluating performance metrics of
radar system, such as time delay (range) and Doppler fre-
quency resolutions and the probabilities of detection and
false alarm. Moreover, it helps in selecting appropriate
waveforms depending on the required performance param-
eters.

Therefore, in this perspective, this paper derived and an-
alyzed the performance characteristics of phased array and
FDA radar ambiguity functions in time delay and Doppler
frequency resolutions. Ambiguity function performance
metric is also provided in terms of empirical cumulative dis-
tribution function (ECDF). The performance characteristics
are compared and FDA radar exhibited better performance
results than the phased array radar.

The remaining sections are organized as follows: In
Section II, conventional ambiguity function is reviewed.
Section III, ambiguity functions for FDA and phased array
is derived. Section IV, provides simulation results. Finally,
Section V, concludes the paper.

2 Review Of The Conventional Am-
biguity Function

In a conventional radar system, the radar ambiguity func-
tion (AF) is a common tool for investigating radar signals
[18, 19, 20, 21]. The AF is a two dimensional function that
describes the output of a matched filter when the input sig-
nal of time delay td and Doppler frequency fd relative to

*Shaddrack Yaw Nusenu, Koforidua Technical University, Ghana, Email: nusenu2012gh@yahoo.com

www.astesj.com 389

Special issue on Recent Advances in Engineering Systems

https://dx.doi.org/10.25046/aj020350

http://www.astesj.com


Shaddrack Yaw Nusenu / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 389-394
(2017)

nominal values for which the matched filter has been de-
signed. The AF can be expressed as

|χ (td , fd)|
∆=

∣∣∣∣∣∣∣∣
∞∫
−∞

u (t)u∗ (t + td)exp {j2πfdt}dt

∣∣∣∣∣∣∣∣ (1)

where (·)∗ denotes the conjugate operator, u (t) is the radar
waveform, td and fd are the mismatch in time delay and
Doppler frequency, respectively. The ambiguity function
plays a great role in determining the td and fd resolu-
tions of radar. The value of this function is maximum at
(td , fd) = (0,0), and it represents the matched filter output
without any mismatch. Hence, the narrower the AF around
origin, the better the td and fd resolutions. Therefore, the
ideal AF would be an impulse at the origin, however, there
is no waveform promising such kind of an AF.

3 Frequency Diverse Array And
Phased Array Radar Ambiguity
Function

First, we will analyzed FDA signal model and its ambiguity
function derivation and then followed by phased array radar.
FDA elements can be either excited by the same waveform
or different waveforms. ConsiderN elements of FDA radar
signal model. Assume the nth element transmitted signal is
given by

ψn (t) = exp
(
j2πzn,1t

)
s (t) (2)

where zn,1 denotes the nth transmit signal pulse carrier fre-
quency and s (t) can be expressed as

s (t) ∆=
{
1, t∈[0,Tψ]
0, otherwise (3)

with Tψ denotes the pulse duration. The nth FDA element
emits the signal ψn (t) with a frequency increment ∆fn. The
signals radiated by the nth element can be expressed as

sn (t) =
√
Nψn (t)exp(−j2πfnt)w∗n

=
√
Nun (t)w

∗
n

(4)

where fn = f0 +∆fn, with f0 denotes the FDA radar carrier
frequency, wn being weights and un (t) defined in (5)

un (t) = exp
(
−j2π

(
f0 − zn,1 +∆fn

)
t
)
s (t) (5)

By following [16], the transmitted signal propagating
along (θ,r) in the far-field is given by

Sn (t,θ, r) =
√
N

N∑
n=1

w∗nan (t,θ, r)un (t) (6)

and an (t,θ, r) can be written as [22]

an (t,θ, r) = e

{
j2π

(
∆fnt−

∆fnr
c +n df0 sinθc

)}
(7)

Without loss of validity, a single-antenna is employed in
the receiver. Assumed the round-trip time delay to a target

in the angle θ and range r is td and wn = 1 is used. The
received signal is written as

r̂s (t, td , fd ,θ, r) =
√
N

N∑
n=1

an (t,θ, r)un (t − td)exp(j2πfdt)

(8)
where fd denotes the Doppler frequency. When the re-
ceived signal is matched with the assumed parameters(
td
′ , fd
′ ,θ′ , r ′

)
, the output of the matched filter is used to

define FDA radar ambiguity function as expressed in (9),
where the cross-ambiguity function is

χn,n′ (td , fd)
∆=

Tψ∫
0

un (t)un′
∗ (t + td)exp(j2πfdt)dt (10)

The following summarized FDA radar characteristics:

(1) If the frequency increment ∆fn is fixed, the beam di-
rection is a function of range r dependent.

(2) If the range r is fixed, the beam direction is a function
of ∆fn dependent.

(3) If the frequency increment ∆fn is not employed
(∆fn = 0), the corresponding FDA simplified to
phased array radar.

(4) As the frequency increment ∆fn influences the
beamwidth, a higher resolution may be achieved for
the FDA as compared to the phased array radar.

By using the expression of the FDA radar ambiguity
function derived in (9), the phased array ambiguity function
can also be derived in a similar manner as in (11)

4 Simulation Results And Discus-
sions

For the simulations, we consider a uniform linear FDA and
phased array antenna with 16 elements spaced by d. The
radar operational frequency is 10GHz, frequency incre-
ment adopted is 30kHz, r = 10kHz and θ = π

3 .
Figure 1(a) shows phased array radar ambiguity func-

tion when θ = π
3 is adopted and Figure 1(b) depicts FDA

radar ambiguity function when r = 10kHz and θ = π
3 is

also adopted. It can be seen in Figure 1(a) that the phased-
array radar has range-Doppler coupled and defocused ambi-
guity function. This implies that the phased-array radar can-
not effectively distinguish range-angle dependent targets,
while in Figure 1(b), FDA radar ambiguity function accu-
mulates into a spike with relatively low sidelobe peak. It
is evident from Figure 1(b) that, FDA radar can effectively
distinguish range-angle dependent targets.

Figure (2a) and 2(b) illustrates the ambiguity functions
in time delay and Doppler frequency dimensions. It can be
observed in Figure 2(b) that by employment of frequency
increment in FDA radar system produces a more focused
peak which is useful in target localization than the phased
array radar in Figure 2(a).

Figure 3(a) and 3(b) shows the comparisons of ambi-
guity function versus time delay of phased-array and FDA
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χ
(
td , fd ,θ, r, td

′ , fd
′ ,θ′ , r ′

)
=

∞∫
−∞

r̂Hs
(
t, td

′ , fd
′ ,θ′ , r ′

)
r̂s (t, td , fd ,θ, r)dt

=N ·
N∑
n=1

N∑
n′=1

exp
j2π

 T0 (∆fn −∆fn′ )− (∆fn−∆fn′ )
c

+ f0d((n−1)sinθ−(n
′−1)sinθ′)

c


χn,n′ (td , fd)


(9)

χ
(
td , fd ,θ, td

′ , fd
′ ,θ′

)
=

∞∫
−∞

r̂Hs
(
td
′ , fd
′ ,θ′

)
r̂s (td , fd ,θ,)dt

=N ·
N∑
n=1

N∑
n′=1

{
exp

{
j2π

(
f0d ((n− 1)sinθ − (n′ − 1)sinθ′)

c

)}
χn,n′ (td , fd)

} (11)

(a) (b)

Figure 1: Comparisons of 3-D ambiguity functions: a) Phased-array radar, b) FDA radar.

(a) (b)

Figure 2: Comparisons of ambiguity functions: a) Phased-array radar, b) FDA radar.

(a) (b)

Figure 3: Comparisons of ambiguity function versus time delay: a) Phased-array radar, b) FDA radar.
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(a) (b)

Figure 4: Comparisons of ambiguity function versus Doppler frequency: a) Phased-array radar, b) FDA radar.
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Figure 5: Comparisons of contour plot: a) Phased-array radar, b) FDA radar.

radar, respectively. It can be noticed in Figure 3(a) that
the phased-array radar produces narrow beamwidth with
maximum sidelobe peak ratio of 0.5510 dB. On the other
hand, the FDA radar in Figure 3(b) also achieves a narrow
beamwidth with maximum sidelobe peak ratio of 0.5003
dB. Hence, FDA radar outperforms phased array in terms
of sidelobe peak ratio.

Figure 4(a) and 4(b) compares the ambiguity function
versus Doppler frequency of phased-array and FDA radar,
respectively. It can be observed in Figure 4(a) that the
phased-array radar produces poor Doppler frequency res-
olution which is coupled. In contrast, the FDA radar in Fig-
ure 4(b) produces a narrow beamwidth Doppler frequency
resolution with maximum sidelobe peak ratio of 0.5003 dB.
Therefore, FDA radar can estimates Doppler frequency ef-
fectively than phased array radar.

Figure 5(a) and 5(b) examines the contour plots of
phased-array and FDA radar systems, respectively. It can
be seen in Figure 5(b) that the FDA radar contour plot pro-
duces a narrow resolution in time delay and Doppler fre-
quency dimensions than the phased array radar in Figure
5(a). It is also evident from Figure 5(b) that the fuzzy area
will reduce with increase in N , which would also finally
affect the time delay and Doppler frequency resolutions of
the system.

Finally, an effective metric used to evaluate the ambigu-
ity function is the empirical cumulative distribution func-
tion (ECDF), which represents the percentage of samples
of |χ (td , fd)| lower than a given magnitude. Figure 6 il-
lustrates the ECDF curve to compare both radar systems.
The ECDF performance means that the FDA radar yields
smaller sidelobe energy than the phased array radar.

5 Conclusion
In this paper, FDA radar and Phased-array radar ambi-
guity functions has been formulated. Simulation results
shows that the phased-array radar has range-Doppler cou-
pled and defocused ambiguity functions. This implies that
the phased-array radar cannot effectively distinguish range-
angle dependent targets. In contrast, the FDA radar ambi-
guity obtained lower maximum sidelobe level without de-
grading the mainlobe performance and can effectively dis-
tinguish range-angle dependent targets. In addition, the per-
formance analysis has also been done in terms of empirical
cumulative distribution function (ECDF) which proved that
FDA radar ambiguity function outperforms the phased array
radar ambiguity function. Furthermore, FDA radar ambigu-
ity function produces narrow resolution in time delay and
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Figure 6: Comparisons of ECDF performances.

Doppler frequency dimensions than its counterpart phased-
array radar.
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In this paper, we propose an adaptive discrete-time fuzzy sliding mode 
control for a class of chaotic systems. For this aim, a discrete sliding 
mode controller and a fuzzy system are combined to achieve an 
adequate control. The Laypunov stability theorem is used to testify the 
asymptotic stability of the whole system and the consequence 
parameters of the adaptive fuzzy system are tuned on-line by adaptive 
laws. The simulation example of the 3D Henon chaotic model is giving
to confirm the effectiveness and the robustness of the proposed method.
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1 Introduction
In recent years, the control of chaotic systems has in-
creasingly interested researchers. The first chaos con-
trol method has been proposed by Ott et al. [1], nowa-
days known as the OGY (Ott-Grebogi-Yorke) method.
This is a discrete technique that considers small per-
turbations applied in one system parameter when the
trajectory approaches the vicinity of the desired or-
bit when crossing a specific surface. Since then, nu-
merous control techniques have been proposed for
controlling chaos in different chaotic systems such as
backstepping [2–4], adaptive control algorithms [5–7]
and sliding-mode control [8–10].

The sliding mode control (SMC) has undergone ex-
tensive and detailed studies in the last three decades.
It is noted that SMC is a powerful robust control strat-
egy treating the model uncertainties and external dis-
turbances. The design and the implementation of dis-
crete time sliding mode control have later been con-
sidered, and still in progress because a large classes
of continuous systems are controlled by digital sig-
nal processors and microprocessors. Indeed, discrete
sliding mode control is well studied in the literature
[11–14]. The aim of this work is to give a further con-
tribution in this field. The main objective is to design
a discrete time sliding mode control strategy and en-
hanced by a stable adaptive fuzzy inference system to
cope with modeling inaccuracies and external distur-
bances that can arise. Many researches on introduc-
ing the concept of fuzzy logic and especially fuzzy ap-
proximators into sliding mode control have been de-

veloped in the past years [15–18]. Historically, fuzzy 
logic systems have been proposed in an attempt to 
control nonlinear systems whose parameters are inac-
curacy, and presenting neglected dynamics as well as 
time varying systems [19]. Since then, fuzzy logic con-
trol becomes an active research area and it has been 
implemented in several industrial applications. Ac-
cordingly, fuzzy logic with discrete sliding mode con-
trol are proposed to improve system control perfor-
mances. Thus, the overall control system drives the 
tracking error to zero even in the presence of exter-
nal disturbances. This paper is organized as follows: 
Section 2 and 3 deal with discrete sliding mode and 
fuzzy system respectively. Moreover, the detailed de-
sign procedure of fuzzy sliding mode controller is ex-
plained in section 4. Numerical simulations are car-
ried out in section 5 for illustration and verification 
of the proposed controller. Finally some concluding 
remarks are given in section 6.

2 Discrete-time sliding mode con-
troller

Consider the following nonlinear discrete time system



x1(k + 1) = x2(k)
x2(k + 1) = x3(k)

...
xn−1(k + 1) = xn(k)

xn(k + 1) = f (x(k)) +u(k) + d(k)

(1)
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where x(k) = [x1(k),x2(k), . . . ,xn(k)]T is the state vector
and u(k) is the input signal.
f (x(k)) is unknown but it is a bounded function
and d(k) is a bounded external disturbance such that
|d(k)| < D.
When u(k) = 0, system (1) behaves chaotically. There-
fore, the aim of this work is to apply a discrete-time
sliding mode controller u(k) in order to track a de-
sired trajectory.
Let xd(k) = [xd1(k),xd2(k), . . . ,xdn(k)]T the well known
desired trajectory. Then, the tracking error can be ex-
pressed as

e(k) = x(k)− xd(k) (2)

where e(k) = [e1(k), e2(k), . . . , en(k)]T .
The sliding surface can be defined as

s(k) = c1e1(k) + c2e2(k) + . . .+ cn−1en−1(k) + en(k)

= Ce(k) = 0 (3)

where C = [c1, c2, . . . , cn−1,1] can be selected as h(z) =
zn−1 +cn−1z

n−2 + . . .+c2z+c1 is stable. The sliding mode
controller is designed by adopting the reaching law
defined by [12]

∆s(k + 1) = s(k + 1)− s(k) = −Qs(k)−Ksign(s(k)) (4)

where 0 < Q < 1 and K > 0.
If f (x(k)) is supposed known and d(k) = 0 then

s(k + 1) =
n−1∑
i=1

ciei(k + 1) + f (x(k)) +u(k)− xdn(k + 1) (5)

therefore ∆s(k + 1) can be expressed as

∆s(k + 1) =
n−1∑
i=1

ciei(k + 1) + f (x(k)) +u(k)

− xdn(k + 1)−
n−1∑
i=1

ciei(k)− en(k) (6)

The equivalent control ueq(k) can be derived by using
∆s(k + 1) = 0 such that

ueq(k) = −
n−1∑
i=1

ciei(k + 1)− f (x(k)) + xdn(k + 1)

+
n−1∑
i=1

ciei(k) + en(k) (7)

Since d(k) , 0 then a switching type control must be
added such that

u(k) = ueq(k) +us(k)

= −
n−1∑
i=1

ciei(k + 1)− f (x(k)) + xdn(k + 1)

+
n−1∑
i=1

ciei(k) + en(k) +us(k) (8)

where us(k) is defined by

us(k) = −Qs(k)−Ksign(s(k)) (9)

where the switching gain K will be determined after-
wards .
Furthermore, if f (x(k)) is unknown then a fuzzy sys-
tem f̂ (x(k)) will be used to approximate f (x(k)) in or-
der to obtain the sliding mode control law. Moreover,
an adaptive adjusting law will be designed.

3 Fuzzy system

The knowledge base for the fuzzy logic system com-
prises a collection of fuzzy IF-THEN rules of the form:

R(j)
1 : If

[
(x1(k) is Aj1)...and (xn(k) is Ajn)

]
then

[
(y(x(k)) = bj )

]
(10)

pour j = 1, . . . ,H . H is the rule number of the fuzzy
logic system.
xi(k), i = 1, . . . ,n and y(x(k)) denote the linguistic vari-
ables associated with the inputs and the output of the
fuzzy logic system.
By the use of the singleton fuzzification strategy,
product inference and center-average defuzzification,
the output of the fuzzy system is expressed as:

y(x(k)) =

∑H
j=1 y

j (x(k))
(∏n

i=1µAji
(xi(k))

)
∑H
r=1

(∏n
p=1µArp (xp(k))

) (11)

where µ
A
j
i

is the membership function of the linguis-

tic variable Aji .
By introducing the concept of fuzzy basis function
vector ξ(x(k)) , (11) can be rewritten as:

y(x(k)) = θT ξ(x(k)) (12)

where

θ =

 y1(x(k))
:

yH (x(k))

 , ξ(x(k)) =

 ξ1(x(k))
:

ξH (x(k))

 (13)

and

ξj (x) =

∏n
i=1µAji

(xi(k))∑H
r=1

(∏n
p=1µArp (xp(k))

) (14)

ξj (x(k)) which are called fuzzy basis functions (FBF’s).
It has been proved that these FBF’s are universal ap-
proximators [20].

4 Fuzzy Sliding mode control

In order to derive the sliding mode control, the fuzzy
system f̂ (x(k)/θf ) is used to approximate f (x(k)) [21].
The fuzzy logic system f̂ (x(k)/θf ) is expressed by:

f̂ (x(k)/θf ) = θTf ξf (x(k)) (15)
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where ξf (x(k)) is the vector of fuzzy basis supposed to
be fixed, while parameters θf are variables which will
be designed by adaptive laws.
Let θ∗f the optimal parameter vectors of the fuzzy
logic system. Minimum approximation error can be
defined as follows:

wf (k) = f (x(k))− f̂ (x(k)/θ∗f ) + d(k) (16)

Then, we can select the control law as:

u(k) = ueq(k) +us(k)

= −
n−1∑
i=1

ciei(k + 1)− f̂ (x(k)/θf ) + xdn(k + 1)

+
n−1∑
i=1

ciei(k) + en(k)−Qs(k)−Ksign(s(k))(17)

where 0 < Q < 1 and K will be determined afterwards.
Therefore, ∆s(k + 1) can be rewritten as

∆s(k + 1) = f (x(k))− f̂ (x(k)/θf )−Qs(k)−Ksign(s(k))

= f̂ (x(k)/θ∗f )− f̂ (x(k)/θf ) +wf (k)

− Qs(k)−Ksign(s(k))

= ΦT
f (k)ξf (x(k)) +wf (k)

− Qs(k)−Ksign(s(k)) (18)

where Φf (k) represent the fuzzy parameter errors
such that:

Φf (k) = θ∗f −θf (k) (19)

Theorem 1 The following adaptive law for adjusting the
parameter vector θf

∆θf (k) = −αξf (x(k))s(k) (20)

asymptotically stabilizes system (1) controlled by (17),
where α is a positive constant which determines the rate
of adaptation.

Proof: The Lyapunov function candidate is chosen as

V (k) =
1
2
s2(k) +

1
2α

ΦT
f (k − 1)Φf (k − 1) (21)

Then, ∆V (k) can be obtained as

∆V (k + 1) = V (k + 1)−V (k)

=
1
2
s2(k + 1)− 1

2
s2(k) +

1
2α

ΦT
f (k)Φf (k)

− 1
2α

ΦT
f (k − 1)Φf (k − 1) (22)

Let

∆θ̃k =
1

2α
ΦT
f (k)Φf (k)− 1

2α
ΦT
f (k − 1)Φf (k − 1) (23)

then

∆V (k + 1) =
1
2
s2(k + 1)− 1

2
s2(k) +∆θ̃k

=
1
2

(∆s(k + 1) + s(k))2 − 1
2
s2(k) +∆θ̃k

=
1
2
∆s(k + 1)2 + s(k)∆s(k + 1) +∆θ̃k

=
1
2
∆s(k + 1)2 +∆θ̃k

+ s(k)
[
ΦT
f (k)ξf (x(k)) +wf (k)−Qs(k)−Ksign(s(k))

]
=

1
2
∆s(k + 1)2 + s(k)ΦT

f (k)ξf (x(k)) + s(k)wf (k)

− Qs2(k)−Ks(k)sign(s(k)) +∆θ̃k (24)

Moroever, ∆θ̃k can be transformed as

∆θ̃k =
1

2α
ΦT
f (k)Φf (k)− 1

2α
ΦT
f (k − 1)Φf (k − 1)

=
1

2α
ΦT
f (k)Φf (k)

− 1
2α

(Φf (k)−∆Φf (k))T (Φf (k)−∆Φf (k))

=
1
α
ΦT
f (k)∆Φf (k)− 1

2α
∆ΦT

f (k)∆Φf (k) (25)

Substituting (25) into (24), we obtain

∆V (k + 1) =
1
2
∆s(k + 1)2 + s(k)ΦT

f (k)ξf (x(k))

+ s(k)wF(k)−Qs2(k)−Ks(k)sign(s(k))

+
1
α
ΦT
f (k)∆Φf (k)− 1

2α
∆ΦT

f (k)∆Φf (k)

=
1
2
∆s(k + 1)2 + s(k)wf (k)−Qs2(k)−Ks(k)sign(s(k))

+ ΦT
f (k)(s(k)ξf (x(k)) +

1
α
∆Φf (k))

− 1
2α

∆ΦT
f (k)∆Φf (k) (26)

By applying the adaptive law (20), equation (26) can
be rewritten as

∆V (k + 1) =
1
2
∆s(k + 1)2 + s(k)wF(k)−Qs2(k)

−Ks(k)sign(s(k))− 1
2α

∆ΦT
f (k)∆Φf (k) (27)

According to (18), we have

|∆s(k + 1)| ≤ |ΦT
f (k)ξf (x(k))|+ |wf (k)|

+ |Qs(k)|+ |Ksign(s(k))| (28)

Furthermore, it’s obvious that ξf (x(k)) remains
bounded such that

‖ξf (x(k))‖ ≤ ψξ ∀k ≥ 0 (29)

where ψξ is a positive constant.
According to (20) and (29) and from k > N0, we have

|∆θf (k)| ≤ ψθ |s(k)| (30)

where ψθ is positive constant.
Consequently, we can deduce that

|Φf (k)| ≤ ψΦ |s(k)| (31)
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It is obvious that the term |wf (k)| ≤ ψw where ψw is a
positive constant.
If we define usgn = −Ksign(s(k)) then

|∆s(k + 1)| ≤ ψξψΦ |s(k)|+ψw +Q|s(k)|+ |usgn|
≤ (ψξψΦ +Q)|s(k)|+ψw + |usgn|
≤ β|s(k)|+ (ψw +K) (32)

where β = (ψξψΦ +Q). By taking square from both
sides of (32), we can get

|∆s(k + 1)|2 ≤ β2|s(k)|2 + (ψw +K)2

+ 2β|s(k)|(ψw +K) (33)

Then,

1
2
|∆s(k + 1)|2 ≤ 1

2
β2|s(k)|2 +

1
2

(ψw +K)2

+ β|s(k)|(ψw +K) (34)

Thus, we can obtain

1
2
∆s(k + 1)2 −Qs2(k) + s(k)usgn

≤ 1
2

(ψw +K)2 +
β2

2
|s(k)|2 + β|s(k)|(ψw +K)

− Q|s(k)|2 +K |s(k)|+ψw |s(k)| −ψw |s(k)|

≤ 1
2

(ψw +K)2 + (β + 1)|s(k)|(ψw +K)−ψw |s(k)|

+ (
1
2
β2 −Q)|s(k)|2 (35)

If we choose

Q >
1
2
β2 (36)

and

K =
(
− (β + 1) +

√
[(β + 1)2 + 2(Q − 1

2
β2)]

)
|s(k)|

− ψw (37)

then

1
2

(ψw +K)2 + (β + 1)|s(k)|(ψw +K)

+ (
1
2
β2 −Q)|s(k)|2 = 0 (38)

Therefore, (27) can be expressed as

∆V (k + 1) ≤ s(k)wf (k)−ψw |s(k)|

− 1
2α

∆ΦT
f (k)∆Φf (k) (39)

It’s clear that s(k)wf (k)−ψw |s(k)| ≤ 0 since |wf (k)| ≤ ψw,
furthermore ∆ΦT

f (k)∆Φf (k) ≥ 0, then

∆V (k + 1) ≤ 0 (40)

By using the Barbalat’s lemma [23], we can readily
prove that s(k)→ 0 as k→ +∞ thus lim

k→+∞
e(k) = 0.

5 Simulation results

To illustrate the above design approach, a 3D Henon
chaotic model is considered.
The model for the discrete-time 3D Henon map is
given as [22]
x1(k + 1) = x2(k)
x2(k + 1) = x3(k)
x3(k + 1) = −0.2x1(k)− 0.3x2(k)− 1.65x3(k)− x2

3(k)
+u(k)

(41)
The non controlled (u(k) = 0) Henon map has a
chaotic strange attractor. The result of computa-
tion is shown in figure 1 where [x1(0),x2(0),x3(0)]T =
[0.1,0,0.1]T .
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Figure 1: Hénon map attractor.

In order to control this autonomous chaotic sys-
tem, controller u(k), given by (8), is applied at k = 60
to reach the desired trajectory xd(k) = [0,0,0]T .
For the estimation of f (x(k)), we consider five fuzzy
levels, i.e. NB, NS, EZ, PS and PB on x1, x2 and x3. We
use fuzzy logic systems with center-average defuzzi-
fier, product inference, singleton fuzzifier and Gaus-
sian membership functions to approximate f (x(k)).
Slopes ci are chosen as c1 = 0.1 and c2 = 0.9.
In figure 2, we represent the evolution of system states
which converge rapidly to the desired values. Figure
3 represent the sliding surface and the control signal
whose amplitude is always within an acceptable range
compared to the system states.
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Figure 2: Evolution of system states
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Figure 3: Representation of the sliding surface and the
fuzzy sliding mode controller.

In order to illustrate the robustness of our design,
a white gaussian noise with variance equal to 0.01 has
been considered as an external disturbance. The con-
trol objective has been achieved as is illustrated in fig-
ures 4 and 5. Thus, the robustness of the discrete
fuzzy sliding mode controller is proved.
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Figure 4: Evolution of system states in presence of a
white gaussian noise.
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Figure 5: Representation of the sliding surface and the
fuzzy sliding mode controller.

6 Conclusion

In this paper, an adaptive discrete-time fuzzy sliding
mode controller is proposed. This controller, inherits
the advantages of both sliding mode control and fuzzy
systems. It has been proposed for stable control of a
class of chaotic systems. The sliding mode control is
proposed as a robust method to control nonlinear and
uncertain systems. Consequence parameters of fuzzy
control rules have been adjusted on-line in order to
guarantee the reaching condition. Simulation results
of a 3D Henon chaotic model show the applicability
and the effectiveness of the proposed approach.
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The paper describes the results of the system analysis of various options 
of electric inverter topologies for the use in the traction drive of an 
electrical helicopter. The paper explains the optimal choice, in terms of 
the design requirements and future operational conditions, and the type 
and topology of the electric inverter to supply the traction permanent 
magnet synchronous motor with the batteries. The main focus has been 
set on the study of the overload capacity, thermal behavior, and the 
fault tolerance of the multilevel electric inverter. In order to estimate 
these parameters, the Markov models of the multi-state system’s 
reliability evaluation were used.

Keywords :
Electrical Helicopter
Traction Drive
Multilevel Inverter
Thermal Behavior
Reliability
Fault Tolerance

1 Introduction

Nowadays, according to the long-term plans for the
electrification of various types of vehicles, the task
of the electrification of air traffic has now become
very important. First of all, the application of elec-
tric drives is a promising one for small helicopters de-
signed for search and rescue operations with a nom-
inal power of 510 kW, a rotational speed of 400 rpm,
and a voltage of 800 V. Regarding the choice of an op-
timal electric inverter topology for the traction drive
the main attention was paid to the flight safety.

The simplest solution would be to maximize the
number of redundant equipment, but strict limita-
tions on weight and dimensions do not allow this. The
papers [1, 2] show that only multi-phase electric mo-
tors are capable to satisfy the requirements to the fault
tolerance (λ ≤ 10−9/h), set up for the electric traction
drive of the helicopter.

Taking into account the safety and sustainability
of helicopter’s operations, the relevant options for in-
verter topologies were evaluated. Thus according to
[2] for the comparative analysis the semiconductor in-
verters for 6-, 7-, and 9-phase motors were taken.

Due to the great relevance of the creation of elec-
tric inverters for special applications, there are many
publications describing the topologies and the analy-
sis of inverters with different levels of fault tolerance
for various vehicle types. The results of these studies
were taken into account by the authors at carrying out

of their investigations. Hence, the main task of this re-
search is to find the decision, how it becomes possible
to achieve the required values of the inverter’s fault
tolerance.

2 Approach and Parameters for
Evaluation

For each component of the helicopter’s traction drive,
based on the project requirements and conditions of
future operations, the most important parameters are:

• reliability and fault tolerance;

• weight, volume, and dimensions.

2.1 Reliability and Fault Tolerance

For the safety-critical aircraft applications accurate
assessment of reliability and fault tolerance indices
of the electric inverter at the design stage of the he-
licopter is crucial for further operation.

The operating experience of electric inverters in-
dicates that the most vulnerable elements of inverter
are the capacitors, semiconductors, and printed cir-
cuit board (PCB) [3, 4]. Statistical data of failure in
various parts of inverter are shown in Figure 1. The
main reason of the failures is the overheating of the
semiconductors caused by current overloads, as can
be seen in Figure 2.
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Figure 1: Failure statistics of the components [3].
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Figure 2: Causes for the failures [3].

Based on the above data charts, reliability level
of an electric inverter λEI can generally be estimated
considering the reliability values of its components by
the equation:

λEI(t) = ΣλTi(t) +ΣλDj (t) +ΣλCk(t) +ΣλBn(t) (1)

where λTi(t), λDj (t), λCk(t), and λBn(t) are the fail-
ure rates of the all components of electric inverter, re-
spectively of transistor, diode, capacitor and printed
circuit board.

In accordance with [3–6] the following failure
cases were considered, shown in Figure 3.

Figure 3: Considered inverter failures [6].

Thus, the considered failures are (Figure 3):

1. single inverter switch short-circuit;

2. phase-leg short-circuit;

3. single inverter switch open-circuit;

4. single phase open-circuit (internal or external).

In these cases for the fault-tolerant operation ei-
ther the inverter module must be shut down or must

be switched to the possibly existing redundant in-
verter leg or module. Each of these modes is con-
nected with a rapid increase in the current at the
emergency site and an overload of semiconductors.
On the basis of data on the standard overload capacity
of power electronics has been plotted the graph pre-
sented in Figure 4.
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Figure 4: Overload capacity of the inverter.

The most of the fail operational modes caused by
technological overloads. At the overload power losses
occur in the p-n-transition and its temperature due to
the low heat capacity increases dramatically. In the
case of exceeding a certain critical temperature of p-
n-transition, the semiconductor device fails. So over-
heating temperature is the main parameter character-
izing the overload capacity of semiconductor devices
as can be seen in Figure 5.
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Figure 5: Dependency of the inverter’s lifetime on
overheating.

So, the consequences of overload in failure oper-
ational modes are overcurrent and overheating of an
inverter, which lead to a reduction of the reliability
indices of the motor and to a decrease in lifetime [7].

2.2 Weight, Volume, and Dimension

The modern options of the fault tolerant topolo-
gies of electrical inverters [6, 8–10] have a different
number of components designed for different values
of operating parameters. Therefore, the number of
components, the flexibility of their placement, and
the inverter parameters are largely determining such
important characteristics of the helicopter, such as
weight, volume, and dimensions. The comparative
analysis of these values for different inverter topolo-
gies are presented in the next sections of this paper.
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3 Topologies for the Comparative
Analysis

The first part of this section explains the conventional
topologies, such as 6-pulse-bridge (B6-bridge) and the
H-bridge. However, the second part analyzes the use
of multilevel inverters, i.e. cascaded H-bridge (CHB)
inverters.

3.1 Conventional Full- and Half-Bridge
Topologies

One of the previous papers [2] compared multi-phase
permanent magnet synchronous motors (PSM) for
safety-critical drive trains. As a result, 6-, 7-, and 9-
phase motors are preferable in order to reach the re-
quirements regarding fault tolerance. Hence, possible
9-phase machine topologies are presented in Figure 6,
as well as in Figure 7. Those are commonly used and
can be adapted to all different numbers of phases.

The already mentioned inverter topologies are
compared for a failure case (open circuit) in one
phase. This is also valid for a short circuit failure,
if the fault is instantaneously detected and isolated,
as described in [11, 12]. Hence, the advantage of H-
bridges is the separation of every single phase in order
to monitor failures. For this inverter topology compar-
ison, an existing electrical machine with three phases
serves as an exemplary machine for the failure sim-
ulations. At first sight, the results can relatively be
adapted to other power requirements.
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Figure 6: General visualization of a multi-phase
topology with windings connected in one star.
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Figure 7: General visualization of a multi-phase mod-
ular topology with galvancally insulated windings.
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Figure 8: Simulation results for a failure case after
0.4 s for both the 6-pulse-bridge and the H-bridge
considering speed over time.
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Figure 9: Simulation results for a failure case after
0.4 s for both the 6-pulse-bridge and the H-bridge
considering power over time.

After the transient response of the simulation
model, the failure takes place at 0.4 seconds and the
results are shown in Figure 8 and Figure 9. The speed
fluctuations are clearly visible for both machines in
Figure 8, whereas the amplitude of the 6-pulse bridge
is higher, as well as the speed ripple. Considering Fig-
ure 9, the results show, that the power or torque ripple
get a lot smoother for the H-bridge, since the peaks for
the B6-bridge even drop down to 0. The peak to peak
value equals up to ±100% for the 6-pulse-bridge, com-
pared to approximately ±40% for the H-bridge.

In summary, considering a one phase failure and
hence fault tolerance, the H-bridge is recommend-
able for machines with multiple phases, because of
the lower power degradation. Due to the high re-
quirements, the machine is already highly saturated
in nominal operation; hence, overload in a failure case
is not applicable. Thus, in case of a 6-pulse-bridge,
three phases fail, since the inverter is unable to drive
two out of three phases. In contrast, each H-bridge
drives one phase and consequently in case one phase
fails, eight phases still operate. Assuming an equally
distributed power per phase, the H-bridge topology
provides 89% of the nominal power and the B6-bridge
only 67% respectively for a 9-phase machine. For the
6-phase machine the situation gets even worse.

However, after first analytical approximations and
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considering the application case, weight is 20%, vol-
ume 60% higher, and the power losses are slightly
higher (10%) for the H-bridge compared to the 6-
pulse-bridge topology. This results out of the in-
creased number of semiconductors being necessary
for the H-bridge topology. Therefore, the next section
includes the analysis of a multilevel inverter trying
to solve the problems regarding weight, volume, and
power losses, since there is no definitely preferred op-
tion. [11–13]

3.2 Multilevel Inverter – Cascaded H-
Bridge Inverter

Multilevel inverters offer several advantages com-
pared to their two-level counterparts [14]: smaller
power filters, smaller voltage ratings for semicon-
ductors, lower switching frequencies, and less power
losses. They offer also more modularity and are more
reliable. The inverter with three H-bridges and the
B6-bridge inverter need higher voltage range semi-
conductors (1000V range).

Considering [15–17], CHB inverters with the lower
number of components than other classic multilevel
counterparts, such as the Neutral Point Clamped
(NPC) or Flying Capacitor (FC), are the best candidate
for the use in electric drives. They need more com-
ponents than CHB and have less modularity, due to
the central storage unit. The number of components
(power switches, diodes and capacitors) for one phase
with 17-level output voltage steps is: 288 for the NPC,
168 for the FC and 40 for the CHB (see Figure 10).

Figure 10 shows, that the cascaded H-bridge topol-
ogy has the most advantages with more than 5-level.
CHB inverters offer higher modularity and have the
capability for embedding energy storage units in a
split manner, given the existence of several submod-
ules operating at low voltages (see Figure 13).
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Figure 10: Number of components using three multi-
level inverter topologies.

Table 1 shows the parameters of the system. It also
shows the structure of the batteries used for the B6-
bridge inverter with centralized energy source (bat-
tery rack) and CHB inverter with decentralized en-
ergy sources (battery modules). VL is the phase volt-

age of the machine, Vcell the battery cell voltage, Vmod
the battery module voltage, and Vrack the battery rack
voltage. The capacity/energy content of the storage
units is neglected.

A multilevel inverter with 17 level output voltage
steps needs 8 battery modules in each phase. The
number of required submodules depends on the value
of the minimal phase voltage of the machine and on
the minimal battery module voltage Vbattmin and is
calculated as follows:

nsubmodules =
vL1

Vbattmin
=

353V
44.8V

= 7.88 ≈ 8 (2)

Using a higher number of submodules the output
voltage is near to a sinusoidal wave form and the har-
monics on the electrical machine are lower.

The CHB inverter uses battery modules as shown
in Figure 13. Each module is connected to an H-bridge
with 4 MOSFETs. The use of MOSFETs enhances the
efficiency of the CHB inverter, because of the low con-
duction losses. Usually, IGBTs are used for a higher
voltage range, such as for B6-bridge inverters.

The prototype of the three phase CHB inverter
is compared to a commercial B6-bridge inverter
(Siemens S120) with the same nominal power 36 kW,
taking into account weight, volume, and efficiency.
The power-to-volume ratio of the B6-bridge in-
verter including the power filter is 36 kW/30.8 l =
1.17 kW/l.

Finally, Table 2 shows the results of the compari-
son between B6-bridge and CHB inverter and it proofs
the advantages of CHB over the B6-bridge inverter in
volume and weight. The next section discusses results
of reliability and fault tolerance analysis.

In conclusion and based on the given project pa-
rameters, a 17-level version with MOSFETs was se-
lected, thus, 8 submodules per phase. [14–17]

4 Preliminary Assessment

Based on initial data and the technique for reliabil-
ity evaluation described in [4,9,18–23], reliability and
fault tolerance indices were analyzed. Statistical data
for calculating the reliability function of the multi-
level inverter in 6-, 7-, and 9-phase implementation
are shown in Table 3 and Table 4.

Figure 11 shows the reliability function of the mul-
tilevel inverter. It can be seen that the probability
of failure-free operation of 6-phase inverter is higher
than 7- and 9-phase, due to a smaller number of com-
ponents. However, the difference between the 6- and
9-phase options does not exceed 20% for 10,000 oper-
ating hours.

www.astesj.com 404

http://www.astesj.com


I. Bolvashenkov et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 401-411
(2017)

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0,90

1,00

100 1000 10000 100000

R
el

ia
b

il
it

y
 

Time, h 

6 phase

7 phase

9 phase

Figure 11: Reliability function of a CHB inverter.

On the basis of the schedule of acceptable in-
verter’s overload (see Figure 4) and the method de-
scribed in [24], the qualitative analysis of the in-
verter’s ability to function was carried out in case of
a failure of 1, 2, and 3 submodules in a single phase.
The analysis results are summarized in Table 5 and
Table 6.

Considering the requirements of the project, the
most critical failure mode of the traction drive, as can
be seen from Table 5, is when it is necessary to main-
tain stably during 2 minutes 113% of nominal power.
Further, this mode will be more carefully simulated
and estimated for the failure cases using a Markov
model.

5 Multi-State System Reliability
Markov Model

For the maximum accurate estimation of the fault tol-
erance value of each comparable inverter option and
its compliance (or non-compliance) with design re-
quirements, a Multi-State System Reliability Markov
Model (MSS MM) was constructed, which theoretical
base is described in [25, 26].

5.1 State Diagram of Markov Model

For the present study the phase open-circuit failure
has been considered as the main dangerous failure for
electric inverter, i.e. it is the most severe kind of fail-
ure, to which less dangerous failures can be summa-
rized. The impact of this failure on the safety oper-

ation of the power drive is very significant. In this
way, the phase open-circuit failure of a multilevel in-
verter’s submodule can be considered as one of the
main causes of failures in traction electric drives, since
practically all other electrical failures of the inverter
can be attributed to it [7].

Thus, the multilevel inverter can be considered as
a multi-state system with a loaded functional redun-
dancy and consequently, with an appropriate reserve
of the fault tolerance. A more accurate approach to
build the Markov model is described in [2, 27].

The number of the degraded states of the MSS MM
has to be determined in accordance with the require-
ments of the project on the fault tolerance and on the
technical capabilities of the object to continue func-
tioning with reduced performance as a result of the
critical failure.

Regarding the above requirements on the fault
tolerance of safety-critical drives, as well as statis-
tical data on the reliability of electric inverters, it
was determined that the optimal model for the anal-
ysis of fault tolerance in such conditions is a multi-
state Markov model with a minimum of five states, as
shown in Figure 12. With one degradative state of in-
verter, it is not feasible to realize the required values
of fault tolerance.

0 1 2 3 4
λ0 λ1 λ2 λ3

Figure 12: State diagram of MSS MM for a not re-
pairable system.

The first state ”0” corresponds to a completely
failure-free operation of the inverter. The second,
third, and fourth state are the states of degradation
and correspond to failure cases. The last red state
of the model corresponds to the failure of one phase
considering the CHB (see Table 6) or respectively, a
completely failed conventional inverter (see Table 5)
when the traction motor does not receive the neces-
sary power for a safe flight. Thus, every following
state of the degradation corresponds to the worst case
– a loss of an inverter’s submodule in the same phase.

Table 1: Parameter of the system.

Parameter Value Unit

Machine nominal power P 510 kW

VL1min . . .VL1nom . . .VL1max 353 . . . 565 . . . 636 V

Vcellmin . . .Vcellnom . . .Vcellmax 1.4 . . . 2.2 . . . 2.5 V

Battery rack structure 360s

Vrackmin . . .Vracknom . . .Vrackmax 500 . . . 800 . . . 900 V

Battery module structure (1 of 24) 32s

Vmodmin . . .Vmodnom . . .Vmodmax 44.8 . . . 70.4 . . . 80 V
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Table 2: Comparison of the data of the B6-bridge and CHB inverter.

Topology B6-bridge CHB – three phase

Power 36 kW 36 kW

Weight 31 kg 14.3 kg

Volume 30.8 l 8.08 l

Power-to-weight ratio 1.16 kW/kg 2.52 kW/kg

Power-to-volume ratio 1.17 kW/l 4.45 kW/l

efficiency meas. 95 % meas. 99 %

Table 3: Failure rates of inverter components.

Components MOSFET Diode Capacitor PCB CU

Failure rate, FIT 250 100 80 200 1000

Table 4: Multilevel inverter and number of components.

Components MOSFET Diode Capacitor PCB CU

Phase number

6 192 192 48 48 1

7 224 224 56 56 1

9 288 288 72 72 1

Table 5: Comparison of overload value in failure cases for the conventional B6-bridge.

Phase number 6 7 9

Fault number 1 2 3 1 2 3 1 2 3

Load level

113 % + MF MF ++ + MF + + + + + + ++

85 % + + + + MF + + + + + + + + + + + + + + + +

65 % + + + + + + MF + + + + + + + + + + + + + + + + + +

+ + + 0–10 %; ++ 10–25 %; + 25–40 % overload; MF – motor failure

Table 6: Comparison of overload value in failure cases for the CHB.

Phase number 6 7 9

Fault number 1 2 3 1 2 3 1 2 3

Load level

113 % + PhF PhF ++ + PhF + + + + + + ++

85 % + + + ++ + + + + + + + ++ + + + + + + + + +

65 % + + + + + + + + + + + + + + + + + + + + + + + + + + +

+ + + 0–10 %; ++ 10–25 %; + 25–40 % overload; PhF – phase failure
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5.2 Transition Probabilities

The most important and difficult fact for a simulation
by Markov models is to determine the transition prob-
abilities and determination of the number of states
with a reduced level of functionality.

The values of the Markov Model transition proba-
bilities λ1, λ2, . . . , λk are derived from the results of
calculations of the Degree of Fault Tolerance (DOFT )
for the states 1, 2, . . . , k, respectively, according to the
method [28] based on the analysis of an overload ca-
pacity and thermal stability of an inverter:

λRi = 1−DOFTRi (3)

Here R is the value of reduced level of perfor-
mance according to the project requirements and i is
the number of critical failures. A large number of dif-
ferent factors affect the magnitude of the transition
probabilities, from the environmental parameters to
the used maintenance strategies, monitoring, and di-
agnostics.

As can be seen from (3), for the calculation of the
transition probabilities the main challenge is the cor-
rect calculation of DOFT for given project required
performance levels. The method of determining its
value in accordance with [24] is presented below.

Considering the definition of fault tolerance of a
technical system as an ability to maintain the required
functional level of the system, in case of one or more
failures of its components, the DOFT can be defined
as the amount of time, in which the system may re-
main in a degraded state without irreversible changes
in its functionality. Mathematically, in general form
this can be written as in (4):

DOFTRi =
WR

WN
· ∆ti
∆tN

(4)

where WR and WN are the reduced (R) and nomi-
nal (N) values of the performance of technical system;
∆ti and ∆tN are the duration of functioning after i fail-
ures and without failure, respectively.

For quantitative assessment of the overload capa-
bility and thermal stability of the inverter’s submod-
ule, their thermal behavior for various load modes has
been experimentally investigated and is discussed be-
low.

5.3 Thermal Behavior of the Inverter

The thermal stability and overload capacity of the
power electronic inverter is an important part for a
save and sustainable operation of an electrical heli-
copter. Therefore, the definition of these parameters
must be performed with the great accuracy.

On the basis of an experimental study, the compli-
ance of the graph of Figure 4 with the real values of
the inverter’s overload capacity was verified, as well
as the legitimacy (or illegitimacy) of its use in deter-
mining the transition probabilities for MSS reliability
Markov Models.

As mentioned above the optimal option, consider-
ing the project requirements is a cascaded H-bridge
17-level inverter as shown in Figure 13. It consists
of 8 submodules in each phase and 9 similar phases.
Each submodule consists of a battery storage unit and
a MOSFET full bridge and is connected in series with
other submodules.

T1 D1

T2 D2

T3 D3

T4 D4

CVES

P
h
as
e
1

L

Submodule 1

Submodules 2-8

Figure 13: Multilevel CHB inverter submodule.

A full bridge used in a cascaded H-bridge multi-
level inverter with lithium batteries was taken into
account for an experimental verification of the norma-
tive thermal stability of the MOSFET’s power inverter.

For this verification of EN61000-2-4 [29] was the
full bridge tested for 20 min with 10% more current
than the nominal current, 10 min with 25%, 60s with
50% more current and 1 s with 100% (double of the
nominal current). Furthermore the thermal capacity
of the inverter has been estimated and the thermal be-
havior of the full bridge was observed.

Table 7 shows the characteristics of the MOSFET
type IPP023NE7N3, which has been investigated.

Figure 14 shows an experimental test bench for in-
vestigating the thermal behavior of the inverter’s sub-
module. For the construction of the test bench, the re-
sults of the research, discussed in [30–32], were taken
into account.

Figure 14: Test bench setup for the thermal tests of
the full bridge.

In general, the test bench consists out of a power
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Table 7: Description of the used MOSFET.

Type IPP023NE7N3

Maximum voltage 75 V
On-state resistance 2.3 mΩ

Maximum continuous drain current 120 A

supply, the submodule, load resistors, and the mea-
surement devices. The submodule is directly con-
nected to the power supply on the DC-side and the
resistors on the AC-side. The DC current at the power
supply was set by adjusting the resistance of the load
resistors. Therefore the power supply was working
in control voltage mode, excepted from the last test
(double nominal current), which would exceed the ca-
pabilities of the power supply.

The output voltage of the power supply had to be
reduced in order not to exceed the maximum output
power of 3 kW. The full bridge was working with a
pulse width modulated (PWM) signal. The constant
pulse width of 500 s was generated by a PWM fre-
quency of 1 kHz and a duty cycle of 50%. The sub-
module had to operate covered under a box with just
a few holes near the top and bottom side. This box en-
sures that only natural convection can take place and
a possible airflow in the measurement environment
would not affect the measurement results.

The measurement data consists out of the time-
stamps and two MOSFET temperatures, namely MOS-
FET 2 and MOSFET 3 of the submodule from Fig-
ure 13. The temperature measurements of the test
item, as can be seen in Figure 15, were taken by a ther-
mocouple sensor. Two bimetal temperature sensors,
which were evaluated by multi-meters, were used as
measuring means. Thermal imaging was also used
to validate the temperature measurement by the ther-
mocouple. The measurement was evaluated as repre-
sentative.

Figure 16 shows the picture of the thermal imag-
ing camera. It illustrates that the heat transfer to the
cooling elements work properly and that the chosen
measurement points offer a representative result. A
STM32F4 controller generates the PWM signal for the
control of the full-bridge. The standard PWM fre-
quency within the inverter is 1 kHz. It should be
noted that each experiment with different load levels
continued until the failure of the tested MOSFETs or
when the normative values of the duration of fail-safe
operation were significantly exceeded.

The Figures 17–21 show the thermal character-
istics of the submodule for various load modes, i.e.
nominal load, 10%, 25%, 50%, and 100% overload
of power electronic devices. The experiments were
stopped when the time range significantly exceeded
the normative values of Figure 4 for every load mode.
The experimental targets were clearly exceeded. The
tested submodule has shown large reserves in the
overload capacity. During the tests no unexpected de-
fects have been occurred. Thus, the normative over-

load data (Figure 4) can be used to determine the tran-
sition probabilities of MSS MM without any restric-
tions.

Figure 15: Test item for thermal measurement with
measurement points on MOSFET 2 and 3.

Figure 16: Resulting picture of thermal imaging cam-
era.
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Figure 17: Thermal characteristic for nominal mode
without overload.
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Figure 18: Thermal characteristic for 10% overload.
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Figure 19: Thermal characteristic for 25% overload.
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Figure 20: Thermal characteristic for 50% overload.
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Figure 21: Thermal characteristic for 100% overload.

6 Results of Simulation

By the simulation has been considered the worst case,
critically dangerous variant of failure – the submod-
ule failures occur consistently in the same phase. In

case of the simulation of a not safety-critical fail-
ure, as well as the possibility of partial recovery of
power drive’s operating ability in the degraded state,
the value of the fault tolerance will be significantly
higher. Considering the design requirements on the
fault tolerance, the sustainable functionality of the
inverter in the failure cases was analyzed using the
above MSS MM for a power demand of 113% of the
nominal value. The corresponding graphs for a differ-
ent number of phases are presented in Figure 17.
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Figure 22: Probability of total failure one inverter
phase.

The results of simulation of three consecutive crit-
ically dangerous failures allow quantifying the degree
of fault tolerance of a multilevel inverter, which is a
one important part of the traction drive of helicopters.
The 7- and 9-phase options have shown the maxi-
mum compliance with the requirements relating to
the safety-critical drives. For further studies of re-
liability and fault tolerance of safety-critical electri-
cal drives, it is advisable to evaluate the integrated
performance of electric drive as a whole, considering
the reliability characteristics of electric power source,
power electronics, and electric motor.

It is also of significant interest to quantitatively as-
sess the impact of the maintenance strategy on the re-
liability and fault tolerance of electrical drive of the
helicopter.

7 Conclusion

The paper presents the results of complex compara-
tive analysis of an important part of the safety-critical
drive train – the electric inverter, including an analy-
sis of the reliability and fault tolerance of inverter in
emergency operational modes.

On the basis of the developed techniques and
models, taking into account the strict requirements
on the safety-critical drive of an electrical helicopter,
the authors carried out a comparative analysis of the
fault tolerance degree of considered inverter topolo-
gies, which, in turn, led to the conclusion about the
optimal range of applicability and feasibility of each
compared variant of topology considering the speci-
fied safety requirements.
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1. Introduction  

     PQ problems occur due to frequency, voltage swells, voltage 
sags, light flicker, voltage transients, harmonics, unbalanced 3-
phase signal. All equipments influence the grid by the 
reproduction harmonics, voltage variations. Also the performance 
of transformers and generators are affected by the power quality 
on the distribution network. Unanticipated alteration of the 
voltage and current signal from healthy conditions can devastate 
or stoppage the critical electrical machineries created for various 
aim [1-5].   

1.1. Voltage sag  

    Voltage sags are short-duration (less than 1 second) reductions 
in voltage magnitude. The sag is mostly related with the short 
circuit faults single-line to ground, line to line, and for three-phase 
to ground faults. This type of disturbance is nowadays one of the 
main PQ disturbances. Momentary increase of current has many 
origins in power systems such as energizing of transformers, short 
circuits, earth faults and starting of induction motors. Voltage sags 
are the most typical disturbances that affect power quality in smart 
grids. Moreover, they are the most costly. When voltage sag 

happens, the power supply inside electronic devices uses some of 
its stored energy to make up for the failure of input voltage. If 
enough energy is lost owing to the sag, then the power supply may 
fail its task to maintain adequate  

DC voltage to components. Even for nanoseconds such integrated 
circuits, inside the device are affected by. This is very short 
moment to destroy data in microprocessor based electronics and 
to bring about malfunctions of digital equipment especially PCs. 
Malfunction of PCs integrated. in a real-time system is linked with 
conceivably bigger results, because there are losses correlate with 
the controlled process. The sensitivity of PCs to voltage sags is 
mostly expressed only in terms of the magnitude and duration of 
the voltage sag [25, 26, 30, 31, 40]. Considering previous studies 
about PQ disturbances analysis, Short-Time Fourier Transform 
(STFT) have been applied for stationary and periodic signals in 
frequency domains. But when handling non-stationary signals, it 
is problematic to analyze with STFT [47, 48, 49]. It was 
experimentally verified and demonstrated the WT is better than 
STFT [47]. Wavelets are employed in PQ when the time 
information is crucial however, it is not crucial to perceive the 
specific frequency of a fault in waveforms. Using WT, high time 
resolution is arranged for high- frequency components and low 
time resolution is attained for low-frequency components of the 
disturbance. Another method, ST is acquired by multiplying WT 
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with a phase correction factor. This method’s disadvantage is 
having large computation time.  Since ST is a Fourier-based 
technique, it also deteriorates from the handicaps of Fast Fourier 
Transform (FFT) [18, 20, 47, 48, 49]. On the other hand, the 
Hilbert Huang Transform (HHT), signals are extracted for 
different oscillation modes called intrinsic mode functions 
(IMFs). These functions are related to different time scales. 
Application of Hilbert transform to these IMFs can indicate the 
instantaneous amplitudes (IA) and the instantaneous frequencies 
(IF). Therefore, HHT can give a reasonably better time-frequency 
pattern representations for non-stationary signals [6, 11, 12, 13, 
18, 19, 21]. In the light of this information, we used the HHT for 
generating IA signals from the voltage sag signal Firstly, for 3 
phases (L1-N, L2-N, L3-N) real time processing the first intrinsic 
mode function is removed with the addition (superposition) of 
remain components to reconstruct the analyzed signal. Secondly, 
we generate features with the help of statistical functions such as 
mean, Standard deviation, skewness and kurtosis. For Diagnosis 
part we utilized Support Vector Machines, Decision Tree, and K 
Means Clustering Methods. These methods have performed also 
their achievements were matched for error rates and CPU timing. 

2. Material and Methods 

2.1. Signal Processing Methods for Feature Generation 

     Unlike the traditional methods such as STFT (Short time 
fourier Transform), Wavelet Transform (WT) and Stockwell 
Transform (ST), Hilbert Huang Transform (HHT), especially for 
noise assisted PQ disturbances signals, provides better and useful 
representation in order to detect the disturbance. Disadvantages 
and advantages of signal processing methods for feature 
generation procedure summarized in Table I. 
 
Table I. Comparison of feature extraction methods for PQ disturbances 

[11, 18, 21] 

 Disadvantages Advantages 
STFT  Basis: Non-adaptive 

Completely Theoretical 
 

 Not acceptable for non-stationary 
signal as it does not follow signal 
oscillation accurately because of 
limitation of fixed window width 

 
 

Profitably handle for stationary 
signals where properties of signals 
do not derive in time. Quite simple 

in application. 

WT Basis: Non-adaptive 
Completely Theoretical 

 
Fully affected by noise present in 
the signal, adversity from spectral 

leakage effects 

 
Gives local illustration in both time 
and frequency. Thus, suitable good 

time– frequency resolution is 
appropriate. 

ST Basis: Non-adaptive 
Completely Theoretical 

 
Does not accomplish real-time 

requirement based on block 
processing, false harmonics 

measurement owing to dependency 
of frequency window width 

 
 

Maintain time and frequency 
representation. Good time-frequency 

resolution. 
 

HHT  
 
 
 

Limited for narrow band conditions   
Mode mixing and end effect 

problems 

Basis: Adaptive 
Empirical 

 
Conveniently applicable to non-

linear and non-stationary processes.  
Generates perpendicular IMFs  

whereby instantaneous amplitude 
and phase can be easily assessed be 

easily evaluated 

2.2. Stockwell transform (S- transform)  

       The S-transform is a time–frequency plane gadget produced 
by the mixture of wavelet and short time fourier transform It 

generates a time– frequency plane of a time series. It individually 
merges a frequency dependent resolution that contains the real 
and imaginary part of spectrum. Gaussian modulated co-sinusoids 
are the primary function for the S-transform [6, 7]. The Short 
Time Fourier Transform (STFT) of signal x(t) is explained in 
equation 1. 

∫
∞

∞−

−−= dtetgtxfSTFT ftj πττ 2)()(),(  

τ and f stand for the time of spectral localization and Fourier 
frequency,  g(t) shows a window function. The S transform could 
stem from (1) by putting into g(t) with the Gaussian function, 
explained in equation 2. 
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Ultimately the S transform is achieved in equation 3. 
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If the window of S transform is wider in time, it gives better 
frequency resolution for lower frequency. Whereas the window is 
narrower, it gives superior time resolution for higher frequency, 
namely trade-off between time and frequency resolution [18, 20].  

 
Figure 1.  STransform Contours of Normal – Voltage Sag Cases 

   S-Transform is not capable of detecting noise as much as HHT 
in real time measurements [8, 32] (Figure 1). However, it is 
clearly shown that ST can produce valid features for detecting 
voltage sag.   
2.3. Proposed Method:  Hilbert Huang transform  

    HHT, a self-adaptive signal-processing method, which has 
been applied in non-stationary signal-processing successfully, 
was developed by Huang. EMD method is a sifting iteration, to 
decompose one Intrinsic Mode Function (IMF) component needs 
many times sifting till obtaining last IMF, residual monotonic 
function [9, 10]. Main steps of HHT shown in figure 2. 
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The EMD [11, 12, 13] algorithm the steps:  

Beginning of Sifting Process 

1. Find all maximas and minimas of the signal x(t). 
2. Attain the upper and lower envelope by the cubic spline 

interpolation. 
3. Find  the mean function of the upper and lower envelope 

mean(t). 
4. Calculate the difference signal f(t) = x(t)−mean(t). 
5.  When f(t) becomes a zero-mean process, then the 

iteration stops and f(t) is an Intrinsic Mode Function 
IMF1, c1(t);  otherwise, go first step and replace x(t) with 
f(t). 

6. Calculate the residue signal   res(t) = x(t)−c1(t). 
Iterate the procedure from steps (i) to (vi) to obtain IMF2, 
named c2(t).  To attain cn(t), continue steps (1) till step 
(6) after n iterations.  

 

End of the Sifting Process 
7. The algorithm stops when the final residual signal res(t) 

becomes  a monotonic function. 
 

2.3.1. Ensemble EMD (EEMD) Algorithm 
    The major challenge of the EMD algorithm is the appearance 
of mode mixing. Therefore the EEMD algorithm was performed 
for overcoming the problem in this study [12, 13].  

     Analyzed signal is decomposed using the ensemble empirical 
mode decomposition (EEMD) into intrinsic mode function (IMF) 
that includes instantaneous frequencies (IF) and instantaneous 
amplitudes (IA). When the signal is turn into IMFs, the Hilbert 
transform can formerly be carried out to each IMF giving the IA 
and IF versus time plot. This merging of EEMD process and 
Hilbert transform is known as the HHT [6, 11, 12, 13, 18, 19, 21].  

 

Figure 2.   Main steps of the feature generation routine with HHT 

 
Figure 3a.  Feature vectors (IMF1 (noise) to IMF3) for a voltage sag signal with 

EEMD 

 

Figure 3b.  Feature vectors (IMF4 to Residual (IMF12)) for a voltage sag signal 
with EEMD 

     For 3 phases (L1-N, L2-N, L3-N) real time processing the first 
intrinsic mode function is removed with the addition 
(superposition) of remain components to reconstruct the analyzed 
signal. Fig 3 illustrates first component IMF1 the noise (lowest 
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magnitude highest frequency signal) on the line (L1-N) to the 
lowest frequency component residual, last IMF12. 

 
Figure 4.   IA corresponding to remove first IMF voltage sag condition of signal 

Figure 5.  IF corresponding to remove first IMFs voltage sag condition of signal 

      IF signal can be used for separation for two cases but there is 
end effect problem that has to be solved. When cubic spline fitting 

is computationally demanding, it generates distortions near the 
end points. This is a technical problem that causes data failures 
and peaks at the beginning and at the end of the signal. This fault 
will be investigated on Hilbert-Huang transform (Figure 5). 

3. PQ Disturbances Computational Intelligence Methods  

3.1. Support vector machine (SVM) 

     SVM methods, is developed by Vapnik, whereby statistical 
learning technique being the basis contributes a novel machine 
learning method. SVMs are linked supervised learning methods 
used for classification and regression. SVMs target obtaining 
optimal hyper-planes different classes of input data in a high 
dimensional feature space, thus new test data can be classified by 
acquired the hyper-planes Support vectors lie closest to the 
optimal hyper-plane [7, 14, 18, 21, 28, 34]. 

 Let {xi,yi}, i = 1,2,…,M  be M training data vectors xi with class 
label yi. Given an input vector x, an SVM constructs a classifier 
of the form: 

  )),(()(
1

bxxKyasignxf
M

i
iii += ∑

=

                              

ia  denotes non-negative Lagrange multipliers each of which 
corresponds to a training data, b denotes bias, K(. , .) is a kernel 
fullfilling the conditions of Mercer's theorem [11, 34]. In this 
study we performed two kernel functions are the polynomial 
kernel d

jiji xxxxK )1.(),( += we tested for d=2, 3.  Gaussian 

Radial Basis Function (RBF) 2

2

2),( σ
ji xx

ji exxK
−

−
= we tested 

sigma 0.01 and 1 in this study. 

3.2. Decision Trees  

       Decision trees are methods that utilize divide-and-conquer 
approaches as structure learning by induction [15, 16]. The C4.5 
algorithm was developed by Qinlan, contains the generation of a 
tree whereby a training set, finding the information gain criterion 
with the help of Shannon Entropy in order to find the finest 
attribute/feature to be used at each node.  

3.2.1. Shannon Entropy 

It is given a probability distribution D = (d1, d2,…, dm) the 
Information carried by this distribution entropy of  D is explained 
in equation 5. 
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3.2.2. The Information Gain  

The Information defines the gain for a test t and a position d 
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that values (dj) is the set of all possible values for attribute t. 
Equation 5 can calculate highest ranking attributes and build the 
decision tree where at each node is located the attribute with the 
highest information gain. Furthermore, the algorithm applies the 
post pruning approach to diminish the size of the tree and prohibit 
over fitting. C4.5 is a technique for approximating discrete-valued 
functions that is powerful tool to noisy data and suitable for 
learning distinctive statements [16, 17, 18, 19, 20, 21, 28, 29].  

3.3. K-Means Clustering 

     K-means clustering algorithm is a significant unsupervised 
classification technique to separation of set of dissimilar patterns.  
Same featured patterns are arranged into same clusters, different 
features are replaced in different sets [22, 23].The steps of the 
algorithm: 

 
1. Apply K points into the space illustrated by objects being 

clustered. These points symbolize first group centroids. 
Determine each object to the nearest centroid group.  

2. As objects have been completed, recalculate the 
localizations of the K centroids.  

3. Iterate Steps 1 and 2 until the centroids do not change 
anymore. This creates a separation of the objects into 
groups from which the metric with squared Euclidean 
distance objective function which is defined in equation 
6, can be calculated.  

The objective of this algorithm is to make an objective 
function, minimize the squared error function [35, 36, 37].  

∑∑
= ∈

−=
K

i Sx
ii

ij

xxObj
1

2)( µ
 

K denotes clusters Si, i = 1, 2,..., k, and iµ  is the mean points 
of centroids. 

3.3.1. Fisher’s discriminant ratio (FDR) 

      FDR or SNR (in machine learning) is commonly 
performed to compute the inequitable way of specific features 
between two clusters. Linked with the values of a feature in 
two classes, µ

1
 and µ

2
 be the respective mean values and 

2
1σ  and 2

2σ  the respective variances defined in equation 7 
[38, 39].
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4. Experimental Set up and Discussions 

     For experimental studies, we installed PQube Analyzer in 
Ondokuz Mayis University Computer Laboratory for collecting 
real time disturbances data for each three phases in order to test 

for proposed algorithms. 3 phases connected with totally 28 
numbers of PC loads. PQube power meter installation properties 
explained in appendix of the paper. This paper includes 
computational intelligence methods in order to classify voltage 
sag disturbance.  Figure 6 shows 3 phase voltage sag condition 
PQube sample measurements from Computer Laboratory in 
Ondokuz Mayis University including July 2016 to December 
2016.   

 

Figure 6.  Computer laboratory power quality monitor with PQube voltage sag  

 In this study, we apply two methods for identification of voltage 
sag. Selecting appropriate features of voltage sag events are 
highly crucial for diagnosing of the fault properly. Classification 
process of real-time voltage sag disturbances are shown in Figure 
7.  

 
Figure 7. Schematic model of Voltage Sag Classification  
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     First Method, firstly extracted features are produced from 
ensemble empirical mode decomposition (EEMD) method so as 
to classify the voltage sags in grid. After reconstruction signal 
without noisy part, removing first intrinsic mode function (IMF). 
Then instantaneous amplitude (IA) is generated by means of HHT. 
The following features were extracted: mean, standard deviation, 
skewness function results of IA.  

     Second Method, we generated the statistical features from 
PQube 3 phase line voltages. In order to select the best feature 
from the functions, we performed Fisher Discriminant Ratio 
criteria. Selected features which give high ratio for Phase A and 
B are standart deviation and kurtosis, for phase C are mean and 
skewness. Then we used generated features for K Means 
Clustering Methods.  Figure 8 shows selected  features space and 
cluster assignments and centroids of normal and voltage sag 
condition sets. 

 

 

 

 

 

 

 

 

 

 
Figure 8.  Feature Space and Clusters for Phase A  

     To figure out the performance of the proposed power quality 
classification algorithm, a total number of 30 PQube Analyzer real 
time disturbances data were used 15 for normal conditions 15 for 

voltage sag conditions. The PQ signals are divided into two 
categories; 20 of them were used for training and 10 of them were 
used for testing the proposed algorithm with shuffling the data.  
      We analyzed for each three phases separately owing to main 
source connected with different loads (number of computers). 
This study is the first step of our work, second step will be 
searching relations with number of computers for each phases and 
fault percentage. 
 

• In the light of Table II., for phase A, it is concluded that 
for radial basis kernel function sigma 1, gives more proper 
result precision of 100% and CPU time (5.254 sec) in non 
linear SVM. Kernel function for SVM is 
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• For phase B, it is deduced that for radial basis kernel 

function sigma 0.01, gives more accurate result precision 
of 100% and CPU time (3.064 sec) in non linear SVM. 

 

Kernel function for SVM is 2

2
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• For phase C, it is deduced that for K-Means clustering 
(Euclidean distance function (di,j)), gives better result 
precision of 86.7% and CPU time (0.480 sec).  
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• It is clearly shown in Table II when examining each phases 

K- means clustering algorithm is the fastest algorithm.  
 

• For phase A and B, SVM with RBF sigma=1 gives better 
results for detection voltage sag. 

 
• For three phases, C4.5 decision tree gives same 80% 

recognition rate. 
 
(Note: the most proper and robust classifiers for each phase are 
showed by Red font in Table II). 
 
5. Conclusion 

In this study, we aimed to generate non-time consuming features 
for detection voltage sag in smart grid. We also process and 
classify real time 3 phase voltage sag signals.  In contrast to 
literature studies we do not normalize the features. Thus we can 
relate load types and fault magnitude and duration. Also it is 
processed real-time noise- assisted data. For this reason this study 
gives effective ideas about real time disturbance detection. As a 
result, SVMs, C4.5 Decision Tree and K Means Clustering 
Methods were performed also their achievements were matched 
for error rates and CPU timing. Simulations indicate that K- 
means clustering algorithm is the fastest algorithm. For phase A 
and B, SVM with RBF sigma=1 gives better result for detection 
voltage sag. Simulation results will be using for relation with 
loads types and the magnitude and duration of the voltage sag. 
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Table II.  Performances of disturbance diagnose algorithms 
 

 

Phase A (L1-N) Phase B (L2-N) Phase C (L3-N) 
Error 
rate 
(ER)(%) 

Execution 
time(ET) 
(sec) ER ET ER ET 

SVM-poly  d=2 10 4.088 0 3.321 20 5.883 
SVM-poly  d=3 10 3.929 0 3.636 20 5.489 
SVM-RBF 
sigma =0.01 50 0.738 0 3.064 20 5.805 
SVM-RBF 
sigma =1 0 5.254 0 5.368 50 0.674 
DecisionTree 
C4.5 20 6.20 20 6.835 20 3.514 
K-Means 
(Euclidean 
distance) 6.66 0.693 16.6 0.510 13.3 0.480 
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Table III provides discussions about related signal processing 
methods such as WT, ST HT and for decision part SVM, DT, k-
nearest neighbor (k-nn), Probability Neural Network (PNN). It 
also gives percentages error rates literature studies and the 
proposed methods. It is clearly shown in Table III most of the 
studies reported the results on synthetic normalized an done phase 
data which are absolutely far from real PQ disturbances. Apart 
from the previous studies, detection capability validates the 
potential of the proposed algorithm. To analyze the real time 
power signals and classification techniques were employed with 
Matlab ™ Toolboxes. 
 

Table III.  Performances of disturbance diagnose algorithms 
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 Side-Channel Attack (SCA) is an effective method in extracting the secret key of 
cryptographic algorithms by correlating the physical leakage information with the 
processed data. In this paper, we propose an arithmetic hiding cum Look-up Table 
(AHLUT) based Substitution-Box (S-Box) in AES-128 cryptographic algorithm 
implementation to countermeasure against SCA. There are three key features in our 
proposed AHLUT S-Box. First, the arithmetic hiding performs four types of arithmetic 
operations such that their total physical leakage information sufficiently overshadows 
the correlated physical leakage information of the S-Box operation. This is to reduce the 
correlation of the AES-128 physical leakage information with the processed data. 
Second, the AHLUT S-Box pre-stores all the 256 bytes of possible output values based 
on the conventional S-Box and selects a corresponding output value with respect to the 
input accordingly. In this context, it dissipates significantly lower power when compared 
to the conventional S-Box which performs multiplication inversion and affine 
transformation. Third, we propose a methodology to determine a minimum number of 
the arithmetic operations to sufficiently overshadow the physical leakage information of 
the S-Box operation. Based on the measurement results of performing AES-128 
algorithm on Sakura-X FPGA encryption-board and in term of power dissipation, our 
proposed AHLUT S-Box dissipates 1.6mW and features 11.56× lower power dissipation 
than the conventional S-Box. In term of security which is based on Correlation Power 
Analysis attack, it requires 73× more power traces to reveal the secret key for our 
proposed AHLUT S-Box than the conventional S-Box. As for the non-invasive 
Correlation Electromagnetic Analysis attack, it requires 25× more electromagnetic 
traces for our proposed AHLUT S-Box than the conventional S-Box. 
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1. Introduction  

Side-Channel Attack (SCA) is an effective method to 
extract the secret key of cryptographic algorithms, such as 
Advanced Encryption Standard-128 (AES-128) algorithm, by 
correlating physical leakage information, generated during 
the encryption process, with processed data. The physical 
leakage information such as power dissipation [1], 
Electromagnetic (EM) emanation [2], temperature [3] and 
timing [4] information, which are measured during the 
encryption process, are dependent on the processed data, 
determined based on plaintext/ciphertext. Due to the 
simplicity, in term of measurement, the power dissipation and 

EM emanation are the most preferred by adversary to be 
employed in the SCA compared with other physical leakage 
information [1]. 

Fig. 1 depicts the attacking scenario of the SCA, by 
intercepting wireless communication, transmitting the 
encrypted plaintext, ciphertext, to receiver and at the same 
time, measuring the physical leakage information. In this 
scenario, the correlation based SCA, such as Correlation 
Power Analysis (CPA), is employed to compute and analyze 
the correlation between the processed data and power 
dissipation measurements (power traces). To protect the 
secret key against SCA, countermeasure techniques are 
employed to reduce (break) the correlation between the 
physical leakage information with processed data. 
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The countermeasure technique is classified into two main 
classifications, hiding and masking, which are based on 
hardware and software approaches respectively [1]. The hiding 
technique breaks the correlation between power dissipation and 
processed data by balancing the power dissipation for different 
processed data whereas the masking technique employs masking 
variable (m) to mask the processed data against SCA. The main 
drawback of the masking technique is to mask and unmask of 
the m which can degrade the performance of the cryptographic 
algorithm implementations, such as low throughput, speed 
reduction and high power dissipation [2]. 

 
There are two main approaches of hiding technique, cell and 

block level approaches. In the cell level, several techniques have 
been reported such as Sense Amplifier Based Logic (SABL) [5], 
Wave Dynamic  Differential Logic (WDDL) [6], Three-phase 
Dual-rail Pre-charge Logic (TDPL) [7] and Pre-Charge Static 
Logic (PCSL) [8]. The concept of SABL is to balance internal 
charges by fully charging and discharging all internal node for 
different processed data (i.e. bit-0 or bit-1). However, during the 
implementation in crypto-device, the internal charges is not fully 
discharged at high frequency (>100MHz) due to small variation 
on the internal parasitic capacitance [6]. The WDDL and PCSL 
implement Pre-charge and Evaluation cycle with differential 
logic to make a constant power dissipation for different logic 
transition. In the AES-128 implementation, the WDDL occupies 
over 3.1× area, dissipate 3.7× dynamic power and 3.8× reduction 
in throughput compared with standard cell implementation [5]. 
For the PCSL implementation, the power dissipations tend to 
leak information during the pre-charge cycle [6] and hence 
vulnerable against CPA attack. The TDPL employs dual-rail 
dynamic logic with three-phase clocking system (Pre-charge, 
Evaluation and Discharge). The three-phase clock is to ensure 
that the remaining internal charge is fully discharge to make a 
constant amount of charge for each cycle. However, the TDPL 
features 4.6× slower speed compared with conventional CMOS 
implementation [1]. 

 
For the hiding approach at the block level, the power 

dissipation is balanced directly at the main power supply, VDD 
point, of the crypto-device. The hiding techniques based on 
block level approach are a Switching Capacitor Current 
Equalizer (SCCE) [9], an intermittent Supply-Current Equalizer 
(iSCE) [10] and A Dynamic Voltage and Frequency Switching 
(DVFS) [11]. The SCCE is the same principal as in the TDPL. 
The current equalizer implemented with integrated switching 

capacitors, which isolates the encryption circuits activity by 
equalizing the current. However, it is 33% power overhead 2× 
slower than conventional differential logic [8]. The iSCE is an 
improvement of the SCCE performance, which is only at the 
vulnerable round of AES-128 (i.e. 1st and 10th rounds) 
implement the equalizer. The current equalizer techniques (i.e. 
SCCE and iSCE) are both vulnerable against EM based attack 
by measuring the EM emanation generated after the equalizer 
module. The DVFS hides the correlated power dissipation 
against SCA by dynamically changing the scale of the voltage 
and frequency during the encryption. The noise generated 
during the operation can be filtered by Finite Impulse Response 
(FIR) filter with optimized parameters to increase the Signal-to-
Noise Ratio (SNR). Therefore, the correlated power dissipation 
still can be detected and the secret key can be revealed with 
required low number of power traces. 

 
In this paper, we propose an arithmetic hiding cum Look-up 

Table (AHLUT) based Substitution-Box (S-Box) in AES-128 
cryptographic algorithm implementation to countermeasure 
against SCA. There are three key features in our proposed 
AHLUT S-Box. First, the arithmetic hiding performs four types 
of arithmetic operations such that their total physical leakage 
information sufficiently overshadows the correlated physical 
leakage information of the S-Box operation. This is to reduce 
the correlation of the AES-128 physical leakage information 
with the processed data. Second, the AHLUT S-Box pre-stores 
all the 256 bytes of possible output values based on the 
conventional S-Box and selects a corresponding output value 
with respect to the input accordingly. In this context, it 
dissipates significantly lower power when compared to the 
conventional S-Box which performs multiplication inversion 
and affine transformation. Third, we propose a methodology to 
determine a minimum number of the arithmetic operations to 
sufficiently overshadow the physical leakage information of the 
S-Box operation. Based on the measurement results of 
performing AES-128 algorithm on Sakura-X FPGA encryption-
board and in term of power dissipation, our proposed AHLUT 
S-Box dissipates 1.6mW and features 11.56× lower power 
dissipation than the conventional S-Box. In term of security 
which is based on the CPA attack, it requires 73× more power 
traces to reveal the secret key for our proposed AHLUT S-Box 
than the conventional S-Box. As for the non-invasive 
Correlation Electromagnetic Analysis (CEMA) attack, it 
requires 25× more electromagnetic traces for our proposed 
AHLUT S-Box than the conventional S-Box. 
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Fig. 1: Attacking scenario of SCA of wireless communication based on AES-128 implementation 
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This paper is organized as follows. Section II reviews the 
AES algorithm, various S-Box implementations, CPA and 
CEMA. Section III presents the proposed AHLUT S-Box. 
Section IV describes the measurement results on CPA and 
CEMA attack and finally, conclusions are drawn in Section V. 

2. Advanced Encryption Standard, Substitution-Box 
operation, CPA and CEMA 

In this section, an overview of the AES algorithm is briefly 
described followed by a description of the various topologies of 
the S-Box operation and the correlation based attack, the CPA 
and CEMA. 

2.1. Advanced Encryption Standard 

The AES algorithm has been employed in a variety of 
security systems including the defense and banking applications 
since 2001 [6].  It is categorized as a symmetric-key encryption 
algorithm, in which the transmitter and receiver employ the 
same secret key for encryption and decryption respectively.  
The AES algorithm transforms a plaintext into a ciphertext 
using the secret key by several iterative processes.  The 
processed data block length is fixed at 128 bits, while the key 
length can be 128, 192, or 256 bits [1].  For the 128, 192 and 
256 secret key length, there are 10, 12 and 14 round of iterations 
are required respectively.   

Fig. 2 depicts the flow chart of the encryption process in the 
AES algorithm. Each round of iteration consists of four 
operations, namely S-Box, ShiftRow, MixColumn and 
AddRoundKey, except for the last round which does not have 
MixColumn operation.  The decryption is a reverse operation of 
the encryption process, i.e. transforming the ciphertext into 
plaintext (original message) using the same secret key. The 
decryption structure can be derived by inverting the encryption 
structure directly [12].  The equivalent decryption structure has 
the same sequence of operation as in the encryption structure, 
thus, the resources sharing is allowed for the encryption and 
decryption process. 
 

 
 
 
 
 

 
 
 
 

 
 
 

 

 

 

 

 

 

Fig. 2: Flow chart of the encryption process of the AES-128 algorithm with 10 
round iterations 

2.2. Substitution-Box 

The S-Box is one of the critical operations in AES algorithm 
and it consists of two sub-modules [1], namely the 
multiplicative inversion sub-module in GF(28) and the Affine 
transformation sub-module as depicted in Fig. 2. Each input to 
the S-Box is a 1-byte of intermediate data, x, and the S-Box will 
generate 1-byte of output S(x). In term of power, it dissipates 
65% - 80% of the total power dissipation of the AES 
implementation [1]. Based on these two sub-modules, the S-
Box features a non-self-inverse function, which effectively 
protects the data against the brute force attacks. 

 
 

 
 
  
 
 
 
 
 
 
 
 

A  = isomorphic mapping 
A-1 = inverse isomorphic mappings 

B = square operation in GF(24) 
C = sum operation in GF(24) 
D = multiplication operation in GF(24) 
E = multiplication with constant operation 
F = inverse operation in GF(24) 

Fig. 3: The two sub-modules of a conventional S-Box of AES algorithm 

The S-Box operation can be implemented in the form of the 
LUT, in which all the possible output (28 = 256) are pre-stored 
in the LUT memory, as depicted in Fig. 4. The analysis of the 
LUT S-Box [13] shows that the power dissipation is reduced 
significantly by 5.5× lower than conventional S-Box (reduces 
from 10.5mW to 1.9mW). However, the security features can 
only protect the key against CPA attack up to 13×103 power 
traces. This is due to the selection function (in the multiplexer) 
dissipates relatively small differences of the dynamic power for 
different input and output values of the S-Box. 
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Fig. 4: LUT S-Box implementation 

The data dependency with physical parameters is relatively 
high in the S-Box although the power dissipation can be 
significantly reduced by LUT technique. The variance of power 
traces for different input values is still detectable by CPA attack 
[13]. However, the low power dissipation at LUT architecture 
is possible to apply dummy operations, which hide the 
correlated power dissipation against CPA attack without 
sacrificing the power overhead. 
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2.3. CPA and CEMA 

The CPA attack is a byte-based power analysis attack. Each 
byte of key (sub-key) is estimated by means of 256 possible 
values (28 = 256). The CPA attack is performed by analyzing 
the correlation coefficient (𝑟𝑟𝑖𝑖,𝑗𝑗,𝑡𝑡) of two variables, power model 
(𝑋𝑋𝑖𝑖,𝑗𝑗,𝑚𝑚), and the power traces (𝑌𝑌𝑡𝑡,𝑚𝑚), for i = 1, …, 16 sub-keys, 
j = 1, …,256 sub-key candidates, t = 1, …, N sampling points, 
as follows: 
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The correct sub-key, i, corresponds to the highest 𝑟𝑟𝑖𝑖,𝑗𝑗,𝑡𝑡 at the 
particular sub-key candidate, j, and sampling point of power 
traces, t. The common power model used is either Hamming 
Distance (HD) or Hamming Weight (HW).  The higher number 
of power traces required to reveal the correct sub-key, the 
higher CPA-resistant to the hardware, hence more secured. 

The CEMA attack applies the same procedure as the CPA 
attack. However, the process of acquiring the physical leakage 
information is less invasive compare with the CPA. The 
adversary can simply measure the EM emanation by placing the 
EM probe on the crypto-device and apply the Eq. (1) to reveal 
the secret key. 

3. Proposed AHLUT S-Box  

The power dissipation generated from the crypto-device is 
resulted from current (IDD) and voltage (VDD) consumed during 
the processing one plaintext (consists of 16 bytes). The 
collection of power dissipation (P = IDD·VDD) measurements 
form power traces [1] and the power traces can be decomposed 
as the total sum of power dissipations of an operation, POP, 
processed data, PDATA, noise, PNOISE and constant power (static 
power dissipation), PCONST as described in Equation (2).  

      PTRACES = POP + PDATA + PNOISE + PCONST              (2) 

The POP and PDATA are generated when performing the 
operations of the AES-128 algorithm with different value of 
input data, which are the main physical leakage information 
employed for the SCA. The PNOISE can be generated from the 
crypto-device and measurement tools (i.e. oscilloscope) which 
exhibit different noise level for different application (i.e. ASIC 
or FPGA) and specification respectively. The PNOISE can be 
filtered out by means of FIR filter with optimized parameters 
and hence increase the SNR value of the power traces. The 
PCONST is relatively irrelevant to the SCA, since the value is 
generated constantly for different operation and processed data. 
In this context, the SCA only consider two power dissipation 
components, POP and PDATA, to leak out the information of the 
secret key. 

The proposed arithmetic hiding based LUT S-Box technique, 
in this paper, is focused on the POP and PDATA, to decorrelate 
between the physical leakage information and the processed 
data, based on the CPA attack. The main idea is to generate 
dummy power dissipation by performing dummy operation 
(PD_OP) with dummy input data (PD_DATA). Therefore, the total 
power traces measurement is the sum of main power dissipation 
and dummy power dissipation as expressed in Equation (3).  

TPTRACES = POP + PD_OP + PDATA + PD_DATA          (3) 

To break the correlation between power dissipation 
measurement and processed data, based on the CPA attack, the 
dummy power dissipation must be able to dominate the total 
power traces. In other words, the dummy power dissipation is 
generated in such a way that overshadow the main power 
dissipation of the AES-128 algorithm, as expressed in Equation 
(4). In this context, the changes of POP and PDATA, are negligible 
respect to the total power traces which are used in the CPA 
attack as expressed in Equation (5). Eventually, the broken 
correlation, between power dissipation and processed data, is 
achieved due to the total power traces measured during the 
encryption is always referring to dummy operation, which is 
performing irrelevant operation and data with the operations in 
the AES-128 algorithm.   

TPTRACES = POP   + PD_OP    + PDATA    + PD_DATA          (4) 

When POP and PDATA are negligible respect to PD_OP and 
PD_DATA, the Eq. (4)  can be rewrite as follows. 

TPTRACES ≃ PD_OP + PD_DATA                       (5) 

The total power traces as expressed in the Eq. (5) can be 
realized by performing the arithmetic operations in parallel with 
the operation (i.e. S-Box) of the AES-128. The S-Box operation 
dissipates 80% of the total power dissipation [13] and leak more 
information about the secret key, whereas other three operations 
(AddRoundKey, ShifRow and MixColumn) insignificantly leak 
the information of the secret key [1] due to non-data dependent 
operations. To overcome the power overhead and yet secure S-
Box, we adopt LUT S-Box which is performed in parallel with 
arithmetic operation to overshadow the POP and PDATA of the S-
Box. The LUT S-box is adopted due to the power dissipation is 
5.5× lower than the conventional S-Box (1.9mW) [13]. 
Consequently, it is worthwhile to implement the arithmetic 
operation with sufficient power overhead to overshadow the 
power dissipation of the S-Box operation. Fig. 5 depicts our 
proposed AHLUT S-Box implementation, performed in parallel 
with LUT S-Box. Four types of arithmetic operations, 
implemented, Addition (ADD), Subtraction (SUB), Division 
(DIV) and Multiplication (MULT) are implemented which 
generate unused output, Dummy output, D(x). 
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Fig. 5: Proposed arithmetic hiding is performed in parallel with LUT S-Box 

In term of circuit implementation, each type of arithmetic 
operation requires different number of gates and dissipate 
different power. In addition to our proposed arithmetic hiding 
based LUT S-Box, we propose a methodology to select the 
number of arithmetic operations such that the power dissipation 
of these arithmetic operations sufficiently overshadows the S-
Box power dissipation. Table I tabulates the number of gates 
and power dissipation for each arithmetic operation based on 
frequency of 16MHz. 
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TABLE. I. GATE COUNTS AND POWER DISSIPATION IN AHLUT S-BOX 

Arithmetic 
Operations 

Number of Gates  Power 
dissipation 

(mW*) XOR AND OR 

ADD 2 2 1 0.094 
SUB 2 2 2 0.102 
DIV 2 6 2 0.123 
MULT 2 7 2 0.160 

*dynamic power dissipation @16MHz 

 The methodology of selecting the number of arithmetic 
operations of our proposed AHLUT S-Box is explained as 
follow: 

1. The power dissipation of the LUT S-Box is measured at 
the first stage to estimate the minimum power dissipation 
which will be generated by arithmetic hiding (overshadow 
power dissipation). 

2. The power dissipation for each arithmetic operation is 
measured and sorted from lowest to highest, which are 
denoted as a, b, c and d in ascending order respectively.  

3. The rule of thumb for estimating the overshadowed power 
dissipation is PArithmetic_operations > PLUT_S-Box, in which 
PArithmetic_operations = a·PADD + b·PSUB + c·PDIV + d·PMULT ; a 
= b = c = d ≥1, as expressed in Equation (6). 

_ADD SUB DIV MULT LUT S Boxa P b P c P d P P −⋅ + ⋅ + ⋅ + ⋅ >      (6) 

4. The number of arithmetic operations are increased starting 
from d and evaluating the power dissipation in the Eq. (6) 
every increment.  

5. If power dissipation of arithmetic operation is overshoot 
as in Eq. (6), the selection is gradually descended from  c 
to a. 

6. The overshoot power dissipation is only allowed with 
incremental number of a, which is the lowest power 
dissipation in the arithmetic operation. 

7. The selection process for the number of arithmetic 
operation is terminated when the PArithmetic_operations is 
slightly higher than PLUT_S-Box 
 

The output of the arithmetic operation is unconnected to the 
AES-128 encryption process and therefore, the output 
ciphertext will not be affected. The flow chart of selecting the 
arithmetic operation is depicted in the Fig. 6. 

Start

Select the number of arithmetic operation
(a=b=c=d=1)

PArith_Op >PS-Box
Increase the number of 

arithmetic operation 

Stop

Yes 

No

d + 1

c + 1

b + 1
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Fig. 6: Flow chart of selection the Arithmetic operations 

4. Measurement Results 

The experiment is performed based on Sakura-X, FPGA 
board [2], incorporating our proposed arithmetic hiding LUT S-
Box in the AES-128 with operating frequency of 16MHz. The 
experimental setup comprises two parts, power dissipation and 
EM emanation measurements as depicted in Fig. 7. A 10-bit 
ADC 2.5Giga samples/second oscilloscope is used to record the 
power dissipation and EM emanation of the AES-128 
implementation. We attack the last round of the AES-128 
designs with the HD leakage model (power and EM model). 
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Fig. 7: The experimental setup (a) power dissipation measurement for CPA 

and (b) EM emanation measurement for CEMA attacks 

Based on the power dissipation measurement of the AES-128 
with LUT S-Box, we can estimate the number of the arithmetic 
operations can be employed to overshadow the power 
dissipation LUT S-Box as depicted in the Fig. 5. Table II 
tabulates the measurement result of LUT S-Box and the number 
of arithmetic operation required to overshadow the LUT S-Box. 

TABLE. II. CIRCUIT MODULE IMPLEMENTATION OF AHLUT S-BOX 

Circuit Module Power dissipation (mW) 

LUT S-Box 0.785 

Arithmetic Operations* 0.813 

*2 ADD; 1 DIV; 1 SUB; 4 MULT 
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The power dissipation of the arithmetic operation in the Table 
II is slightly higher than LUT S-Box with 0.028mW power 
overhead. The implementation of the arithmetic operation 
performed in parallel with LUT S-Box is depicted in Fig. 8. The 
AND logic gate is embedded to activate the arithmetic 
operations only when the LUT S-Box is performing the 
operation to prevent leakage current and dissipate additional 
power at the arithmetic operation (static power dissipation). The 
input data for arithmetic operation is 16-bit which comes from 
input LUT S-Box (x). The 8-bit input is inverted to make the 
input value opposite against the x such that uncorrelated with 
processed data. 
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Fig. 8: Arithmetic operation is performed in parallel with LUT based S-Box 

During the implementation in the circuit level, both modules 
(LUT S-Box and arithmetic operations) are performed at the 
same clock cycle, to hide the correlation with processed data, 
with the total power dissipation is 1.598mW. The power 
dissipation for AES-128 with LUT S-Box only and the AES-
128 with arithmetic operation performed in parallel with LUT 
S-Box are depicted in Fig. 9. The grey color is indicated as 
arithmetic operations with LUT S-Box dissipates higher power 
as to overshadow the LUT S-Box as plotted in black color. As 
resulted from implementation of the controller, the static power 
dissipation is remined the same as in the LUT S-Box (~0.95mW) 
which implies the leakage current is negligible during the 
performance of arithmetic operations.    
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Fig. 9: Power dissipation measurement of 10 rounds iterations AES-128 with 

LUT S-Box and our proposed arithmetic hiding. 
 

It is worthwhile to note that although in our proposed 
AHLUT S-Box, the power dissipation overhead is ~2× higher 

than LUT S-Box, but it is much lower than conventional S-Box 
implementation, which is 5.6× lower than conventional S-Box. 
Table III depicts the power dissipation of three S-Box 
implementations, LUT S-Box, proposed AHLUT S-Box and 
conventional S-Box. 

TABLE. III. POWER DISSIPATION OF THREE DIFFERENT S-BOX TOPOLOGIES 

S-Box Topology Power dissipation 
(mW) 

Normalized 
Power 

LUT S-Box 0.785 0.5× 

Conventional S-Box  18.37 11.56× 

Proposed AHLUT S-Box 1.589 1× 

 
In this experiment, the CPA attack is performed based on the 

proposed AHLUT S-Box and compare the result against LUT 
S-Box. Fig. 8 depicts the number of traces required to reveal the 
most difficult sub key of AES-128. It shows that the Fig. 10(a) 
requires 516 power traces to reveal the secret key while with 
our proposed AHLUT S-Box requires 1,751 power traces to 
reveal the same secret key as depicted in Fig. 10(b). Based on 
the CPA attack on single byte secret key, our proposed 
arithmetic hiding features 3.4 × secured than LUT S-Box 
implementation with ~2× power dissipation overhead. 
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Fig. 10: Evaluation of the CPA as security features of (a) LUT S-Box and (b) 

our proposed AHLUT S-Box 
 
Fig. 11 depicts the CPA and CEMA attack based on the 

proposed AHLUT S-Box. It shows that the 16-byte sub-secret 
key has been successfully revealed at 38×103 and 44×103 of the 
power and EM traces respectively. In this context, the security 
features of the AES-128 has been increased against CPA and 
CEMA by 73× and 25× respectively when compared with 
conventional S-Box. 
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Fig. 11: Comparison of proposed AHLUT S-Box and reported hiding based on 

CPA attack 

When comparing with reported hiding counterparts, SCCE [9] 
and iSCE [10], which can only protect the AES-128 algorithm 
against CPA attack, our proposed AHLUT S-Box can protect 
the AES-128 algorithm against EM based attack (CEMA) as 
well as in the CPA. Fig. 10 depicts the performance result of the 
CEMA attack for various hiding techniques. As shown in the 
Fig. 12, our proposed AHLUT S-Box outperforms the reported 
hiding techniques, which is requires 44×103 EM traces to reveal 
all the 16-byte secret key. The result is 5.5×, 4.8× and 44× 
higher than SCCE, conventional S-Box, iSCE and LUT based 
S-Box respectively. This is due to the physical leakage 
information (EM emanation) is generated by arithmetic 
operation, can dominate the EM generated by LUT S-Box and 
reduce the correlation between the EM signal of the LUT S-Box 
and the processed data of the AES-128 algorithm. 

 
Fig. 12: Comparison of proposed AHLUT S-Box and reported hiding based on 
CEMA attack  

5. Conclusions 

We have proposed an AHLUT S-Box in the AES-128 
cryptographic algorithm implementation to countermeasure 
against SCA. There are three key features in our proposed 
AHLUT S-Box. First, the arithmetic hiding performs four types 
of arithmetic operations such that their total physical leakage 
information sufficiently overshadows the correlated physical 
leakage information of the S-Box operation. Second, the 
AHLUT S-Box pre-stores all the 256 bytes of possible output 
values based on the conventional S-Box and selects a 
corresponding output value with respect to the input 
accordingly. Third, we propose a methodology to determine a 
minimum number of the arithmetic operations to sufficiently 
overshadow the physical leakage information of the S-Box 
operation. Based on the measurement results of performing 
AES-128 algorithm on Sakura-X FPGA encryption-board and 
in term of power dissipation, our proposed AHLUT S-Box 
dissipates 1.6mW and features 11.56× lower power dissipation 
than the conventional S-Box. In term of security of the CPA 
attack, it requires 73× more power traces to reveal the secret key 

for our proposed AHLUT S-Box than the conventional S-Box. 
As for the non-invasive CEMA attack, it requires 25× more EM 
traces for our proposed AHLUT S-Box. 
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 The increasing impact of services on economic wealth and income in high-wage countries 
calls for a detailed examination of service productivity and complexity in current research 
projects. This paper describes the development of a measurement model of service 
productivity and complexity within the domain of medical service provision. While the 
measurement model of service productivity is partly literature-based, a novel construct is 
developed for service complexity. The reliability and validity of these constructs have been 
analyzed by a survey with 454 employees of German medical rescue service providers. 
Reliability of the construct is estimated by analyzing Cronbach’s alpha, average variance 
extracted, variance inflation factors and the significance, weights and loadings of the items. 
Furthermore, the relationship between the partial productivities (capacity, internal and 
external) as well as complexity and service performance is analyzed by using the structural 
equation modeling approach with partial least square method (PLS-SEM). The results 
indicate that the developed constructs have sufficient reliability, although the examination 
of validity highlights difficulties in quantifying service productivity and complexity. While 
a significant and substantial effect of internal and external efficiency on service 
performance could be proved, complexity influences performance only marginally and 
positively while capacity efficiency has no effect at all. Thus, further research is needed in 
order to foster the measurement model and to investigate possible nonlinear relationships 
between the constructs in more detail.  
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1. Introduction 

1.1. Service Productivity and Complexity 

The service sector represents the largest part of the economy in 
the majority of the developed countries. In Germany, the tertiary 
sector’s proportion of the gross domestic product (GDP) was 69% 
in 2015. In the US, the proportion was even higher, reaching 78%. 
This highlights the importance of services in overall economy [1]. 
Focusing the impact services have on economic growth, 
employment and international competitiveness, scientific studies 
are essential for a comprehensive understanding of service 
productivity and complexity [2]. 

       
 In previous research [3-6] different models describing service 
productivity and complexity were developed. Thus, different ways 
to operationalize service productivity were assessed. Based on 
these results, service productivity and complexity within the 
domain of medical services are discussed in this paper. 

1.2. Rescue Services and Electric Mobility 

Due to technological advances in electric mobility, changes in 
process of provision of emergency services are inevitable. 
Ambulance services are not only essential for society, they also 
occur with a high frequency. During 2012/2013 there were more 
than 14 million rescue missions in Germany. More than 270,000 
rescue missions were caused by traffic accidents [7]. Driven by 
technological change and growing environmental awareness as 
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well as falling prices the number of electrically-powered vehicles 
increases. In consequence, the increasing number of electric 
mobility vehicles in road traffic will affect the provision process of 
ambulance services. For example, the measures to guarantee the 
personnel protection in road traffic accidents will be more 
challenging and more varied caused by the higher number of 
vehicle variants. Moreover, novel injury patterns will occur in the 
context of road traffic accidents. These changes in service 
provision must be examined and the employees need to be 
sufficiently and appropriately trained for safe rescue missions with 
electric vehicles. Thus, higher acceptance of electric mobility can 
be reached.  

1.3. Objectives and Structure 

This paper aims to empirically measure and evaluate the 
relationship between service productivity and complexity and the 
effect on medical rescue service performance. For this purpose, a 
measurement model of service productivity and complexity is 
developed. Furthermore, reliability and validity of the 
measurement model is assessed by specific criteria. Following the 
findings, the process of the rescue service can be adapted for 
increasing service productivity and performance.  

The paper is structured as follows: First, a literature based 
definition of service productivity and complexity is given. The 
hypotheses and the study design are presented in chapter 3. The 
model evaluation in chapter 4 is divided in the measurement model 
evaluation focusing reliability and validity and structural model 
evaluation focusing on testing the hypotheses. The results and the 
limitations of this study are discussed in chapter 5. Finally, key 
findings for practitioners and academia are presented. 

2. Literature Review 

2.1. Defining Service Productivity  

Starting point of any productivity measure is the goods-based 
definition of productivity as the ratio of output to input. It measures 
the performance of the operational factor combination: e.g. 
number of vehicles produced in one hour. Usually traditional 
performance indicators of productivity are made out of the same 
physical dimensions in numerator and denominator. Due to 
specific characteristics of services like customer integration and 
their immediate effect on productivity and complexity the 
traditional concept of productivity is too narrow. Researchers have 
proposed different concepts for service specific productivity 
evaluation and service system design. 

Production-oriented approaches go back to Levitt [8] and Jones 
[9] as well as Corsten [10]. They define partial productivities in 
different, subsequent stages of service provision focusing on 
capacity utilization and one sided, technical quality management. 
A more comprehensive view was taken by Johnston and Jones [11] 
as well as Grönroos and Ojasalo [4]. Grönroos and Ojasalo define 
service productivity as a function of three elementary measures of 
performance [4]: 

1. Efficiency of transforming input resources to output 
result for the customer (internal efficiency)  

2. Perception of the quality of the service process and of the 
outcome (external efficiency) 

3. Efficiency of utilizing the capacity of the service process 
(capacity efficiency) 

Customer integration and internal processes were identified as 
the relevant influencing factors of internal efficiency. Customer 
satisfaction as well as corporate and customer benefits are key 
figures of external efficiency. Finally, quantitative and qualitative 
congruence (accordance of supply and demand) defines the core of 
capacity efficiency [5, 6]. 

2.2. Defining Service Complexity 

Complex services, like emergency medical services, consist of 
a variety and diversity of interdependent system elements [5]. 
Service complexity as the property of these elements assumes a 
variety of emergent states in a defined period of time [12]. This in 
turn causes variety, makes complex services hardly predictable and 
uncertain in their behavior [13]. 

Blockus [14] defines service complexity as the characteristic 
of the system “service provider” concerning the variety, diversity, 
interdependencies and dynamic of the three dimensions of service: 
potentials, processes and outcomes. The “service potential” 
dimension describes the resources of a service provider for 
fulfilling the demand for services. Considering Bruhn and Georgi 
[15] these particularly involve the employees with their 
administrative and operative abilities, capacities and their 
qualifications including applied technologies and physical 
environment such as subsidiaries, information leaflets and blank 
forms. 

The “service processes” dimension includes the complexity of 
direct and indirect processes of service provision as well as the 
autonomous customer process. The direct processes regard the 
actual service provision taking customer into account. The indirect 
processes are supporting processes as planning and procuring the 
resources or marketing the services. Autonomous customer 
processes are to be executed by the customer without direct 
involvement of the service provider. Moreover, the service 
processes dimension considers the complexity of external factors. 
External factors are characterized by not being predictable and 
influenceable by the service provider. These include the customer 
itself, its mobile and immobile properties as well as necessary 
permissions and information for service fulfillment. [14] 

The “service outcomes” dimension refers to service results, 
which can be sold as market products. It considers the complexity 
of the applied service portfolio and of the single investigated 
service itself. [14] 

3. Method 

3.1. Study Design 

The data for testing the hypothesized relationships were 
gathered by a questionnaire survey. 454 persons employed in the 
knowledge-intensive medical rescue service sector in Germany 
participated in the survey. A structural equation modeling method 
(SEM) was used for statistical analysis of the service productivity 
model. An empirical validation study was carried out and analyzed 
using partial least squares (PLS) path modeling as well as SPSS 
(v.21) for data preparation, data cleaning and descriptive statistics. 
The measurements and the structural model were analyzed using 
the SmartPLS 3 software package [16]. 
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3.2. Hypotheses 

Productivity describes the relation between process result and 
its means deployed. Considering the economical definition of 
productivity, service productivity and service performance are 
correlated positively. Thus, measures of efficiency should also 
correlate positively with service performance. The influence of the 
single efficiencies still remains uncertain. 

An increasing internal efficiency means transforming input to 
output by minimizing input while maintaining the output or 
maximizing output while keeping inputs constant [11]. Thus 
service productivity increases and we posit: 

H1: Increasing internal efficiency positively influences service 
performance.  

The better the perceived quality by using a specific amount of 
input resources, the better is the external efficiency, which results 
in an improved service performance. A decreasing perceived 
quality in turn causes a lowered “revenue-generating capability” 
which has a negative impact on service performance. [17]. 
Therefore hypothesis 2 is as follows: 

H2: Increasing external efficiency positively influences service 
performance.  

The capacitive efficiency correlates positively with service 
productivity up to its optimum – demand equal to supply – because 
the costs for resources decrease for a single service. Assuming that 
service capacities in rescue services can only be overloaded in 
extreme situations (as they are highly important for society safety), 
overloaded resources should not affect the quality of service 
performance negatively [17]. Thus hypothesis 3 implies: 

H3: Increasing capacitive efficiency influences service 
performance positively.  

A high complexity implies more procedures for handling it 
[18]. These extra activities disturb the working process and thus 
reduce service performance. Therefore hypothesis 4 can be derived 
as follows:  

H4: High complexity due to increased electro mobility 
influences service performance negatively. 

3.3. Questionnaire 

In order to operationalize the constructs items were formulated 
based on existing questionnaires as well as on literature on the 
dimensions of complexity [4-6]. Items were formulated and 
evaluated in semi-structured interviews with a group of experts. 
Furthermore, a pre-test was conducted for optimization purpose. 

The structure and content of the questionnaire are depicted in 
Figure 1. The questionnaire can be divided into four parts. The first 
two parts collect personal and organization-specific information. 
The third part deals with already gained experience concerning 
electric mobility and expected problems caused by increased 
number of licensed electric vehicles with impact on service 
productivity and complexity. Finally respondents were asked to 
evaluate their performance regarding service productivity and 
complexity in the fourth part. 

 
Fig. 1. Structure of the questionnaire. 

Measurement Model of Service Productivity 

In order to operationalize the constructs of service productivity 
12 items were formulated based on the work of Grönroos and 
Ojasalo and Garrel et al. [4, 6]. In summary, there are five items 
that quantify internal efficiency. Customer integration is 
operationalized by an item assessing whether frequent interactions 
with involved parties in accidents takes place without problems. 
Quality of internal processes is measured by the following 
statements: 

1. The rescue mission is predominantly smooth. 

2. There are delays in the rescue mission caused by 
insufficient technical equipment. 

3. Rescue teams always get the most recent information to 
fulfill the task. 

4. The work structure (e.g. authority and decision making) 
enables an interference-free operation. 

External efficiency is measured by four items. Two items 
assess customer satisfaction regarding the level of medical and 
psychological care during the rescue mission. Organizational and 
customer benefit is mapped by items addressing the level of 
standardization of the procedures during the rescue process as well 
as by the aspect of achieving the target time. The 
operationalization of the quantitative congruence includes 
bottlenecks due to technical equipment. The qualitative 
congruence is operationalized by the following items: 

1. Problems occur due to unavailability of sufficiently trained 
employees. 

2. The technical equipment is optimized for the tasks of 
ambulance service. 
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Measurement Model of Service Complexity 

The results of the pre-test did not confirm a differentiation into 
the three dimensions of potential, process and outcome 
complexity. Thus, the measurement model of service complexity 
was revised in the final questionnaire. In order to assess 
complexity, rescue service processes of accidents with electric 
vehicles were compared to rescue service processes of accidents 
with conventional vehicles. Service complexity was measured by 
the following items: 

1. Known algorithm can be used at car accidents with an e-car. 

2. It is more difficult to ensure occupational safety on rescue 
missions with electric vehicles. 

3. Handling electrical vehicles in accidents is more ambitious 
than handling conventional vehicles. 

All items were answered on a six-point Likert scale. The 
response format ranged from ´Does not apply at all` (1) to ´Does 
fully apply` (6). For assessing the quality of the measurement 
model, both models of productivity and complexity were analyzed 
by means of correlation, reliability, and validity. 

3.4. Participants 

The nationwide survey was conducted online as well as paper-
based on training events for rescue personnel. In total, 454 persons 
have completed the questionnaire. The majority completed the 
paper-based version of the survey. Less than 150 participants 
completed the online version, which was promoted solely within 
the organizations of the project partners (especially Red Cross 
Germany and the Interdisciplinary Training Center for Medical 
Education in Aachen). 

65.4% of the subjects were directly involved in the medical 
care of casualties. The majority of them were paramedics and 
emergency physician. More than 20% of the participants were 
firemen focusing the technical aspects of rescue. The remaining 
subjects held an administrative position in a rescue service 
organization. 

About 75% of the participants were employed in rescue service 
as their main profession. Most subjects had work experience of 
more than two years, therefore a sufficient level of experience in 
rescue services can be assumed. 10% of the participants were 
already previously involved in a traffic accident with electric-
powered vehicles. Given the market share of electric cars of only 
.4% in Germany, the quota of respondents with electric-powered 
vehicle experience surpasses the expectations on the survey [19]. 

4. Model Evaluation 

For model validation, we considered empirical measures of the 
relationships between the proposed indicators and constructs as 
well as between the constructs. We also evaluated the 
measurement model by means of reliability and validity. 

4.1. Measurement Model Evaluation 

The questionnaire used in the survey was based on previous 
research of Garell et al. [6]. The items used to measure the latent 
variables were defined as reflective and reliability was analyzed 
accordingly.  

The formal accuracy of the model is assessed by Cronbach`s 
alpha. The results of the reliability analysis of the measurement 
model of service productivity are visualized in Figure 2. Only 
external efficiency exhibits a sufficient reliability. Cronbach`s 
alpha of the total measurement model of service productivity 
achieves an unsatisfactory value of .407.  

Fig. 2. Cronbach’s alpha of the construct service productivity. 

Due to the unsatisfactory results of the reliability analysis we 
examined a formative model as well. Based on the definition of the 
constructs it seems likely, that while adapting the constructs for the 
field of medical rescue services the cause-effect-relationship 
between items and construct changed. Therefore a confirmatory 
factor analysis is unsuitable. Thus, the structural equation 
modelling (PLS-SEM) approach is adopted. By using this method 
we can evaluate the multiple dependencies between productivity, 
complexity, and actual performance of medical rescue services. 

For model validation, we considered empirical measures of the 
relationships between the proposed indicators and constructs as 
well as between the constructs. We also evaluated the 
measurement model by means of reliability.  

First, the single reflective measured variable of the 
self-assessed service performance was analyzed. In order to do so, 
we looked at composite reliability for evaluating internal 
consistency. Individual indicator reliability and convergent 
validity where evaluated by average variance extracted and 
predictive relevance [20]. Discriminant validity was not 
investigated due to the fact that the latent variable service 
performance is the only reflective operationalized construct in the 
model, so a comparison with other variables is not possible. 

Internal consistency reliability is usually measured by 
Cronbach’s alpha. However, due to the PLS-SEM method, the 
preconditions for applying Cronbach’s alpha (equal outer loadings 
of the indicators) were not satisfied. Thus, composite reliability 
(ρc) was used instead. Composite reliability can vary between zero 
and one, with a high value indicating high reliability. An 
acceptable level of .6 to .7 in exploratory research is regarded as 
satisfactory [20]. The composite reliability of the performance is 
.635, hence slightly above the required .6. This argues for 
sufficient internal consistency (measuring the same construct) in 
the proposed indicators of the self-assessed performance. 

Individual indicator reliability is evaluated by the indicators’ 
outer loadings. Their outer loadings should be .7 or higher [20]. In 
our study, two of three loadings were significantly above .7, thus 
revealing high individual reliability. For convergent validity, we 

Service Productivity
α = .407
12 Items

Internal Efficiency
α = .255
5 Items

External Efficiency
α = .719
4 Items

Capacity Efficiency
α= -.379
3 Items
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considered average variance extracted (AVE). AVE evaluates 
communality not for a single item but for the whole construct, 
analogous to individual indicator reliability. AVE indicates the 
degree to which a construct explains the variance in the indicators. 
In our study, AVE accounted .44, so the construct explains more 
than 40% of variance. Table 1 summarizes the results of the 
assessment. 

Table 1. Criteria for reflective measurement model evaluation 

Items  ρc≥ .6 AVE ≥ .5 λ ≥ 0,7 

 Self-assessed service 
performance 

.663 .44  

Perf_1 Please estimate the workload of your organization. .723 

Perf_2 Please estimate the efficiency of your organization. .098 

Perf_3 Please estimate the quality of the performance of your 
organization as measured by the standard treatment 
methods (e.g. "Golden Hour", ETC, PHTLS, ITLS). 

.887 

 

 

The majority of the latent variables were operationalized using 
formative indicators. Compared to reflective indicators, formative 
indicators define the latent variable as a whole. The indicators 
describe and specify the content of the construct in a logical 
manner according to the underlying theory. Formative indicators 
are the source of the latent construct and therefore are not 
necessarily intercorrelated. They complement each other within 
the construct and form a self-contained variable. Thus, reliability 
measures are inappropriate for evaluating the goodness of the 
formative measurement model. Instead, content validity is 
evaluated by collinearity, significance and relevance of the 
indicators, and discriminant validity at the construct level [20, 21].  

Before the relationship and the predictive relevance of the 
model can be analyzed, the collinearity of the latent variables 
should be evaluated. In contrast to reflective indicators, where high 
levels of collinearity between indicators are important, in the case 
of formative indicators this is counterproductive because they 
increase standard errors and influence weight estimation 
negatively. In order to evaluate collinearity, we considered the 
variance inflation factor (VIF). The square root of the VIF is 
defined as the degree to which the standard error increases due to 
collinearity. Removing indicators should be considered in cases 
where the VIF value is higher than 5 [21]. All of the indicators 
analyzed showed an acceptable degree of collinearity (VIF<5). 
Thus, all items were considered for further analysis. 

To evaluate the relevance of formative measures, we 
considered the outer weights of the indicators. In the proposed 
measurement model, 7 out of 15 items have a significant weight at 
a significance level of α = .1 (t = 1.65). Second, we also evaluated 
the significance of the outer loadings. After analyzing the outer 
loadings, only 3 out of 15 indicators proved to be non-significant. 
Two of the items measure complexity and one capacity efficiency. 
Considering the acceptable degree of collinearity, we retained the 
items in the model in order to preserve the logical, content-oriented 
composition of the constructs.  

At the construct level, we considered discriminant validity by 
evaluating the correlations between the latent variables. Scores 
should be below .9 to ensure that no substantial relationship 

between different constructs exists [21]. All latent variables were 
found to be below the given limit. The highest correlation between 
internal efficiency and external efficiency of provided service (.57) 
is reasonable and in line with the content. A highly selective 
specification of the constructs is desirable but not practicable. 

Table 2. Criteria for formative measurement model evaluation 

Items  VIF<5 weight 

t>1,65 

loading 

t>1,65 

 Complexity    

Comp_1_R Known algorithm can be used at car accidents 
with an e-car. 

1.015 6.172 5.806 

Comp_2 It is more difficult to ensure occupational 
safety on rescue missions with electric 
vehicles. 

1.404 .223 .124 

Comp_3 Handling of electrical vehicles in accidents is 
more ambitious than handling of conventional 
vehicles. 

1.395 .438 .362 

 Capacity Efficiency    

CE_1_R Problems occur due to unavailability of 
sufficiently trained employees. 

1.227 1.846 1.903 

CE_2 The technical equipment is optimized for the 
tasks of ambulance service. 

1.324 1.325 1.604 

CE_3_R There are always bottlenecks with the technical 
equipment. 

1.436 .297 1.798 

 Internal Efficiency    

IE_1 The rescue mission is predominantly smooth. 1.242 4.354 10.600 

IE_2_R There are delays in the rescue mission caused 
by insufficient technical equipment. 

1.035 1.648 2.884 

IE_3 Rescue teams always get the most recent 
information to fulfill the task. 

1.329 .781 5.106 

IE_4 The work structure (e.g. authority and decision 
making) enables an interference-free operation. 

1.430 5.636 13.758 

IE_5 The inclusion of other participants (e.g. 
patients, eyewitnesses, emergency responder) 
into the rescue process is unproblematically. 

1.228 .117 3.677 

 External Efficiency    

EE_1 The patient can be treated satisfactorily. 1.690 3.060 11.317 

EE_2 We try to rescue crashed persons with 
standardized procedures. 

1.632 4.402 18.146 

EE_3 We always manage to keep the planned times 
(reaching the place of the accident). 

1.283 1.235 5.454 

EE_4 The patients (eyewitnesses, emergency 
responder) feel excellently looked after during 
the rescue.  

1.306 .017 3.740 

 

 

 

 

4.2. Structural Model Evaluation 

After the measurement model has been evaluated as reliable 
and valid, the structural model can be assessed accordingly. The 
structural model is evaluated by the relevance and significance of 
path coefficients, the coefficient of determination (R²), effect size 
(f²) and predictive relevance (Q²) [20, 21]. By analyzing the path 
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coefficient, we examined the hypothesized relationships. The 
posited relationships were assessed according to the magnitude, 
significance, and direction of the effect. The results are shown in 
Figure 3. The path coefficients can take values between -1 and 1, 
with values close to ±1 representing a strong positive/negative 
relationship and values close to or equal to 0 indicating no 
relationship. In addition, the significance is evaluated by 
computing t-values with the help of the bootstrapping procedure. 
Based on the t-value, the probability of error is calculated, with 
t-values of 1.65 (10% probability of error) and above considered 
to be significant. The results show that three out of four postulated 
relationships were significant. All significant relationships were 
found to be positive. 

 
Fig. 3.  Path coefficients and probability of error for the structural equation 

model of medical rescue service performance. *** p<.01; ** p<.05; * p<.1 

Thus, hypotheses 1 and 2 can be confirmed. No significant 
effects were found with regard to hypothesis 3. Contrary to 
hypothesis 4 the examination of the relation between service 
complexity and service performance results in a positive 
interdependence. Bruhn and Blockus [5] explain these 
improvements of productivity with increased motivation and 
satisfaction of the employees. Up to a specific level complexity of 
the task can be motivating and can increase thus the service 
performance. 

The model’s predictive accuracy is evaluated by the coefficient 
of determination (R²). This coefficient is defined as the squared 
correlation between a specific endogenous construct’s actual and 
predicted values representing the amount of variance explained by 
all of the exogenous constructs ranging from 0 to 1, with higher 
values indicating greater predictive accuracy. There are no 
generally accepted intervals for good coefficients of determination 
since they are specific to individual research disciplines [20]. Thus, 
we consider the intervals from Chin [22] used in explorative 
research cases. The limit starts at .190, with values above this limit 
considered to have weak predictive accuracy, values above .330 
moderate predictive accuracy and values above .670 very high 
predictive accuracy.  

Self-assessed service performance shows a moderate 
predictive accuracy and thus is considered to be explained 
adequately by productivity (internal efficiency, external efficiency 
and capacitive efficiency) and complexity (R² = .354). 

The effect size f² of exogenous constructs is regarded as 
another measure for evaluating predictive accuracy. The limits for 

small, medium and large effects are given as .02, .15 and .35 
respectively [20]. The exogenous variables of internal and external 
efficiency plus capacitive efficiency are found to have a small 
effect on service performance. Furthermore, complexity shows a 
non-effect on the service performance (f² = .016).  

Finally, we evaluated predictive relevance (Q²). The Stone-
Geissers Q² value assesses the fitness to rebuild the latent variable 
out of the associated indicators. Therefore, a value above zero is 
required. This final assessment criterion was also fulfilled with a 
value of .277 for the service performance variable. 

5. Discussion and Implications 

5.1. Hypotheses 

In order to get a more sophisticated understanding of the 
interrelation of service productivity and service complexity, a total 
of four hypotheses were formulated. The results of the study show 
the importance of different efficiencies with regard to service 
performance. Both, internal (hypothesis 1) and external efficiency 
(hypothesis 2) are crucial to optimize service performance in 
medical rescue services. Hence, perceived customer satisfaction 
with service provision, or as in our case patient satisfaction, are 
just as equally important to service success as are internal 
processes.  

However, capacity efficiency does not have a significant effect 
on service performance. Thus, hypothesis 3 cannot be confirmed. 
Since the setting of the described study was in medical rescue 
service, it was assumed that due to the importance of medical 
provision there would only be a theoretical resource limit which 
would be reached only in extreme situations. This assumption, 
however, does not hold true for the majority of service 
organizations in Germany. Limited resources can still be a limiting 
factor in service provision. Therefore, possible effects between 
capacitive efficiency and overloading of resources cannot be 
revealed in the present study and have to be addressed in future 
research in different settings. 

Statistical analysis of hypothesis 4 indicated that, contrary to 
initial expectations, service complexity influences service 
performance positively. Again, as with hypothesis 3, a possible 
explanation for this finding might be in the special setting of the 
study. As a consequence of good education employees of medical 
rescue providers are well prepared to handle the often highly 
individual situations, so that increased complexity even with 
relatively unknown variables as electric vehicles seems to pose a 
challenge and increase service performance rather than deter it. 
This finding also has to be reexamined in future research. 
Moreover it is to be reflected, if complexity is just driven by a 
rising electro-mobility or if there are other factors that have a more 
significant impact on medical rescue service complexity.  

 

5.2. Implications for practitioners 

The results show a clear dependency between service 
productivity and performance. Surprisingly capacity efficiency 
does not influence medical rescue performance. Conversely, 
increases in complexity seem to have only a marginal though 
positive contribution on performance. 

Service 
Performance

R² = .354

Capacity 
Efficiency

Complexity

External 
Efficiency

Internal 
Efficiency

n.s. 

.307*** 

.244*** 
.102** 
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According to the magnitude and significance of the path 
coefficients between the latent variables we distinguish a clear 
order in decreasing importance of the relationships. Internal 
efficiency is regarded to be of uttermost importance. Therefore 
practitioners should focus on increasing the efficiency of service 
provision by reducing disturbing factors and optimizing the 
process and information flow. Practitioners should install work 
structures that enable a smooth and interference-free service 
provision. 

Second, external efficiency should be regarded as an important 
lever for improving medical rescue service performance. Key 
drivers are not necessarily in time arrival to the location of 
accident, but the utilization of effective and standardized 
procedures in order to safely rescue persons directly involved in an 
accident. The overall goal is to not only medically treat the patient 
but also taking care of him regarding any other aspects during the 
entire process of provision. 

Last but not least there is – contrary to our expectations – no 
significant effect of capacity efficiency on performance. Thus, 
availability of personnel and material resources seems not to be an 
issue in medical rescue. The results suggest that performance is 
independent of the capacity utilized. This should be treated with 
caution, since it is possible that some other interaction effects were 
neglected or not considered at all in the study. For example it is not 
known whether the respondents were able to assess the capacity 
efficiency as the majority was not in a management position. 
Another possible explanation might be that there were no capacity 
problems and thus no influence on performance. 

Complexity due to increased electric mobility is also of 
marginal impact on performance of rescue services. It is plausible 
that existing rescue procedures in Germany are also suitable and 
can be applied in mission which involves electric driven vehicles. 
Thus, an increase on complexity does not negatively impact 
performance. With existing skills and equipment the rescue 
personnel is able to fulfill a broader and more demanding rescue 
mission. 

5.3. Implication for future research 

The results of the analyses point out, that further research is 
needed. There is still little known about reliable measures for 
service productivity and complexity, especially in context of 
medical rescue services. In this paper a first approach for 
operationalizing service productivity and complexity was made. 
The results show that further in depth research for every single 
specific influencing factor on service performance is needed. 
Furthermore, different skill levels (with and without knowledge 
about electric driven vehicles as well as standardized procedures) 
and even different management levels should be considered and 
evaluated separately. Moreover, further research should also 
address patient in a dyadic survey. 

The effect of complexity and capacity efficiency should be 
analyzed in more detail. It seems likely that linear models are 
unable to represent the real relationship between the constructs. 
Thus, novel approaches should be developed in order to 
operationalize these constructs as well as to analyze the impact on 
medical rescue performance. 

5.4. Limitations 

Despite the complexity of the developed measurement models 
and the limitation of extent of the questionnaire the reliability of 
the measurement model are on a sufficient level. Construct validity 
is also given on a sufficient level. Thus, the measurement of the 
latent variables has to be improved. Higher level of reliability and 
validity are desirable. On the one hand further investigations 
should stronger differentiate between internal and external 
efficiency of medical rescue services. On the other hand 
measurement models focusing on technical equipment and 
employees characteristics and influence on service productivity 
could be developed and proved. 

Medical rescue services are unique caused by its framework 
conditions e.g. high individuality, federal financing models and 
deficient suggestibility of the content of the services. Thus, the 
transferability of the results to other kinds of services should be 
considered with caution. Moreover, the application to rescue 
service providers of other nationalities has to be evaluated. 

6. Conclusion 

Caused by the big impact of services generated in high-wage 
countries it is of utmost importance to increase service productivity 
and handle complexity. In order to do this service productivity and 
complexity have to be measured and evaluated. Based on extensive 
literature review a measurement model of service productivity was 
developed. The reliability and validity of this measurement models 
were demonstrated although there are still possibilities for 
improvement. A novel measurement model for service complexity 
was developed and is considered to be reliable and valid. To foster 
the measurement model and investigate possible nonlinear 
relationships between the constructs in more detail, further 
research is needed. 

In the structural model evaluation a significant, positive 
relation between internal efficiency respective external efficiency 
and service performance is found. The dependency between 
capacitive efficiency and service performance is not significant. 
The positive influence of complexity on service performance 
should be investigated in more detail. Overall, by a focused 
productivity management the performance of medical rescue 
services can be increased accordingly. 
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 Flavonoid is one of the bioactive compounds that are currently used in pharmaceutical and 
medicinal industries due to their health benefit. The focus of current research is mainly on 
the extraction and isolation of bioactive compounds; however non to date has explored on 
the identification of flavonoids classes under the Fourier Transform Infrared spectroscopy 
(FTIR). This gap presents an opportunity for the application of statistical analysis which 
can identify the distinct wavenumbers range of flavone, flavanone and flavonol for their 
characterization in the FTIR spectrum. Development of algorithm based on principal 
component analysis (PCA) for the analysis and identification of flavonoids classes based 
on FTIR spectrum was introduced. Based on the results, five wavenumbers ranges have 
been identified as the distinct characteristics of flavonol, flavone and flavanone hence used 
for their identification. 
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1. Introduction   

This paper is an extension of work originally presented at IEEE 
Student Conference on Research and Development (SCOReD) 
2016 [1]. Currently, flavonoids have received much attention 
especially in medicinal and pharmaceutical industries because of 
its biological properties such as high antioxidant activity, high 
radical scavenging, anti-inflammatory, anti-cancer and anti-
allergic [2]. Flavonoids are one of the active ingredients used for 
the formulation of drugs and potential to treat many diseases. 
Increasing research performed (in vitro) on the importance of 
flavonoids consumption such as reducing the risk of Parkinson 
disease [3], may lower risk of ovarian cancer [4] and protecting 
brain damage [5]. Besides, flavonoids are widely distributed in 
fruits, plants, vegetables and microorganisms [6]. 

Flavonoid have C6-C3-C6 general structure backbone which 
consists of two phenolic structures, ring A and ring B attached to 
heterocyclic ring C as in Figure 1. There are more than 7000 
structures of flavonoids from different subgroups have been 
reported [7]. All flavonoids share a basic C6-C3-C6 phenyl-
benzopyran backbone; however differ in their substituents (type, 
number and position) and in their insaturation [8]. Individual 

differences within each group are due to variations in number and 
arrangement of the hydroxyl groups and their extent of alkylation 
and/ or glycosylation. 

 
Figure 1: Flavonoids backbone 

As the multiple bioactive compounds presence in compound, 
the characterization and identification of the bioactive compounds 
remain challenging due to complicated isolation procedures [9]. 
Several analytical techniques have been developed for the 
identification of flavonoids such as the application of High 
Performance Liquid Chromatography (HPLC) [10], HPLC 
coupled with photodiode array and mass spectrometry detectors 
[11], nuclear magnetic resonance (NMR) spectroscopy and mass 
spectrometry (MS) evidences [12], Thin Layer Chromatography 
(TLC) plate [13] and many more. However, some disadvantages 
possessed are less sensitive, expensive and the need for chemist to 
analyze.  
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Today, the applications of Fourier Transform Infrared 
spectroscopy (FTIR) has increased in food, pharmaceutical as well 
as medicinal applications for the identification of active 
compounds in plants, fruits, vegetables and microorganisms 
[14,15,16,17] and particularly has become a powerful analytical 
tool in the study of active compounds presents in samples. In fact, 
there have been several studies concerning with the 
characterization, classification and identification of flavonoids 
using FTIR [18,19,20]. 

FTIR has become well-accepted method due to its ease of 
samples preparation, fast, need little samples size, and does not 
require the use of solvents which is more economical [21].  

FTIR spectrums however are difficult to interpret, unless for 
the expertise since the library spectrum are limited, and the 
software used to interpret the results somehow expensive [22]. 
Principal component analysis (PCA) is one of the chemometric 
methods that can be used to identify the similarities and differences 
of the chemical information [23]. Infrared spectroscopy, combined 
with chemometric, has been used for the identification of active 
compound [24].  

Studies have been performed on the identification of 
flavonoids [11,12], however non to date has explored on the 
identification of individual flavonoids under FTIR spectrum 
coupled with chemometric analysis, which is PCA. Despite some 
studies performed on the identification of compound using few 
combination of chemometric techniques such as hierarchical 
cluster analysis [24], PCA, partial least square (PLS) and factor 
discriminant analysis (FDA) [25], the application of PCA into the 
characterization model has not been undertaken yet. 

 Introduction of the characterization model based on 
computational method provides the valuable tools with the 
application of PCA into the model algorithm for rapid 
identification. The proposed method are unique, since adapted 
both the structural information provided by PCA based on 
spectrum data of flavonoids structure with the interaction 
information from the compound, unlike most current methods 
[26,27,28]. The adapted characterization model is based on nested 
if and if else statement builds as an algorithm for the 
characterization. 

Therefore, the objectives of this study are to develop an 
algorithm utilizing the PCA as the base for the interpretation and 
analysis of FTIR spectrums and to identify the distinct 
wavenumbers range of flavone, flavanone and flavonol as for their 
identification under the FTIR spectroscopy. 

2. Literature review 

 Fourier Transform Infrared Spectroscopy and Principal 
Component Analysis Applications 

FTIR offers high speed of analysis and needs little or no sample 
preparation [29]. Moreover, it also provides information on 
multiple parameters simultaneously [30]. The chemical bonds in 
material will vibrate once the infrared radiation that interacts with 
matter is absorbed hence producing the infrared spectrum. 
Regardless of the structure of the rest of the molecule, the 
functional groups tend to absorb infrared radiation in the same 
wavenumber range [22].  

Band assignments for flavonoids identification have been 
studied in some details [31]. Based on studies, different peak 

shown due to wavenumber shift of different molecules with the 
same functional group under their wavenumber range; indicate the 
uniqueness of the molecules under FTIR spectrum hence used for 
the fingerprint of the molecules. The correlation shows between 
the infrared band positions and chemical structure becomes the 
fundamental information for the analyst to identify the unknown 
molecules or even the structural identification.   

According to [22], the wavenumber range between 3500-3200 
cm-1 is corresponds to the OH functional group and studies 
indicated that the overall arrangement of molecular structure will 
cause the wavenumber shift of the functional groups in their range 
[31]. Studies performed on phenolic compound for their 
antioxidant nature using FTIR [32,33]. From the studies, the 
presence of OH group under FTIR region will cause wavenumber 
shift depend upon to its oxidant nature.  

FTIR spectra on flavonoids structure has been studied 
extensively [34]. The study highlighted the spectrum wavenumber 
range which are common for the flavonoid structure is the C=O 
bond (1630 and 1665cm-1), C-O bond (1000 and 1300 cm-1), and 
in-plane deformation vibrations of C-H (600 and 980cm-1). Other 
studies has identified the OH group at the wavenumber at 3300cm-

1 , 2970cm-1 and 2856cm-1; meanwhile C=C at 1644cm-1. 

Previous studies shown that appropriate application of 
statistical analysis or chemometric has provides accurate and rapid 
characterization of plant extract based on analytical spectroscopy 
that contain multidimensional information [35]. The correlation 
factors obtained from the PCA analysis within a set of observed 
variables provides the pattern of the sample [36]. Henceforth, with 
the application of PCA, the spectrum analysis can be performed 
for rapid and easier identification.  

The application of PCA from the FTIR spectrums has 
successfully discriminated the Romanian sea buckthorn berries 
and leaves groups based on its phenolic contents [37]. Correlation 
between the content of flavonoid in certain frozen fruits pulps with 
free radical scavenger activity has been identified using the PCA 
[38]. From the study, flavonoid has shown to exhibit high 
scavenging activity against hydroxyl radical.  

3. Methodology 

The main purpose of this study is to develop an algorithm for 
flavonoids identification utilizing the PCA based on FTIR 
spectrums. Therefore, following were the steps performed to 
achieve the objectives. 

 FTIR Measurements 

 Samples of three flavonoids (flavone, flavanone and flavonol) 
in powder form were purchased from Bumi Pharma Sdn Bhd 
(Malaysia) that was imported from Sigma Aldrich (UK). 

 The flavonoids were sent to Centre for Research and 
Instrumentation, Universiti Kebangsaan Malaysia for FTIR 
analysis.  

(i) Spectrum 400 FT-IR, Perkin Elmer was used for the 
sample analysis. The wavenumber range set for the FTIR 
is 4000-650 cm-1 which is under mid infrared region. The 
FTIR was performed using the ATR (Attenuated Total 
Reflectance) where the solid samples (in powder form) 
were directly applied to the plate for measurements.   
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(ii) Using the built in algorithm provided from software 
package of FTIR, the spectrum was preprocessed using 
baseline correction to produce horizontal baseline shift and 
smoothing to reduce the noise. 

(iii) The preprocessed data extracted in Excel form which 
consists of absorbance versus wavenumber (cm-1) was 
recorded for statistical data analysis. 

 Statistical Data Analysis 

(i) Data matrix, Xn where (n=1…x) which comprises of 
transposed data matrix of all flavonoids spectrum under 
selected wavenumber region (n), was analyzed with PCA 
on a MATLAB platform.  

(ii) Commonly data preprocessing procedures such as 
standardization and normalization are required prior to 
performing PCA on a data matrix. Standardization is used 
to center and scale the data meanwhile normalization is 
generally used for data which have different units and 
scale. In this study, only standardization was performed 
since the data have same units. Figure 2 shows the 
configuration of the data matrix X, mxp (types of 
flavonoids x spectral range).  

 
Figure 2: Two dimensional array, Xn of spectrum where n=1…N that represent the 

number of region, m=1…M that represent type of flavonoids and p=1…P that 
represent the spectral range. The weighted used for the data is the absorbance 

value of spectral data corresponds to the wavenumber range. 

(iii) The similarities and differences based on chemical 
structure of the flavonoids provide a basis for the 
flavonoids characterization based on functional group 
identification offered by FTIR. The molecules that have 
same functional group will have the peak at the same 
wavenumber range regardless the rest of the molecules; 
however differ in wavenumber shift in the wavenumber 
range due to the whole structure arrangement. Henceforth, 
the wavenumber shift and the presence of the peak at 
certain wavenumber region provide the basis for 
flavonoids structure classification. 

(iv) Eight significant regions were assigned in Table for the 
identification of flavonoids based on their chemical 
structure. The similarities and differences identified from 
the PCA were further utilized for development of 
algorithm for flavonoids identification using nested if else 
statement as in Figure 6.  

Table: Five regions assigned for classification of flavonoids under PCA 

4. Results 

 Figure 3 shows the FTIR spectrum for flavone, flavanone and 
flavonol. From the FTIR spectrum shown in Figure 3, each of 
flavonoids shows different spectrum due to different structure 
arrangement. Different peak positions, intensities, widths and 
shape shown in Figure 3 indicate the structure difference of 
flavonoids subgroups hence used for the band assignments as in 
Table.   

 
Figure 3: FTIR spectrum in mid IR range for flavonol, flavone and flavanone 

As seen in Figure 3, the FTIR spectrum of molecules differs at 
certain wavenumber range even though the molecules have the 
same functional groups. The presence of hydroxyl group, 
compared to the other flavonoids for example, will cause the 
wavenumber shift at particular wavenumber range. Besides that, 
the overall structure arrangement such as the presence of different 
substitution will cause wavenumber shift hence producing 
different spectrum. That is why, the FTIR is powerful method for 
identification since no different molecules will have same the 
spectrum; it is the fingerprint data for the molecule. 

Five significant regions have been assigned in Table  for their 
identification based on its structural difference as in Figure 5. 
Figure 4 shows the results of PCA analysis of flavonoids spectrum 
based on the assigned regions.  

In PCA analysis, the correlation factors that contribute by the 
PCA analysis provide the pattern of the samples. The sample that 
is close to each other indicates their similarities meanwhile far to 
each other indicate their differences. This pattern of analysis 
provides clear discrimination between samples as a tool of 
identification. 

Region  Wavenumbers 
(cm-1)  

Structural 
identification References  

1 4000-3250 Presence of 
hydroxyl group [22] 

2 3140-3000 Presence of di-
substitution [22] 

3 1670-1620 Unsaturation 
bonds [22] 

4 1650-1600 Conjugation of 
bonds [22] 

5 1600-1500 Aromaticity [22] 
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Figure 4. Results of PCA for flavonoids in the region 1 (4a), region 2 (4b), region 
3 (4c), region 4 (4d) and region 5 (4e) 

5. Discussion 

. Flavonoids aglycone can be divided into few subgroups which 
are flavanone, flavonol, flavone, flavanol, anthocyanidin and 
isoflavonoid [39]. For flavanone, flavonol and flavone, their 
variation within the groups is depending upon the presence of OH 
group at C-3, a saturated single bond between C-2 and C-3, and 
their conjugation and saturation behavior as in Figure 5 [40]. 

                            

 
Figure 5. Structure of flavonoids subgroups, a) flavonol b) flavanone c) flavone 

The differences exhibit by the flavonoids subgroups structure 
has lead to different spectrum shown in Figure 3 and results of 
PCA shown in Figure 5.  

Based on Figure 4, the identification of flavone, flavanone and 
flavonol are focusing on the heterocyclic ring C that represents the 
major structural difference between the flavonoids. Based on 
Table, 4000-3125 cm-1 has been identified for the presence of 
hydroxyl group in flavonoids, 3140-3000 cm-1 for the presence of 
di-substitution of heterocyclic ring C, 1670-1620 cm-1 and 1650-
1600 cm-1 for the saturation and conjugation of bonds respectively. 
Meanwhile, 1600-1500 cm-1 indicates the general aromaticity 
behavior of the flavonoids.    

For flavonol, the presence of hydroxyl group at carbon 3 and 
di-substitution of heterocyclic ring C at carbon 2 and 3 provides 
the distinct characteristics of structure arrangement as compared to 
flavanone and flavone. Based on Figure 4 (a) and (b), for region 1 
and 2, clear discrimination shown by PCA analysis on flavonol at 
wavenumbers 4000-3125 cm-1 and 3140-3000 cm-1due to the 
presence of hydroxyl group and di-substitution at carbon 2 and 3 
respectively as compared to flavanone and flavone.  

Once the flavonol is identified, the flavanone and flavone is 
identified and distinguish based upon their saturation and 
conjugation bond as in Figure 5. Based on Figure 5, flavanone 
contain saturated carbon at 2 and 3 meanwhile, the flavone contain 
unsaturated carbon at 2 and 3. Besides, compared to flavanone, the 
conjugation of bond particularly presence in flavone. The 
arrangement of saturation and conjugation characteristics of 
flavonol that similar to flavanone provides the discrimination 
between the flavone as compared to flavonol and flavanone. Based 
on Figure 4 (c) and (d) in region 3 and 4, clear discrimination is 
shown by the PCA analysis on flavone at wavenumbers 1670-1620 
cm-1 and 1650 -1600 cm-1 due to unsaturation and conjugation 
bonds respectively, as compared to flavanone. 

The aromaticity characteristics of the flavone, flavonol and 
flavanone are differs due to their structure arrangement as in Figure 
5 that can be an indication of their individual differences. Based on 
Figure 4(e) in region 5, clear discrimination is shown by PCA 
analysis on flavanone, flavone and flavonol due to their 
aromaticity at wavenumbers 1600-1500 cm-1 that provides their 
individual difference. 
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The significant region based on the structural information of 
the compounds provides the algorithm for the characterization 
model as shown in Figure 6. The application of PCA is integrated 
into the model to provide rapid identification of flavone, flavanone 
and flavonol. 

 
Figure 6. Flow diagram of characterization model algorithm where a is refer to 

absorbance value 

The main contribution in this study is, despite other method 
which utilized much equipment and statistical method for 
identification and confirmation, with further exploitation on PCA 
methodology and the informative spectrum data provided by FTIR 
which not yet fully utilize, will provides the simple, easier, 
accurate, less expensive and rapid identification of flavonoids 
subgroups.  The selected region based on PCA will provides 
significant identification of flavonoids based on its structure 
arrangement. Henceforth, the isolation procedure for example, will 
be less time consuming and identification of flavonoids presence 
in fruits and plants can be optimized.  

6. Conclusion and recommendation 

Application of PCA into the characterization model for rapid 
identification of flavonoids based on the FTIR spectrums was 
presented. The results shown that clear discriminations of 
flavonoids shown at wavenumbers 4000-3125 cm-1 and 3140-
3000 cm-1 for flavonol, 1670-1620 cm-1 and 1650-1600 cm-1 for 
flavone and 1600-1500 cm-1 for individual flavonoids.  

The research is still in progress where some individual 
flavonoids subgroups derivatives such as quercetin, myricetin and 
luteolin to name a few, were tested under the selected regions for 
flavonoids characterization and identification.  

Besides, further exploitation on the advantages offered by 
PCA methodology will be performed; for example the studies on 
contribution plot and confidence limit provided by PCA to 
enhance and validate the results. 

It is recommended that further studies to be performed on the 
identification of other flavonoid subgroups using proposed 
method to enhance the identification of flavonoids that is widely 
distributed in plants and fruits.  
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This paper is an extension of the work originally presented at the European Microwave 
Conference (EuMC) about a reconfigurable hybrid metal-plasma Yagi-Uda antenna 
operating at 1.55 GHz: this antenna consists of metallic reflector and active element and 
two plasma directors. The conference work showed through full-wave numerical 
simulations (CST Microwave Studio) how it is possible to achieve reconfigurability with 
respect to the gain by turning on/off the plasma discharges. However the model that was 
used to represent the plasma discharges was quite ideal, so one comment that was provided 
questioned the actual possibility of achieving reconfigurability in a real system. 
Consequently we performed extensive measurements of different plasma discharges and 
thanks to the collected data, we noticed some important differences between the full-wave 
numerical model of the plasma that we used in the conference paper and the actual plasma 
discharges that were generated in the experimental setup: the dielectric vessel and the 
metallic electrodes used respectively to confine and generate the plasma have an influence 
on the radiation pattern of the antenna and so they must be included in the design 
procedure; the cylindrical plasma discharge is much easier to realize when the cylinder 
diameter is at least 3mm; and finally the collision frequency of the plasma in realistic cases 
is pretty higher than the one adopted in our previous work. 
Therefore this work presents a feasibility study of a more detailed and realistic model of 
our antenna with respect to the plasma discharges. We will show that reconfigurability can 
still be achieved through a proper design of the overall antenna, thus paving the way to an 
actual realization of the proposed reconfigurable Yagi-Uda.

Keywords:  
Plasma Antennas 
Yagi-Uda Antenna 
Microwave Antennas 
Reconfigurable Antennas 

1. Introduction

Traditional antennas exploit metallic components to radiate
and/or receive electromagnetic waves. In recent years there has 
been an increasing interest in another type of antennas, namely 
Gaseous Plasma Antennas (GPAs), whose radiating properties rely 
on partially or fully ionized gas rather than on metallic conductors 
[1-8]. The gas is confined into dielectric vessels such as glass 
cylinders (but the enclosure can be of any shape, e.g., monopoles 
and loops, and of any dielectric material) and the plasma can be 
turned on and off very rapidly (on time scales the order of 
milliseconds or microseconds) by different excitation means [3]. 
In the off state, the plasma reverts to a neutral gas that is confined 

in a dielectric holder, thus being transparent to any electromagnetic 
(EM) waves; when the plasma is turned on, it behaves as an 
electrical conductor that is able to transmit and receive EM signals. 

1.1. Gaseous Plasma Antennas: Advantages 

Plasma antennas have a number of potential advantages over 
conventional metal antennas since their properties can be 
electrically (rather than mechanically) controlled. This makes 
plasma antennas appealing for a number of applications, some of 
which are briefly discussed in the followings [4].  

 First of all, when a plasma discharge is unenergized, the gas 
reverts to its neutral state and so it stops behaving as a conductor. 
This feature makes plasma antennas difficult to be detected by 
radars, once the plasma vessel and excitation system are properly 
designed and if the antenna is energized only when the 
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communication takes place. This property leads to a potential 
interest in plasma antennas for military applications.  

 Secondly, plasma antennas are transparent to EM waves whose 
frequency is above the plasma frequency; this feature makes 
plasma antennas interesting when dealing with appli- cations that 
need many antennas (or antenna arrays) used for different 
communication systems that must be stacked together due to space 
constraints (e.g., shipborne maritime communications) and that 
operate at different frequencies. In this case plasma elements are 
an interesting alternative to conventional metallic ones since they 
can provide significantly lower mutual coupling values among the 
different arrays; as a matter of fact, unenergized plasma elements 
do not interfere with active elements, and the coupling among 
plasma antennas working at different frequencies is significantly 
lower than the one provided by metallic antennas.  

 Additionally, plasma elements can be energized and de- 
energized on time scales of microseconds; as a result, the signal 
degradation caused by antenna ringing can be greatly reduced by 
using a plasma antenna transmitting at high rates and that is 
switched off at the end of each bit.  

 Finally, the radiation properties of a plasma antenna can be 
changed by electrically controlling the plasma parameters (e.g., 
density), which can be achieved by tuning the power delivered to 
the plasma. Therefore plasma antennas can be rapidly reconfigured 
with respect to their radiation pattern, input impedance, and 
working frequency.  

1.2. Gaseous Plasma Antennas: Issues 

Nevertheless, the usage of plasma discharges as antennas in 
communication systems can be hindered by several issues such as 
the noise introduced by the plasma, the complexity of the plasma 
antenna, and the availability of suitable technology solutions to 
generate the plasma.  

 The noise introduced by the plasma is strongly related to the 
way the plasma is generated, and this fact has been holding back 
the use of plasma antennas for many years. Different plasma 
generation techniques are available: laser-initiated atmospheric 
discharge [5], DC/AC discharge [6], and radio-frequency (RF) 
surface-wave plasmas [7]. Both DC and low-frequency AC 
methods introduced a rather high noise level when generating the 
plasma. RF surface wave generation and the pulsing power 
technique made it possible to obtain not only lower noise levels, 
but also higher plasma density and reduced power consumption 
[3].  

 Another obstacle to the exploitation of plasma antennas can be 
identified in the inherent complexity of plasma antennas. 
Specifically, a plasma antenna comprises not just the plasma, but 
also the equipment needed to generate it (e.g., the metallic 
electrodes in the case of a RF surface-wave-generated plasma). 
Furthermore, the plasma density in an actual plasma discharge is 
nonuniform, with a nonuniformity that depends on the plasma 
generation technology; before considering the actual realization of 
a plasma antenna, it is therefore necessary to develop a 
representative prototype of the plasma discharge the antenna will 
be comprised of, and to measure the plasma density therein. As a 
result, the presence of electrodes, and the nonuniform plasma 
distribution within the discharge are expected to affect the 
radiation properties of the actual plasma antenna, and are to be 
taken into account in the design, and realization of an actual plasma 
antenna.  

 Other critical aspects towards the realization of an actual 
plasma antenna, are the availability of the proper technology to 
ignite, and sustain the plasma, and the capability of developing 
customized dielectric vessels whose shape and dimensions must be 
carefully chosen according to the antenna type (e.g., monopole, 
dipole) and operating frequency.  

1.3. Original Contribution and Paper Organization 

In the proof of concept of a hybrid metal-plasma Yagi-Uda 
antenna presented in [1], two plasma discharges have been used as 
antenna directors to achieve reconfigurability with respect to the 
gain; specifically, the gain has been controlled by turning either on 
or off the plasma directors. In the full-wave numerical preliminary 
study that was performed in CST Microwave Studio [8], the 
plasma directors were ideally modeled as two cylinders made of a 
uniform dispersive Drude material, i.e., neglecting the presence of 
the dielectric tubes into which the plasma is confined and of the 
plasma generation equipment, i.e., the metallic electrodes attached 
at the two edges of the dielectric cylinder. Moreover we have 
modeled the off state of the plasma directors simply excluding the 
plasma elements from simulations. Therefore the comment that 
was made in the review process was related to the actual possibility 
of our proposed antenna to achieve reconfigurability in a more 
realistic scenario.  

The aim of this work is to present a feasibility study of a 
realistic version of our hybrid metal-plasma Yagi-Uda antenna 
with some major differences with respect to the ideal model 
provided in [1]: (i) the plasma elements comprise the dielectric 
tubes and the electrodes; (ii) the collision frequency and plasma 
dimensions have been set now to more realistic values obtained 
through experimental characterizations of different plasma 
discharges; (iii) the off-state of the plasma directors is modeled 
including the dielectric tubes filled with neutral gas (i.e., 
unenergized plasma) in the simulations; and finally (iv) the overall 
design of the Yagi-Uda antenna was revised according to the 
above-mentioned differences.  

The rest of the paper is organized as follows. In Section II the 
model of our new version of the hybrid metal-plasma Yagi-Uda 
antenna is described in details; Section III is dedicated to the results 
and related discussion with a particular focus on the comparison 
with our previous work [1]; finally in Section IV conclusions are 
reported.  

2. Antenna Design 

The aim of this work is to investigate the capability of 
achieving reconfigurability for a realistic metal-plasma Yagi- Uda 
antenna whose reflector and active element are made of metal 
while the directors are plasma discharges (as the one depicted in 
Figure 1). Therefore the substantial difference with respect to the 
work that was made in [1] involves the modelization of the plasma 
directors: more realistic values of the discharge diameter and 
collision frequency have been chosen according to typical values 
that were obtained from measurements of different implemented 
plasma discharges prototypes; moreover the dielectric vessels and 
electrodes used to generate the plasma are present.  

 The starting point for our analysis was then the modelization 
of the ideal plasma discharge, i.e. the plasma material that is 
confined into the glass vessel in the real plasma director. A weakly 
ionized plasma has been assumed in this work and it has been 
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represented by means of a cold fluid model [9] by making the 
following assumptions.  

 
Figure 1. Design of the realistic Yagi-Uda antenna in CST Microwave Studio [8]. 

 The first one is that the thermal motion of the ions inside the 
gas is negligible. Secondly, we assumed one single collision 
frequency that accounts for all the dissipation processes, i.e., the 
charge-to-charge and charge-to-neutral collisions. Finally, we 
assumed that the electron density and spatial distribution are 
temporally constant, that is equivalent to assume that the electric 
field intensity of the incident EM wave is small enough. 

 The weakly ionized gaseous plasma is modeled as a dispersive 
material that is suitably represented (both theoretically and in CST) 
as a Drude material. This provides the expression of the relative 
permittivity of the plasma εr as a function of the plasma parameters 
and of the operating frequency of the antenna: 

 
where ω = 2πf is the angular frequency of the incident EM wave 
(i.e., the signal), ν is the momentum-transfer collision frequency of 
electrons with heavy particles (ions/atoms), ωp=[nee2/meε0]1/2 is the 
electron plasma frequency, me and e are the electron mass, and 
charge respectively, ne is the local plasma electron density that is 
assumed to be uniform within the discharge and ε0 is the free space 
permittivity.  

 Some of these parameters are unchanged with respect to [1]: 
the operating frequency of the antenna is 1.55 GHz, and the plasma 
frequency is ωp = 178.4 · 109 rad/s since it has been shown by 
experimental measurements that this is an easily achievable value 
in real scenarios.  

 Regarding the collision frequency that accounts for the 
dissipation processes inside the plasma, this has been chosen 
significantly different from [1]: it is ν = 2.5067 · 109 s−1 instead of 
ν = 0.10328 · 109 s−1, i.e., much higher, since in actual realization 
of plasma discharges this is a more realistic value.  

 Therefore the values of εr are significantly different with 
respect to [1] and this can be clearly evinced from Figure 2 in 
which the real and imaginary parts of the relative permittivity are 
reported for the two scenarios. At the frequency of interest 1.55 
GHz the real and imaginary parts of εr are Re{εr} = −314 and 
Im{εr} = −81 in this work, while they were Re{εr} = −334,  Im{εr} 
= −4 in [1]. There is an important difference between the values of 
Im{εr} in the two cases: the great increase in the imaginary part of 

the permittivity (that translates in an increase in the losses of the 
antenna) is caused by the substantial change in the collision 
frequency that is much higher now and that indeed accounts for the 
dissipation processes inside the plasma. 

 
Figure 2. Comparison between the relative dielectric permittivity of the dispersive 
plasma in this work and in [1] (respectively (2) and (1) in the legend): imaginary 
part (dotted black line for (2), dash-dotted red for (1)) and real part (solid green 
for (2), dashed blue for (1)). 

 Now as far as the plasma directors dimensions are concerned, 
we chose to change the diameter of the discharge from 2.5 mm to 
3 mm since in real cases it is more feasible to confine plasma in 
vessels with a larger diameter, and since 3 mm has proven to be a 
feasible dimension as it was proven when by actually realizing 
such a plasma discharge. 

 The length of the discharge was set according to a simplified 
model described in the followings. The cylindrical plasma column 
behaves as an open waveguide that can sustain surface- wave 
propagation and that therefore radiates significantly due to the 
breaking of the translational symmetry: this happens during the 
antenna operation mode, i.e., when the angular frequency ω = 2πf 
is much lower than the plasma frequency ωp. This behaviour of the 
cylindrical plasma bar has been verified through a simplified 
analytical model according to which, for an infinitely long column 
of uniform non-magnetized plasma endowed with relative 
dielectric permittivity εr, the dispersion relation for the surface 
wave that propagates along the column is given by [7]:  

 
where rp is the plasma radius, k⊥p = (β2 - ω2εr/c2)1/2,  k⊥0 = (β2 - 
ω2/c2)1/2 are the transverse propagation constants in the plasma and 
in free space, and β denotes the propagation constant along the 
plasma column; and finally, Ii , and Ki , i = 0, 1, are modified Bessel 
functions of the first and second kind, respectively.  

 The solution of (2) yields the so-called dispersion relation ω = 
ω(β) of the surface wave. Since the plasma column has finite 
length, it is expected that suitable combinations of progressive and 
regressive surface waves along the plasma-air interface can satisfy 
the boundary conditions at the ends of the column, and thus give 
rise to standing surface waves or modes of the open cavity 
resonator.  
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 Exploiting the dispersion relation it is possible to calculate the 
resonance frequency of a plasma column with given dimensions 
and therefore it is possible to calculate the length of the plasma 
column in order to have it resonating at a desired frequency.  

 According to traditional RF antenna design rules, the column 
should resonate at a given frequency f when its length is 
approximately half the wavelength in free space λ0. But since 
plasma is a dispersive medium, the plasma column in the UHF 
band shows an effective wavelength that is shorter than the one in 
free space, that means that the resonance frequency for a column 
of length L is downshifted. Therefore, the plasma column is 
significantly shorter than its metallic counterpart: its length has 
been ultimately set to 52mm (instead of λ0/2 = 96.8mm), a value 
obtained starting from λeff/2 and adjusted in order to optimize the 
performances of the overall Yagi-Uda antenna.  

 As far as the Yagi-Uda antenna model is concerned, its 
dimensioning follows the general rules of RF antenna design [10]: 
the reflector length is Lrfl = 0.5λ0 = 90.91 mm and the active dipole 
is Ldpl = 0.47λ0 = 85.45 mm. We considered a classic metal Yagi-
Uda antenna in order to compare the performance of our solution 
with those of the standard design: in this case the metal directors 
length is approximately Ldir = 0.4λ0 = 73.82 mm. The distance 
between the reflector and the dipole is s1 = 0.25λ0 = 45.45 mm and 
the spacing between the dipole and the directors and the two 
directors is s2 = 0.34λ0 = 61.82 mm. All the elements have the same 
radius, i.e., r = 0.003λ0 = 0.54 mm. In CST Microwave Studio the 
dipole is fed through a 50 Ω discrete face-port that is placed in a 
gap g = 1.4 mm.  

 As far as the simulative model of the plasma directors is 
concerned, we decided to include the dielectric vessels and the 
metallic electrodes used to generate the plasma in the CST 
simulations. The gaseous plasma is confined into a glass cylinder 
(pyrex material from CST library) of internal radius rint = rplasma = 
3 mm and thickness of 0.6 mm: these values have been chosen 
according to real glass tubes that have been realized to confine the 
plasma in an experimental setup. Finally the glass cylinder is 
closed at the two extremities by two metallic electrodes of 1mm 
thickness that resemble those used to generate the plasma by RF 
surface wave technique. A detail of the director design in CST 
Microwave Studio is reported in Figure 3. 

 
Figure 3: Design of the realistic plasma director in CST Microwave Studio [8]. 

In order to optimize the properties of the Yagi-Uda antenna when 
the two discharges are used as directors, we increased of 4 mm the 
distance between the two directors (this value was obtained 
performing optimization through a parameter sweep in CST). The 
last thing to point out about the model of our antenna concerns the 
off state of the plasma directors: in [1] when one or both the plasma 
bars were un-energized, they have been simply excluded from the 

simulations; in this work instead, we included the glass cylinders 
and metal electrodes in the simulations, replacing the plasma 
cylinder with vacuum when the plasma is off. 

Figure 4. The scheme of the RF plasma generation system. 

Figure 5. The experimental plasma discharge that has been used as director. 

3. The Experimental Setup of the Plasma Director 

 To realize the plasma directors, we have relied on a ca- pacitive 
discharge [6] that has been driven by 50 Ω Radio Frequency (RF) 
power source; the RF power has been fed in the 1.8 ÷ 15 MHz 
range of frequencies through a matching network for efficient 
power transfer to the plasma, as illustrated in Figure 4. The signals 
are carried by means of RG-58 coaxial cables, while RF power is 
conveyed via RG-214 coaxial cables. The plasma has been 
generated by a couple of high voltage electrodes (see Figure 5) that 
have been placed internally at the far ends of the cylindrical pyrex 
vessel while being sealed with the prescribed argon gas 
atmosphere of 2 mbar. The pyrex vessel has an inner diameter of 3 
mm, and an outer diameter of 4 mm; the two electrodes have been 
placed at a distance such that it is possible to realize a plasma 
column like the one identified in the antenna design phase.  

To estimate the actual plasma density distribution within the 
plasma discharge, we have relied on a microwave interferome- ter 
[11], which is capable of plasma density measurements regardless 
of the gas type; specifically, the plasma density value is related to 
the phase shift produced on a microwave signal travelling through 
the plasma. The instrument works in the 1016 ÷ 7 · 1019 m−3 range 
of plasma density values, is movable along the plasma source, and 
measures density in a plasma slab that is extended across the 
diameter of the source (see Figure 6). The plasma frequency value 
that was used in this work (see Section II) agrees with the 
measurements that were performed.  
4. Results and Discussion 

In this section the main results concerning the realistic metal 
plasma antenna are reported and compared with those obtained in 
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[1] for its ideal counterpart. The results were obtained through full-
wave numerical simulations by means of CST Microwave Studio 
Suite [8].  

 
Figure 6. The experimental set-up with the plasma discharge between the two 
horns of the microwave interferometer for plasma density measurement. 

The analysis was carried out in the frequency range 1 ÷ 2 GHz 
and concern mainly two metrics: (a) the reflection coefficient and 
the input impedance, (b) the radiation properties of the antenna, 
i.e., farfield gain and its reconfigurability together with radiation 
efficiency.  

4.1. Reflection Coefficient and Input Impedance 

As a first step, Figure 7 reports the absolute value of the 
reflection coefficient |S11| for the Yagi-Uda antenna with zero and 
two metal directors, for the hybrid Yagi-Uda with two ideal plasma 
directors [1] and for the antenna with the two realistic directors (as 
described in Section II). These three configurations were chosen 
as representative since they account for the starting condition, i.e., 
the antenna with no directors that is designed to resonate at f = 1.55 
GHz, and the condition of maximum possible detuning for the 
antenna, i.e., when two directors are present; the other cases 
involving one director are omitted for ease of read of the graphs 
but are similar to and in perfect agreement with the results shown 
in the figure. As it can be seen, the absolute value of the reflection 
coefficient at the operating frequency is well below −15 dB in all 
the three cases, thus confirming that the realistic plasma discharges 
that were conceived in this work do not detune the antenna. In 
Figures 8-9 the real and imaginary parts of the input impedance Z 
are reported again for the classic metal antenna, for the ideal hybrid 
Yagi-Uda and for the realistic hybrid antenna both with two 
directors. It can be seen how at the operation frequency f = 1.55 
GHz, Im{Z} is almost zero for the three antennas, while Re{Z} 
changes: it is 45 Ω for the classic antenna and for the hybrid ideal 
one, while it is 43 Ω for the realistic one. It can be noticed however 
how also in the case in which a realistic discharge is considered the 
idea of using a metal dipole as the active element of the antenna 
proves to be a good solution in order to avoid the matching issues 
caused by the low input impedance of plasma antennas [12].  

4.2. Radiation Properties and Reconfigurability 

As far as the reconfigurability of the antenna is concerned, 
Figures 10-11 depict the gain of the hybrid realistic Yagi-Uda 
antenna with zero, one and two directors in linear scale (for ease 

of read) in the E-plane (xz-plane) and H-plane (xy-plane) 
respectively.  

 
Figure 7. Absolute value of the reflection coefficient |S11| for the Yagi-Uda antenna 
with: no directors (dotted black line), two PEC directors (dashed red line), two 
ideal plasma directors (dash-dotted blue line) and two realistic plasma directors 
(solid green line). 

As stated in Section II, when one or two directors are switched 
off, the vessel and electrodes have been included in the simulations 
and nonetheless we can see how reconfigurability with respect to 
the gain can still be achieved: the higher the number of active 
plasma directors, the higher the gain.  

Then we compared the gain of the realistic hybrid antenna both 
with its ideal counterpart [1] and with the classic metal antenna. 
Figures 12-13 report the gain for the three antennas with one 
director switched on, on the E-plane and H-plane respectively: it 
can be seen how the gain of the antenna with the realistic plasma 
director is lower than those of the antenna with the ideal plasma 
director and than the one with the metal director (5.13 vs 6.02 and 
6.25). Nonetheless the plot is in linear scale and therefore there is 
around 1 dB of difference between the maximum achievable gain 
in the three cases. The fact that the gain with the realistic plasma 
director is lower than in the case of the ideal one is reasonable 
considering that the collision frequency that accounts for the 
dissipation processes is considerably higher in the realistic case.  

Figures 14-15 report the same plot but this time with both the 
plasma directors turned on. Analogous considerations can be made 
as in the previous case: the gain for the realistic antenna is 5.6 that 
is lower than that of the ideal one (6.63) and of course lower than 
the one of the classic Yagi-Uda (7.1); but again, the values are in 
linear scale so the difference between the gain of the ideal and 
realistic hybrid antenna is less than 1 dB.  

The last case concerns the antenna when both the directors are 
turned off: in the ideal case, the directors were excluded from 
simulations, while in the realistic case, the dielectric vessels and 
electrodes are included. The results are not reported graphically 
since the two radiation patterns are almost identical. This proves, 
as it was expected, that the main factor that influences the radiation 
pattern of the antenna is the plasma collision frequency, i.e., the 
parameter that accounts for the dissipative processes and that in 
this work is significantly higher than in [1].  
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Figure 8. Real part of the input impedance of the Yagi-Uda antenna with: two PEC 
directors (dashed blue line), two ideal plasma directors (solid red line) and two 
realistic plasma directors (dash-dotted black line). 

 
Figure 9. Imaginary part of the input impedance of the Yagi-Uda antenna with: 
two PEC directors (dashed blue line), two ideal plasma directors (solid red line), 
and two realistic plasma directors (dash-dotted black line). 

As far as the efficiency is concerned, as expected this is lower 
in the realistic case in which losses are higher (this translates in a 
greater value of the collision frequency as commented previously): 
the efficiency is approximately 100 % for the metal Yagi-Uda, 98 
% for the ideal hybrid Yagi-Uda and 80 % for the realistic one.  

5. Conclusions 

In this work the study and design of a reconfigurable metal- 
plasma Yagi-Uda antenna for microwave applications has been 
presented: plasma discharges have been suitably designed to be 
used as directors of the antenna in order to achieve reconfigu- 
rability with respect to the gain. These plasma directors were 
designed starting from [1] and they were modified in order to 
resemble more realistic plasma discharges: the dielectric vessel 
and metallic electrodes were included in the model and moreover 
the dimensions and plasma parameters of the discharges were set 
according to experimental measurements of real plasma antennas.  

 
Figure 10. Farfield gain of the realistic hybrid antenna on the E-plane, i.e., xz-
plane (see Figure 1) with zero (dotted line), one (dashed line) and two directors 
(solid line). 

It has been shown that the performance of the antenna is very 
good as compared to [1]. Moreover it is clear from the results that 
reconfigurability with respect to the gain can still be achieved even 
with realistic plasma discharges used as directors. Of course, the 
radiation pattern is affected by the considerably higher value of the 
collision frequency, i.e., by the fact that dissipative processes are 
stronger in this case.  

 
Figure 11. Farfield gain of the realistic hybrid antenna on the H-plane, i.e., xy-
plane (see Figure 1) with zero (dotted line), one (dashed line) and two directors 
(solid line). 

As a future step, we aim at considering plasma discharges with 
a non-uniform density, i.e., a density that changes axially along the 
cylindrical vessel and that resembles even better the behaviour of 
a realistic plasma discharge.  

Therefore this study paves the way to the actual realization of 
the conceived hybrid metal-plasma Yagi-Uda antenna. However, 
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it must be pointed out that, in order to characterize and measure 
our proposed antenna not only in terms of its reflection coefficient 
but also in terms of its radiation pattern, there are still some issues 
to face, mainly related to the rather complicated setup that is 
needed to ignite and sustain the plasma inside the two directors.  

 
Figure 12. Farfield gain of the Yagi-Uda antenna on the E-plane, i.e., xz-plane (see 
Figure 1), with: one PEC director (dash-dotted green line), one ideal plasma 
director (dashed blue line) and one realistic plasma director (solid red line). 

 
Figure 13. Farfield gain of the Yagi-Uda antenna on the H-plane, i.e., xz-plane 
(see Figure 1), with: one PEC director (dash-dotted green line), one ideal plasma 
director (dashed blue line) and one realistic plasma director (solid red line). 

 
Figure 14. Farfield gain of the Yagi-Uda antenna on the E-plane, i.e., xz-plane (see 
Figure 1), with: two PEC directors (dash-dotted green line), two ideal plasma 
directors (dashed blue line) and two realistic plasma directors (solid red line). 

 
Figure 15: Farfield gain of the Yagi-Uda antenna on the H- plane, i.e., xz-plane 
(see Fig.(1)), with: two PEC directors (dash-dotted line), two ideal plasma 
directors (dashed blue line) and two realistic plasma directors (solid red line).  
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 A web service impersonation is a class of attacks in which an attacker poses as or assumes 
the identity of a legitimate service to maliciously utilize that service’s privileges. Providing 
security for interacting cloud services requires more than user authentication with 
passwords or digital certificates and confidentiality in data transmission. In this paper, we 
focus on the service cloud model, which facilitates the composition and communication 
among web services owned by different cloud vendors. We develop a distributed mechanism 
to detect and mitigate impersonation attacks against web services in the cloud. The detection 
approach monitors the behavior of each service and identifies anomalies as a potential 
impersonation attack if it deviates significantly from the expected behavior. To verify the 
impersonation attack, we deploy a cloud-based verification technique, misleading suspicious 
services with useless responses. The experimental results show that modeling request 
behavior reliably detects a significant number of impersonation attempts, with a 
performance degradation that is a reasonable trade-off.  
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1. Introduction  

A web service impersonation is a class of attacks in which an 
attacker poses as or assumes the identity of a legitimate service to 
maliciously utilize that service’s privileges. This attack can cause 
a serious threat to the security of service clouds, i.e. those clouds 
that allow the provisioning of multiple vendor services to 
dynamically compose an application to answer a client request. By 
impersonating a legitimate service, the intruder can maliciously 
access the victimized a service’s resources. For the service cloud, 
this attack class is a version of identity theft. Such attacks 
completely undermine traditional security mechanisms due to the 
trust imparted to service credentials once they have been 
authenticated. Many attempts have been made at detecting this 
kind of attack (also called masquerader or identity spoofing 
attacks) against legitimate users in clouds. In this dissertation, we 
have developed a distributed mechanism to detect and mitigate 
impersonation attacks against web services in the cloud [1]. 

When using the cloud, an end user’s credentials to authenticate 
request messages between web services lacks the verification of 
the origin of the request (i.e. the requester service). Thus, this 
vulnerability can be used by the attacker after stealing the 
credentials to create fake services. Since the credentials represent 
a long-term authentication tool, the attacker can attack a web 

service for unlimited time and the owner of the credentials would 
not discover the problem until the damage is done.  

In our proposed architecture (Figure 1) [1], we assume a secure 
session with a security token issued by a Security Token Service 
(STS) to mitigate the general vulnerability of spoofing the user 
credentials. The STS is trusted by both the client and the web 
service to provide interoperable security tokens. The client sends 
an authentication request, with accompanying credentials, to the 
STS. The STS verifies the credentials presented by the client, and 
then in response, it issues a security context token (SCT) that 
provides proof that the client has authenticated with the STS. The 
SCT is built on a SAML standard format for exchanging 
authentication and authorization data between different parties [1, 
2]. The client presents the security token to the service. The service 
then verifies the token with the STS, which proves that the client 
has been successfully authenticated. For proper use of the token, it 
is expected that all composed, trusted services communicate with 
the STS to perform token delegation and validation at each service 
request and response, but only client services issue or cancel a 
token. The SCT holds information to specify its scope, creation, 
and expiration time to develop the basis for encrypting and signing 
subsequent message exchanges, which results in efficient and 
secure communications between services in an application. The 
cloud services and STS use X.509 certificates to sign and encrypt 
their messages. The scope of the issued SCT is limited to the 
designated STS regardless of whether the sender service specified 
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the scope in the initial request. This prevents the sender from using 
the SCT to directly access a recipient without communicating first 
with STS.  Therefore, a token’s lifetime is limited to its session 
active time. 

The proposed architecture introduces the concept of scoped 
distributed Security Management Databases (SMDBs) to store 
audit logs, meta-information about the infrastructure of each 
scope, history of security incidents, incident reports, related 
security policies, and SLAs [2]. Scoped detectors use SMDB 
content to identify security threats exploiting the scoped content. 
We have shown in [3] how CAPEC attack patterns fit into the 
evidence collection and evaluation strategy using the proposed 
architecture. 

For the proposed system, we implement our solution using 
Apache Web Service Security for Java (WSS4J) to secure the 
deployed cloud services and their messages within a provisioned 
application given the primary security standards. WSS4J supports 
the encryption of messages using X.509 certificates of services. 
Furthermore, it prevents replay attacks that can happen when the 
attacker sniffs a message and resends it to the same recipient. 
Apache WSS4J makes all security tools available for developers 
to secure their services against impersonation attacks by using 
strict authentication standards. When a service passes the identity 
authentication it is fully trusted in the application. However, if the 
service identity has been compromised for any reason, WSS4J 
cannot detect the impersonation attack or even log its traces in the 
log file. Consequently, the impersonated service will be 
authenticated and the attacker can illegally gain access to 
potentially private information.  

The impersonation attack is not only limited to the SOAP 
messaging protocol in service clouds. Any type of 
communications between services that requires request 
authentication is vulnerable to impersonation attacks. 
Authentication in REST services does not have a standard policy 
or rules. However, the most common used approaches for REST 
request authentication are HTTP AUTH and tokens. In HTTP 
AUTH, the client service needs to compute the Base64 encoding 
of its credentials and include them in each future HTTP request to 
the server using the "Authorization" HTTP header. This header can 
be encrypted using the server public key and the client private key. 
This approach is very similar to the approach used in the SOAP 
protocol by using the SOAP header to carry authentication 
information to the destination. Both HTTP and SOAP headers can 
be faked by the attackers who illegally obtain a copy of the 
legitimate client service’s identity. 

The second authentication approach used in RESTFUL clouds 
is to create a dedicated login service similar to a STS that accepts 
credentials and returns a token. This token should then be included, 
as a URL argument, to each following request. The attacker can 
also get a valid token by using the stolen credentials. 
Consequently, regardless of the type of communication messaging 
used between services, it is possible for an attacker who has a 
stolen identity to successfully pass the authentication step and get 
trusted in the target server.  

The Amazon REST APIs use a custom HTTP scheme based on 
a keyed-HMAC (Hash Message Authentication Code) to 
authenticate REST requests. To authenticate a request, the client 
needs first to concatenate selected elements of the request to form 
a string. Then, it must use its AWS secret access key to calculate 

the HMAC of that string. Informally, this process is called "signing 
the request," and the output of the HMAC algorithm is called the 
signature, because it simulates the security properties of a real 
signature. Finally, the client, either a human user or another 
service, has to add this signature as a parameter of the request by 
using the syntax described by the server. The risk stems from the 
leaked AWS secret access key, which happened recently for many 
customers of Amazon clouds. Hence, the REST messaging 
architecture is also vulnerable to impersonation attacks if the 
authentication identity has been compromised. In this paper, 
though we will focus on detecting the attack by using SOAP 
protocol, the solution design can be extended to work with REST 
services. 

In this paper, we hypothesize that the legitimate service can 
obtain sufficient information from the cloud regarding the 
successor service classes that it often communicates with when 
provisioned for certain application. An impersonated service, on 
the other hand, would likely have a more chaotic and random 
behavior by communicating more extensively with known 
successor services and more broadly to services not often 
communicated with in a manner that is different than the victim 
service being impersonated [4]. Thus, our detection approach 
focuses on monitoring a service's behavior in real time to 
determine whether current service actions are consistent with the 
service's profiled behavior. 

To reduce the false positive rate, which is the main drawback 
of the anomaly detection systems, we combine the detection of 
anomalous behaviors with a cloud-based verification technique. 
The verification technique prevents the risk of revealing private 
data to impersonators and, at the same time, verifies the identity of 
the malicious service. When the verification algorithm positively 
verifies the detection results, it returns a fake response to delude 
the attacker. 

The major contribution of this paper is our distributed 
framework for auditing and detecting impersonation attacks in 
service clouds. We design a distributed impersonation detection 
approach within the framework that is based on profiling each 
service’s request behavior. This behavior reveals that monitoring 
the general features of the SOAP request messages between web 
services can achieve a reasonable detection rate with minimal false 
positive alarms. In order to increase the accuracy of the detection 
system, we design an aging method to determine when the profiles 
need to be updated and how to adjust them so they are more heavily 
influenced by the most recently observed behavior. Moreover, we 
manifest the false positives and decrease the impersonator live 
time inside the cloud by re-authenticating the suspicious service 
using a novel verification technique. Since the credentials of the 
suspicious service may be spoofed by the impersonator, our 
verification technique uses a predefined fake response to validate 
the identity of the suspicious service that exhibits a significant 
behavior deviation. If the suspicious service accepts the fake 
response by the suspicious service, then the detection system has 
correctly detected the impersonator. Otherwise, the suspicious 
service is considered to be a legitimate service that has been 
incorrectly classified as an impersonator because it changed its 
behavior without updating its profile. 
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Our experimental results show that modeling service behavior 
reliably detects a high percentage of impersonated services with no 
false positives. The limited set of statistical values used for service 
behavior modeling results in an acceptable performance. However, 
in the case of mimicry attacks where the impersonator fully mimics 
the victim service’s behavior, the detection algorithm cannot detect 
the malicious requests. Resolving such attacks and improving the 
algorithm performance are future work. 

The paper is organized as follows. The threat model is 
described in Section 2. The literature review of impersonation 
detection techniques is presented in Section 3. Section 4 
demonstrate the detection approach used in this research. Section 
5 discusses the detection results. Section 5 concludes the article 
with some suggestions. 

2. Threat Model 

2.1. Vulnerabilities 

The standard approaches of identity verification including 
authentication and encryption have been shown to fail to detect 
impersonated services for a variety of reasons, including insider 
attacks, misconfigured services, faulty implementations, buggy 
code, and the creative construction of effective and sophisticated 
attacks not envisioned by the implementers of security procedures. 
Attack methods such as phishing, fraud, and exploitation of system 
vulnerabilities still achieve results in service clouds. Credentials 
and passwords are often reused, which amplifies the impact of such 
attacks. 

The Heartbleed bug leaked private information such as 
encryption keys and credentials from the service’s owner server. 
Leaked secret keys allow an attacker to decrypt any past and future 
traffic to the protected services and to impersonate the services as 
well. Therefore, any protection given by the encryption and the 
signatures in the X.509 certificates can still be bypassed. 
Mitigating bugs like Heartbleed is out of the service owner and 
cloud provider control, which means we need to design another 
line of defense to mitigate the risk of “bleeding” the encryption 
keys (X.509) and service credentials. In this article, we introduce 
a preventative approach that distinguishes between requests 
coming from legitimate services and those coming from fake 
services with impersonated or spoofed credentials to block them 
and alert the victim’s owner to revoke the stolen keys. 

Different incidents happened in Amazon cloud prove that the 
classical authentication and authorization techniques are not safe 
enough to fully trust all services holding valid identities. In April 

2010, Amazon experienced a Cross-Site Scripting (XSS) bug that 
allowed attackers to hijack credentials from the site. In 2009, 
numerous Amazon systems were hijacked to run Zeus botnet 
nodes. Also, in April 2014, some of AWS clients claimed about 
very high bills due to their credentials were compromised. 

2.2. Target Assets 

The expected target of the impersonation attack is the 
legitimate service’s identity. 

2.3. Impact 

According to the CSA in [5], the risk analysis technique 
CIANA classifies the impact of service hijacking or impersonating 
as a combination of authenticity, integrity, confidentiality, non-
repudiation, and availability threat. On the other hand, STRIDE 
risk analysis puts the service impersonation under tampering with 
Data, repudiation, information disclosure, elevation of privilege, 
and spoofing identity. Therefore, service impersonation attack 
causes a very high risk on the cloud from all aspects of security. 

According to a survey conducted by CSA the extended CSA 
Top Threats Working Group [5] , the impersonation threat is still 
relevant to clouds by 87%. Also, the data leakage was ranked as 
the third top threat in 2013.The risk matrix for service 
impersonation is depicted in Figure 2. 

 

2.4. Scenarios 

The attacker who exploits a bug similar to Heartbleed and has 
a copy of the encryption public and private keys and the credentials 
of the victim service (we use identity to describe these information) 
can effectively perform a service impersonation attack against the 
victim service. Then, it can illegitimately use the stolen identity to 
gain access to other services in the service cloud by following the 
listed steps:  

1. The attacker builds a fake web service by using the stolen 
identity to impersonate the victim service. 

2. During an active session of an application that has the victim 
service provisioned within it, the attacker uses sniffer 
software to steal a valid token sent from the STS to the victim 
service. The intercepted token is encrypted by the public key 
of the victim service. Since the attacker has the encryption 
keys of the victim service, he can decrypt the token. 

3. The attacker uses the stolen token along with the victim 
identity to ask the STS to delegate the token to the target 
service of the attack. The target service must be provisioned 
within the same application with the victim service. 

4. The STS authenticates the impersonated service and replies 
with a delegated token. 

5. The attacker finds the interface of the target web service and 
its entry points (i.e., methods) by discovering its public 
WSDL file. 

6. The attacker uses the delegated token and the stolen identity 
to create and encrypt a request to the target service. 
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7. The target web service validates the token of the 
impersonated service with the STS. 

8. The STS authenticates the token and sends the confirmation 
to the target service. 

9. The target service decrypts and checks the structure of the 
message. 

10. The target service responds to the impersonated service 
with a valid encrypted response SOAP. 

11. The attacker decrypts the received response using the 
victim private key.  

With this scenario, private information can be revealed to 
illegitimate services by trusting the presented identity without 
doing a more thorough check. The success of this attack can trigger 
several attacks, such as DDoS attacks as we have explained in [6], 
to abuse the availability of the target service and the integrity of 
the victim service. 

3. Related Work 

There are two general approaches for intrusion detection: 
misuse detection and anomaly detection [7]. The misuse detection 
uses the knowledge accumulated about attacks and checks for 
signatures of these attacks while the anomaly detection builds a 
reference model of the usual behavior of the system being 
monitored and checks for deviations from the observed usage. The 
false positive rates of misuse detection are lower than that of 
anomaly detection [8] but anomaly detection has the advantage of 
detecting previously unknown attacks. In impersonation attack 
detection, the intrusion detection system cannot get the signatures 
of attackers until the attackers have been detected by the system. 
Therefore, the attack model cannot be constructed in advance; 
hence we prefer to use anomaly detection approach in this context. 

In the literature, anomaly detection was implemented in a 
variety of approaches. These approaches are usually categorized 
into two groups, i.e. statistical approaches and machine learning 
approaches [8]. In statistical approaches, anomaly detection 
systems usually watch behaviors of observed objects to comprise 
statistical distributions as a set of trained profiles during the 
training phase. These systems then apply the set of trained profiles 
by comparing them against a new set of activities of observed 
objects during runtime. An anomaly is detected if there is a 
significant deviation resulted from the observation. In general, any 
incident whose frequency goes beyond a predefined standard 
deviation from statistical normal ranges raises an intrusion alarm 
[7]. 

Machine learning based approaches tend to reduce the 
supervision costs during the training phase of statistical 
approaches by enabling detection systems to learn and improve 
their performance on their own. Neural networks and Hidden 
Markov Model have been proved to be useful techniques at the 
network traffic level as shown in in [9] and [10]. However, using 
ML algorithms in a highly dynamic environment like service 
clouds have several drawbacks such as increasing performance 
overhead, storage requirements, and computational expense [11]. 

In the context of this paper, we focus on statistical approaches 
for detecting impersonation attacks. In [8,12-15], statistical 
algorithms are applied to detect anomalous patterns in the system. 
They use the normal behavioral profiles of the monitored object, 
which is either a user or system process. Unlike these systems, this 
research applies anomaly detection at the web service level. Rather 
than profiling the normal behavior of users or systems, our 

approach profiles the normal request behavior of web services. 
Hence, the detection system deals with the web service as an 
independent object that can be impersonated irrespective of its 
owner’s behavior.   

Researchers in [16] provide an intrusion detection framework 
for cloud systems targeting masquerader attacks. Each user has a 
profile to model its behavior and make it available across the cloud. 
To measure the deviation between an activity initiated by a normal 
user and activity initiated by the masquerader, they use the Data-
Driven Semi-Global Smith Waterman alignment algorithm. The 
objective is to compute the best alignment score, by aligning the 
active user's session sequence (e.g., mouse movements, system 
calls, opened windows titles, etc.) to the previous stored sequences 
for this user. It achieves good results in detecting masqueraders in 
clouds with detection accuracy of 88.4 % and a low false positive 
rate of 1.7 %. However, the focus on monitoring human users is 
insufficient for detecting service impersonations in service clouds. 
Service clouds are mainly composed of collaborative services from 
different administrative domains with different security policies. 
Researchers in [16] do not address attacks that might be triggered 
by impersonated services with legitimate identities. 

The detection approach presented in [17] detects insider 
masqueraders in file systems. This approach tracks and measures 
changes in user behavior, alerting on any significant changes. They 
use one-class support vector machines to develop user behavior 
models and a set of data features related to the file systems 
including: the process name, the process path, the parent of the 
process, and the type of process action, the process command 
arguments. Their experiments show that modeling search 
behaviors of genuine users reliably detects all masqueraders with 
a very low false positive rate of 1.1%. Despite the fact that they do 
not test this approach on clouds, it may be applicable for only 
storage clouds. Hence, their detection system is not applicable for 
the service cloud model we work with. However, our verification 
technique is inspired by their proposed decoy technique, which 
launches disinformation attacks against malicious insiders, 
preventing them from distinguishing the real sensitive data from 
fake worthless data. They place traps within the file system which 
are documents downloaded from the Internet including several 
types of useless documents such as tax return forms, medical 
records, credit card statements, e-bay receipts, etc. The decoy files 
are downloaded by the legitimate user who owned the system and 
placed in highly-conspicuous locations that are not likely to cause 
any interference with the normal user activities on the system. A 
masquerader, who is not familiar with the file system and its 
contents, is likely to access these decoy files, if he or she is in 
search for sensitive information. Their decoy technology is more 
suitable for file systems or storage clouds more than service 
clouds. Hence, we design a service-cloud-based decoy technique 
as our verification technique to mislead the impersonators with 
fake information.  

An anomaly based network intrusion detection system for  
Remote to Local (R2L) attacks is proposed in [15]. R2L attacks 
usually exploit a vulnerability in a service at the target machine to 
elevate the attacker’s privileges. This attack is similar to the 
impersonation attacks occurring in clouds. The proposed detection 
system consists of two logical modules, the Packet Processing Unit 
(PPU) and the Statistical Processing Unit (SPU). The PPU has to 
extract service requests from the stream of packets on the wire to 
pass them to the SPU. The task of the SPU is to read the service 
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requests and extract suitable statistical input data. Requests are 
divided into several groups where each group contains request 
types with similar statistical properties such as Get and Post 
protocols. The requests of each group are then analyzed 
independently. The properties of a request used to determine its 
anomaly score include: type of request, length of request, and 
payload distribution. The anomaly score of a service request is the 
weighted sum of the three scores computed for each of the 
previously mentioned properties. Finally, the anomaly score is 
compared to a threshold that can be manually set by the security 
administrator. The presented detection system has detected all 
anomaly requests with a very slight false positive rate. Since the 
anomaly score technique proposed for network packets, we adjust 
it to detect impersonators in service clouds by computing the 
anomaly score of SOAP request messages exchanged between 
services.  

In [14], the detection system concentrates on profiling the 
behavior of system processes by studying the set of system calls 
made by the program. The designed algorithm compares the 
sequence of system calls captured during online usage to the 
normal sequences profiles during the training phase. The detection 
accuracy was 72.2% with a false positive rate of 2.1%. 

4. Impersonation Attack Detection Approach 

When dealing with the impersonation attack detection, it is 
important to mention that we assume the impersonator has already 
obtained the required security parameters including the victim 
service’s credentials, the security token, and the encryption keys to 
get involved in the cloud application and communicate with its 
services (explained above). We also assumed that the attack targets 
are only web services. Hence, SMDBs, detectors and other entities 
are assumed to be sufficiently secure.  

When presenting the stolen identity, the impersonated service 
appears as a legitimate service with the same access rights as the 
victim service. Ideally, monitoring a service's behavior after being 
granted access is required in order to detect such attacks. We find 
that certain types of service activities can reveal the service intent. 
For instance, SOAP requests used for web service communication 
offer an interesting behavior to monitor. A service request contains 
the sender supplied data which is sent over the network to another 
provisioned service in the same application session to perform a 
single task on behalf of that sender, which is either a human user 
or another service. This data shows the intent of the service trying 
to gain secure information from different services in a very short 
period of time before the stolen security token expires and before 
the victim finds out about its stolen identity. 

The developed approach composes of three steps. The output 
of each step represents the input to the next step (Figure 2): 

A. Auditing services’ messages by the auditing system during 
the training phase. 

B. Profiling the request behavior of each service in a profile 
document before running the detection algorithms during 
runtime using log files. 

C.  Detecting any significant change between the profiled and 
live behaviors then verifying the identity of the malicious 
service by using the verification technique. 

To assess the feasibility of our approach within the service 
cloud model, we craft an easy to understand case study with a 
deployed service cloud hosting 25 distinct web services with 15 

tenants owning and offering these services. We implement a 
session manager randomly chooses among appropriate services 
and composes them to provision an application that satisfies a 
user’s request.  A service cloud receives the traveler requirements 
with the preferred maximum price and the cloud returns the most 
suitable travel package with allowed payment. Table 1 shows the 
services and tenants used in the case study to evaluate the proposed 
impersonation attack detection approach. The cloud employs 
different meta-services to manage the travel reservations. These 
services are a Travel Agency service, Transportation services, and 
Living services.  

 
Figure 3: Impersonation detection approach 

Table 1: The available services in the case study 

Tenant Class Web Services 

Banks CreditChecking, Payment, CreditCard, 
paymentService, CreditVerification,CreditPayment, 

CheckBalance 

Airlines FlightFinder, FlightService, CheapFlight, 
TicketFinder, FlightFinder 

Car Rentals RentalAgent, RentalService, CarRental, 
RentalService, RentCar 

Hotels RoomBooking, RoomLocator, Accom, AvaRoom, 
BookingService, FindRoom 

Weather WeatherRetriever, Forecast 
 

The Session Manager (SM in Figure 1) dynamically provisions 
services from tenants into a service chain to simulate a travel 
management system as in Figure 4. Given a client request, the 
provisioned services buy a flight ticket to a specific destination at 
a specific time, reserve a hotel room, rent a car, retrieve the forecast 
for the desired travel dates, and pay the total price from the client’s 
bank account. The resulting service chain consists of at least 9 
services from at least 5 tenants.  
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4.1. Auditing System 

In our service cloud architecture [3], the impersonation 
detection algorithm is distributed across a tenant scope, session or 
application scope, and cloud scope as depicted in Fig. 1. This 
distribution allows for load balancing among services logging 
events, tenants generating profiles of all of its hosted services, 
applications executing service chains to satisfy clients’ requests 
and detect impersonation attempts, and the cloud verifying the 
extent of the attack. 

Figure 4: A scenario of Travel Package Bidder 

Event logging at each service is done by its tenant’s Auditor. 
The Auditor is a web service interceptor attached to each service 
to monitor its request and received messages. By intercepting 
SOAP requests, the Auditor is able to collect important 
information about the recipient to sufficiently check the sender’s 
request behavior. Such information includes recipient services and 
their business classes, requested methods in these recipients, 
request size, and other critical details. The advantage of this 
approach is that the logging process created and managed 
independent of the service process code to protect the auditing 
process from intruders. Since the tenant auditor would not be able 
to log requests issued by the impersonated service, checking the 
victim service’s log file for the suspicious events helps to detect 
the attack at early stages. 

At the application scope, the STS log file retains messages 
communicated by the client and services as it manages the 
creation, delegation, validation, and cancellation of the security 
token. By logging these details, we can corroborate the STS log 
file with the victim service’s log file (the service whose credentials 
have been stolen) to reveal any missing events [1] as significant 
evidence of an impersonation attack. 

The cloud scope gathers centralized forensic investigation 
information and examines it for impersonation attacks. During the 
detection process, the cloud scope correlates alerts received from 
any affected application scope and compares the malicious request 
of the impersonated service with the victim service’s log file. The 
final decision about the malicious request is logged by the cloud 
Auditor at the cloud scope. 

4.2. Profiler 

The detection system detects an impersonated service by 
comparing its observed request to its expected behavior using 
certain metrics that are defined in its profile. The expected 

behavior can be deduced during the training period. Since the 
manual creation of expected behavior is cumbersome, we use the 
training period for each service to collect information about its 
behavior. During training, the auditing system logs enough 
information about request events for each service. Extracted data 
about requests from a specific service’s log file are not classified 
in advance, meaning that the frequent requests represent the 
general behavior of the service. Hence, during runtime, received 
requests are evaluated against a summary of the training data (i.e. 
profile) to measure the deviation from the normal behavior. 

Profiling the services’ behavior is done in two phases:  profile 
generation and profile aging. Each phase is discussed in detail in 
next subsections. 

4.2.1. Profile Generation 

Instead of building the detection system by evaluating the 
received request during runtime against all requests in the sender’s 
log file, we summarize these records in profile documents. Thus, 
the detection time dramatically decreases which leads to an 
improvement in the performance. The Profiler uses the logged data 
at the tenant scope to generate the service’s request behavior 
profile. Then, SM makes the services’ profiles available to the 
involved application detector.  

The profiler depends on a statistical model to generate the 
request behavior profile from the service log file. This model 
consists of different attributes extracted from the SOAP request 
without processing its payload. Hence, the model reduces the cost 
of decrypting payloads of malicious requests that would be 
declined at the end. The used attributes are recipient’s class, SOAP 
size, method, and historical incidents. We found these attributes 
sufficient to reveal any deviation from the normal request 
behavior. 

1) Recipient’s Class: 

We hypothesize that each service has a logical “preferred” set 
of business classes where it sends requests based on its business 
purpose. For example, flight reservation services always 
communicate with different services in the banking and airline 
classes to buy a ticket for the client. In the statistical model, we 
compute how frequent the recipient’s class has been accessed by 
the sender during the training phase. The probability of relevant 
frequency is used to compute the anomaly score (AS) of recipient’s 
class as follows: 

ASclass  = - log2 (P[c])                (1) 

Equation (1) assigns higher anomaly scores to requests sent to 
recipients with less frequent classes. The probability P[c] 
represents the relative frequency that a request with class c has 
occurred during the training period of the sender. In order to 
prevent too high anomaly scores (or even infinite values) for the 
class that has been requested by the sender very infrequently 
(noise) or not at all during the training period, the probability of 
each request class needs to be set to a minimum value depends on 
the service characteristics and it might be adapted from time to 
time. Since this minimum value yields to a maximal anomaly score 
for classes that never received requests from the sender, it is 
necessary to maintain the same maximum anomaly score across all 
attributes of SOAP requests to keep the total anomaly score 
consistent.  
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2) SOAP Size: 

The size of a SOAP request can be a good indicator of the 
reliability of its source. The structure of a SOAP request consists 
of optional elements that the service can include, such as SOAP 
Header and SOAP Fault. Usually, the size of the SOAP message 
does not vary much between requests that are generated by 
services in a certain class to a specific recipient. The situation looks 
different when requests carry input wanting to obtain information 
from the target recipient. For instance, the attacker may send a 
request with nested queries to get more information from the 
recipient’s database. To assess this attribute properly, we correlate 
SOAP size with either the recipient service or class based on some 
properties of the observed request. 

The sender’s profile keeps track of all recipient services and 
their classes that have ever received requests from that sender 
along with the average size of these requests.  If the current 
recipient of the observed request has been accessed by the sender 
over an acceptable rate of requests then the available information 
about the requests sent by the sender to this recipient would be 
sufficient to evaluate the size of the received request. Otherwise, 
the size of requests received by the current recipient’s class 
(received by any service in this class) would be used to compute 
the size attribute.   

We calculate the anomaly score for SOAP size as in [15], by 
using the mean (µ) and the standard deviation (σ) of the sizes of 
the requests that have been sent by the sender during its training 
period to either a specific recipient or class. These two values are 
stored in the sender’s profile for each recipient and each class that 
has been previously accessed by the sender. The following formula 
is used to check the anomalousness of a request with size Z during 
run time. The anomaly score grows exponentially as the request 
size increases. In order to tolerate a reasonable amount of deviation 
of the size attributes, we set x variable as the base and multiply σ 
with a constant factor of y. The choice of x and y is the recipient’s 
responsibility based on its features and needs. The x and y 
variables are stored in the application SMDB and available for the 
detection algorithm. 

 ASsize= x ^ ((Z-µ) / (y*σ))                (2) 

This equation assigns anomaly scores greater than x only to 
requests that have SOAP size longer than the average. This is 
consistent with our assumption that malicious request increases the 
total size of the soap message. We limit the maximum value of 
ASsize to the same value in ASclass to avoid having infinite anomaly 
scores. 

3) Method 

The WSDL file for a web service shows its business logic and 
policies. The business logic is represented by the operations or 
methods that are available for the client to call along with 
information about their required parameters, data types, maximum 
values etc. Since this information is publicly available, there is no 
reason for the attacker to restrict himself from calling any method 
while he has valid credentials. However, for the victim service, 
there should be a noticeable behavior towards the recipients’ 
methods.  

Assume the recipient is a credit card service with two methods; 
one to check the sufficiency of an input card number to cover a 
certain payment and another method to return the available balance 
of the received card number. If the recipient receives a call from 

the impersonated service to the balance returning method given 
information that the victim service is used to frequently call the 
sufficiency checking method then the detection system can 
consider this call as a serious flag of an impersonation attack. 

To compute the anomaly score of the invoked method in the 
observed request, we correlate this method with the probability of 
relevant frequency of its service which is the current recipient of 
the request. However, the dynamic nature of the provisioning 
process in service clouds can lead to provisioning some services 
offering the same business service less frequent than others. For 
recipients that have been provisioned and accessed by the sender 
more than a predefined threshold, the anomaly score of their 
methods would be computed using their probabilities in equations 
(3) and (4) below.  

The anomaly score (4) for the called method is calculated for 
each method in the recipient WSDL that was called by the sender 
using the conditional probability in (3) if P(rec) is greater than a 
preset threshold. The anomaly score is stored in the sender’s 
profile. We also limit the maximum value of ASmeth to the same 
value in ASclass and ASsize to avoid having infinite anomaly scores. 

P(meth|rec)= (P(meth and rec))/(P(rec))               (3) 

ASmeth = - log2 (P[meth|rec])                (4) 

Other recipients with less provisioning probability do not have 
sufficient information about their methods in the sender’s profile 
that can be used by the detection system to determine the anomaly 
scores of their methods. Hence, using equations (3) and (4) to 
compute the anomaly score of the invoked method for infrequent 
recipients would introduce a significant bias into the final anomaly 
decision. Instead, owners of infrequent recipients need to set 
anomaly scores to their methods representing their acceptable risk 
degree of revealing information by each method if it has been 
accessed by an impersonated sender. 

4) Historical Impersonation Incidents 

Since the cloud hosts many services owned and operated by 
different tenants, the cloud provider must not assume that all 
tenants are careful about the security configuration of their 
services. Thus, the detection system needs to consider the 
historical incidents of impersonations occurred for each service 
when examining its requests. The service profile provides the 
probability that the service historically reveals to be a victim of an 
impersonation attack. 

To calculate the impersonation probability for each service, 
information about the historical incidents that occurred for the 
service is accumulated in the tenant SMDB. Then, Profiler exploits 
this information with the information extracted from the service 
log file about the total number of requests to compute the 
probability of the service being a victim of previous impersonation 
attacks: 

P(s) = (total impersonated requests) / (total requests)           (5) 

We use P(s) to compute the anomaly score for the service 
history in (6). We weight the probability to have a maximum value 
similar to other attributes. The higher the anomaly score of the 
service history the more likely that the service is currently involved 
in an impersonation attack.  

5) AShistory  = P[s] * max                (6) 
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The behavior profile for each service has a summary of its 
request messages logged in its log file using equations (1)-(6). 
These values would be preserved in the tenant SMDB upon the 
service registration and provisioned to the relevant applications’ 
SMDBs by the SM.  

4.2.2. Profile Aging 

When the detection system produces more false alarms than 
that logged for a previous period for a certain service, that means 
either the request behavior of this service has dramatically changed 
or the training data used to generate the profile became old and 
misrepresents the current behavior. Hence, we propose a strategy 
indicating when and how to update behavior profiles for services 
to increase the accuracy of the detection system.  

We combine two conditions to determine the profile age and 
trigger an updating. The first one is a chronological condition for 
the profile to be updated periodically based on the service owner’s 
policy. The updating process is automatically done at the tenant 
scope by Profiler using the service’s log file. Secondly, when the 
detection system causes too many false alarms for a certain service 
before reaching the next updating cycle, the cloud scope (Figure 1) 
triggers the update at the tenant scope to use the most recent 
requests in the log file to model the service’s profile. 

During the updating period for a specific service, the service 
becomes unavailable for provisioning in cloud applications. 
Profiler checks the availability of enough requests in the service 
log file to replace the currently used training data since the last time 
this data has been collected. If there is enough data, the most 
recently logged requests are used to generate the profile. Otherwise 
all recent requests substitute the oldest requests in the training 
dataset.  This method of aging has the effect of creating a moving 
time window for the profile data, so that the behavior is influenced 
strongly by the most recently observed behavior. Thus, the 
detection system adaptively learns services’ behavior patterns; as 
services alter their behavior, their corresponding profiles change. 

4.3. Detection System 

Although any anomaly detection algorithm can be used to 
model normal behavior, the algorithm to be used for a significant 
amount of data in service clouds during real-time must be very 
efficient. Instead of ML algorithms, we develop an anomaly 
detection algorithm, which in our experiments leads to a high rate 
of accuracy and an acceptable performance overhead. In next 
sections, we explain in details our algorithms to detect suspicious 
requests and verify their owners’ identities. 

4.3.1. Detection Process 

Inspired by the anomaly detection scoring system in [15], our 
algorithm does not detect data that represent an attack in the 
training period because it does not label such data as an anomaly; 
it assumes all data is normal. It is based on the premise that low 
probability values with a low likelihood of certain attributes are 
regarded as noise, and hence. Given that attack data is a minority 
of the training data then they would be recognized as attacks by the 
detection algorithm implicitly as low probability events and treated 
as anomalies at run time. “If attacks were prevalent and high 
probability events, then they are normal events, by definition” [18]. 

Upon each request, the application detector retrieves the 
sender’s profile from the application SMDB to examine the 
impersonation attack. The deviation rate between the received 
request and the normal behavior is calculated by using the 
statistical model previously explained.  

The total request anomaly score is a value that specifies the 
extent of the deviation of the received request from the expected 
values of anomaly scores specified by the sender’s profile. It is a 
compound value derived from the attributes that have been 
computed in equations (1), (2), (4), and (6) and stored in the profile 
as follows: 

AS = w1 ASclass + w2 ASsize + w3 ASmeth + w4 AShistory              (7) 

The anomaly score for each attribute can be weighted to reflect 
its importance for the detection system using weight variables w1, 
w2, w3, and w4. This total score is compared to a threshold that 
can be chosen by the security administrator. A lower threshold 
means it is more likely that requests from impersonated services 
are detected with the disadvantage of an increasing number of false 
alarms. On the other hand, a higher threshold would allow for 
malicious requests to pass without detection. 

ALGORITHM 1 performs the detection process. Line 24 
indicates that the detector of the affected application sends the 
adequate information about the detected request to the cloud scope 
to take the proper action. 

New services may not have a performance record in the cloud. 
If they are impersonated by attackers during the training phase; the 
detection system assumes their abnormal behaviors are normal 
behaviors. Therefore, once a new service arrives, the cloud must 
assume a certain amount of risk for some acceptable time if it 
provisions a new service into an application, given that the use of 
the new service can cause unrecoverable damage or too many false 
positives. Thus, the cloud needs to set constraints on the use of new 
services to determine their trustworthiness. In the proposed 
architecture (Figure 1), the SMDB of each tenant has an archive of 
the historical security incidents that have occurred on each service 
owned by this tenant. This history can be used by the cloud 
provider to evaluate the trustworthiness of the tenant in order to 
accept its new services in the provisioning process. 

Each application has in its SMDB a white list of services that 
are within their training phase. The application detector skips 
checking this new service against ALGORITHM 1. Otherwise, the 
detector would generate an alert for each request instantiated by 
every new service which increases the false positive rate of the 
detection system. 

ALGORITHM 1: IMPERSONATION_DETECTION 
Input: 
1. Sender’s profile (prof). 
2. Received request (req). 
Output: 
3. Anomaly score (AS) for the received 
request. 
Begin: 
4. initialize soapSize, recipient, method, 
class,µ,σ,AShist,ASmeth,ASclass,ASsize, 
anomalyThreshold 
5. method =  req.getSoapAction() 
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6. recipient = req.getRecipient() 
7. soapSize = req.getSoapSize() 
8. class = SMDB(recipient) 
9. if ( find(class in prof) { 
10.  ASclass= prof.get(ClassAS)          (1) 
11.  Ashist=prof.get(HistoryAS)          (6) 
12.  µ = get (Mean, prof) 
13.  σ = get (standardDeviation, prof) 
14.  ASsize=x^((soapSize-µ))/(y*σ)       (2) 
15.  if (find(recipient in prof) 
16.     ASmeth=prof.get(MethodAS)        (4) 
17.  else 
18.     ASmeth=max  
19.     AS=w1*ASclass+w2*ASsize+w3*ASmeth+     

    w4*AShist(7) 
20. } 
21. else { 
22.  AS= 0.4* 15 + 0.2* zero + 0.2* zero +     

 0.2* zero } 
23. if ( AS> anomalyThreshold) 
24.   send alert to Cloud scope 
25. else 
26.   pass req  
End 

4.3.2. Verification Process 

The impersonation detection algorithm gives an alert about a 
malicious request deviating from the normal behavior of the 
legitimate sender. To verify the identity of the suspicious sender, 
we use a verification technique. This technique confounds and 
confuses an impersonator into believing they have useful 
information when its identity is not verified. We integrate this 
technique with the service behavior profiling to secure the service 
in the cloud from being impersonated. 

Upon registration, the verification technique requires each 
service to present a faked version of its response to the cloud 
SMDB. Then, the SMDB provisions this response to the 
applications that this service involved in. In addition, the cloud 
SMDB provisions a random code to each application for 
verification purposes. Hence, whenever a malicious request to the 
recipient service is detected by the application detector using 
ALGORITHM 1, the fake response is returned by the application 
detector in such a way as to appear completely legitimate and 
normal. The detector is the only party in the application has the 
privilege to access the code and fake responses reside in the 
application SMDB. Therefore, whenever a service has been 
impersonated, the attacker has no way to neither realize that the 
received response is faked nor use the application code to verify 
his identity. 

When the sender is correctly identified as an impersonated 
service, it accepts the faked response since it does not have the 
ability to communicate with the application detector to distinguish 
between real and fake responses (Figure 5.A). As a result of this 
acceptance, the application detector terminates the application 
after a predefined period of time and delivers the information about 
the detected request as a security alert to the cloud scope for more 
investigation. The cloud scope then asks the tenant that owned the 
detected sender for its recent log file. If the detected request is not 
recorded in the original sender log file then the decision made by 
the application detector is correct otherwise it is a sign that the 
profile of the falsely detected needs to be updated. 

 
Figure 5: The verification process after detecting an impersonator 

For the legitimate sender, the application detector would 
receive the fake response and readily recognize it and send the 
same request again along with the application random code to the 
same recipient (Figure 5.B). This encoded request is the 
application detector way to verify the sender’s identity and issue a 
false positive alarm. The verification technique here serves two 
purposes: (1) validating whether the sender is authorized when 
abnormal request is detected, and (2) confusing the impersonator 
with useless information. 

To incorporate the verification technique with the defined 
detection system, we need to change ALGORITHM 1 at line 24 to 
call ALGORITHM 2 instead of the cloud scope as follows: 

VERIFICATION (req) 

ALGORITHM 2 details how the detection system sends 
useless information as a response to malicious services. In line 5, 
the detector checks if the received request is a repeated request 
from a legitimate sender having the predefined code to verify its 
identity. In Line 7 the request is passed to the recipient after 
decoding it.  Line 9 shows that the fake response for each service 
is extracted from the application SMDB. The fake response is 
passed in Line 10 to the sender. 

ALGORITHM 2: VERIFICATION 

Input: 

1. The malicious request (req). 
Output: 

2. Detector’s action against the malicious 
request. 

Begin: 

3. sender = req.getSender() 
4. recipient = req.getRecipient() 
5. if (req.hasEncodedData) { 
6.     Req.removeEncoded() 
7.     pass req } 
8. else {  
9.     fake_info= SMDB.getFake(recipient) 
10. pass fake_info  } 
End 

ALGORITHM 3 shows how the detector reacts when receiving 
a fake response by one of the application services. Line 4 declares 
that the detector uses a single code provisioned by the cloud scope 
to resend the legitimate requests. The detector deploys the 
verification technique either by sending or responding to the fake 
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response without getting the recipient service involved, which 
reduces the performance overhead and keeps the service black-
boxed in the cloud without changing its internal code. 

ALGORITHM 3: RECEIVING_FakeRes 
Input: 
1. fake response (res). 
Output: 
2. req: a new request holding the old request 
and the code. 
Begin: 
3. if (res is fake){ 
4. req.update(code) 
5. pass req } 
6. else 
7. pass res 
End 
 

5. Results and Discussion 

The developed framework is deployed in Azure cloud. JBoss 
server is used to deploy the web applications while Apache CXF 
Framework is used to develop web services and the STS. The 
application Detector and Auditor are implemented as CXF 
inbound and outbound interceptors attached to the STS in order to 
manipulate each SOAP request and response after being 
authenticated.  

To generate behavior profiles for services in the Travel Agency 
case study, we deployed the framework 300 times to respond to 
client requests, randomly creating 300 service compositions 
(applications) from the available services. We used the resulting 
log files to generate profiles from while recording the generation 
time. The average time for each service to generate its behavior 
profile was about 3.2 seconds. 

 We have conducted three different tests on the designed 
case study: no attack check, anomaly check, and attack check. We 
have run the framework without attacks for legitimate services and 
anomalous services that are changed their behaviors without 
updating their profiles to measure the false positive rate. In 
addition, we designed several attacks to measure the detection 
accuracy rate of the detection algorithm. The designed tests have 
been deployed on randomly generated applications with a 
distinctive percentage of 94%. The anomaly threshold was ranging 
between 3 and 5. We used 0.4, 0.2, 0.2, and 0.2 to weight ASclass, 
ASsize, ASmeth, and AShistory respectively. The recipient’s class 
anomaly score has slightly more weight since it primarily 
represents the business logic of the sender. The threshold is 
computed during the training phase and set to a value that would 
cause 10 false alarms per 100 applications when the system would 
receive the training data itself as input. A lower threshold would 
detect more attacks with the disadvantage of an increasing false 
positive rate. Hence, the threshold should be set to the lowest value 
possible provided the acceptable false positive rate. This decision 
depends on the type of traffic that is seen on the service clouds and 
SLAs between cloud providers and consumers deciding how many 
false alarms are considered acceptable  [15].   

For the test with no attacks, the framework responded with 
random applications to 100 client requests without involving any 
attacks. The services here behaved normally as in their profiles. 
The false positive rate was 1.7%. We have decreased the default 
threshold of 3 to 2.7 and the false positive rate slightly increases to 
1.715%. 

During the test with behavior anomalies, the same requests 
were tested on other random applications with some modifications 
on the legitimate services’ behaviors. These legitimate services 
were enforced to dramatically change their behavior during 
runtime before the profile’s update time. The changes included 
accessing new methods, sending large message sizes, and 
accessing rarely accessed classes. The false positive rate during 
this test was 28.75%. The false alarms have been exclusively 
caused by requests that called methods that had not been accessed 
during the training period. However, this result was generated 
without using the verification technique. With the verification 
technique, our detection system eliminated all false positives with 
a considerable performance overhead as depicted in Figure 6. The 
detection system needs to support variable security levels with 
different overhead for different applications. For example, if a 
banking application is running in the service cloud then there 
should be possibility to provide highly secure detection for this 
application by running the verification technique. In case of online 
games and voice over IP (VoIP) applications, performance and 
quality of service (QoS) could be of higher priority which requires 
disabling the verification technique. 

 
Figure   6 : Verification  technique overhead 

After exploring the false positive rate, we attacked the case 
study in four distinct tests to measure accuracy. Each test had 100 
client requests to initiate 100 different applications each has an 
impersonated service sending a malicious request to another 
service in the same application. The attacks mimicked the victim’s 
behavior at different degrees. The victim services were meta-
services since they have request behavior profiles while the 
tenants’ services did not have profiles in this test. Any attack 
targeting a tenant’s service would be detected immediately since 
the expected normal behavior for such services does not include 
sending requests to any service in the cloud. Table 2 lists the 
average anomaly scores for statistical properties of malicious 
requests and the detection accuracy of the impersonation attacks 
for all four cases. All tests were conducted twice; one with victim 
services having no historical impersonation attacks and one with a 
moderate history of attacks. 

Table 2: The detection results for the attack tests 

Test Avg 
(ASclass) 

Avg 
(ASsize) 

Avg 
(ASmeth) 

Avg 
(AShistory) 

Accuracy 

T1 6.6 1.1 1.9 0(1.5) 92% 
T2 1.2 11.3 0.15 0(1.5) 67%(69%) 
T3 1.2 11.3 6.2 0(1.5) 97% 
T4 1.7 1.8 0.14 0(1.5) 0% 
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In the test T1, different impersonated services used the 
legitimate credentials of the victim services to send requests to 
services from classes that never been or rarely accessed by the 
victims before. The detection accuracy in this test was high (92%) 
because the Recipient’s Class attribute has a highest weight in the 
anomaly detection equation among other attribute in the statistical 
model. However, any attribute can be differently weighted to 
reflect its security importance in the cloud.  

T2 focused on revealing more information from the attacked 
services by embedding multiple queries in one request. 67% of the 
attacks have been correctly detected. On the other hand, the 
detection accuracy increased when the victim services had 
previously faced impersonation attacks. Furthermore, the detection 
accuracy reached 97% when the attacks targeted both the message 
size and the method at the same time as shown in T3 in Table 2. 
The last group of attacks fully mimicked the victim services which 
cannot be detected by the proposed detection system using the 
victim behavior profile. Thus, we need to extend the algorithm to 
cover such mimicry attacks in future work. 

From the computational perspective, the presented algorithm 
accelerates the detection and profile update operations by 
implementing these operations in distinct scopes. The profile 
generation process is done before runtime at the tenant scope by 
the Profiler to reduce the computational load during the detection 
live time. The application scope holds the detection process during 
runtime by using the generated profiles. This results in shorter 
impersonator live time inside the cloud because it is limited to the 
active session lifetime at the application scope. As a counterpart, 
this approach needs a fast periodic update of the service’s behavior 
profile and this introduces some overhead in the cloud network. 
Furthermore, the verification technique adds some overhead. We 
believe that updating the behavior profiles very frequently would 
decrease the need to trigger the verification technique which would 
eliminate much of the overhead. 

Conclusions 

The presented detection process depends on two parameters: 
the anomaly score computed by the detection algorithm using the 
behavior profiles of the services sending requests, and the fake 
response used by the verification technique to validate the 
malicious sender’s identity.  

In future work, some questions regarding the detection 
approach needs to be further investigated to improve the detection 
rate including:  How much data is required in order to properly 
train each service?  Should behavior profiles be based on 
individual service, or should services from the same class be 
grouped together? 
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 This paper This paper presents a reliable method for image segmentation using a fuzzy 
inference system. The Fuzzy Membership function is applied on the YCbCr color space. 
Triangular membership functions are used in the input of the fuzzy system, Mamdani type 
fuzzy inference system is applied and for the output universe, singleton-type functions are 
used; to get the accurate output value, the Weighted Average Method (WAM) is applied. 
The YCbCr color space is used as feature space. One of the reasons being that it is 
standardized for the transmission and reception of digital video, (ITU-R Recommendation 
BT.601-5), and implemented by most of the sensors used in the acquisition of video. The 
fuzzy membership functions characterize the different membership levels between hue and 
Chroma from the YCbCr color model. The fuzzy inference system classifies data and 
generates regions of pixels with a homogeneous color level in the output images. The 
proposed method was also compared with another system segmentation using Euclidean 
distance applied to the RGB color space. The best results were obtained in the YCbCr color 
space. In such model, the changes of hue in presence of illumination variations are 
considered so that it has a better performance in the segmentation task. In addition, the 
processing time was lower in this color space. 
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1. Introduction  

Color perception begins with a chromatic light source -which 
is electromagnetic radiation with wavelengths between 400 and 
700 nm approximately. Part of the radiation, which is reflected on 
the surface of objects, is a scene and the resulting reflected light 
reaching the human eye, generates the feeling of color perception 
[1-4]. 

Brightness is the luminance or relative darkness of the color, 
hue is the color reflected or transmitted through an object and, 
saturation (also called chroma) represents the contribution of 
white color existing in proportion to the hue, or more precisely, 
the color purity [2]. This is the basis of the YCbCr color space. 

The color segmentation in the computer vision field is 
important for pattern recognition and image processing tasks 

purposes. Segmentation is the process of partitioning an image 
into regions of interest (sets of pixels), with homogeneous 
features; namely, they can share one or more characteristics, such 
as shape, color, texture, lighting, etc. 

The color of the shapes within an image can be used to simplify 
the identification and extraction of the regions of interest. They can 
be recognized as separate objects. 

Image segmentation methods have recently been proposed, 
many of them based on Neural Systems and Fuzzy Logic. A 
segmentation system based on neural networks has been proposed 
by Ganesan et al. [5], they performed an unsupervised competitive 
neural network based in Kohonen’s self-organizing maps (SOM). 
They used color satellite images. The images are segmented in 
RGB and HSV color space. The main problem of his work is the 
high computational cost because to obtain the value of a pixel, 
with the structure presented, 48 connections are necessary, 
increasing with this the number of operations. In addition, the 
weights of each node should be initialized before training data and 
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the performance of the training depends on the initial data. If the 
initial data is not adequate, the process will have to be repeated. 

The YCbCr color model has been used for skin detection and, 
in combination with the fuzzy model, has presented great 
performance for image segmentation [6, 7]. The Cb and Cr 
components determine the skin tonality. Tonalities are 
represented by histograms. Fuzzy inference models to determine 
the pixels representing the possible regions of skin within an 
image can be applied to them. 

When looking for adaptability in fuzzy systems to model 
information in an unsupervised way, different proposals have 
been presented for the image segmentation using the classical 
algorithm of Fuzzy C-Means (FCM) [8-10]. G. Liu et al. [8] 
introduced a dissimilarity function by combining region-based 
and pixel-based distance function, in order to enhance the 
relationship between pixels which have similar local 
characteristics. This idea is retaken in this work, since, for the 
distribution of fuzzy sets, local information is considered. 

Liu and Wang [11] developed a method of fuzzy color 
recognition and segmentation of robot vision scene based on the 
combination of fuzzy color quantization and edge extraction of 
HSV color space. This work was supported in part by the same 
idea; the triangular membership functions in the input of the 
system and the Mamdani-type inference are used. In contrast with 
the work mentioned above, we used YCbCr color space, fuzzy 
singletons are used as output function and the output value is 
obtained by the Weighted Average Method (WAM) [12, 13]. 

One of the reasons for using the YCbCr color space is that it 
is standardized for the transmission and reception of digital video, 
(ITU-R Recommendation BT.601-5 [14]), therefore, most of the 
sensors used in the acquisition of video implement it. We used a 
device that has as main output signals, the YCbCr color space, 
eliminating the need to perform the transformation to another 
color space and improving the response time. 

The fuzzy singleton function and WAM are used to simplify 
the mathematical calculation of the output value for the fuzzy 
inference system. 

Distribution of input membership functions for classification 
of hue is made on the Cb and Cr components of YCbCr color 
space (see Figure 1). 

Figure 1: Distribution of membership functions in the space of chroma Cb 
and Cr 

This paper is organized as follows. In Section 2, we give a brief 
introduction to the YCbCr color space. The basis of fuzzy logic is 
discussed in section 2. Section 4 presents the fuzzy rules used by 
the system. The application of segmentation system is presented in 

Section 5. The discussion of the results is made in Section 6. 
Section 7 presents the conclusions. 

2. YCbCr Color Model 

It is a nonlinear encoding of the RGB color model. The YCbCr 
model components determine the luminance and chrominance. 
"Y" is the contribution of light in the pixel; "Cb and Cr" are the 
blue and red chrominance components, respectively. The 
combination of Chroma values are different colors (color 
coordinate system), but the luminance value "Y" determines the 
brilliance of color, specifically, for low values of "Y" the  colors 
will be dark; otherwise, the colors will look very bright with a hue 
close to white. The three cases for the variation of illumination "Y" 
are shown in Figure 2, as it can be seen, the color coordinate 
system changes its hue. 

The YCbCr space is commonly used in vision-based hardware 
systems and digital video transmission. It is defined for standard-
definition television and digital transmission purposes by the ITU-
R BT.601. One of the main features of this model is that the 
brightness component “Y” is independent from the chroma 
components; because of this, this color space can be used to solve 
illumination variations in non-controlled environments. 

The below mathematical expression is given following the 
recommendations of the ITU-R BT.601 standard (chapter 3.5.2 
[14]) for a Cr and Cb re-normalized system. 

Equation (1), describes the RGB color space conversion to the 
YCbCr space. Where matrix A represents the re-normalized 
coefficients of the horizontal vectors Y, Cb and Cr respectively. C 
is the matrix that re-measures the data, transforming the 220 and 
225 levels, to 256 (8-bit digital representation). Before applying 
(1), the lowest value for Y, Cb and Cr is 16 and the highest value 
for Y is 235 and Cb, Cr is 240. After applying (1), the lowest value 
is 0 and the highest value is 255, for the three components. This 
mathematical procedure is similar to the function RGB2YCBCR 
included in the MATLAB’s digital image processing toolbox. This 
value transformation, 256 values, will be used in this paper. 

�
𝑌𝑌
𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶
� = �

16
128
128

� + �[𝐴𝐴𝑡𝑡 × 𝐶𝐶]𝑡𝑡 × �
𝑅𝑅
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𝐵𝐵
�� (1) 

Where: 

𝐴𝐴 = �
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� (2) 
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⎢
⎢
⎢
⎡
220

256� 0 0

0 225
256� 0

0 0 225
256� ⎦

⎥
⎥
⎥
⎤
 (3) 

3. Fuzzy Logic 

In the YCbCr color space, the transition between a color and 
another one does not have a defined borderline; namely, it changes 
gradually from one hue to another. Due to the fact that fuzzy 
systems work with uncertain data, this system is very appropriate. 

A fuzzy set is associated with a linguistic value that is defined 
by a word, an adjective or a linguistic label. In the fuzzy set, the 
membership function can take values in the interval (0, 1), making 
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Figure 2: Color coordinate system obtained by combination of Chroma. Value of low illumination (a), value of medium illumination (b), value of high illumination 
(c), colors through “Y” 

 

a gradual transition between zero and one, and not discreetly one 
such as that in classical sets. 

The fuzzy set in a universe of discourse can be defined as 
shown in (4). 

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝐶𝐶 =  {(𝑥𝑥, 𝜇𝜇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥)|𝑥𝑥 ∈ 𝑈𝑈)} (4) 

 

Where 𝜇𝜇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥) is the membership function of the variable x, 
U is the universe of discourse. The closer the color of the set 
membership to value 1, the greater the variable x belonging to the 
set color will be. 

Figure 3: Definition of Trapezoidal Fuzzy Set 

Equation (5) defined a trapezoidal fuzzy set type (see Figure 3) 
which describes the different membership levels [12]. The 
parameters (a, b, c, d) determined the slopes in the boundary lines 
of the fuzzy sets. As a fuzzy set, it can be inferred that the 
maximum level of membership is equal to one, the slope of a line 
determines the different membership levels and the non-
membership is equal to zero. For this system, the overlap in the 
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fuzzy sets describes the inaccurate transition between the hues, as 
detailed in Figure 4. 

Figure 4: Overlap in fuzzy sets, inaccurate transition of the hue 

4. Fuzzy Rules 

A fuzzy system inference uses the expert’s knowledge to 
generate a knowledge base, which will give the system the ability 
to make decisions. This knowledge base is modeled by creating a 
rule set, which generates the system output; in this case, it is the 
membership of pixels within an image above a set or another. 

As mentioned, the component "Y" represents the contribution 
of light existing in a color. In Figure 5, a graphical diagram of the 
inference of nine fuzzy rules when the colors are considered dark 
can be seen. That is, when luminance “Y” has a low value. (The 
first nine rules in Table 1). 

Figure 5: Graphic description of the fuzzy rules 

In Table 1, we can see twenty-seven diffuse rules, which are all 
combinations when we consider three fuzzy sets for each 
component of the color space YCbCr. 

To obtain a crisp output or output image (segmented regions), 
we need a defuzzification process. The inputs of the 
defuzzification process are the values of fuzzy membership 
functions Y, Cb, and Cr, and the output of the defuzzification 
process is a single number (or the value of one pixel). Many 
defuzzification techniques have been proposed in literature [12, 
13]. The most commonly used method is the WAM (also named 
centroid). In WAM, the defuzzifier determines the weighted mean 
(or the center of gravity) of the fuzzy membership functions 
implicated in each of the knowledge base rules (Table 1). It is 
given by the algebraic expression in (6). 

𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =
∑ 𝜇𝜇(𝐴𝐴)𝑖𝑖 .𝐴𝐴𝑖𝑖𝑛𝑛
𝑖𝑖=0

∑ 𝜇𝜇(𝐴𝐴)𝑖𝑖𝑛𝑛
𝑖𝑖=0

 (6) 

Where ∑  denotes an algebraic sum and A represents the 
different colors expected at the output, see Table 1. 

Table 1: Combination that generate the knowledge base of fuzzy rules. 

No. 

Rule 

Description 
Output 

Y Cb Cr 

1 Black Low Low Black 
2 Black Low Medium Black 

3 Black Low High Black 

4 Black Medium Low Black 

5 Black Medium Medium Black 

6 Black Medium High Black 

7 Black High Low Black 

8 Black High Medium Black 

9 Black High High Black 

10 Color Low Low Green 

11 Color Low Medium Yellow 

12 Color Low High Red 

13 Color Medium Low Cyan 

14 Color Medium Medium Gray 

15 Color Medium High Crimson 

16 Color High Low Blue 

17 Color High Medium Violet 

18 Color High High Magenta 

19 White Low Low White 

20 White Low Medium White 

21 White Low High White 

22 White Medium Low White 

23 White Medium Medium White 

24 White Medium High White 

25 White High Low White 

26 White High Medium White 

27 White High High White 
 

5. Segmentation of Hue Using Fuzzy Logic 

The YCbCr color space has a color chart consisting of the 
combination of the Chroma belonging to the red and blue (Cb and 
Cr) and different levels of luminance (Y), see Figure 2. 

For the universe set “luminance”, we consider three linguistic 
labels, “Black” which represents the low contribution of light, 
“Color” where it is considered the optimal lighting to perceive the 
tone of a color, and “White” representing a high contribution of 
light, see Figure 6. 

In order to reach the perception of color, the presence of 
luminance without reaching saturation will be necessary. 
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Different combinations of the components “Cb and Cr” typify 
the color. By taking this into account, the fuzzy sets are generated 
in their combination representing the different colors that the 
system can classify. 

Figure 6: Fuzzy sets for the universe set. “luminance”; Y 

Three fuzzy sets are defined, each with their linguistic label 
respectively for each Chroma component. “Low” when the 
Chroma saturation in blue or red is low, “medium” when the 
Chroma saturation is medium, and “high” when the Chroma 
saturation is high, as detailed in Figure 7. 

(a) Fuzzy sets for blue chrominance, Cb 

(b) Fuzzy sets for red chrominance, Cr 

Figure 7: Fuzzy sets of chrominance. (a) Blue chrominance Cb, (b) Red 
chrominance Cr 

The values values (a, b, c, d), which are parameters of (5), 
represent the form of all the fuzzy sets in a  universe set (see Figure 
8). By varying these parameters, different slopes in the boundary 
lines of the fuzzy sets are generated, modifying the zone that 
represents uncertain data. 

Also, it is possible to find a particular hue value by modifying 
these parameters. For example, if we are looking for red color and 
its different hue values (the red color region is in the upper left 
corner in the color palette as shown in Figure 8), it is necessary to 
expand the region covered by the “Low” set in “Cb” and the 
“High” set in “Cr”, which means that the value of the parameter 
“a” in “Cb” should be increased and the value of the parameter 

“d” in “Cr” should be decreased. The region of interest is then 
amplified as shown in Figure 9. 

Figure 8: Parameters for controlling the distribution of the fuzzy sets (a, b, c, 
d) 

The numerical values of (a, b, c, d) parameters, which are used 
in the fuzzy sets for red segmentation, are shown in Table 2. 

Table 2: Value of the parameters (a, b, c, d) for the fuzzy sets of Y, Cb, Cr 

 Y Cb Cr 

a 30 95 85 
b 60 105 95 

c 200 195 145 

d 235 205 155 

 

One of the images tested with the proposed fuzzy inference 
system is shown in Figure 10. It contains an object with a red hue. 
In order to explain the different steps that the fuzzy logic 
segmentation system follows, a pixel will be taken from the 
processed image. 

Figure 9: Color model YCbCr. Search of red in the color pallet of the 
chrominance (Cb and Cr) 

This selected pixel corresponds to a reddish object, and it has 
the following values for Y=143, Cb=94 and Cr=188. The 
membership values obtained by processing the pixel described 
above are shown in Table 3. 

The membership value shown in Table 3 are introduced in (4) 
to obtain the numerical values of the system output. Variables 
named “S” represent the output fuzzy sets (fuzzy Sigleton’s), each 
of them are located at the expected output value; for example, S10 
represents the red color, suggesting that the pixel in the output 
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image will have R = 255, G = 0, B = 0 as a numerical value as long 
as the numerical value obtained in (3) is similar to S10. Table 4 
lists the values of all the fuzzy singleton’s. 

Table 3: Membership Value for Each Fuzz Set 

Fuzzy Sets µ Membership 
Value 

µBlackY 0 
µColorY 1 

µWhiteY 0 

µLowCb 1 

µMediumCb 0 

µHighCb 0 

µLowCr 0 

µMediumCr 1 

µHighCr 0 

 

Table 4: Fuzzy Singletons Value (Output Functions) 

 Output Numerical 
Value 

S1 10 
S2 33 

S3 56 

S4 79 

S5 102 

S6 125 

S7 148 

S8 171 

S9 194 

S10 217 

S11 240 
 

To form the output image, each pixel is is processed in the same 
way. The used method for image processing is shown in Figure 10. 
At first, the original image is in RGB color space (Figure 10 (a)). 
Then, the image is transformed into YCbCr color space (Figure 10 
(b)) and finally, the fuzzy inference system is applied to the result 
image (Figure 10 (c)). It is worth noting here that the output 
singleton sets are represented again in RGB color space to be 
displayed on screen. 

(a) RGB color space image showing the segmentation area 

(b) YCbCr color space image. Choosing a point to be processed 

(c)Output image obtained by the segmentation system 
Figure 10: Graphic sequence of the fuzzy segmentation system (a), (b), (c) 

6. Experimental Evaluation 

To evaluate the effectiveness of the segmentation system by 
fuzzy logic, the segmentation of the green hue in the original image 
of Figure 11(a) was proposed. This photo was taken in the 
laboratory, in a closed room, under semi-controlled lighting 
conditions and the changes in illumination inside the photo can be 
noticed. The image contains a green area that simulates the 
conditions of a (small) soccer field, a red ball and white lines that 
define the green area. 

This particular photo was chosen because our segmentation 
system will be a part of the vision system of a robotic prototype 
that serves as a football player. 

The segmentation system was designed considering only the 
red, green and blue contributions in the RGB color space model, 
in order to define the color of an object and matching the results 
from the opposite system. The classification in the RGB 
segmentation was made by obtaining the Euclidian distance 
between each one of the image’s pixels and the mean of the pixels 
(red, green, blue) that defines the green color of the image. 

The code was developed based on Matlab programming 
language in its version R2010a (see Appendix A), on a computer 
with an Intel Core2 Duo T6400 2 GHz. Images were obtained with 
a Kodak Easy Share CD14 with a resolution of 1280x960, JPG 
format. 

The execution time of the segmentation system when using 
RGB color space was of 1 min.15 sec. For YCbCr color space it 
was 55 sec. 

The difference between the RGB and YCbCr execution times 
is mainly due to the fact that, in the RGB color space, each 
component contributes to obtain a color hue so that the three 
components are an input of the fuzzy system; in the YCbCr, the 
component "Y" determined, as a first step, if the pixel has low 
lighting (black), high lighting (white) or if the lighting is good 
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enough to perceive the hue of a color. The pixel Chroma 
components to determine the membership level are discussed only 
in the latter case. 

Figure 11(c) shows the result of the segmentation of the RGB 
color space. 
 

For segmentation in YCbCr, we transform the original image 
into this color space, due to fact that the image is in RGB color 
space, Figure 11(a), the rgb2ycbcr function was used for this 
purpose, which is part of the "image processing" toolbox of 
Matlab, (see Figure 11(b)). In Figure 11(d) the result of the 
segmentation can be observed. 

 

Figure 11: Segmentation process in the RGB and YCbCr color spaces, (a) Original image in RGB color space, (b) Original image transformation into YCbCr color 
space, (c) Segmentation of green color in RGB, (d) Segmentation of green color in YCbCr  

 

The change in hue due to the variation of lighting was 
considered in the YCbCr color space, so that, when the images in 
Figure 11(c) and Figure 11(d) were compared, as expected, we 
observed a better performance of the segmentation system in 
YCbCr. 

The variation of lighting is not considered for the RGB, so that, 
the pixels in the top center of the image Figure 11(c), were 
classified as non-green hue. 

In Figure 11(a), three main regions can be seen, one of them is 
the green region (region of interest), and two more regions that are 
covered with yellow and gray pixels. The last two regions are the 
result of the membership levels to the fuzzy sets of the remaining 
pixels. 

The values for the parameters (a, b, c, d) of the fuzzy sets which 
are used for the segmentation of green color in YCbCr are shown 
in Table 5. 

Table 5: Value of the Parameters (a, b, c, d) for the Fuzzy Sets of Y, Cb, Cr 

 Y Cb Cr 

a 30 95 85 
b 60 105 95 

c 200 195 215 

d 235 205 225 
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Another important point to mention is that the equations to 
conform the fuzzy sets are relatively simple and only require 4 
parameters to generate the fuzzy sets that cover a universe set. We 
have taken advantage of this simplicity and it was implemented in 
a segmentation system in an FPGA. 

A test showing how to generate an output image with three 
hues by adding the segmentation of green and red color from an 
input image is shown in Figure 12. The image obtained in Figure 
12(d), may be used for classification and recognition of objects 
contained therein. 

 

Figure 12: Segmentation process, (a) Original image, (b) Green segmentation, (c) Red segmentation, (d) Addition of b and c 

 

7. Conclusion and Future Works 

This paper proposes an application of segmentation of regions 
in images using fuzzy logic. It exploits the ability of fuzzy sets for 
modeling accurate data to interpret the transition from one hue to 
another by using the blue and red chromas in the YCbCr color 
space. 

Trapezoidal sets are proposed for mapping of the chroma to 
membership levels and is considered the ITU-R Recommendation 
BT.601-5 in order that the system can be applied to most sensors 
for the acquisition of digital video. 

The combination of the YCbCr color space with the fuzzy 
inference system demonstrated high adaptability to model different 
color hues, so different color hues can be segmented into an image. 

By the simplicity of the equations, both to generate the fuzzy 
sets and the calculation of the value of the output of the system, it 
is possible to have a system of low computational cost and high 
speed to obtain a response. 

MATLAB programing language was used in its version 
R2010A to develop the system and was applied in two color 
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spaces, RGB and YCbCr, execution times were 1 min. 15 secs and 
55 secs, respectively. 

Due to the simplicity of the formulas that are used to develop 
the fuzzy inference system, the implementation in hardware is 
feasible. In our laboratory, we have implemented the proposed 
system, using the Spartan 3E development board which contains 
an FPGA xc3s500e from XILINX Company. The proposed 
segmentation system has been applied in the object tracking and 
orientation of robots. Different colors and shapes have been 
presented to a robot and the execution times obtained allow 
working with images with continuous sequence. 
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 The evolution of technology has changed the face of education, especially when combined 
with appropriate pedagogical bases. This combination has created innovation 
opportunities in order to add quality to teaching through new perspectives for traditional 
methods applied in the classroom. In the Health field, particularly, augmented reality and 
interaction design techniques can assist the teacher in the exposition of theoretical concepts 
and/or concepts that need of training at specific medical procedures. Besides, visualization 
and interaction with Health data, from different sources and in different formats, helps to 
identify hidden patterns or anomalies, increases the flexibility in the search for certain 
values, allows the comparison of different units to obtain relative difference in quantities, 
provides human interaction in real time, etc. At this point, it is noted that the use of 
interactive visualization techniques such as augmented reality and virtual can collaborate 
with the process of knowledge discovery in medical and biomedical databases. This work 
discuss aspects related to the use of augmented reality and interaction design as a tool for 
teaching anatomy and knowledge discovery, with the proposition of an case study based on 
mobile application that can display targeted anatomical parts in high resolution and with 
detail of its parts.  
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1. Introduction  

This paper is an extension of work originally presented in 
International Conference of the Chilean Computer Science Society 
(SCCC) [1].  

The computer is a facilitator of teaching for different sciences, 
since the static and two-dimensional image printed in the books 
can be added movement and a new dimension, allowing a better 
representation of scientific concepts and favoring meaningful 
learning. In this perspective, interactive digital graphics 
applications can aid in the teaching-learning process of concepts, 
contents and chemical skills as well as the knowledge discovery 
process, due to the fact of stimulating self-learning [2] [3]. In the 
Health area for example, we have a great concentration of studies 
looking for viable computational solutions for the most diverse 
types of information management problems. The analysis and 
cross-checking of information are able to provide evidence to 

understand the development of diseases, assist health students and 
professionals to make decisions to contain the epidemics and 
improve the care for patients, avoiding extra costs with 
hospitalizations. 

The individuals that born after 1960 having grown up 
surrounded by all sorts of new technologies, and their minds have 
undergone cognitive modifications brought about by new 
technologies and digital media, which have propelled a new range 
of needs and preferences on the part of younger generations, 
particularly in the area of learning. Prensky [4] says that today's 
students and professionals represent the first generation to grow 
with the technology of interactive graphics applications. They 
spent their whole lives surrounded by emergent technologies such 
as augmented reality, ubiquitous learning (u-learning), mobile 
learning (m-learning), serious games and learning analytics for 
improving the satisfaction and experiences of the users in enriched 
multimodal learning environments [5]. As a result of this 
ubiquitous digital environment and the large amount of interaction 
with it, students today think and process information 
fundamentally different from their predecessors. 
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In the same way that the brains are programmed to acquire the 
ability to write and read, the constant use of digital technologies 
reprograms the brain to think from the logic of these devices. This 
means that a large part of the problem related to the learning of 
digital natives resides in the fact that it is very laborious to retrain 
the brain to construct thought from the linearity of reading and 
writing, and that this thought was already modified in function of 
Television and the advent of computer graphics [6]. According to 
Mazzarotto and Battaiola [7], three aspects are identified as 
possible implications of the use of such applications in the learning 
process: increasing learner motivation and interest in learning 
activity, increasing retention of subjects and improving skills 
Reasoning and high complexity thinking. The increase in 
motivation and interest would be the result mainly of the elements 
of curiosity, fantasy and control offered by the interactive graphic 
application. In addition to functionality and usability, users seek 
pleasure in the activity, and this search is key to choosing to 
purchase and use a product. 

Visualization and interaction techniques can aid the analysis of 
data, since they amplify the process of insight on related data, 
transforming them and/or amplifying them in the form of images 
[8] [9]. When an image is analyzed, a cognitive process begins, 
where perceptual mechanisms are activated that aim to identify 
patterns and segment elements [10]. The correct mapping of data 
to images is crucial, since one can discard relevant information or 
exceed the amount of irrelevant information [11] [12]. Thus, it is 
noted that the graphical representation should limit the amount of 
information that the user receives, while keeping him/her aware of 
the total information space and reducing the cognitive effort [13]. 

In this context, Augmented Reality (AR) allow the viewing of 
virtual objects combined with scenes from real environments 
through computers equipped with a video camera, or even from 
portable devices, such as tablets and cell phones [14]. There are 
three basic ideas that make up AR: immersion, interaction and 
involvement. Immersion is linked with the feeling of being inside 
environments. Interaction is the computer's ability to detect user 
input and instantly modify the virtual world and actions on it. 
Involvement is connected with the degree of motivation for 
engaging a person with certain activity. 

The health sciences have benefited from the power of these 
tools [15]. By employing virtual technology to teach anatomy, the 
challenges are different from traditional teaching with real 
anatomical parts and/or two-dimensional atlas (2D), since virtual 
anatomy requires three-dimensional (3D) visualizations with high 
resolution and interaction with them in real time [16] [17]. 
Students can use AR to build new knowledge based on interactions 
with virtual objects that bring underlying data to life [18]. Virtual 
objects can be manipulated in a direct way, which allows the user 
to interact with them in a free and natural way, as in the real world. 
This system not only helps students learn anatomical details, but 
also provides the enhancement of 3D structures that cannot be 
replicated by a 2D atlas. It is speculated that working directly with 
AR can help students learn the complex structure of anatomy better 
and faster than using traditional methods (cadaver dissection and 
the use of paper atlas). 

Thus, AR can amplify the associations between anatomy-
physiology and movement through its use in mobile devices, 
allowing greater flexibility of interaction with virtual anatomical 

 
1 https://www.hitl.washington.edu/artoolkit 

models. However, there are not many software solutions involving 
AR and visualization of anatomy, human and animal, aimed at 
mobile devices and, among those that exist (see section 2), it is not 
possible to visualize and interact with detailed and segmented 
anatomical structures. In addition to these questions, it was 
identified that the response time of such tools, coupled with the 
quality of 3D models, does not favor their use in the classroom as 
an aid to teaching activities by teachers. 

Based on these questions, this work aims to propose the use of 
AR to visualize segmented anatomical structures, in high 
resolution, detailing their parts textually next to the image and 
using cut planes, in mobile devices. Interaction questions with 
segmented anatomical pieces are also studied, in order to facilitate 
their study and learning with students in the areas of health 
sciences. Such proposals were validated in two case studies 
involving the anatomy of human bone structures and animal 
organs. The first case study has already been validated alongside 
potential users through usability testing while cognitive specialists 
evaluated the second case study. 

This article is organized as follows. Section 2 presents works 
related to the topic discussed in this article. Section 3 describes the 
proposed tool while section 4 presents details of the validation 
experiment with users and results. Finally, section 5 presents the 
final considerations. 

2. Related Work  

Different studies and applications are being developed with AR 
focused on teaching concepts related to Health. 

Ten years ago, Gomes et al. [19] were already investigating the 
application of AR for educational purposes in the area of Medicine. 
Using free tools (Linux and ArToolkit1), they presented examples 
of overlapping of organs on markers in real scenes, allowing the 
visualization and manipulation of the respective organ with 
differentiated aspects. To do so, they used sound allied to the 
image, making the learning more dynamic and realistic, although 
they did not explore mobile technology, mainly due to the 
technological restrictions of the time. 

Safi et al. [20] indicate that, in relation to the monitoring of 
specific diseases, such as skin cancer, AR can help to monitor and 
identify problems early in order to initiate treatment or prevent 
disease progression. High-risk individuals may present with 
disturbing and abnormal skin lesions, and, in this context, AR can 
help the professional to quickly compare the results and the change 
of these lesions over a period of time based on the data (texts and 
images) of the patient. Minimally invasive surgeries may also be 
possible with AR, allowing surgeons to access information more 
quickly without having to shift their attention to the patient being 
treated. Vital statistics of this can be kept in their field of view 
while operating, without taking risks of distraction. 

Coles et al. [21] present a virtual environment for training 
femoral palpation and needle insertion, the opening steps of many 
interventional radiology procedures. A novel augmented reality 
simulation has been developed that allows the trainees to feel a 
virtual patient using their own hands. The authors mimic the 
palpation haptics effect by two off-the-shelf force feedback 
devices have been linked together to provide a hybrid device that 
gives five degrees of force feedback. This is combined with a 
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custom built hydraulic interface to provide a pulse like tactile 
effect. The simulation has undergone a face and content validation 
study in which positive results were obtained. During validation 
tests, experts in the field rated the device as closely reproducing 
the fine tactile cues of a real life palpation.  

Reitzib [22] also agree with these observations, claiming that 
working directly with AR can help future professionals learn the 
complex structure of anatomy better and faster than using 
traditional methods (cadaver dissection and the use of paper atlas). 
Patient 3D images, constructed from 2D images of computed 
tomography scan and/or magnetic resonance imaging can be 
visualized overlapping their bodies with accurate visual 
information and real-time data retrieval. 

Bacca et al.  [23] contribute to existing knowledge in AR in 
educational settings by providing the current state of research in 
this topic. This research has identified relevant aspects that need 
further research in order to identify the benefits of this technology 
to improve the learning processes. In this context, the authors 
highlight some aspects as learning gains, motivation, interaction, 
collaboration and student engagement and positive attitudes. 
However, very few systems have considered the special needs of 
students in AR and there is a potential field for further research.   

Jenny [24] employed Augment2 software to defend her thesis 
involving the benefits of AR employed in the fields of Dentistry 
and Medicine. In dentistry, the AR was used in courses and in 
practical classes with the purpose of demonstrating dental models 
for the students and enabling them to compare their sculpture with 
reference models. It was observed that AR facilitated 
communication between teachers and students, clarifying the 
images and texts found in the textbooks. 

In relation to the use of AR in Veterinary Medicine, there are 
still few published papers about it.  

Parkes et al. [25] present a mixed reality simulator was 
developed to complement clinical training. Two PHANToM 
premium haptic devices were positioned either side of a modified 
toy cat. Virtual models of the chest and some abdominal contents 
were superimposed on the physical model. Seven veterinarians set 
the haptic properties of the virtual models; values were adjusted 
while the simulation was being palpated until the representation 
was satisfactory. Feedback from the veterinarians was encouraging 
suggesting that the simulator has a potential role in student 
training. 

Lee et al. [26] developed an intravenous injection simulator, 
based on AR, to train veterinary students in the performance of 
canine venous puncture. The 3D models used were developed from 
images derived from computed tomography of beagle dogs, 
converted to stereo lithography format. Another application of AR 
in Veterinary Medicine is reported in [27] where the University of 
Liverpool School of Veterinary Science is using such technology 

 
2 http://www.augment.com/ technology/ 
3 http://Learn.org 

to allow students to analyze the internal anatomy of animals from 
smartphones. The team developed a 3D image of an equine heart 
for the study in question. 

In terms of applications, we have the application based on AR 
proposed by Chien et al. [15], which allows visualization of 
anatomical details in 3D, allowing users to disassemble, assemble 
and manipulate such details for educational purposes. In the article, 
the technologies employed are not informed and the application 
was not made available for mobile devices. On the other hand, the 
BARETA (Bangor Augmented Reality Education Tool for 
Anatomy) [28] system, in turn, combines AR with 3D models from 
rapid prototyping technology, aimed at teaching anatomy. 
Likewise, the project LearnAR3 proposes an online tool, based on 
AR, aimed at teaching in health disciplines. Anatomy4D4 is an 
application that was developed for mobile devices using AR 
concepts 

The works discussed in this section do not allow the 
visualization of detailed and segmented anatomical as also parts 
individualized and intuitive interaction with them, a fact that 
motivates the researches of this work. 

As conclusion of our study of related works, we observed that, 
although they address the use of AR in educational settings, they 
mostly focus on the specific applications for a human or animal 
body part. The visualization of detailed and segmented anatomical 
as also parts individualized and intuitive interaction with them is 
not well explored.  

3. Segmentation and Visualization of Human and Animal 
Anatomical Structures with Augmented Reality 

Understanding the complexity of human and animal anatomy 
something that requires a lot of time and study. It is noted that the 
teaching methods used are mostly based on 2D atlas studies in 
addition to the traditional use of cadavers or mannequin models, 
through which students learn the forms and the location of 
structures of the human/animal body, correlating them with their 
functions [16]. However, the use of corpses has been aggravated 
in terms of availability and storage due to the restricted time of 
access to the material [17]. Besides, the use of 2D atlases 
compromise the understanding of the real 3D structure of 
anatomical pieces while multiple needle and wire punctures can 
cause rapid degradation of mannequin models [21]. 

In the previous section, there is a series of papers discussing 
the use of RA as a possible solution for such questions, but there 
is not found a variety of solutions that allow the combination of 
AR to the segmented visualization of 3D anatomical parts, with 
intuitive interaction and support for use on mobile devices. Based 
on these observations, we propose a tool for collaborate with the 

4 http://site.daqri.com/project/anatomy-4 
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teaching area in Health and knowledge discovery that implements 
some functionality not observed in the related works studied. 

3.1 Requirements Gathering 

For the requirements gathering regarding the present research, 
were interviewed teachers who work in undergraduation 
disciplines of the area of Health involving the teaching of concepts 
of human and animal anatomy together with the accomplishment 
of the contextual analysis of the same acting in the classroom with 
their students. The institution where the case study was carried out 
has different resources used in the classroom, such as tablets and 
computers, which have software and virtual atlas applications of 
anatomy, embryology and histology, imaging resources - such as 
RX, tomography, Resonance, human models in resin that replace 
the use of corpses to study human anatomy, anatomy and histology 
books, among others. Active methodology techniques such as 
body painting and body projection are also used for visualization 
and learning dynamics. 

As a pedagogical proposal for the teaching of anatomy in 
undergraduation Health courses, teachers point out that the use of 
AR may help to identify anatomical structures, amplifying the 
associations between anatomy, physiology and movement through 
their use in mobile devices, in order to allowing greater flexibility 
interaction with the anatomical models. Such benefits are 
amplified with the possibility of segmented and detailed 
visualization of anatomical parts, in high resolution, and with 
intuitive interaction in real time. Thus, the proposed visualization 
has such characteristics. 

3.2  Segmented and Detailed Visualization 

From the requirements gathering, the following features were 
defined for the proposed visualization: 

• Visualization and interaction with the use of AR aimed at 
assisting the teaching of human and animal anatomy, based 
on real case studies, facilitating their adaptation and use in 
the classroom according to the demands and disciplines that 
involve the study of the anatomy; 

• Support for use in mobile devices, in order to provide users 
with flexibility of use (students and teachers); 

• Use of 3D models with adequate degree of definition and 
realism; 

• Trace based on markers; 

• Intuitive and easy-to-understand interface; 

• Possibility of segmented and detailed visualization of a 
human and/or animal anatomical component. 

 
5 http://www.vuforia.com 
6 https://unity.com 

 

For reading 2D markings in real scenes through devices that 
have camera implementation, the framework Vuforia5 was used. 
Vuforia accesses the database remotely, not overloading the 
execution of the application. The Vuforia was integrated with the 
game engine Unity6 in order to generate the AR functionalities, 
connecting virtual images with real scenes and allowing 
interaction with them in real time. The 3D models were obtained 
from public repositories and/or builded in Blender7 software from 
2D pictures. 

Four main views were made available: 

• Simple anterior view; 

• Simple posterior view; 

• Detailed anterior view; and 

• Detailed posterior view. 

In the "previous view", the front part of the projected structure 
is shown (Figure 1) while in the "anterior view", the back part is 
seen. The difference of both to the detailed ones is that, in the latter, 
we have the description of the main bone accidents that compose 
a structure as showed in Figures 2 and 3. Clicking on any of the 
viewing options in the menu will trigger the camera of the mobile 
device that will capture the actual scene. As in all applications 
involving AR, after finding the marker in the scene, the 3D image 
of the structure, chosen from the menu, is incorporated into the 
scene. In the Figures 1 and 3, we employed a fiducial marker to 
facilitate the mapping of the abstract to the concrete experience for 
inexperienced user with the use of AR. 

Besides these four views, a fifth view is being developed and 
improved: the cut plane view. Figure 4 shows two examples of cut 
plane views of segmented head structures. 

7 https://www.blender.org 

Figure 1. 3D model of the humerus bone designed over real scene. 
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Figure 2. Image generated by AR with 3D model of the humerus bone with details. 

 

Image generated by RA with 3D model of the humerus bone on real scene with detailing.
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The interaction with the anatomic objects in the scene occurs 

by three basics geometrics transformations: translation, scale and 
rotation.  

4. Validation and Results 
The proposed objectives was validated by two evaluation 

experiment based on the human humerus bone (Figures 1, 2 and 3) 
and the cat liver, being the last one validated considering the 3D 
model texture and transparency in order to show the vascular 
structures (Figures 5 e 6). 

 

 
Figure 5. Texturized 3D model of a cat liver. 

This experiment was based on tests of usability and has as 
hypothesis the following statement "The proposed application 
assists the teaching and the study of the human and/or animal 
anatomy". 

 

In addition to the hypothesis, the evaluation criteria were: 

• Efficiency: Does the application allow users to better 
visualize 3D anatomical structures on mobile devices with the 
visualization options of structures in a segmented and detailed 
way? 

4.1 Case Study 1: Human Humerus Bone 

4.1.1 Subjects 

The application validation process had the participation of 5 
(five) teachers and 23 (twenty-three) students of a Physiotherapy 
undergraduate course being 9 (nine) men and 14 (fourteen) women 
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between the ages of 22) And 45 (forty-five) years. Teachers have 
more than 20 (twenty) years of contact with the Physical Therapy 
area, and only 1 (one) of these had previously had experience with 
devices involving AR. 

4.1.2 Procedure 

The application was distributed to the subjects along with a 
manual explaining its operation. After testing the application free 
form, the group was submitted to a questionnaire composed of 5 
(five) affirmations based on the likert scale composed by the 
assertions: "fully agree", "partially agree", "undecided", "partially 
disagree" and "fully disagree ". Users should choose only one 
alternative in each statement, representing the one that best 
matches their experience of using the application. 

The questionnaire had the following statements: 

1) The proposed application has an intuitive interface and 
simple handling and understanding. 

2) The virtual visualization a segmented structure with 
individualized interaction helps in the understanding of its 
peculiarities in relation to the whole. 

3) The possibility of AR visualization of a segmented part of the 
human or animal anatomy in mobile applications allows greater 
flexibility of user interaction during anatomy study. 

4) The quality of the 3D rendered structure via AR provides a 
more immersive user experience when interacting with the virtual 
scene combined with the actual scene. 

5) The visualization provided by the use of AR can aid the 
teaching and study of the anatomy more efficiently than traditional 
methods. 

4.1.3 Results  

From the validation experiment performed and discussed in the 
previous section, we set out to analyze the results and their 
discussion. In this sense, Figure 7 presents graphs with the 
distributions of the responses from each to each of the five 
statements described in the previous section. 

As can be seen in Figure 7, the assertions ("fully agree" + 
"partially agree") make up 100% of the answers given to questions 
1, 2, 3 and 4. Thus, it can be assumed that the proposed application 
is According to the evaluation criteria effectiveness and usability, 
presenting friendly interface and fulfilling its purpose by offering 
an intuitive interaction with the 3D representation of the humerus 
bone in this case study specifically. 

Only affirmative 5 did not achieve full agreement - 30% of 
subjects were undecided on this question, probably because they 
needed more time to use the application in the classroom (the vast 
majority of participants in this experiment had never had contact 
with applications involving AR above). 

Interquartile range (IQR) was also analyzed in order to 
summarize the data independently of the number of observations 
(Figure 8). It can be seen from the graph of Fig. 8 that the 
variability of the responses was almost nil with an IQR equal to 
1.0 in statements 1, 2, 3 and 4 and with the value of 1.75 in 
affirmative 5, which confirms the convergence of users' opinions. 

 
Figure 7. Graph with distribution of the users' answers to the questions proposed during the evaluation experiment for the case study 1.
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Figre 8. Graph with the IQR values of the users' answers to the questions proposed during the evaluation experiment for the case study 1. 

4.2 Case Study 2: Cat Liver 

4.2.1 Subjects 

4.2.2 Procedure 

The subjects were taken to a computer lab to be introduced to 
the AR based visualizations developed and interact with them. 
Initially, the functionality of the visualization was explained, 
presenting screens and form of interaction. 

Ad the first validation experiment, subjects were then asked to 
start the visualization and, at the end, respond to a post-test 
questionnaire composed of eleven questions and based on the likert 
scale with the following assertions: “fully agree", "partially agree" 
"undecided," "partially disagree" and "fully disagree". Subjects 
should choose only one alternative for each question in order to 
express their experience of using the application. 

The questionnaire had the following statements: 

1) The use of AR motivates me to participate in animal anatomy 
classes. 

2) Virtual and interactive 3D models help the study and 
understanding of anatomical models. 

3) The ability to view and interact with 3D models over real 
scenes via mobile devices helps learning as it is not limited to using 
a PC/notebook or paper atlas. 

4) The interaction with the 3D model is intuitive. 

5) The time elapsed between application initialization and the 
initial display of the 3D model is satisfactory. 

6) The response time of the application to the interaction with 
it is satisfactory. 

7) I realize that the use of AR can be applied to other content 
related to my undergraduate course. 

8) I recommend and approve the use of AR in my 
undergraduate course. 

4.2.3 Results  

As can be seen in Figures 9 and 10 (IQR), most subjects agreed 
("fully agree" and "partially agree") with the statements (around 
80).  
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Figure 9. Graph with distribution of the users' answers to the questions proposed during the evaluation experiment for the case study 2. 

 

 

Figre 10. Graph with the IQR values of the users' answers to the questions proposed during the evaluation experiment for the case study 2.  

Based on these results, it is observed that, in addition to the 
proposed criteria, the hypothesis raised was also confirmed in 
this first moment, although it is felt the need to vary the sample 
of subjects and extend the validation time of the application in 

the classroom. In general, it was noted that the users approved 
the application and that it can be used in the teaching of human 
and animal anatomy in order to assist students' learning in an 
interactive and visual way. 

However, new experiments, with different anatomical 
pieces, still have to be performed. 

This work presented a study about the investigation of an 
application of AR aimed at assisting the teaching of anatomy 
having, as case studies, the visualization of the human humerus 
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bone and a cat's liver. During its development, it can be noted 
that the AR is a technology that brings a differential to methods 
commonly employed in teaching anatomy in undergraduate 
courses in the area of Health, since it integrates virtual and real 
objects in order to contribute to a more realistic and interactive 
visualization of structures in the human body as well as 
knowledge discovery. 

As pointed out by the users, the usability combined with the 
effectiveness of the use of the AR visualization contributed to a 
positive evaluation of the same and signaling the will to use it 
continuously in the classroom. The interface was considered 
easy to handle and understood by users and the application made 
it possible to 3D visualization with adequate degree of realism, 
segmented form and individual interaction, meeting the main 
requirements raised by the interviewees in the initial phase of 
this study. 

Thus, it is envisaged that AR can bring a new approach to 
teaching anatomy, both for students and teachers, through its 
integration into mobile devices. This is a valid alternative to 
traditional methods of studying anatomy employing corpses, 2D 
atlases on paper and mannequin models. 

In future work, it is intended to extend the application to 
holographic visualizations besides the construction of 
simulations of interaction with anatomical parts in virtual 
environments with support to the use of RV glasses. 
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based on risk assessment on cloud computing. The idea focuses on a novel approach for 
detecting cyber-attacks on the cloud environment by analyzing attacks pattern using risk 
assessment methodologies. The aim of our solution is to combine evidences obtained from 
Intrusion Detection Systems (IDS) deployed in a cloud with risk assessment related to each 
attack pattern. Our approach presents a new qualitative solution for analyzing each 
symptom, indicator and vulnerability analyzing impact and likelihood of distributed and 
multi-steps attacks directed to cloud environments. The implementation of this approach 
will reduce the number of false alerts and will improve the performance of the IDS. 
 

Keywords : 
Intrusion detection 
Cloud computing 
Risk assessment 
Attack pattern 
IDS  
IPS 

 

 

1. Introduction   

Cloud computing is a new emerging model in Information 
technology which can enable ubiquitous, convenient, on demand 
network access to a shared pool of configurable computing 
resources released with minimal management effort and can 
rapidly be provisioned. It represents a new opportunity for both 
customers and service providers, by improving IT efficiency, 
agility and reliability to reduce the cost of IT technologies. This 
technology allows customers to create an elastic environment with 
a multitude number of services, optimize resources and offer an 
alternative way for renting computing and storage infrastructure 
services.  

Cloud computing services are the most vulnerable target for 
intruder’s attacks due to their distributed environment and the 
accessibility of cloud services via the internet threating data and 
services security. 

Detect and deter attacks can be difficult task for security 
administrators. Therefore, the use of IDS (Intrusion Detection 
system) can help both cloud providers and security administrator 
in order to monitor and analyze network traffic.  

The goal of using such system is to detect and prevent attacks, 
using different algorithm of detection. Nevertheless, analyzing and 

monitoring symptoms produces a multitude alarms with a huge 
number of false ones impacting the effectiveness of such systems. 
The distributed and open structure of cloud layers makes the 
implementation of traditional IDS inefficient to be deployed in 
cloud environment. 

In the aim of reducing the number of false alarms this paper 
proposes a correlation approach by analyzing risks related to each 
attack pattern. The approach consists of calculating risk related to 
each attack steps by analyzing symptoms, indicators and 
vulnerability to define the attack risk score then yield alert. This 
paper propose to include customers as part of security protection. 
It demonstrate how the implementation of risks can decrease the 
number of false alarms. Our work is extended by presenting the 
initial results of the implementation of the approach in cloud 
computing specially in SaaS layer. 

The remainder of the paper is structured as follows: in section II 
we present the prior work done in this field. Section III presents 
the intrusion detection system and risk assessment methodology, 
in section IV, we describe our proposed detection process based on 
attacks patterns analysis by risk assessment. Section V presents the 
initial finding results of the implementation of our approach to 
detect an SQL injection attack in SaaS layer .The last section of 
this article will present a conclusion and future works. 
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2. Related Works  

Intrusion detection system has an important role in the security 
and perseverance of active defense system against intruder hostile 
attacks. Through the past few years several papers have been 
presented with the purpose of detecting malicious threat against 
cloud with different approaches. Security researchers need to have 
a seamless mechanism to integrate and analyze various 
information generated by heterogeneous sources implemented in 
cloud environment with the aim to detect intrusion and reduce false 
positive alerts. [1] 

Kleber, schulter et al. [2] have proposed an IDS service at cloud 
middleware layer with an audit system designed to cover attacks 
that Network IDS and Host IDS cannot detect. In [3] authors 
presented an approach of detection using five major classifiers to 
characterize the nature of an attack, classification by attack vector, 
attack target, operational impact, informational impact and by 
defense, which provide the network administrator with 
information of how to mitigate an attack. 

With similar methodologies to those used in the AVOIDIT [4] 
taxonomy, S. A. and J. Hamilton [5] developed an ontology-based 
attack model to assess the security of an information system from 
the angle of an attacker. Goal of the assessment process is the 
evaluation of attack effects. Thus, the difference of system 
performance before and after an attack is calculated. The process 
consists of four phases. The first step consists in identifying system 
vulnerabilities by using automated vulnerability tools. Such tools 
assess computer system, applications or network regarding their 
vulnerabilities and generate sets of scan results. In the second 
phase, the developed ontology is used to determine which attacks 
might occur due to the identified vulnerabilities. By querying the 
ontology, the possible effects are obtained. Finally, in the last 
phase the attack effect is calculated. In [6] authors proposed a 
taxonomy with four dimensions that provides a classification 
covering network and computer attacks. Their taxonomy provides 
assistance in improving computer and network security as well as 
consistency in language with attack description. The first 
dimension being attack vector is used to classify the attack. The 
second dimension classifies the target of the attack. The third 
dimension consists of the vulnerability classification number, or 
criteria. The fourth and final dimension highlights the payload or 
effects involved. 

Massimo Ficco in [7] proposes a hybrid and event correlation 
approach for intrusion detection in cloud computing. It consists of 
detecting intrusion symptoms by collecting diverse information at 
several cloud levels to perform complex event analysis presented 
in an ontology. 

In [15] song et al propose a model which is based on behavioral 
and contextual analysis. Authors present two sets of attributes to 
be used for anomalies detection contextual attribute and behavioral 
attribute based on a probabilistic analysis. 

 Wang et al in [16] present an approach for TCP/IP Reassembly 
in Network Intrusion Detection and Prevention Systems to be used 
as DPI (Deep Packet Inspection) for network intrusion monitoring. 

For risk assessment several methods exist. In [8] author 
proposes a method for a probabilistic model driven risk assessment 
with security requirements. The security requirements and their 
causal relationships are represented using MEBN (Multi-Entities 
Bayesian Networks) logic that constructs an explicit formal risk 

assessment model that supports evidence-driven arguments. In [9] 
author proposes security ontology for organizing knowledge on 
threats, assets and safeguards measures. This work constructs 
classification for each of these groups and creates a method for 
quantitative risk analysis, using its own framework. 

In our previous work [10] we presented a new intrusion 
detection approach based on risk assessment for traditional IDS.  

Although all of the previous works present useful taxonomy 
and ontology that can provide an informative baseline for cyber 
intrusions and attacks analysis, they lack the details needed to 
analyze all symptoms of attacks which can provide many false 
positive alerts in cloud environment. Moreover, this work proposes 
a detection approach based on risk assessment analysis related to 
attack pattern initially presented in [1], which means that the data 
owner and cloud provider will participate in attacks analysis.  

For example the same attack against two different clients of the 
same services may have different impacts. However, IDS will 
detect both connections as malicious actions. That’s could bring 
IDS to miss the impact analysis, and generate many false alarms. 

 Our solution addresses this issue in cloud services through the 
implication of risk assessment in the detection and analysis 
processes. 

3. Intrusion detection and risk assessment 

This section presents the Intrusion detection systems, the 
correlation process and the risk assessment methodology. 

3.1. Intrusion detection systems 

An IDS (Intrusion detection system)  is used for monitoring the 
network or a host for suspicious or malicious activities. Next to an 
IDS there is also an Intrusion Prevention System (IPS). An IPS will 
do more than just monitoring the traffic t will also prevent 
malicious activities from taking place. IDS/IPS perform a 
diagnosis of system security to detect all suspicious actions and 
discover various security breaches based on different algorithms 
of detection. IDS is used to detect flaws and the different possible 
threats that attempt to compromise the confidentiality, integrity or 
availability of a resource with a capability to block malicious 
attacks using functionalities of prevention.  

Providing an analysis of all network traffic with IDS will catch 
intruders and block multiple suspicious actions threating the 
security of IT systems. But will also lead to a great number of false 
positives and can identify authorized users as intruders, especially 
in cloud environment where all resources are shared between 
customers. 

In order to withhold attacks and reduce the number of false 
alerts and improve efficiency of IDS, our solution defines both 
CSP (Cloud Services Provider) and the customers as part of the 
monitoring process by implementing a risk agent related to all 
cloud layers (IaaS, PaaS, SaaS). 

3.2. Risk assessment  

Risk assessment is the process of identifying security risks 
related to a system and determining their probability of occurrence, 
their impact, and the safeguards that would mitigate that impact. 
Risks can be defined as the potential that a given threat will exploit 
vulnerabilities of an asset or group of assets to cause loss or 
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damage to the assets. The main objective of risk assessment is to 
define appropriate controls for reducing or eliminating those risks 

Based on the 27005[11] standard risk is evaluated by looking 
at the probability of successful attacks and the consequent severity 
of that attacks.  

Generally there are four steps of risk assessment. The four steps 
are as follow: 

• Threat Identification 
• Vulnerability Identification 
• Risk Determination 
• Control Recommendation 

 
The general equation of risk determination is:  

Risk = Impact * Likelihood (1) 

Impact: (or consequence) refers to the extent to which a risk 
event might affect the enterprise expressed in the terms of: 
Confidentiality, Integrity and Availability 

Likelihood: represents the possibility that a given event 
occurs. 

This equation (1) will be implemented in our approach with the 
aim to encourage customers to assess the security risks related to 
their information and to simplify the analysis of all detected events 
for intrusion detection systems in cloud computing. 

4. Attack pattern analysis in cloud with risk assessment 

An attack pattern is an abstraction mechanism for describing 
how a type of observed attack is executed. Following the pattern 
paradigm, it also provides a description of the context where it is 
applicable and then, unlike typical patterns, it gives recommended 
methods of mitigating [10]. 

 
Figure 1: Attack ontology 

Figure 1 shows a simplified view of our attack ontology 
designed to cloud environment. 

When an attack occurs, it uses several paths (from 
reconnaissance to exploitation) by using scenarios defined in the 
process by indicators and symptoms, in the aims to gain 
unauthorized access to data. The analysis of impact simplifies the 
monitoring process and minimizes false-alarms. 

Each attack scenario has an impact in either confidentiality, 
availability or/and integrity. The data owner on the risk-agent will 
define the impact of each indicator, symptom and vulnerability 
depending on the nature of the data. 

The possibility that a given event will occur is defined as 
Likelihood. The risk score of the detected attack changes and 
simplifies the diagnostic of alarms (false positive or successful 
attack), in the same time symptoms and attack indicators scenario 
upturn the likelihood in the risk agent. 

The analysis of attack pattern uses the risk agent to calculate 
the score of all indicators and symptoms then to define the nature 
of the packet.  We propose a definition for risk (Re) as a product 
of the Probability (Pe) of a security compromise, a threat event, 
and its potential Impact or Consequence (Ie): 

Re =Pe*Ie  (2) 

The correlation is used to aggregate attack scenarios and 
symptoms produced by all the probes in the cloud environment. 

Equation (2) represents the formula of risk assessment, the 
likelihood Pe, whereas (Ie) may be assigned a value on a numerical 
scale. Each indicator Is, Vulnerability Ve, Symptoms Sy have 
different impact. The value of Pe will be increased related to each 
detection of an attack pattern. 

By using the formula of risk assessment of all suspicious 
actions we can get a risk score related to each attack: 

Ra=1/n ∑ Ie∗Pe      (3) 
 

Ie=∑ (Is+Ve+Se+Sye)    (4) 
 

The impact Ie and likelihood Pe of each symptom and attack 
will be defined by the data owner and cloud provider in a risk agent 
deployed in all cloud layers. The goal of such correlation is to get 
attacker’s behavior and risk related to each action to by calculating 
impact and lure a potential attacker from critical system. 

The value of Ra related to each attack will determine if the 
action is a successful attacks or a false positive depending of the 
sensitivity of targeted data related to risk values. 

IDPSs serve four essential security functions: they monitor, 
analyze detect and respond to all suspicious activities as depicted 
in the functional layer. 

The IDS/IPS detects intrusion by analyzing the collected data 
in all cloud layers based on knowledge base and the attack pattern 
ontology, calculates the risk of the attack then decides if it 
represents a suspicious action or a false-positive. 

A software Agent is related with each probe defining the 
impact and likelihood of each detected symptoms. The risk server 
will determine the impact of each attack pattern then the risk of the 
attack.  Implementing, such methodology can minimize the 
number of false-positive alarms and increase the effectiveness of 
Intrusion Detection System. 
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5. Implementation of approach  

In this chapter we present the initial finding while 
implementing the discussed idea in cloud environment in the aims 
to decrease the number of false-alarms and to improve the reaction 
in the detection intrusion system in cloud. 

5.1. Architecture of implementation  

IDS implementation in cloud computing requires an efficient, 
scalable and virtualization-based approach. In cloud computing, 
user data and application is hosted on cloud service provider’s 
remote servers and both cloud user and CSP (Cloud Services 
Provider) has a limited control over data and resources. 

In the implementation of the proposed approach we have used 
OPENSTACK [12] as cloud platform with a collection of open 
source software project that developers and cloud computing 
technologist can use to setup and run their cloud compute and 
storage infrastructure. 

  SURICATA [17] was used as intrusion detection system 
which is a free and open source, fast and robust threat detection 
engine.  

The simulation setup is a Cloud with different layers. We have 
chosen a fixed value in risk agent. The main goal is to analyze all 
actions based on the impacts and likelihoods of vulnerabilities and 
detected symptoms to evaluate the efficiency of our works. 

The architecture of implementation and the used correlation 
process is presented in Figure 2:  

 
Figure 2: Architecture of implementation 

5.2. Detection of SQL injection in SaaS  

An attack based on SQL injection can be defined as an attack 
which consists of insertion of a SQL query via the input data from 
[13].  

In this attack malicious user will use several steps to gain an 
access to a SaaS service and a successful SQL injection exploit can 
threat the confidentiality, integrity and availability of database. 
However the same attack in two application in a SaaS service could 
have different impact. 

Based on the SQL injection attack pattern defined in [14] the 
scenario can be presented as below: 

 
Figure 3: SQL injection attack pattern 

In the scenario of implementation each cloud client must 
define a risk related to this attack pattern  

• Vulnerabilities: Input validation ,Inputs are not properly 
validated by the application 

• Scenario : Try different approaches for adding logic to 
SQL queries 

• Indicators : Scan a website application, analyze responses 
positive or negative  

• Symptoms: Use automated scan tools, try "Blind SQL 
Injection" techniques to extract information about the 
database, Send different requests  

The Table below shows a simplified use of risk assessment 
used to estimate an SQL injection attack impact against two SaaS 
applications with a fixed values: 

Attack 
pattern  

Likelih
ood in 
app1 

Likelih
ood in 
app2 

Impac
t in 
app1 

Impa
ct in 
app2 

Ra 
app
1 

Ra 
app
2 

Vulnerabi
lity 

1 3 3 1 3 3 

Scenarios 3 2 4 3 12 6 
Indicators 2 2 4 3 8 6 
Symptom
s 

2 3 4 1 8 4 

Attack risks 7,75 4,75 
Table 1: Attack analysis 
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Attack Pattern against SaaS services is composed of 4 
attributes: Vulnerability, Scenarios, Indicators of attack and 
symptoms. Each attribute define an impact and has an initial value 
of likelihood determined by customers in risk agent. 

Ra app 1 present the risk of each attribute, while attack risks is 
calculated using the equation (3). Table1 demonstrate how the 
same attack against two customers in the same Cloud service 
should have different impact. 

The graphs below show results, before and after the use of risk 
analysis, obtained while exploiting the SQL injection vulnerability 
directed to two customers data in the same SaaS service with the 
use a static risk agent related to this attack pattern as presented in 
table 1. 

 

 
Figure 4: Number of false alarms before implementation 

 
Figure 5: Number of false alarms after implementation 

5.3. Discussion  

The specific and complex characteristics of cloud computing 
environment make the implementation of intrusion detection 
system more difficult with the multitude of alarms and the huge 
number of false alarms. Therefore, there is a need of new approach 
of detection and analysis of malicious activities for both cloud 
consumers and CSP to check the effectiveness of the current 
security controls that protect data stored in cloud. 

Figure 5 demonstrates how the implementation of risk 
assessment in cloud layer for two customers reduces the number 
of false positive alarms. With such an approach, the cloud 
consumers can check the effectiveness of the current security 
controls that protect an organization’s assets and the service 
providers can maximize and win the trust of their cloud consumers 

if the level of risk is not high. Also the cloud consumers can 
perform the risk assessment to be aware of the risks and 
vulnerabilities present in the current cloud computing. 

6. Conclusion and future works  

Based on the observation that consumers must be involved in 
data protection and attack deterrence in cloud computing, this 
paper provides a novel approach in the disposition of intrusion 
detection system. We suggest a model to recognize and analyze 
malicious actions by using a risk assessment related to attack 
pattern. 

The same attack should have different impact on different 
customer’s data. This paper classifies attacks by target, symptoms, 
scenarios, impact and likelihood defining the attack pattern than 
estimate impact and risk related to all malicious activities against 
cloud services. Both CSP and consumer will participate in the 
correlation process. This classification will help to provide a 
methodology of analysis in depth of all suspicious actions in the 
aim to minimize the number of false alarms and increases the 
efficiency of intrusion detection system in cloud services. 

The initial implementation for securing a SaaS service and 
detecting an SQL injection attack against two customers data’s has 
demonstrated the efficiency of our approach in both decreasing the 
huge number of false alarms and increase the effectiveness of the 
IDS system. 

Future works will be focused on the implementation of our 
approach to detect sophisticated attacks in all cloud layers with the 
implementation of distributing risk agent. 
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 A method for optimal sizing of hybrid system consisting of a Photovoltaic (PV) panel, 
diesel generator, Battery banks and load is considered in this paper. To this end a novel 
approach is proposed. More precisely a methodology for the design and simulation of the 
behavior of Hybrid system PV-Diesel-Battery banks to electrify an isolated rural site in 
southern Algeria Illizi (Djanet). This methodology is based on the concept of the loss 
power supply probability. Sizing and simulation are performed using MATLAB. The 
technique developed in this study is to determine the number of photovoltaic panels, 
diesel generators and batteries needed to cover the energy deficit and respond to the 
growing rural resident energy demand. The obtained results demonstrate the superior 
capabilities of this proposed method. 
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1. Introduction 

PV system size and performance strongly depend on 
meteorological variables such as solar energy, wind speed and 
ambient temperature and therefore, to optimize a PV system, 
extensive studies related to the metrological variables have to be 
done [1].  

The performance of a PV module strongly depends on the sun 
light conditions. Standard sunlight conditions on a clear day are 
assumed to be 1000 W of solar energy per square meter and it is 
sometimes called ‘‘one sun’’ or a ‘‘peak sun’’. Less than one sun 
will reduce the current output of a PV module by a proportional 
amount [2,3]. 

The generation of electricity through a hybrid system 
combining several renewable energy sources is of great interest 
to developing countries, Such as the Maghreb countries. These 
countries have many isolated regions far from traditional 
electricity distribution networks. Thus the extension of these 
networks would be of an exorbitant financial cost. To solve this 
problem, exploiting the renewable energy potential of these 
countries must be a priority. 

Hybrid PV/diesel systems have greater reliability for 
electricity production than using PV system alone because diesel 
engine production is independent of atmospheric conditions. The 

PV/ diesel system will provide greater flexibility, higher 
efficiency and lower costs for the same energy quantity produced. 
In addition, PV/diesel system as compared to only diesel system 
provides a reduction in the operation costs and air pollutants 
emitted to the atmosphere [4]. Currently, some research works are 
carried out focusing on optimal sizing of hybrid PV/diesel 
generator systems so that the number of PV modules, storage 
battery capacity and diesel generator capacity can be optimally 
selected. Hybrid PV/diesel systems can be classified into two 
categories: series topology and parallel topology. In the series 
topology, the diesel generator is connected in series with the 
inverter and therefore it is not able to supply the load directly 
while the load demand is covered by the storage battery. The 
disadvantages of this topology that such systems require large 
inverter size and low overall efficiency due to the series 
connection, as well as when the PV system is connected to the 
diesel generator it leads to a limited control of the diesel 
generator. However, these disadvantages can be avoided in the 
parallel topology whereas the diesel generator is in parallel with 
the inverter and can supply the load and the battery at the same 
time [4].  

Rural electrification in the southern countries is based in most 
cases on solar homes systems with limited use. This gives an 
impression that photovoltaic systems aimed the poor. Diesel 
generators generate more electricity but suffer from the 
maintenance costs and the provision of oil [5].  
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The hybrid combination of photovoltaic-battery-diesel 
systems requires technical knowledge, economic and preliminary 
studies for the design, optimizing the choice of a suitable load 
profile, assessing consumption and simulation performance 
before installation and implementation of the systems. Each 
aforementioned item requires data and computer tools to 
accomplish it. 

Many papers are discussed on design of hybrid systems with 
the different components. In 2006 Eftichios Koutroulis et al 
presented a methodology for optimal sizing of stand-alone 
PV/WG systems using genetic algorithms [6]. They applied 
design approach of a power generation system, which supplies a 
residential household. In 2007 Yang developed a novel 
optimization sizing model for hybrid solar-wind power 
generation system [7]. In 2016 R. Hosseinalizadeh et al presented 
an economic sizing of a hybrid (PV–WT–FC) renewable energy 
system (HRES) for stand-alone usages by an optimization-
simulation model: Case study of Iran [8]. In 2015 B. Guinot 
developed a Techno-economic study of a PV-hydrogen-battery 
hybrid system for off-grid power supply: Impact of performances' 
ageing on optimal system sizing and competitiveness [9]. 
Recently, Leong Kit Gan et al developed a hybrid wind– 
photovoltaic–diesel–battery system sizing tool development 
using empirical approach, life-cycle cost and performance 
analysis: A case study in Scotland [10]. 

An overall power management strategy is designed for the 
system to coordinate the power flows among the different energy 
sources. Simulation studies have been carried out to verify the 
system performance using practical load profile and real weather 
data in south Algeria. It is to mention that there are many similar 
regions around the world with this typical situation that can be 
expanded. 

In this paper, a methodology of optimal sizing of hybrid power 
generation system is proposed. The main objective of this work is 
to determine the optimal number of PV panels, Battery banks and 
diesel generators. For this purpose a new sizing algorithm, called 
loss power supply probability (LPSP) is utilized. The obtained 
results show that the proposed methodology finds optimal sizing 
of hybrid power generation system with a quality energy services 
for the rural population through of a reliable network. The 
simulated result illustrates the good applicability and 
performance of the proposed method. 

The rest of the paper is organized as follows: Section 2 
presents the city of our study. Section 3 presents the modeling of 
the system considered. Section 4 discuses about the LPSP 
algorithm. Section 5 and 6 describes how the problem can be 
solved by using the proposed method and results. Conclusions are 
presented in Section 7.  

2. The case of Djanet city 
2.1. The selected site 

The site selected for this study is a rural village isolated 
Saharan named "Djanet" present in figure 1. This village is 
located in the province of Illizi and consists of a small number of 
homes.  

2.2. Meteorological data 

The performances of photovoltaic modules are directly 
correlated to climatic data that is in principle the solar irradiation 
and the ambient temperature. These data are taken through the 
acquisition system measured to step time is 10 minutes. For each 
day of the year the kit provides for the acquisition of ambient 

temperature in degrees Celsius (°C), and solar incident in Watts 
per square meter illumination (W / m2). The annual assessment 
of the site's climatic characteristics is shown in Figure 2 and 
Figure 3. 

 
 

 
Figure 1: Geographical location of Djanet city in Algeria 

 
Figure 2: Annual insolation data for Djanet city 

 
Figure 3: Annual temperature data for Djanet city 
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2.3. The load profile 

The initial data in the implementation of a renewable energy 
production system as for any other energy system is the demand, 
which will be determined in relation to the and / or the loads to be 
supplied. This demand must be estimated as precisely as possible, 
both from a point of view of the powers called and from its 
temporal distribution, although it’s often random nature makes 
this task very difficult. 

The hybrid system considered is intended for supplying a load 
for domestic use. For our case study (Djanet city) in which there 
are ten dwellings, we consider a constant load profile throughout 
the year. 

 
Figure 4 shows the distribution over the hours of the day of 

consumption of the conventional appliances used (lighting, 
refrigeration, TV, radio, ventilation); on which the difference 
between the quantities of energy consumed from one hour to 
another is seen. Hence, the importance of choosing economical 
appliances for isolated sites, to minimize installation costs.  

 
Figure 4: Curves of hourly load profiles. 

 
3. Modeling of considered system 
 
3.1. Photovoltaic system 

 
Choosing a suitable model for simulation is very essential. 

The simple model of PV panel as a function of the area, the input 
variables of this model are solar insolation shown in Figure 1 and 
its efficiency. Detail equation of PV model can be described as 
follows [10,11,12]: 

 
)(...)( tGNAntP pvppv =  

 

Figure 5: Configuration of the system 

Where; n energy conversion efficiency, (%). Ap is the area of 
single PV panels, (m2). Npv is the number of PV panels. G (t) is 
the insolation data, (W/m2). 

 
Figure 6: The daily power generated by PV modules 

 
3.2. Battery Banks 

 
 Here, power from battery banks is required whenever The PV 

panels or Diesel generators (DGs) are fail to supply load. Power 
from PV system through the inverter is hourly measured as 
follow:  

  )(.)( tPtP pvinvRE η=   
                    (2) 

Where, invη is the inverter efficiency. Principles of charging 
and discharging scenarios are dependent on the state of PRE and 
the load power demand at hour t (PL(t)). 

1. If the value of PRE (t) > PL(t) the remaining power will be used 
to charge battery banks by the following equation [13]:  

Bat
inv

L
pvBatBat

tP
tPtCtC η

η 







−+−=

)(
)()1()(

 

2. If the value of    the PRE (t) < PL(t) insufficiency power will be 
supplied by diesel generators and/or the battery banks according 
to the following dispatch strategy: 

• If the amount of power from battery banks is enough to 
handle the remaining power, the strategy allows the 
discharging process of battery banks with following equation 
[14]:  
 









−+−=
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L
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Where, CBat (t) is available battery banks capacity at hour t, CBat 

(t-1) is available battery banks at previous hour and Batη is yield 
of battery charging.  

The value of CB (t) could not be lower than minimum 
allowable energy level remained in battery banks, and it could not 
be higher than maximum allowable energy level during charging 
operations as follow [8,13]: 

                      C Bmin ≤ C B (t) ≤ C Bmax                   (5) 
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• Whenever battery banks are fail to supply the remained 
power or the strategy does not allow for the battery banks to 
discharge, then diesel generator is started and battery banks 
will be neither charged. 
 

)()()( tPtPtP RELDG −=  

Where, PDG (t) is the output power from diesel generator unit. 

3.3. Diesel generator 
 

The fuel consumption of diesel generator unit is related with 
the rated power and its generated power. The fuel cost is 
calculated for a year as follows [15]: 

∑
=

=
Tend

t
f tFCAFC

1
)(

 

Where, F(t) is the hourly fuel consumption (liter /hour), based 
on load characteristic of the diesel generators. This parameter is 
calculated as follows [14]: 

)08415.0)(246.0()( RDG PtPtF ×+×=  

Where, PR is rated power of diesel generators, PDG (t) is the 
power generated by diesel generators and Cf is the fuel cost per 
liter in US$/l. 

4. Description of the LPSP method 
A balanced system, the amount of energy supplied by the solar 

modules must at least compensate the amount of energy, 
depending on the place of installation, the season, and the 
particular conditions of consumption and use. 

The sizing method presented consists in determining the 
optimum number of batteries and PV modules according to an 
optimization criterion, namely reliability, which is based on the 
concept of the LPSP (Loss of Power Supply Probability), It will 
allow us to dimension a realistic electricity production system 
supplying ten individual habitats for the Djanet site during a year. 

 
Dimensioning a PV system means determining all the 

elements of the PV chain according to the loads such as the 
sunshine and the load profile. There is no fixed scale between 
consumption and generator size. There are several methods of 
dimensioning a PV system: by the hourly usability function, by 
the probability of energy loss, and by iterative methods ... etc. 

 
LPSP is a probability technique introduced by AbouZahr and 

Ramakumar in 1990 the field of wind and photovoltaic generation 
systems [16, 17]. The probability of energy loss (loss of power 
supply probability) is widely used in the design and optimization 
of autonomous systems (stand-alone) wind-photovoltaic [18, 19, 
20]. It is based on the concept of the LPSP, which is the 
probability that the system is experiencing a shortage at some 
time during a period of analysis, that is to say a state in which the 
system would not be able to provide energy to the load. From the 
information on the variability of resources and its correlation with 
the load, LPSP can be calculated. This method is particularly 
useful in assessing the behavior of an energy storage. 

The 'LPSP' is defined as the fraction of the unsatisfied demand 
on that requested by the load. It expresses the rate of non-
satisfaction of the load. Thus, this probability is defined as the 

sum of all unfulfilled demands 'LPS' on the total energy 
demanded by the load during a period of operation (For this study, 
T = 1 year), as follows [14] : 

                    
p

T

t
i

T

T
LPSP

∑
== 0                                (9) 

Where,  

Tp is the period of study. 

Ti is the duration corresponding to a power produced less than the 
demand. 

5. Application of the LPSP to the PV installation 

The first step before carrying out any dimensioning is to 
determine when we need electricity and to define our 
consumption which should not be underestimated or 
overestimated. This step requires a lot of reflection because an 
error at this stage will distort our results. So, at the outset, we 
choose the energy consumption profile, as well as the choice of 
an architecture of the system. 

With the data from the first step, you will be able to know the 
number of photovoltaic modules needed to cover the electricity 
needs. To do this, it is necessary to calculate the energy that the 
modules must produce each day, and to know the sunshine of the 
region where the installation is located. The amount of electricity 
produced by the photovoltaic modules depends directly on this 
sunshine and therefore on the region. 

Always the first step will also allow us to calculate the number 
of battery. The stored energy depends directly on the periodicity 
of your consumption. 

The next step is to dimension the load regulator. This step 
does not involve any calculation, but there are a wide variety of 
regulators that differ according to their options, functions and 
power. It will therefore take time to choose the regulator best 
suited to your situation. 

Another step is to choose the converter if this device is 
necessary, that is to say if our load is operating in AC mode. 
Indeed, the installation can already provide direct current 12, 24 
or 48VDC. 

6. Development of the proposed approach 
 

The system configuration is shown in Figure 5; meanwhile, 
the flowchart of system operation is shown in Figure 7. The load 
demand is supplied by DGs, PV, and battery banks. The 
bidirectional inverter is required to supply power from battery 
banks to the load demand or feed surplus power from PV panels 
and DGs to the battery banks. Total power from battery banks, 
DGs and PV panels has to satisfy the load demand. The concept 
of operational strategy could be explained clearly as follow: 

 
• If the load demand (PL(t)/ ηinv) is less than the total power 

produced from photovoltaic panels (Ppv(t)), and the battery 
CB is fully charged, then the banks of the battery are charged 
as amount as the capacity of the inverter and the excess 
power are dumped. 

 

(6) 

(7) 

(8) 
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• If the CB(t) is less than CBmax the excess power is used to 
charge the banks of the battery. 

• If the load demand (PL (t)/ ηinv) is greater than Ppv(t) and CB 
(t) of the banks of the battery is greater than CBmin, then the 
power of the insufficiency will be provided by the banks of 
the battery. Otherwise, if CB(t) of the battery banks equal 
CBmin, diesel generators are started to meet the demand for 
charging the banks of the battery. 

• However, if the power of the inadequacy is greater than the 
capacity of the inverter, the battery banks are discharged in 
quantity that the capacity of the inverter, and then the diesel 
generators are started to meet the load demand. 

7. Application and results 

The main objective of this work is to determine the optimal 
configuration of the hybrid photovoltaic, diesel generator with 
storage to satisfy the power demanded by the load. 

Several methods of designing hybrid energy systems have 
been carried out by researchers. The method we are going to use 
is based on a technical-economic analysis. We will first apply the 
LPSP 

Table 1: Number of PV modules in terms of LPSP 
LPSP 0.01 0.02 0.03 

Number of PV modules   221          219 216 

Number of batteries   120  105    90 
Number of diesel generators     3    3    2 

 

Table 2 : Monthly energy balance 
 Energy 

produced 
by PV 
(kWh) 

Average 
storage 
capacity 
(kWh) 

Fuel 
consumption 

(Liter) 

The 
operating 
hours of 

DG 
January 1300 88.6046 6,33 1,00 

February 1420 87.8545 0,00 0,00 

Marche 1620 97.2668 0,00 0,00 

April 1550 54.4687 88,62 14,00 

May 1650 54.4379 82,29 13,00 

June 1440 48.3240 151,92 24,00 

July 1440 49.8778 177,24 28,00 

August 1640 51.8210 88,62 14,00 

September 1550 52.6139 101,28 16,00 

October 1690 96.4810 0,00 0,00 

November 1350 87.1510 0,00 0,00 

December 1170 85.6003 0,00 0,00 

Table 3 : Annual energy balance 

Nature Value 
Annual PV Energy produced 17820 kWh 

Average annual storage capacity 69,90 kWh 
Annual fuel consumption 696,30 Liters 

Annual energy produced by diesel generator 2200 kWh 
Annual excess energy 4030,8 kWh 

Figure 7: Flowchart of the algorithm for simulating hybrid system 
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 (Loss of Power Supply Probability) method. Then, using the 
optimal configuration that satisfies the demand obtained, 
consisting of the number of photovoltaic panels, number of 
batteries and diesel generators, we use the approach proposed in 
the previous section to simulate the hybrid system. 

In our system, we chose LPSP = 0.03 which gives a number 
of PV modules equal to 216 Depending on weather conditions 
(light and temperature) and load profile, the number of 
photovoltaic modules is given in Table 1. 

Table 4 : Daily production percentage 

 

Table 1 show that by increasing the value of the LPSP, the number 
of PV panels, battery banks and diesel generators is decreased. In 
other words, the variation of components depends on the LPSP.  

It is thus possible to conclude from various simulations that the 
availability of photovoltaic panels plays a key role in the optimal 
system design and in the precise design of the energy production 
of the system. 
 

 
Figure 8.  The energy management of hybrid system 

 

 
Figure 9: The daily power generated by PV panels and DGs compared with the 

consumption 
 

 
The simulation results presented in this paper provides 

monthly, hourly and daily results, which allows us to make 
monthly and annual balance sheets. Figure 8 shows a monthly 
variation in the production of photovoltaic energy, diesel 
generators and average storage capacity respectively, we see that 
the two production pikes are for the months of April and 

September (iterations 93 and 279), and production is minimal in 
the month of December (in the iteration 345), these results affect 
the ability of storage, the relationship between the two parameters 
is proportional. 

 
Figure 10: energy management of only PV system 

 
Figure 11: energy management of only DG system 

The energy produced by the diesel generator, as shown in 
Table 3 vary from one month to another, they are highest in the 
months of April, May, June (in the iterations 92 to 272), and they 
are minimal in the months of January, February, March, April, 
May, October, November and December (in the iterations 1 to 91 
and 273 to 365). Note that the results are synchronized by 
sunshine, temperature and load, we also find that the percentage 
of photovoltaic is important (94.4627%) by contribution to 
5.5373% of the energy produced by the diesel generator. 

The excess energy is low in the order of 1.5229%. The energy 
produced by the system during 12 months compared with the 
consumption is shown in Figure 9. it can be observed that the 
consumption is minimum in the months of January, February, 
March, October, November and December (in the iterations 1 to 
88 and 274 to 365), which is causing a decrease in the total energy 
produced, and it increases proportionally with consumption in the 
rest iterations (months of April, may, June, July, August and 
September). 

The simulation results of only PV system, only DG system are 
presented in Figures 10 and 11 respectively. From these results it 
can be concluded that the system is able to fully satisfy the load 
demand. 

The design procedure resulted in determination of best 
configuration of the system. 

The stand-alone hybrid PV-DG system with battery bank 
seems to be a motivational techno-economic solution to meet the 
energy demand of consumer. 
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8. Conclusion  

This paper presents a new method based on loss power supply 
probability (LPSP) to solve the optimal sizing of a hybrid 
PV/Diesel/Battery system. The optimal number of PV panels, 
Diesel generators and batteries is determined using LPSP to 
supply the load. The main objective of this work is to examine the 
feasibility and performance to electrify rural community by the 
hybrid solution, then we realized that the operation of the system 
depends not only on the input and output variables which are the 
sunshine, the temperature and the load to be supplied but also the 
interdependence between different devices. An improperly sized 
system component can compromise which was verified by 
simulation results the proper functioning of the entire system. 
Thus, we can conclude that the combination of energy sources 
(PV-Diesel-Battery) is required to be able to cover the energy 
deficit and meet the growing energy demand of rural inhabitant. 
We believe that the technical and economic simulation results 
obtained were satisfactory and demonstrated the effectiveness of 
the studied hybrid system. 

A successful hybrid system requires an energy saving 
approach and a rigorous design and installation of components 
that meet the need. 
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 In this paper the design of a new 3D magnetic field (H-field) probe with a near-field 
scanning system is presented, then the near electromagnetic fields radiated by a Library 
RFID system is characterized. The proposed system is developed in order to determine the 
magnetic near-field emitted by electronic devices. The designed isotropic H-field probe 
consists of three orthogonal and identical loops each of diameter of 6 mm having 3 turns. 
The antenna factor of the designed probe is presented for a frequency range from 10 MHz 
to 1 GHz. The designed probe is tested and validated using a standard passive circuit as a 
device under test. An RFID reader antenna is also designed and simulated on HFSS (high 
frequency structural simulator) and the radiated magnetic field, obtained by simulations, 
is then compared to the real measured one above the fabricated circuit. The obtained levels 
are checked if they satisfy the European and ICNIRP Electromagnetic Fields Guidelines. 
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1. Introduction 

The everyday use of devices and systems emitting radio 
frequency electromagnetic fields is continuously increasing. Some 
of these devices are operating in the vicinity of human body, in 
which people are in the near-field region of the radiating source, 
and they are exposed to electromagnetic fields. Radio Frequency 
Identification (RFID) systems are used today in wide variety 
aspects of everyday life. There are wide areas of RFID applications 
such as: cashless payments, transportation ticketing systems, 
residential door keys, antitheft protection systems, library systems 
[1] etc. RFID technologies are intended to recognize or identify 
remotely placed label on an object, animal or person. The system 
consists of the reader or RFID antenna and of a label (or tag) 
composed of a RFID chip and an antenna (e.g. pasted into a book 
in a library). The label is activated by a modulated electromagnetic 
wave processed by the reader with an antenna. It returns a signal 
to reader in one of the frequency bands allocated to the RFID 
applications: 125 to 150 kHz; 13.56 MHz; 433 MHz; 860 to 960 
MHz; 2.45 GHz. The distances covered with systems can reach up 
to several meters [2]. 

Due to the development of such applications, there must be a 
study on the relationship between the exposure to electromagnetic 

fields and the health of humans. Near-field region is an important 
part that should be analyzed in this study. Even though there are 
different methods for field mapping, passive detection is always an 
economical way of measuring vector electromagnetic fields. 
Various researches have been done in the development and 
characterization of electric and magnetic probes. In [3] the results 
of a probe with a CPW fed transmission line in the frequency range 
of 0.1 to 0.3GHz is presented whereas in [4] a resonance 
suppressed magnetic field probe which operates in the 1-7GHz 
frequency band is presented. All these probes measure only one 
component of the electric or magnetic field at a time. Also, the 
larger size of these probes reduces the performance by reducing 
the spatial resolution as the size of the probe is inversely 
proportional to the spatial resolution of the probe [5]. 

It is necessary to have all the 3 components of magnetic or 
electric fields for accurate prediction of radiated emissions [6]. But 
it requires a large scanning time in order to complete one surface 
of a printed circuit board during the near field measurements. In [7] 
three dimensional (3D) near field scanner for IC chip level 
measurements is proposed. It consists of 3D near field scanner with 
a magnetic probe head. Two separate magnetic fields probe (to 
measure normal and tangential component of magnetic field) for 
measuring three dimensional fields in high frequency planar 
circuits is proposed in [8]. Still, these methods don’t reduce the 
scanning time because each component has to be measured 
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separately.  In order to minimize the scanning time we propose a 
3D scanning system consisting of a near field scanner and a 3D 
magnetic field probe. 

In this work a new 3D magnetic field probe which measures 
the three components of the magnetic field simultaneously is 
designed and validated. It is used to measure the three magnetic 
field components of the radiated emissions from a device under 
test (DUT), over a broad range of frequencies. The near-field 
exposure assessment of the radiated field from RFID reader 
antennas used in Libraries is then studied. An RFID rectangular 
loop antenna operating at 13 MHz is designed and fabricated. The 
designed antenna is simulated on HFSS using finite element 
method (FEM) then the simulations are compared to the real 
measurements of the magnetic field near the antenna using the 
designed probe. 

2. Probe Design 

2.1. Magnetic field Sensors Theory 

 Electromagnetic field is a combination of two types of 
quantities: electric and magnetic fields. In the near-field regions 
they should be both measured since they are not related to each 
other as in the far-field region. So we have six field components 
three for each field, each one should be measured separately. In 
this work we will focus in the magnetic field measurement. 
Magnetic field passing through a loop generates a voltage across 
its terminals according to Faraday’s law, which states that the 
induced voltage is proportional to the rate of change of magnetic 
flux through a circuit loop: 

.emf
d dV B dS
dt dt
φ

= − = − ∫∫


 
(1) 

 Each single loop is capable to measure one component of 
magnetic field. For total magnetic field distribution three 
orthogonal components Hx, Hy, and Hz must be measured. The 
overall magnetic field Ht can be determined from the root sum 
square of these quantities: 

2 2 2
t x y zH H H H= + +

 
  (2) 

2.2. Design Probe 

 

Fig. 1. 3D H-field Probe 

The designed 3D H-field probe consists of three orthogonal 
identical loops combined in a 1×1.2×1.3cm3 plastic cube having 
their centers at the same plane (Fig. 1). Each loop has 3 turns with 
radius of 3mm. The terminals of each loop are connected to the 
channels of the Teledyne LeCroy oscilloscope (which also 
measures the frequency domain as a spectrum analyzer) through 
a coaxial cable. The difference between the loop centers was taken 

into account in post processing. The whole loop structure is 
attached to the robot arm in the scanning system. 
 
2.3. Probe Calibration 

Calibration is a process done to find the probe performance 
factor which is the antenna factor (AF). It is like a transfer 
function between the measured voltage across the loop and the 
magnetic field in the scanned geometry. The calibration of 
electromagnetic field probes needs to generate a reference field 
which intensity and spatial configuration are known with good 
accuracy inside a certain volume where the calibrated probe is 
placed. 

Several probe calibration techniques are available nowadays. 
Transverse Electromagnetic (TEM) cells [9], waveguides, and 
also a 50 ohm simple microstrip line can be used.  

 

 
Fig. 2. Calibration Setup 

 
In this work FCC-TEM-JM1 cell was used to produce 

calculable electric and magnetic field strengths. It operates in the 
transverse electromagnetic mode, so that both the E and H-field 
components generated between the septum and outer conductor 
have the characteristics of a wave propagating in free space. The 
field strength can be calculated from the dimensions of the cell, 
its impedance at the measurement plane and the input power as 
shown in the equations below: 

2. . [watt]
[ / m]

[ ]
c inZ P

E V
h m

=
 

(3) 

[ / ][ / ]
[ ]

E V mH A m
η

=
Ω  

(4) 

Where cZ is the input impedance of the measuring instrument      
in ohms 

inP is the input power in watts  

h  is the distance in meters between the septum and the 
outer  conductor of the TEM cell 

η is the intrinsic impedance of the free space in ohms 
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0

0

µη
ε

=
 

(5) 

The antenna factor then can be calculated by placing the probe 
inside the TEM cell and measuring the induced voltage  .indV   

across the loop terminals, according to the following equation: 

.

/ [A/ m][dB ] 20log
[ ]ind

A m HAF
V V V

 
=  

   
(6) 

Where .indV  is the induced voltage in the loop (in volts) and it is 
given by: 

21
2 .arg( )

. 212. . . [ ]. j S
ind c inV Z S P watt e=

 
(7) 

The AF of each loop in the proposed probe is shown in Fig.3 for 
a frequency range of [10MHz – 1GHz] along with the AF factor 
of a single loop. 

 

Fig. 3. Measured antenna factor versus frequency for the designed probe 
 

The antenna factor varies from 44 dB(A/m.V) for low frequencies 
and up to 5 dB(A/m.V) at 1 GHz. Compared to the single loop AF, 
the antenna factor of each loop in the 3D probe has fluctuations 
above 200MHz . These are due to the coupling between the 
individual loops in the 3D probe. This factor is important to know 
the level of the field above the DUT when using the probe in the 
near-field measurement system. 
 
3. Scanning System Validation 

The 3D scanning system consists of a scanning robot, Teledyne 
LeCroy WaveRunner 640Zi oscilloscope, PC and the designed 3D 
H-field probe (Fig.4).  The scanning robot is connected with the 
oscilloscope to the PC. The PC is programmed to control the 
movement of the robot and the data collection from the spectrum 
analyzer. The plastic arm of the robot holds the probe above the 
DUT. The movement of the robot arm can be precisely adjusted to 
0.1mm/step by a 3D movable controller system. The output of the 
probe is connected to the 3 channels of the oscilloscope using 
coaxial cables. Since there is no preamplifier, the noise floor of the 
spectrum analyzer limits the measurements to frequencies above 
10MHz. 

 
Fig. 4. Measurement System Setup 

 

To validate the test bench, the magnetic near-field of a simple 
passive circuit used as DUT is measured and then the experimental 
results are compared to theoretical ones. The electromagnetic field 
components, depends on the geometrical parameters (Fig. 6) and 
the injected power of the DUT. A standard circuit that is consisting 
of a cylindrical conductor above a ground plane is used as the DUT. 
The DUT is terminated by 50 ohm load at one end and excited by 
a power of 16dBm by a signal generator at the other end (Fig. 5). 

 
Fig. 5. Standard Validation Circuit 

 

The magnetic field was computed using the expressions of the 
transverse electric and magnetic field components that are 
obtained by electrostatic calculation with the use of image theory 
[10]: 

2 2 2 28
( ( ) )( (z n) )y

yznE K
y z n y

=
+ + + −  

(8) 

2 2 2

2 2 2 2

( )4
( ( ) )( (z n) )z
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− +
=

+ + + −  
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y zH E
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1
z yH E
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=

 
(11) 

Where, 2 2n h a= −   and   
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cPZ
K
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 The propagating waves along the cylindrical conductor in the 
above circuit (Fig. 5) are characterized by a quasi-TEM mode. So 
we will only measure the transverse components of the magnetic 
field (Hy and Hz). 

 

Fig. 6. Geometrical dimensions for the validation circuit 

 The z-axis is normal to the scanned plane, and the probe 
moves in the x and y directions measuring the magnetic field 
radiation from the DUT. Measurements were done at four 
different highs (4, 6, 8, and 10mm), and the scan was along y-axis 
with a step of 1mm.  The computed theoretical field values are 
compared with the measured ones and they are presented in Fig. 
7 and Fig. 8. 

 
Fig. 7. Tangential H-field component Hy 

 
Fig. 7 shows the tangential magnetic field component Hy, 

while Fig. 8 shows the normal one Hz. The comparison shows that 
the field measurements are in good agreement with the theoretical 
calculations for the 3D probe. Also good spatial resolution is 
obtained for the probes in measuring the magnetic field 
components. 

 
Fig. 8. Normal H-field component Hz 

     
4. RFID System Characterization 

4.1. RFID Loop Antennas 

Most of the RFID readers are designed with loop antennas. 
Loop antennas feature simplicity, low cost and versatility. They 
are made of a loop of a conductor that may have various shapes: 
circular, triangular, square, elliptical, etc. They are widely used in 
communication links up to the microwave bands (up to 3GHz). 
They are also used as electromagnetic field probes. 
 

Loop antennas are usually classified as electrically small and 
electrically large antennas. Electrically small loop antennas are 
those who have their circumference less than tenth of the 
wavelength (C < 0.1λ), while in electrically large antennas the 
circumference is near the wavelength (C ≈ λ). Small loops are 
equivalent to a magnetic dipole and they have a far-field pattern 
very similar to that of a small electric dipole normal to the plane 
of the loop [11]. 
 
4.2. Designed RFID Antenna 

In this paper, a rectangular small loop antenna operating at 13 
MHz is designed. It is the typical RFID reader antenna used in 
library RFID systems. First the RFID reader antenna was designed 
and simulated using HFSS; it consists of 1-turn rectangular loop 
and a matching network. The rectangular loop has the dimensions 
of 140mm×140mm with a line width of 5mm. 

The loop antenna has inductive input impedance; hence a 
parallel RC circuit should be used as a matching circuit. An 
impedance matching circuit was designed using surface mounted 
device (SMD) lumped elements to match the antenna to the 50Ω 
feed line at the operating frequency. Fig. 9 shows the 
corresponding circuit of the designed loop antenna, and Fig. 10 
shows the 3D far field pattern where the loop lies in xy plane. 

http://www.astesj.com/


K. Jomaa et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 492-497 (2017) 

www.astesj.com     496 

 

Fig. 9: Simulated RFID rectangular loop antenna 
 

 

Fig. 10: 3D far field pattern of the designed antenna 
 

The antenna prototype is then fabricated on a dielectric 
substrate FR4 with the dimensions of 150mm×150mm and 1.6mm 
thickness as shown in Fig. 11.  The dimensions of the square loop 
are 140mm×140mm, and the width of the copper trace is 5mm. 

 

Fig. 11: Fabricated RFID loop antenna 
 

The reflection coefficient measurement in Fig. 12 shows that 
the antenna resonant frequency is exactly at 13MHz. The measured 
reflection coefficient of the antenna is in good agreement with the 
simulation. 

 
Fig. 12: Reflection coefficient of the designed RFID loop antenna 

 
4.3. Characterization of the Designed RFID Antenna 

The RFID antenna was excited with a CW signal having a 
source power of 10dBm, which is a typical power supply value 
for the RFID readers used in libraries applications [12]. The field 
mapping was done along y-axis and at two different heights 
(h=1cm & h=5cm) above the RFID reader loop antenna. These 
heights were chosen since they are the typical heights for the 
human exposure to library RFID systems. Then the measured 
magnetic field is compared with the simulated values and 
compared with ICNIRP guidelines for exposure limitations [13]. 

 

 
Fig. 13: Magnetic field strength above the RFID reader antenna along y-axis 

at height h=1cm 
 

The magnetic field strength of the three components (Hx, Hy, 
and Hz) at the two different heights above the RFID reader antenna 
is shown in figures Fig. 13 and Fig. 14. The simulation values 
obtained with HFSS are in good agreement with the measured ones, 
except the Hx component. This mismatch is due to the low level of 
Hx field if compared to the other components, so the coupling 
effect on the x component loop in the 3D probe is too high in this 
case. At h=1cm the Hy component has a maximum level of 0.2A/m 
while Hz has a maximum level of 0.18A/m where Hx has a level 
below 0.06A/m. At h=5cm the Hy component has a maximum 
level of 0.04A/m while Hz has a maximum level of 0.07A/m where 
Hx has a level below 0.02A/m. 
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At our operating frequency the reference level in the 
Guidelines is 0.2µT, which is equal to 0.16A/m in free space. This 
limit value refers to full body exposure for 6 minutes period. 
Considering the RFID reader used in library systems, there is a 
partial body exposure and the exposure lasts just for few seconds. 
So the obtained values at h=1cm which are little bit above the 
allowed ones (0.04A/m for Hy and 0.02A/m for Hz) in the 
Guidelines are acceptable for this application. Moreover, the RFID 
reader antenna in Library systems is placed under a table so there 
is about 2cm between the antenna and the table surface. 

 
Fig. 14: Magnetic field strength above the RFID reader antenna along y-axis 

at height h=5cm 
 
5. Conclusion 

In this paper we have presented a near-field measurement   
system with a new 3D magnetic field probe design. The system 
consists of a 3D magnetic field probe, 3D scanning robot, and a 
digital oscilloscope. The designed probe was calibrated using a 
TEM cell, and the antenna factor between 10 MHz and 1 GHz was 
presented. The system was validated using a wire over a ground 
plane loaded with 50 ohm impedance. Good results were obtained 
for the used probe in measuring the magnetic field in the near 
region. Then an RFID reader loop antenna, used in Library RFID 
systems, was simulated and designed. The magnetic field strength 
near the designed antenna is then measured with the designed 
probe and analyzed. The simulations obtained with HFSS and the 
measurement results were compared to the action levels stated in 
ICNIRP Electromagnetic Fields Guidelines. 
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 Nowadays, compliant micro-motion stages offer high positioning accuracy and 
repeatability. When assembled with conventional stages, the resulting dual-range 
positioning systems allow for nanometer scale accuracy within a centimeter scale working 
area. However, such systems invoke a high cost and large footprint. This paper presents a 
low-cost, compact compliant XY micro-motion stage where dual-range manipulation has 
been implemented in an effort to maintain the workspace area and increase the positioning 
accuracy. The method presented in this work employs the use of a large range/low 
resolution linear encoder to measure the position of the stage (coarse positioning), before 
using short range/high resolution capacitive sensors to correct the positioning error (fine 
positioning). This solution achieves a positioning accuracy close to 1μm within a workspace 
of ±2.2mm×2.2mm. The compliant stage has been machined from Aluminum 7075-T6 using 
Wire Electric Discharge Machining (WEDM). This material is well known for its large 
reversible strain and its suitability for compliant mechanisms. 
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1. Introduction  

Due to advantages such as compactness, cost reduction and 
enhanced performance, compliant XY motion stages are promising 
alternatives to conventional linear stages. They have a wide range 
of applications, such as fibre alignment, semi-conductor 
positioning, scanners for an Atomic Force Microscope (AFM) and 
micro-assembly. Their inclusion in micro-motion applications has 
allowed for accuracy and repeatability values in the nanometre 
scale. Compliant stages have been reported to have no backlash; 
no friction; no noise emission and no need for lubrication. 
However, they also have several disadvantages such as non-linear 
behaviour and limited working area. A multitude of compliant XY 
motion stages have been reported in the literature [1-10], with a 
range of motion from 105 × 105µm2 to 25 × 25mm2 and a 
positioning accuracy from 10μm down to a few nanometres. 
Combining high accuracy and large workspace implies expensive 
metrology such as ultra-high resolution/large range sensors and 
actuators. The aim of this work is to use the concept of dual-range 
manipulation to achieve a positioning accuracy of a few 
micrometres within a workspace of a few millimetres, while 
keeping the cost as low as possible.  

The concept of dual-range manipulation is to use two sets of 
actuators and/or sensors within the same system. The first set 
allows for positioning in a large workspace but has a low 
positioning accuracy. The second set covers a smaller workspace, 

just enough to compensate the positioning error of the coarse 
mechanism and has a high positioning accuracy.  

The main advantage of dual-range manipulation is the cost 
reduction. It also avoids the need for complex calibration, tight 
manufacturing and assembly tolerances.  

Most conventional dual-range micro-motion stages simply 
consist of two stages serially connected, simplifying their design 
and assembly. Some stages can achieve a very high absolute 
positioning accuracy over a large range of motion by using ultra-
high resolution/large range sensors such as laser interferometers. 
However, this implies a high cost and often a large foot print. For 
instance, the stage designed in [11] consists  of a piezo (PZT) 
actuated stage mounted on the top of a DC motor driven stage, 
resulting in a 300×300mm2 workspace and a positioning accuracy 
of ±10nm. A 3-DOF stage was designed in [12] using linear motors 
for the coarse positioning and voice coil actuators (VCAs) for the 
fine positioning. The system has a workspace of 500×500mm2 and 
can achieve nanometre scale accuracy, with a repeatability of 
50nm. The positioning stage developed in [13] combines a 2-DOF 
coarse positioning stage driven by linear motors and a 6-DOF fine 
positioning stage driven by VCAs and magnetic bearings. The 
stage has a 300×300mm2 workspace with an accuracy of 10nm 
and 15nm along the X and Y axes, respectively. The 3-DOF stage 
from [14] combines two linear motors and four PZT actuators, 
giving it a working range of 200×200mm2 working range and an 
accuracy of 13nm. The stage designed in [15] also combines VCAs 
and PZT actuators. It can achieve an accuracy of ±20nm within a 
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workspace of 25×25mm2. Another 1-DOF stage was developed in 
[16] using a linear motor for the coarse motion and a VCA for the 
fine motion. The positioning accuracy achieved was 10nm within 
the working range of 300mm.  

The high cost, high accuracy and large workspace of these 
stages are not justified for miniaturised product assembly 
applications. In addition, stacking two stages on the top of each 
other increases the moving mass and therefore slows the dynamic 
response 

Other stages use high resolution/short range sensors such as 
capacitive sensors for the fine positioning. This solution involves 
cheaper equipment but allows for the same positioning accuracy. 
However, positioning is relative to the current coarse position of 
the stage. For instance, the 2-DOF stage developed in [17] consists 
of a PZT actuated stage mounted on top of a DC motor and a lead 
screw driven stage. It can reach  sub-micrometre accuracy using 
capacitive sensors and has a workspace of 200×100mm2. The 1-
DOF stage designed in [18] uses a VCA for the coarse positioning 
and a PZT actuator for the fine positioning. The high resolution 
linear encoder used allows for a positioning accuracy of 20nm 
within a workspace of 80mm.  

In some cases, the dual-range manipulation is carried out using 
a single compliant stage in which two sets of actuators and/or 
sensors are integrated. For instance, the 1-DOF stage developed in 
[19] consists of a PZT actuator directly mounted on a VCA with a 
positioning accuracy  in the nanometer scale. For each direction of 
motion, the XY motion stage designed in [20] uses  one PZT 
actuator connected between the base and a lever mechanism to 
amplify the motion and a second one connected between the lever 
mechanism and the stage for the fine positioning. The positioning 
accuracy achieved is 10nm but the workspace is only 
119.7×121.4µm2. Another compliant dual-range XY motion stage 
designed in [21] uses only two VCAs and two sets of strain gauges, 
one for the coarse positioning and one for the fine positioning. The 
resolution of the coarse motion is 8.52μm for a range of -1.94mm 
to 2.47mm; while it is 1.63μm for the fine motion in the range of -
0.22mm to 0.31mm. The advantage of this solution is that once the 
stage has been calibrated, both coarse and fine positioning are 
absolute. However, the fine positioning mode cannot be used for 
the whole workspace. 

 This paper presents the design and testing of a dual-range 
micro-motion XY motion stage based on our previous work from 
[22, 23]. A novel coarse/fine positioning concept is used to achieve 
low cost high accuracy positioning. Firstly, the force-displacement 
characteristics of the stage are defined using Finite Element 
Analysis (FEA). The fabricated stage is then evaluated and the 
results are compared with FEA. Finally, the dual-range positioning 
system including the compliant stage is designed, fabricated and 
test results are presented. Unlike most of the available dual-range 
stages, this system uses the same actuator for both coarse and fine 
positioning in a parallel setup, resulting in a reduced cost, a 
reduced footprint and a faster response. This concept can be used 
for systems with larger workspace and with different types of 
sensor and actuator, so that the right cost/accuracy balance can be 
achieved. 

Table 1. Initial geometrical parameters for the XY motion stage 

Parameters E (MPa) σmax (MPa) Ρ (kg/m3) Ν 
Values 71700 505 2810 0.33 

2. Compliant XY Motion Stage Design 

The structure of the compliant XY motion stage presented in 
this paper is based upon the stage designed in [22] and 
implemented in [23]. The dimensions of the beams are chosen to 
be 45mm in length to increase the range of motion, 6 mm in height 
to maintain a high stiffness along the Z-axis and 0.5mm in 
thickness to limit the force input requirement. As with most of the 
compliant stages reported in the literature, this stage is made of 
aluminium 7075-T6. This material is well known for its large 
reversible strain. In order to reduce the stress concentration, 
corners of 0.5mm radius have been added at both ends of the 
beams.   

2.1. Force-displacement analysis 

In order to size the actuators and define the travel range of the 
stage, FEA is carried out using ABAQUS.  

Firstly, a buckling analysis is carried out, where the buckling 
point of the beams will determine  the travel range of the stage. For 
short beams, the force required to cause buckling is often much 
higher than the force required to reach the material’s yield strength. 
However, for longer or thinner beams, buckling can occur before 
the yield strength is reached. In the present case, buckling occurs 
at the inner beams (Fig. 1) when the stress at the centre increases 
suddenly and the difference between the input and the output 
displacement of the stage increases significantly. From Fig. 2, the 
buckling point is estimated to occur when the input displacement 
is around 4.05mm, corresponding to an input force of 351.3N. 

To continue, a stress/strain analysis is carried out. An input 
displacement is gradually applied on one side of the stage until the 
yield strength of the material is reached. The output displacement, 
the maximum stress and the reaction force are recorded. In this 
case, the yield strength of 505MPa is attained when the input 
displacement is 3.24mm, corresponding to a reaction force of 
208.1N. The yield strength of Aluminium 7075-T6 is therefore the 
main limit to the travel range of the stage. To ensure a long fatigue 
life and to limit the force input requirement, the travel range of the 
final design is limited to ±2.2mm × 2.2mm. This corresponds to 
an input force of approximately 70N. 

 

Fig. 1. Buckling point when a load is applied along X 
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Fig. 2. Stress and output displacement response to a large input displacement  

The output displacement is also compared with the input 
displacement. The axial deformation of the inner parallelogram 
beams causes the output displacement to be slightly different from 
the input displacement. The results show that for an input 
displacement between 0 and 2.2mm, the difference between the 
input and the output displacement can reach 5µm. 

2.2. Coupling analysis 

It is desirable for a compliant stage to have a minimal cross-
coupling between the axes of motion. An analysis is therefore 
carried out to evaluate the parasitic displacement along the Y 
direction when a load is applied in the X direction. An input 
displacement of 2.2mm is first applied along the Y direction, as 
presented in Fig. 3. The maximum parasitic displacement is 65μm 
(Fig. 4), corresponding to a coupling of 3%. An input displacement 
of 2.2mm is then gradually applied along the X direction. The 
results show that the maximum displacement error along Y is 
67µm (Fig. 5).  

 

Fig. 3. Deformed XY motion stage with input displacement applied along X and 
Y directions 

 

Fig. 4. Measurements of the parasitic displacement for single direction loading 

 

Fig. 5. Coupling error between X and Y 

2.3. Dynamic analysis 

In order to limit the effect of external vibrations, the first 
natural frequency of the compliant stage must be kept as high as 
possible. A high ratio between the first two natural frequencies and 
the third natural frequency is also desirable as it guarantees that the 
stiffness along the two directions of motion is much lower than the 
stiffness along all other directions, thus avoiding unwanted 
motion. The stiffness ratio of compliant stages usually lies between 
2 and 5 [4, 5, 10, 24-26]. A dynamic analysis of the stage is carried 
out with ABAQUS using the Lanczos Eigen solver (Fig. 6). The 
first two modes correspond to simultaneous vibrations along both 
the X and Y-axes, which occurs at 55.8Hz. The third mode, 
corresponding to a rotation around the Z-axis occurs at 249.5Hz. 
Finally, the fourth mode, corresponding to vibrations along the Z 
axis occurs at a frequency of 313.3Hz. The ratio between the first 
two natural frequencies and the third one is greater than 4. 
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Fig. 6. Modal analysis results from FEA 

3. Compliant XY Micro-motion Stage Fabrication and 
Testing 

Most of the compliant stages reported in the literature are 
fabricated using Wire Electric Discharge Machining (WEDM). 
This technique allows for tight tolerances and a smooth surface 
finish. However, it is costly. Laser cutting and CNC machining 
were also considered but these processes are not suitable for 
machining 0.5mm thick beams. The first one would melt the beams 
and the second one would bend the beams because of the cutting 
force applied. The stage was fabricated using (Fig. 7). Corners of 
0.5mm radius have been added to reduce the stress concentration.  
The stage is driven by two VCAs from Moticont (LVCM-051-064-
02) with a 12.7mm stroke, 68.2N continuous force and a force 
constant of 21.6N/A. The moving coils are guided using high 
accuracy preloaded miniatures guides from SKF (LZMHS12-
37T2P1). The VCAs are controlled by two Ingenia Pluto Drives, 
allowing for a position command resolution of 1.07µm over 
±2.2mm along both directions using a 12-bit Analogue to Digital 
converter (ADC). The displacement of the actuators is measured 
using two linear encoders from Renishaw (ATOM4T0-150) with 
a resolution of 100nm. 

3.1. Force-displacement test 

A test is carried out to establish the relationship between the 
input displacement and the reaction force. The input displacement 
along the X-axis it maintained at 0mm while it is varied from 0mm 
to 2mm along the Y-axis. The linear encoders are used to measure 
the position of the VCAs. As the servo drives include a built-in 
current sensor, the force is derived from the current using the 
VCA’s force constant. The results are shown in Fig. 8. The force 
error of the first few readings is due to the internal friction in the 
bearings and can be neglected. The maximum force error, 
occurring at 2mm, is 11.1% when compared with FEA. 

 

Fig. 7. Fabricated compliant XY micro-motion stage 

 

 

Fig. 8. Stiffness along a single direction 

3.2. Frequency response analysis 

In order to obtain the frequency response of the XY motion 
stage, a testing rig is set up to allow the stage to vibrate freely. An 
impulse is used to generate free vibrations which are measured 
along the X, Y and Z axes using a 3-dimensional accelerometer 
(ICP-T356A16), placed at the centre of the stage. The sensitivity 
of the accelerometer is 100mV/G and its output signal is processed 
by a Dual Channel Accelerometer Amplifier (FE-376-IPF) and 
recorded using a National Instruments data acquisition card (6008) 
with a sampling rate of 10kHz. 

Labview is used to obtain the frequency domain response of 
each direction of motion using the Fast Fourier Transform (FFT). 
The testing rig setup is presented in Fig. 9. A peak in amplitude in 
each spectrum corresponds to the natural frequency along the 
corresponding direction of motion. The results are then compared 
with FEA, taking into account the mass of the accelerometer.  The 
recorded resonant frequencies are 47Hz along the X and Y-axes 
and 267Hz along the Z-axis. When compared with FEA, the 
corresponding errors are 15.8% along the X and Y-axes and 14.8% 
along the Z-axis respectively. This error can be due to the mounts 
applying a small preload in the beams when being screwed. 
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Fig. 9. Experimental vibration test setup. 1) Data acquisition card, 2) Amplifier, 
3) 3D accelerometer, 4) Compliant XY motion stage 

4. Dual-Range Positioning XY Micro-motion Stage 

The assembled stage is presented in Fig. 10. It consists of a 
platform directly fixed to the centre of the compliant stage. Two 
small plates are mounted on the platform and are used as a target 
to measure the output displacement of the XY motion stage. The 
total moving mass is approximately 1kg. 

4.1. Input Position Control 

The input position control of the XY motion stage  controls the 
linear displacement of the VCAs with a Proportion-Integral-
Derivative (PID) loop using the two linear encoders as feedback. 
The output displacement (i.e. displacement of the moving 
platform) is measured with two capacitive sensor heads (CS1) 
from Micro-Epsilon with DT6110 controllers, giving a resolution 
of 100nm and a reading accuracy of 0.5µm over a range of 1mm. 
These sensors are mounted on a carrier and are moved along a 
guiding rail using two Firgelli L12-P micro linear actuators with a 
10mm stroke and ±0.1mm repeatability.  

 

Fig. 10. Fabricated XY motion stage 

The input displacements along the X and the Y directions are 
controlled with LABVIEW 2014 through the analogue outputs of 
a Labjack U6 Pro data acquisition card.  

To begin with, a single direction displacement test is carried 
out over a range of 0mm to 2.2mm along Y. The results show that 
the difference between the input and the output displacement is 
4µm and that the parasitic translation along the transverse direction 
is 53µm (Fig. 4), corresponding to a coupling of 2.4%.  

A bi-directional loading test is then carried out. The input 
displacement of 2.2mm previously applied along the Y direction is 
maintained and an input displacement of 2.2mm is gradually 
applied along the X direction. The results are presented in Fig. 5. 
The first observation made is that the results are in accordance with 
FEA, where the maximum error is less than 3µm for 2.2mm input 
displacement. The second observation is that the maximum 
recorded parasitic displacement is 50µm. 

4.2. Dual-range positioning 

The observations made from the input position control test 
show that there is a coupling between the two axes of motion that 
cannot be predicted when moving the stage along both directions 
simultaneously. There is also a difference between the input and 
the output displacement of up to 14µm. To compensate for this 
positioning error, a set of high resolution sensors is added to the 
system in order to directly measure the output displacement of the 
stage. These sensors are mounted on a carrier and are moved along 
a guiding rail using two Firgelli L12-P micro linear actuators with 
a 10mm stroke and ±0.1mm repeatability. The dual-range 
positioning procedure for each direction of motion is as follow: 

i. The stage is moved to its desired position in open-loop 
mode (coarse positioning) 

ii. The high resolution sensors are moved close to the moving 
platform and the relative position is recorded and used as 
the initial position for the next step 

iii. The positioning error is measured using an external system 
iv. The stage is moved by the positioning error measured in 

closed-loop mode using the feedback from the high 
resolution sensors (fine positioning) 

A second PID loop is added to control the output displacement 
of the stage using the readings from the high resolution sensors. 
The simplified plant model is presented in Fig. 11. The gains are 
tuned using the trial-and-error method and will be refined at a later 
stage if necessary.  

 
Fig. 11. Fine positioning control loop for the XY micro-motion stage 
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The external system used to measure the positioning error 
depends on the system in which the XY motion stage is integrated. 
This choice is up to the user. For instance, a high resolution vision 
system can be used to measure the position of the moving platform 
on which a calibration grid is placed. Alternatively, a coordinate 
measurement machine (CMM) was used in [23] to measure the 
positioning error.  

Sensor selection 

The choice of high resolution sensor is critical, however it 
involves a trade-off between the cost of the system and the 
measuring accuracy . Table 2 presents a qualitative analysis of the 
four types of sensors considered for this application based on 
quotations from RENISHAW®, KEYENCE Ltd. and MICRO-
EPSILON Ltd. The most suitable solution in terms of this trade-
off between cost and accuracy is the capacitive sensor. Therefore, 
the sensors used to measure the open-loop behaviour of the 
compliant stage are reused for the closed-loop control of the fine 
positioning, along with the linear actuators. The dual-range setup 
of the XY motion stage is presented in Fig. 12. 

Testing 

Since the capacitive sensors directly measure the position of 
the stage, they can be used to estimate the relative positioning 
accuracy. It is assumed that due to the nonlinear stiffness of the 
compliant stage, the force disturbance is higher for large 
displacements. Therefore, a test is carried out for an input 
displacement of 0mm along both directions and then for 2.2mm 
along both directions. The sensors’ readings are recorded for a 
period of 20 seconds in fine positioning mode and the accuracy is 
estimated from the maximum amplitude of oscillation once the 
steady state is reached. Fig. 13 shows the steady state response 
along both directions for 0mm loading. It can be clearly seen that 
the maximum amplitude of oscillation is smaller than ±0.5µm, 
which is beyond the reading accuracy of the capacitive sensors. 
Fig. 14 shows the steady-state response for 2.2mm bidirectional 
loading. The amplitude of oscillation increases and reaches ±2µm. 
This oscillation is due to the nonlinearities arising from the 
compliant stage. Additionally, the resolution of the analogue to 
digital converter (ADC) used to read the position command sent 
by the data acquisition card is only 12-bits. This corresponds to an 
incremental position resolution of 1.12µm. Controllers with a 
higher resolution would allow for a higher positioning accuracy. 

5. Conclusion 

A compliant XY micro-motion stage made from Aluminium 
7075-T6 was characterised and fabricated, with a travel range of 
±2.2mm×2.2mm and a coupling of 2.4%. The simulation results 
in terms of working area and stiffness are in accordance with FEA. 
The maximum displacement error of the micro-motion stage 
measured in coarse positioning mode was 67µm. The concept of 
dual-range manipulation was therefore introduced using capacitive 
sensors for the fine positioning. The relative positioning accuracy 
was reduced to less than ±2μm in the worst-case scenario. This 
error can be reduced by using higher resolution motor controllers 
and sensors. Therefore, there is a great potential for compact, low-
cost and high accuracy micro-motion using dual-range positioning. 
The stage will later be integrated in a hybrid miniaturised product 
assembly system.  

Table 2. Sensors’ rating 
Sensor Accuracy Sensing 

Range 
Cost Environmental 

Sensitivity 
Capacitive +++ - + + 
Interferometer +++ + -- + 
Eddy current + -- - +++ 
LVDT(1) -- +++ +++ +++ 
(1) Linear Variable Differential Transformer 

 

Fig. 12. Side view of the XY motion stage. 1) Linear actuator, 2) Capacitive sensor 
head, 3) Moving Platform, 4) Target, 5) Compliant XY stage, 6) Linear encoder, 
7) VCA   

 

Fig. 13. Capacitive sensors readings in fine positioning mode at position 0mm 
along a) the X-axis, and b) the Y-axis 
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Fig. 14. Capacitive sensors readings in fine positioning mode at position 2.2mm 
along a) the X-axis, and b) the Y-axis 
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 Feature extraction is playing a significant role in bio-signal processing. Feature 
identification and selection has two approaches. The standard method is engineering 
handcraft which is based on user experience and application area. While the other 
approach is feature learning that based on making the system identify and select the best 
features suit the application. The idea behind feature learning is to avoid dealing with any 
feature extraction or reduction algorithms and to train the suggested model on learning 
features from input bio-signal by itself. In this paper, Self-Organizing Map (SOM) will be 
implemented as a feature learning technique to learn the model extract the features from 
the input data. Deep learning approach will be proposed by deploying SOM to learn 
features. In the proposed model, the raw data will be read then represented by using 
different signal representation as Spectrogram, Wavelet and Wavelet Packet.  
The newly represented data will be fed to self-organizing map layer to generate features, 
and finally, the performance of the suggested scheme will be evaluated by applying different 
classifiers such as Support Vector Machine, Extreme Learning Machine, Evolutionally 
Extreme Learning Machine and Discriminate Analysis Classification. Analysis of Variance 
(ANOVA) and confidence interval for different classifiers will be calculated. As an 
improving step for the results, classifier fusion layer will be implemented to select the most 
accurate result for both training and testing set. Classifier fusion layer led to a promising 
training and testing accuracies.  
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1. Introduction  

This paper is an extension of work originally presented in 2016 
8th Cairo International Biomedical Engineering Conference 
(CIBEC) [1]. However, we will implement Self-Organizing Map 
as a feature learning technique after representing raw data by using 
different data representation techniques. Supervised learning is 
considered as highly limited technique despite being applied to 
various applications. Still, most of the applications require 
engineering handcraft extraction by using different algorithms. 
This means that the primary target is, to represent the data by using 
good feature representation. Whenever feature representation is 
good, classification error should be expected to be less.  

However, engineering handcraft representation is still 
exhausting and time-consuming in addition to that, it depends on 
researcher experience. Many suggested feature learning techniques 

may be applied to enhance feature representation automatically 
and save time and effort. The chief governor on the performance 
of used feature learning technique is the classification error. The 
most approach for implementing feature learning belongs to deep 
learning concept. Deep learning started in 1986 when Rina Dechter 
presented the basics for first and second order deep learning [2]. 
Later, deep learning is considered as a branch of machine learning 
where, it depends on multilayer by implementing the algorithm, in 
each layer, to represent data. Each layer feature output should be 
the input to the next cascaded layer [3]. Each layer in deep learning 
is implemented by using a hidden layer of artificial neural 
networks [4], where features are being learned by using the 
artificial neurone as shown in fig 1 where a very simplified flow 
chart of deep learning steps. Deep learning learns features in a 
hierarchal concept. The learning is being processed layer by layer, 
and extracted notations are being learned from lower level layers 
[5]. Deep learning can be used in supervised learning by translating 
the data into useful representations and remove any redundancy in 
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representations or features. The significant advantage of deep 
learning is that it can be used in unsupervised learning, where data 
is unlabelled. Unlabelled data is more challenging than labelled 
one. Neural history compressors[6] and deep belief networks[7] 
are considered as an example for implementing deep learning for 
unsupervised learning. 

 
Fig.1. Deep Learning simplified steps 

This paper is structured by giving a brief on previous work that 
was published in finger movement classification and deep learning 
implementation for the biomedical signal. Very simplified review 
on the self-organizing map and three bio signal representations 
(Spectrogram, Wavelet and Wavelet Packet) will be represented 
where, Discriminate Analysis, Support vector machine, 
Evolutional Extreme Learning Machine, and Extreme learning 
machine will be used as an evaluation step. Analysis of Variance 
(ANOVA) and confidence interval for different classifiers will be 
calculated. Finally, classifier fusion will be added to improve both 
training and testing accuracies.   

2. Previous Work 

In this paper, we will suggest a deep learning model that will 
be able to learn features by itself without utilising any feature 
extraction or reduction technique. The proposed model will be 
skilful in classifying between ten finger movements. Finger 
movement classification was presented previously in many types 
of research as in [8] where the researchers proposed a feature 
projection technique by implementing Fuzzy Neighbourhood 
Preserving Analysis (FNPA) with QR-decomposition. The 
primary purpose of Fuzzy Neighbourhood Preserving Analysis 
(FNPA) is to decrease the distance, to the maximum extent, 
between samples of the same class and increase it between samples 
of different classes. The researchers' purpose was to classify ten 
finger movements, and they verified average accuracy 91% by 
using only two channel electrodes. After that, other authors 
proposed a finger movement classification system. Where, they 
employed Spectral Regression Discriminant Analysis (SRDA) for 
dimensionality reduction, Extreme Learning Machine (ELM) for 
classification and smoothed the results by using majority voting 
method. They achieved classification accuracy 98% from two 
electromyography channels only [9]. Then the authors used the 
same data set collected by using two channel electrodes, which was 
considered a challenging task, to hire Spectral Regression 
Discriminate Analysis (SRDA) for dimensionality reduction, 
kernel-based Extreme Learning Machine (ELM) for classification 
and smoothed the results by using majority voting method [10]. 
Moreover, they applied Particle Swarm Optimization (PSO) to 
optimise the kernel based ELM. Later, other investigators 
suggested a model classifying between 9 finger movements 
(classes) by using two electrodes [11]. They implemented seven-
time domain features and evaluated the system by applying 
Artificial Neural Network (ANN) and k- nearest neighbours (KNN) 

as classifiers. Other investigators suggested using Nonnegative 
Matrix 

Factorization (NMF) technique to select accurate and 
dependable features. They employed neural networks for 
classification and calculated the accuracy for both simple and 
complex flexion where they achieved 95% for simple flexion and 
87% for complex one [12]. After that other researchers suggested 
collecting surface electromyography signal using eight electrodes 
to classify between nine hand motions. They hired two different 
neural networks for classification. The first neural network 
architecture verified 83.43% accuracy while the second one 
achieved 91.85% [13]. Another experiment was published in [14] 
where the authors employed time-domain descriptors (TDD) to 
measure the power spectrum characteristics for electromyography 
signal which in turn reduced the computationally expensive feature 
construction traditional techniques. This suggested method 
improved the error percentage by 8% in comparison with other 
methods [14]. Another trial was published for recognising finger 
movements by using microneedle with average accuracy 94.9% 
[15]. On the other hand, many researchers claimed for 
implementing a general model that should be able to learn features 
by itself without employing any feature extraction and reduction 
techniques which led to deep learning clue. Many published 
experiments were done in hiring deep learning for biomedical data. 
As for example but not limited to, in [16] the authors developed a 
system by using an ensemble of convolutional neural networks to 
classify medical images. Convolutional neural networks were 
implemented for learning features by tunning and for classification 
as well. Other researchers suggested employing convolutional 
neural networks to learn features and developing low-level 
features only [17]. The authors in [18] developed a deep learning 
system to classify between different plaque constituents in Carotid 
Ultrasound. Later, the texture of lung pattern was analysed by 
implementing deep learning technique after employing 
convolutional neural networks [19]. Consequently, we can 
consider deep learning as a feature learning system where the 
system will extract the best features suit the application or in 
another word the system will learn features without employing any 
feature extraction or feature reduction algorithm. We will propose 
a deep learning model by engaging self-organising map in learning 
features from the represented bio signal. The bio signal will be 
represented using either spectrogram, wavelet or wavelet packet. 
We will evaluate the behaviour of our suggested model by hiring 
different classifiers as support vector machine, discriminant 
analysis, extreme learning machine and evolutionally extreme 
learning machine. Evolutionally extreme learning machine will 
lead to higher accuracy results than other implemented classifiers. 
Analysis of variance and confidence interval for different 
classifiers will be calculated as well. Finally, and as a development 
stage, classifier fusion layer will be added to select best local 
classifier. Accordingly, our proposed model will learn features by 
itself without hiring any feature extraction or reduction algorithm 
and verify well-accepted accuracy values. Moreover, 
implementing analysis of variance and confidence interval is 
considered as an in-depth step to understand the nature of the 
relation between our employed classifiers and to know our trustful 
range of accuracy results. 
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3. Self-Organizing Map 

Self-Organizing Map is a typical artificial neural network 
which has two main characteristics. The first one is that it follows 
unsupervised learning technique to generate a lower dimensional 
copy of input training set. The new dimension of the data is 
typically two dimensions, and the new training set is called map. 
While the second characteristic is that it applies error correction by 
using back propagation technique or gradient descent and at the 
same time, keeps the properties for the input by using 
neighbourhood function [7]. Sometimes Self-Organizing Map is 
called Kohonen map in referring to Teuvo Kohonen who first 
invented it in 1980 [8]. Self-Organizing Map may represent the 
nonlinear version of principal component analysis [9]. The new 
two-dimensional data is considered as the features that will be used 
for classification steps. SOM is used in unsupervised learning. The 
network is being trained to generate features from the input data at 
the output instead of producing classes at the output. The input to 
the self-organizing map is the represented data either by 
spectrogram or wavelet or wavelet packet while the output is 
considered as the features. The classifier uses features produced 
from the self-organizing map as an input while; its output is the 
class equivalent to input data.  Fig.2 shows the procedures of signal 
processing by using self-organizing map. 
 

 

 
 

 

Fig.2. Procedures of SOM signal representation 
 

Fig 3 shows the mapping of a point in the input space to its new 
point in the output space.  

 
Fig.3. Mapping input space to output space in SOM 

In this algorithm, the self-organizing map is being used to 
reduce the dimension of the data into lower and more useful 
representation. Consequently, self-organizing map enhances in 
extracting essential features or good representations of input data. 
So, the self-organizing map is in the context of feature learning 
where we have trained data. We will extract some features from 
training data then, apply the algorithm on the testing set and 
calculate the classification error. 

4. Bio-Signal Processing 

4.1. Bio Signal Representation 

To improve the performance and to get lower classifier error, 
we suggest some signal representations can be done on the data 

before being introduced to the self-organizing map stage. The first 
data representation is to take the spectrogram of our input data. The 
spectrogram is to represent the spectrum of frequencies for our 
signal in a visual manner. Mathematically, Spectrogram can be 
calculated by taking the square of the magnitude of Short-Time 
Fourier Transform (STFT) or; it can be named short term Fourier 
transform. Short time Fourier transform is a Fourier-related 
transform, where it divides the long-time signal into shorter 
segments in time. These separated segments should be equal in 
length and then compute the frequency and phase for each segment 
separately. So, simply it is Fourier transform but for shorter 
segments than calculating it for the whole signal at one time[10]. 
The spectrogram output of the data is being trained by the self-
organizing map to extract features then; these extracted features 
should be used in classification stage. Moreover, wavelet was 
applied as signal representation Wavelet is considered as small 
shifted and scaled partitions of the original signal. Fourier 
transform is representing the signal as a sinusoidal wave with 
different frequency while wavelet is representing the signal in the 
form of sharp changes. Wavelet allows us to capture better feature 
representation for abrupt changes in the signal. However, smooth 
representation by Fourier is useful in case of the smooth signal. We 
used Haar wavelet in our software. Fig.4 shows Fourier transform 
representation and wavelet representation. As a comparative study, 
we applied wavelet packet for the signal representation. We used 
six levels for sym10 at sampling frequency 2 kHz.  

 
Fig.4. Fourier transforms representation and wavelet representation 

4.2. Classifiers 

We implemented four classification algorithms, where the first 
is Extreme Learning Machine (ELM), second is Discriminate 
Analysis (DA), third is Support Vector Machine (SVM), and the 
fourth is Self-Adaptive Evolutionary Extreme Learning Machine. 
We compared the accuracy for six different types of SVM (Linear 
SVM, Quad SVM, Cubic SVM, Fine Gauss SVM, Medium Gauss 
SVM and Coarse Gauss SVM) and picked up the most accurate 
result. Also, we compared Linear Discriminate Analysis (LDA) 
and Quadrature Discriminate Analysis (QDA) and selected the 
most accurate result. Fig.5 shows the suggested procedures for our 
implemented feature learning suggested model 

 

 

 

 
 

Fig.5. Procedures of Suggested Feature Learning Model 
 

An extreme learning machine is being used in modelling 
complex systems either linear or nonlinear. The modelling 
algorithm uses gradient free fast convergence tool [20-23], for N 
observations {( 𝑥𝑥𝑖𝑖  , 𝑡𝑡𝑖𝑖)}𝑁𝑁 ,  where 𝑥𝑥𝑖𝑖 ∈  𝑅𝑅𝑑𝑑  𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑖𝑖  ∈  𝑅𝑅𝑚𝑚 . ELM 
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chooses both the input weights and hidden biases in a random 
manner. 

𝑦𝑦𝑖𝑖 =  ∑ 𝛽𝛽𝑗𝑗  ℊ�𝑎𝑎𝑗𝑗 .𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑗𝑗� =𝐿𝐿
𝑗𝑗=1 𝑡𝑡𝑖𝑖         ,   𝑗𝑗 = 1, … ,𝑁𝑁            (1) 

Where  𝑎𝑎𝑗𝑗 = [𝑎𝑎𝑗𝑗1 , 𝑎𝑎𝑗𝑗2 , … , 𝑎𝑎𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅𝑑𝑑  is the input weight, 𝑥𝑥𝑖𝑖   
is the input signal & 𝑏𝑏𝑗𝑗 = [𝑎𝑎𝑗𝑗1 , 𝑎𝑎𝑗𝑗2 , … , 𝑎𝑎𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅 (𝑗𝑗 = 1,2, … , 𝐿𝐿) 
is the bias. Those are the learning parameters of 𝑗𝑗th hidden node, 
𝛽𝛽𝑗𝑗 = [𝛽𝛽𝑗𝑗1,𝛽𝛽𝑗𝑗2, … ,𝛽𝛽𝑗𝑗𝑗𝑗]𝑇𝑇 ∈  𝑅𝑅𝑚𝑚   is the output weight that relates 
output node and hidden node.  Equation (1) can be simplified   

 
𝐻𝐻.𝛽𝛽 = 𝑇𝑇                                                                             (2)     

Where 𝐻𝐻 is the hidden matrix and can be defined as 
 

𝐻𝐻 = �
ℊ(𝑎𝑎1. 𝑥𝑥1 + 𝑏𝑏1) ⋯ ℊ(𝑎𝑎𝐿𝐿 . 𝑥𝑥1 + 𝑏𝑏𝐿𝐿)

⋮ ⋱ ⋮
ℊ(𝑎𝑎1. 𝑥𝑥𝑁𝑁 + 𝑏𝑏1) ⋯ ℊ(𝑎𝑎𝐿𝐿 . 𝑥𝑥𝑁𝑁 + 𝑏𝑏𝐿𝐿)

�                     (3)                                                 

So simply 𝑗𝑗 th element of 𝐻𝐻  represents the corresponding 
output vector of the 𝑗𝑗th hidden neuron with respect to 𝑖𝑖th input 𝑥𝑥𝑖𝑖 , 
the values of  𝐻𝐻 parameter is being selected in a random manner 
Subsequently, the estimate of the 𝛽𝛽𝑗𝑗∗  , 𝑎𝑎𝑗𝑗∗ , 𝑏𝑏𝑗𝑗∗ parameters will be 
calculated using equation (4).  

‖𝐻𝐻( 𝑎𝑎1∗ , … , 𝑎𝑎𝐿𝐿∗  , 𝑏𝑏1∗ , … , 𝑏𝑏𝐿𝐿∗)𝛽𝛽 
∗ − 𝑇𝑇‖ =

                          𝑚𝑚𝑖𝑖𝑎𝑎𝛽𝛽‖𝐻𝐻( 𝑎𝑎1  , … , 𝑎𝑎𝐿𝐿  , 𝑏𝑏1  , … , 𝑏𝑏𝐿𝐿 )𝛽𝛽 
 − 𝑇𝑇‖           (4) 

 
The cost function can be defined by the following equation  
𝑆𝑆𝑆𝑆𝑆𝑆 = ∑ �∑ 𝛽𝛽𝑗𝑗  ℊ�𝑎𝑎𝑗𝑗 . 𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑗𝑗� −𝐿𝐿

 𝑗𝑗=1 𝑡𝑡𝑖𝑖    � 2𝑁𝑁
𝑖𝑖=1                               (5)    

 
 Where SSE is the sum square of error. 
 
The least square solution of the 𝐻𝐻.𝛽𝛽 = 𝑇𝑇 can be determined as 
𝛽𝛽 = 𝐻𝐻 

ϯ𝑇𝑇                                                                                  (6) 
Where 𝐻𝐻 

ϯ   is the Moore-Penrose generalized inverse of the 
hidden layer matrix 𝐻𝐻 

 . 
 

The self-adaptive evolutionary Extreme learning machine 
introduces the optimisation algorithm by applying differential 
evolutionary optimisation technique on objective function 𝑓𝑓(𝜃𝜃) by 
picking up a certain number of populations 𝑁𝑁𝑃𝑃  and number of 
generation 𝐺𝐺 until the targeted level of convergence obtained [24-
28]. Where, the 𝑖𝑖𝑡𝑡ℎ parameter can be defined as 

𝜃𝜃𝑖𝑖,𝐺𝐺 =  �𝜃𝜃𝑖𝑖,𝐺𝐺  
1,𝜃𝜃𝑖𝑖,𝐺𝐺  

2 , … , 𝜃𝜃𝑖𝑖,𝐺𝐺  
𝐷𝐷 � 𝑖𝑖 = 1,2, … ,𝑁𝑁𝑃𝑃                    (7) 

Where 𝐷𝐷  is the described searching space. 
 
The procedures of Differential Evolutionary can be defined as 

following 
 

First, the cover parameter space should be initialized by using 
the following equation 
 
𝜃𝜃𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑚𝑚𝑖𝑖𝑗𝑗 + 𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎(0,1). (𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃𝑚𝑚𝑖𝑖𝑗𝑗)                               (8)  
 
Where, 𝜃𝜃𝑚𝑚𝑖𝑖𝑗𝑗& 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 are the minimum and maximum boundaries 
respectively. The values of 𝜃𝜃𝑚𝑚𝑖𝑖𝑗𝑗& 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 are predetermined. 

Second, generation of the new mutual vector by calculating 
difference vectors of randomly picked population vector. These 
can be calculated by one of four strategies 

 
Strategy 1: 
𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. (𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 + 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺)                                        (9) 
 
Strategy 2: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝐺𝐺 − 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺� + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺� +
        𝐹𝐹. (𝜃𝜃𝑟𝑟4𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟5𝑖𝑖 ,𝐺𝐺)                                                             (10) 

 

Strategy 3: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺� + 𝐹𝐹. (𝜃𝜃𝑟𝑟4𝑖𝑖 ,𝐺𝐺 − θr5i ,G)      (11) 

 

Strategy 4: 

𝑣𝑣𝑖𝑖,𝐺𝐺 = 𝜃𝜃𝑖𝑖,𝐺𝐺 + 𝐹𝐹. �𝜃𝜃𝑟𝑟1𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑖𝑖,𝐺𝐺� + 𝐹𝐹. �𝜃𝜃𝑟𝑟2𝑖𝑖 ,𝐺𝐺 − 𝜃𝜃𝑟𝑟3𝑖𝑖 ,𝐺𝐺�         (12) 

Where  𝑟𝑟1𝑖𝑖 ,  𝑟𝑟2𝑖𝑖 ,  𝑟𝑟3𝑖𝑖 ,  𝑟𝑟4𝑖𝑖  and  𝑟𝑟5𝑖𝑖  are mutually exclusive integers 
numbers which are randomly selected. 0 ≤ 𝐹𝐹 ≤ 2 is implemented 
to adjust the scaling difference, and the ruling parameter is 
randomly created as well within the range 0 ≤ 𝐾𝐾 ≤ 1. 

Thirdly, the crossover is used to increase the varieties of the 
confused parameters vector with respect to mutant vector  𝑣𝑣𝑖𝑖,𝐺𝐺 =
[𝑣𝑣𝑖𝑖,𝐺𝐺  

1, 𝑣𝑣𝑖𝑖,𝐺𝐺  
2, …,  𝑣𝑣𝑖𝑖,𝐺𝐺  

𝐷𝐷]  at generation  𝐺𝐺  a trail vector 𝑢𝑢𝑖𝑖,𝐺𝐺 =
[𝑢𝑢 

1,𝑢𝑢𝑖𝑖,𝐺𝐺  
2, …,  𝑢𝑢𝑖𝑖,𝐺𝐺  

𝐷𝐷]  is generated according to the following 
equation. 

 

𝑢𝑢𝑖𝑖,𝐺𝐺 = �
𝑣𝑣𝑖𝑖,𝐺𝐺  

𝑗𝑗  𝑖𝑖𝑓𝑓 (𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 ≤ 𝐶𝐶𝑅𝑅 𝑂𝑂𝑅𝑅 (𝑗𝑗 = 𝑗𝑗𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎)

𝜃𝜃𝑖𝑖,𝐺𝐺  
𝑗𝑗  𝑂𝑂𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒                                         

                    (13) 

Where CR  is the crossover rate to adjust the friction of the 
parameter values copied,  rand j  is  jth  evaluation of a uniform 
random number created in [0, 1] and jrand is randomly selected 
an integer from [1, D]. 

 

Fourthly, Selection is conducted using fitness function for each 
objective and corresponding trail vector, and the one at a lower 
value of fitness function is kept as population for the next 
generation. Then, second and fourth steps are repeated until the 
objective met or maximum iteration reached. 

To overcome the restrictions of mutually selecting trail vector 
generation strategies and its associated ruling parameters, Self-
Adaptive Evolutionary Extreme Learning Machine (SAEELM) is 
implemented to optimise the ELM output weight matrix using the 
following procedures  
Initialize the hidden layer matrix  
 
𝜃𝜃𝑖𝑖,𝐺𝐺 = ℊ � 𝑎𝑎  𝑇𝑇1,(𝑘𝑘,𝐺𝐺)

  , … , 𝑎𝑎  𝑇𝑇𝐿𝐿,(𝑘𝑘,𝐺𝐺)
  ,𝑏𝑏  𝑇𝑇1,(𝑘𝑘,𝑗𝑗)

  , … , 𝑏𝑏  𝑇𝑇𝐿𝐿,(𝑘𝑘,𝐺𝐺)
 � (14) 

 
Where 𝑗𝑗 = 1,2, … , 𝐿𝐿  are randomly generated, G generation, 

and 𝑘𝑘 = 1,2, … ,𝑁𝑁𝑃𝑃 number of population, and then calculate the 
output matrix by using the following formula  
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𝛽𝛽𝑘𝑘,𝐺𝐺  = 𝐻𝐻𝑘𝑘,𝐺𝐺  
ϯ  𝑇𝑇                                                                             (15) 

 

𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑘𝑘,𝐺𝐺=�
∑ �∑ 𝛽𝛽𝑗𝑗 ℊ�𝑚𝑚𝑗𝑗,(𝑘𝑘,𝐺𝐺).𝑚𝑚𝑖𝑖+𝑏𝑏𝑗𝑗,(𝑘𝑘,𝐺𝐺)�−𝐿𝐿

 𝑗𝑗=1 𝑏𝑏𝑖𝑖    � 2𝑁𝑁
𝑖𝑖=1  

𝑚𝑚.𝑁𝑁
                 (16) 

 

Where, 𝐻𝐻𝑘𝑘,𝐺𝐺  and 𝜃𝜃𝑘𝑘,𝐺𝐺+1  can be defined by using the following 
equations  
 
𝐻𝐻𝑘𝑘,𝐺𝐺 = 

 �
ℊ�𝑎𝑎1,(𝑘𝑘,𝐺𝐺).𝑥𝑥1 + 𝑏𝑏1,(𝑘𝑘,𝐺𝐺)� ⋯ ℊ�𝑎𝑎𝐿𝐿,(𝑘𝑘,𝐺𝐺). 𝑥𝑥1 + 𝑏𝑏𝐿𝐿,(𝑘𝑘,𝐺𝐺)�

⋮ ⋱ ⋮
ℊ�𝑎𝑎1,(𝑘𝑘,𝐺𝐺).𝑥𝑥𝑁𝑁 + 𝑏𝑏1,(𝑘𝑘,𝐺𝐺)� ⋯ ℊ�𝑎𝑎𝐿𝐿,(𝑘𝑘,𝐺𝐺). 𝑥𝑥𝑁𝑁 + 𝑏𝑏𝐿𝐿,(𝑘𝑘,𝐺𝐺)�

�    (17) 

 
𝜃𝜃𝑘𝑘,𝐺𝐺+1 =

⎩
⎪
⎨

⎪
⎧
𝑢𝑢𝑘𝑘,𝐺𝐺+1 𝑖𝑖𝑓𝑓 𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝜃𝜃𝑘𝑘,𝐺𝐺 − 𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑢𝑢𝑘𝑘,𝐺𝐺+1 > 𝜀𝜀.𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝜃𝜃𝑘𝑘,𝐺𝐺,               

𝑢𝑢𝑘𝑘,𝐺𝐺+1 𝑖𝑖𝑓𝑓 � 𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝜃𝜃𝑘𝑘,𝐺𝐺 − 𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝑢𝑢 𝑘𝑘,𝐺𝐺+1� < 𝜀𝜀.𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆𝜃𝜃𝑘𝑘,𝐺𝐺

𝑎𝑎𝑎𝑎𝑎𝑎 �𝛽𝛽𝑢𝑢𝑘𝑘,𝐺𝐺+1� < �𝛽𝛽𝜃𝜃𝑘𝑘,𝐺𝐺�
𝜃𝜃𝑘𝑘,𝐺𝐺     𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑟𝑟𝑒𝑒                                                                   

      (18) 

 
All trail vectors are uk,G+1  created the (𝐺𝐺 + 1)𝑏𝑏ℎ  generation 

are evaluated by implementing equation 16 with small tolerance  ε. 

The Analysis of Variance (ANOVA) was calculated for 
different classifiers. Where, we grouped average testing accuracies 
for three signal representation techniques (Spectrogram, Wavelet 
and Wavelet Packet) that result in P value equalled to 0.0613. The 
P value indicated that there was no practical difference between 
any of these four classifiers as P value was larger than 0.05 
although its value was not that far from 0.05.   

Moreover, the Confidence interval for each classifier was 
calculated with confidence score equals 60%. Generally speaking, 
confidence interval has two limits one is a higher limit, and the 
other is the lower one. We are confident in our result by level 60 % 
as long as testing accuracy, for each classifier, within our interval. 

5. Implementation 

In this section the data acquisition that we followed will be 
displayed and explained in more details and results will be 
discussed. 

5.1.  Data Acquisition 

We used FlexComp Infiniti™ to collect the surface 
Electromyography signal. MyoScan™ T9503M Sensors were 
used to obtain two EMG. Those two sensors were put on the 
subject forearm as shown in Fig.6. 

 

Fig.6. Placement of the electrodes 
 

We have nine subjects where each subject was asked to do one 
of ten different finger movements for five seconds then take rest 

for other five seconds. Each movement was reiterated for six 
times. Then, the subject was asked to perform the same scenario 
for another finger movement class till finishing the whole ten 
finger movement classes. The signal was amplified by gain 1000 
and sampled at the rate of 2000 sample per second. 

The main target is to use collected EMG signal and feature 
learning technique and classify the finger movement for the 
subjects into ten classes. Fig.7 shows the targeted ten classes  

Three-folded validations for data was used where the training 
set was 2/3 of the whole data, and the residual 1/3 was assigned 
for testing set.  

The bio signal was filtered to remove any noise that might be 
superimposed on data. So, the implemented filter was to ensure 
that our processed signal is free from noise. 

The average training and testing accuracy were calculated by 
simulating the system for each subject separately then summing 
the training or testing accuracy for all participants and dividing 
the result by the number of our subjects.  

 
Fig.7. Ten different finger movements 

 
5.2. Results 

Table I shows training and testing accuracies for different 
signal representations and different classifiers 

TABLE I. TESTING AND TRAINING ACCURACY 

Signal 
Representation 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Spectrogram 99.41% 81.54% Support Vector 
Machine 

Spectrogram 98.26% 83.29% Extreme Learning 
Machine 

Spectrogram 96.71% 91.11% Evolutionally 
Extreme Learning 
Machine 

Spectrogram 96.95% 83.13% Discriminate 
Analysis 

Wavelet 99.84% 85.11% Support Vector 
Machine 

Wavelet 98.03% 84.91% Extreme Learning 
Machine 

Wavelet 99.35% 93.14% Evolutionally 
Extreme Learning 
Machine 

Wavelet 98.61% 86.77% Discriminate 
Analysis 

Wavelet Packet  98.42% 90.47% Support Vector 
Machine 

Wavelet Packet 97.83% 87.96% Extreme Learning 
Machine 

Wavelet Packet 99.50% 94.44% Evolutionally 
Extreme Learning 
Machine 

Wavelet Packet 96.30% 89.98% Discriminate 
Analysis 
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We went through different experiments by altering self-
organizing map configuration until we reached the current 
configuration where the size of the two-dimensional map was 
10x10, the layer topology function employed was ‘hextop’ and 
the neurone distance function hired was ‘linkdist’. This 
configuration was to compromise between simulation time and 
accuracy level. These parameters were optimum regarding the 
accuracy level and the time consumed in simulation in which, 
increasing size of our map would recall higher simulation time 
without a tangible impact on accuracy level. The bio signal was 
filtered before signal representation stage and neural networks 
phase to guarantee a substantial barrier against noise level that 
might be superimposed on our collected bio signal. 

The same set of data was introduced to a pattern recognition 
system, as shown in Fig.8, where we applied the traditional 
feature extraction and feature reduction techniques. The extracted 
features were slope sign change, zero crossing, waveform length, 
skewness, mean absolute value, root mean square and 
autoregressive. Also, we applied linear discriminant analysis as 
feature reduction method. The training accuracy was 96.60% and 
testing accuracy were 88.92%. 

 

 

 
 

Fig.8. Pattern Recognition Model 
 

It is evident from the results that are shown in Table I that 
using wavelet packet as a signal representation generated a higher 
testing accuracy than both wavelet and Spectrogram. Moreover, 
wavelet had a higher testing accuracy than Spectrogram and had 
a lower testing accuracy than wavelet packet.  Support vector 
machine showed impressive classification ability for wavelet 
packet than its ability in spectrogram signal representation. 
Support vector machine testing accuracy for wavelet packet signal 
representation was very close to testing accuracy for discriminate 
analysis classifier but still higher. Moreover, support vector 
machine showed moderate classification ability for wavelet signal 
representation and poor classification ability for spectrogram 
signal representation. On the other side, Extreme learning 
machine excelled the other classification techniques for 
spectrogram signal representation. However, testing accuracy for 
spectrogram signal representation was very close to its value 
resultant from using Discriminate Analysis classifier. 
Discriminate analysis showed higher testing accuracy for wavelet 
signal representation than both extreme learning machine and 
support vector machine for the same data set and wavelet signal 
representation while, testing accuracy for wavelet signal 
representation by using support vector machine was higher than 
testing accuracy resultant from extreme learning machine for 
same wavelet signal representation but, close and lower than 
testing accuracy for discriminate analysis. The testing accuracies, 
for three signal representations, were moved to another higher 
level by implementing Evolutionally Extreme Learning Machine 
as a classifier and this is due to the optimisation algorithm that is 

being followed by this technique. The only drawback for 
evolutionally extreme learning machine was its simulation time as 
it was considered longer than the time consumed during 
simulation of an extreme learning machine. However, the high 
accuracy levels gained from evolutionally extreme learning 
machine was very encouraging to implement it. 

We calculated the ANOVA value for four different classifiers. 
The P value resulted in 0.0613, which is slightly less than 0.05.  
Although the P value is slightly smaller than 0.05 However, it is 
yet indicating that there is no sensible difference between those 
four implemented classifiers  

Table II shows the confidence interval for four different 
performed classifiers 

TABLE II. CONFIDENCE INTERVAL for various CLASSIFIERS  

Classifier Confidence 
Interval 

High 

Confidence 
Interval Low 

Confidence 
Interval 

Extreme Learning 
Machine 

86.54% 84.24% 2.3% 

Discriminate 
Analysis 

88.29% 84.96% 3.32% 

Support Vector 
Machine 

87.89% 83.53% 4.36% 

Evolutionally 
Extreme Learning 
Machine 

93.71% 92.08% 1.63% 

 

Fig.9. Shows the clustered column chart which is representing 
our confidence interval for our used classifier. The used confidence 
score is 60%. We are confident in our result by level 60 % as long 
as testing accuracy, for each classifier, within our interval. It is 
apparent from these results that evolutionally extreme learning 
machine has the narrowest range which is 1.63%. Support vector 
machine has the widest interval, which impacts the gap between 
higher and lower confidence interval. Moreover, the second widest 
interval is Discriminate Analysis which results in 3.32% and 
finally, extreme learning machine generates the second narrowest 
interval that is 2.3%. 
 

 
Fig.9. Confidence Interval  

 

Classifier fusion layer was added where; it selected the best 
local classifier by using dynamic classifier selection algorithm. 
Both training and testing accuracies were improved as shown in 
Table III. 

Data filtering Feature 
Reduction 

Class 

Feature 
Extraction 

Input 
Raw 
Data  

Filtered Data 
Classifier  
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TABLE III: CLASSIFIER FUSION TESTING AND TRAINING ACCURACY 
Signal 
Representation 

Average 
Training 
Accuracy 

Average 
Testing 
Accuracy 

Classification 
Algorithm  

Spectrogram 98.42% 93.07% Classifier Fusion 

Wavelet 99.35% 95.25% Classifier Fusion 

Wavelet Packet  99.73% 96.60% Classifier Fusion 
 

The testing accuracies were improved by adding classifier 
fusion where wavelet packet testing accuracy exceeded 96% while, 
wavelet testing accuracy became higher than 95%, and finally, 
spectrogram became more than 93%. In comparing Table III 
results with Table I results we can conclude that classifier fusion 
improved results. Fig.10 shows the number of learned feature for 
each data representation.  

 

 
Fig.10. Number of learned features for each data representation 

6. Conclusion 

The self-organizing map was time-saving and easy feature 
learning technique, where it reduced dimensions of data without 
too much loss of the information and observations that should be 
associated with data. The self-organizing map was considered one 
of the types of neural networks which use dimension reduction 
(typically two dimensions) and back propagation for error 
correction. Although the simulation time was not long, we got a 
good testing accuracies. 

Spectrogram, wavelet and wavelet packet helped in better 
representing raw data. Support vector machine showed good 
classification ability in Wavelet Packet while discriminate 
analysis showed an impressive result in wavelet signal 
representation and good ability for classification for Spectrogram 
although Extreme learning machine excelled in Spectrogram 
testing accuracy than using discriminate analysis.  

Evolutionally extreme learning machine was considered a 
very real improvement for our accuracies percentages. This was 
due to the optimisation algorithm that existed in the model. As all 
testing accuracies, for evolutionally extreme learning machine, 
exceeded 90%. The only drawback for evolutionally extreme 
learning machine was its simulation time which was relatively 
longer than that consumed during implementing extreme learning 
machine. On the other hand, the accuracy values achieved by 
employing evolutionally extreme learning machine as a classifier 
was higher than those reached by hiring extreme learning machine 
in the classification stage. 

ANOVA value was 0.0613 as calculated above. The value was 
not yet to be less than 0.05. However, it was very close to 0.05. 
This meant that there was no practical difference between 
classifiers. Despite this, we believed that using evolutionally 
extreme learning machine pushed ANOVA value to be as close as 
0.05. 

The confidence interval was calculated by confidence score 
60%.  And as shown above, the narrowest interval was for an 
evolutionally extreme learning machine. While the widest range 
for support vector machine. These intervals gave us an indication 
of how far we were confident in our resulting testing accuracy. 
And if the testing accuracy was in our range, so we would be 
confident in our result by 60%. 

Classifier Fusion layer enhanced in increasing testing 
accuracies for the three used signal representations. Classifier 
fusion algorithm followed was selecting best local classifier. The 
only drawback for classifier fusion was increasing simulation 
time as it became relatively high than before. However, 
simulation time consumed by the self-organizing map as feature 
learning was short. 

The average simulation time was around 20 seconds which 
was considered as a short time. However, it was very far from real 
time hands applications (150m seconds to 300 m seconds). As a 
future work we are planning to mix all features for three suggested 
data representation and select top useful features by applying 
indexing technique then use classifier fusion to combine between 
reaching real simulation time in real hands applications (150m 
seconds to 300 m seconds) and verifying high testing accuracies 
rate. Also, as a future work, we are planning to introduce raw data 
to our model without any signal representation to save simulation 
time and build a practical system. 
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In this paper, a delay-dependent controller based on the sliding mode 
concept is proposed to stabilize a networked robotic system in a 
decentralized synchronization scheme. In addition to being affected by 
communication time-delays between agents, and seen that external 
disturbances obviously affect any physical and dynamic system, an 
unsettling action resulting from measurement errors affects the 
position and the velocity state vectors of agents. Then, it has been 
proved that the synchronizing algorithm enables cooperative agents, 
acting in a disturbed environment, to efficiently accomplish a shared 
task and to compensate delayed communication data. The proposed 
controller has been implemented in a cooperative robotic system, where 
the controller proves its robustness face to disturbances.
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1 Introduction

The need for robust robotic controllers, that respond
to greater productivity and faster manufacturing de-
vices, has been a hot topic in the last few years.
This need obviously imposes high pressure on re-
searchers to acquire secure and effective robots, espe-
cially with the increasing humanitarian and social ex-
igency, which require interactions between robots and
humans. Thence, this paper presents an extension of
a research work originally presented in the 8th Inter-
national Conference on Modelling, Identification and
Control [1]. Recently, several similar synchroniza-
tion studies have been investigated in several complex
mechanical systems, where flexibility and accuracy
have been highly recommended [2], [3], [4], [5], [6].
There exist numerous samples of sophisticated tech-
nologies dedicated to modern life, such as material
transporting [7], [8], advanced agriculture aggrega-
tion [9], building tasks [10], etc. Indeed, in light of the
accelerated pace of development, there has become a
growing demand for cooperative multi-agent robotic
systems to serve contemporary industries and manu-
facturing applications [11], [12]. In this context, it has
been proved that the flexibility and the maneuverabil-
ity guaranteed by a cooperative robotic system are far
beyond the working capacity of one single manipula-
tor. In the other hand, the time-delay phenomenon

obviously appears in nature [13], especially in several
control systems (aircraft, chemical or process control
systems) either in the control input, in the state or
in measurements. In contrast to the ordinary differ-
ential equations, delayed systems are infinite dimen-
sional in nature, and time-delayed data transmission
presents in the most of cases, a source of instability.
As an illustration, a state estimator is designed in [14]
to a class of uncertain discrete-time Markovian jump
neural networks, with time-varying delays, in order to
estimate the network states through available output
measurements. Indeed, the study presented in [15]
seeks to resolve the problem of data packet dropout
and transmission delays resulted by communication
channels in the networked control system. So, great
efforts have been invested in the synthesis of uncer-
tain networked systems with time-delay, seen that the
stability issue as well as performances of the system
control with delay are both of theoretical and prac-
tical importance. However, in several robotic appli-
cations, the uncertainty may arise from many real-
world sources such as errors of the robot modeling,
unpredictable robot actuation, unpredictable move-
ments in the environment, etc [16], [17]. As well,
while robots are executing their assigned global task,
some assumptions under which controllers were built
may be invalidated: loads or robots may fail, the en-
vironment may change, etc. The cumulative effect of
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such uncertainty sources can be hard to manage dur-
ing the task execution. Thus, to ensure a fluid re-
sponse to the distributed multi-robot system, trade-
offs between multi-robot flexibility, time delay adjust-
ment, uncertainty compensation, and task execution
efficiency should be considered. To achieve it, we
present the stability analysis of a robust control con-
cept which combines the SMC design with a partic-
ular class of the graph theory, aiming to stabilize a
networked robotic system.

2 Introduction to the SMC

While considering the SMC concept, the state trajec-
tory evolution is divided into two parts [18]:

• from the initial state to the intersection with the
sliding surface, this part is called “the reaching
phase”,

• from the intersection with the sliding surface to
the origin, this part is called “ the sliding phase”.

During the reaching phase, the attractiveness condi-
tion of the sliding surface Ṡ(x)S(x) < 0 is verified. This
condition is global but it does not guarantee a finite
sliding time. To ensure a finite sliding time, the con-
dition becomes:

Ṡ(x)S(x) < −ε1 − ε2|S | if S(x) , 0 and ε > 0 (1)

This sliding time can be imposed by choosing the slid-
ing surface of the form:

Ṡ(x) = −µS(x)−µΩsign[S(x)] (2)

This expression, which has been adopted in this study,
is a solution of a differential equation [19]. During the
sliding phase (S(x) = 0 and Ṡ(x)S(x) < 0), the closed
loop system has the same behavior than S(x) = 0.
In general, for a system of order n which is described
in the state space by:{

ẋi = xi+1 i = 1, ...,n− 1
ẋn = f (x, t) + g(x, t)u(t) (3)

the linear sliding surface according to the state has the
form:

S(x) = Cx =
n∑
i=1

cixi (4)

In the sliding phase, the looped system will have
the same behavior as the system is described by:

ẋi = xi+1 ; i = 1, ...,n− 2

ẋn−1 = −
n−1∑
i=1
cixi ;cn = 1

(5)

This is a linear system of order (n−1) [20]. Thus, when
the sliding regime is reached (after an interval tg of
time), the operating point is going to stay on the sur-
face whose equation is S(x) = 0. Therefore, the looped
system has an insensitivity to parameter variations of
the system to be controlled.

3 Problem formulation and Mu-
tual SMC synchronization con-
cept

Let us consider p manipulator robots described by the
following differential equation:

Mi(q̈i) +Ci(qi , q̇i)q̇i +Gi(qi) = τi (6)

for i = 1 · · ·p. Each robot has n degrees of freedom, for
which:

• qi ∈Rn denotes the vector of measured displace-
ments and i is the number of cooperative robots,

• q̇i ∈Rn is the measured velocity vector,

• q̈i ∈Rn is the vector of articulatory acceleration,

• Mi(qi) ∈Rn×n is the inertia matrix, which is sym-
metric uniformly bounded and positive definite,

• Ci(qi , q̇i)q̇i ∈ R
n is the vector expressing the

Coriolis and the centrifugal forces,

• Gi(qi) ∈Rn is the vector of gravitational forces,

• τi ∈ R
n denotes the vector of external torques

and forces applied at each joint.

The state vector is presented as: xi =
(
qi
q̇i

)
, and its

control vector is ui = τi . To achieve a coordinated
control motion, a cross coupling synchronizing ap-
proach (that is derived from the graph theory [21])
has been applied to the networked system. Thus, the
cross-coupled SMC concept is adopted in this work to
control the whole multi-agent system, which in turn
becomes considered as a single generalized system.
The typical procedure for implementing such a con-
trol module is to first build a global error model in
real time [3], based on the information feedbacks de-
rived from all system members. In order to achieve
this goal, we define the tracking error as follows:

ζ1i(t) = qi(t)− qd(t) (7)

where:

• qd(t) ∈ R
n denotes the desired position of the

robot.

The ‘cross-coupling’ concept consists in presenting a
synchronization error with reference to the calcula-
tion of differences between position errors. This error
is presented as follows [3]:

ζ2i(t) =
p∑
j,i

Λij [qi(t)− qj (t − τ)] (8)

where Λij = Λji are symmetric positive-definite ma-
trices which reveal an idea about the communication
quality between the ith and jth agent. Finally, the
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global error concerning each agent of the system is
given by:

εi = ζ1i +
∫ t

0
ζ2i(µ)dµ (9)

Let’s consider the sliding surface:

si = ε̇i +λiεi

and let’s define the control law:

ui = ueq +∆u (10)

Hence, equality ṡi = 0 yields the following equivalent
control expression:

ueq =Mi

[
q̈id − ζ̇2i −λi(ζ2i − ζ̇1i)

]
+Ci(qi , q̇i)q̇i +Gi (11)

and the discontinuous control part becomes:

∆u = −M−1
i Ki sign (si) (12)

where Ki is a definite positive diagonal matrix.
Applying the control law (10) yields the expres-

sion of the differential with respect to time of vector
si :

ṡi = −Ki sign(si) (13)

The advantage of the adopted decentralized architec-
ture is that it allows to each robot to have local infor-
mation about relative positions of its neighbors. So
each agent can communicate and share information
with robots placed just nearby, according to the uti-
lized cross coupling approach.

4 Stability analysis

To prove the stability of one agent in the system, we
consider a Lyapunov function:

Vi =
1
2
sTi K

−1
i si > 0 (14)

Its differentiation with respect to time gives:

V̇i = −sTi sign(si) < 0 (15)

By considering the whole multi-agent system, the cho-
sen Lyapunov candidate function becomes:

V =
p∑
i

Vi > 0

and after its differentiation with respect to time we
obtain:

V̇ = −
p∑
i

sTi sign(si) < 0

This proves the stability of the overall system.

5 Convergence to the desired tra-
jectory

It is clear that si(t) goes to zero after the reaching
phase (t > t0). In the sliding phase, we have si = 0.
That is for t > t0:

εi(t) = εi(t0)e−λ(t−t0) (16)

ε̇i(t) = −λεi(t0)e−λ(t−t0) (17)

It is obvious that:

lim
t−→+∞

εi(t) = 0 (18)

lim
t−→+∞

ε̇i(t) = 0 (19)

Then, we can write that for t > t1 = t0 + 5
λ :

εi(t) ' 0 , ε̇i(t) ' 0 (20)

Let’s assume that the following quantities are uni-
formly bounded for t > t1:

‖qd(t)− qd(t − τ)‖ ≤ m1 (21)

‖q̇d(t)− q̇d(t − τ)‖ ≤ m2 (22)∥∥∥∥∥∥
∫ t

t−τ
qd(ς)− qd(ς − τ)dς

∥∥∥∥∥∥ ≤ m3 (23)

Let’s write, for t > t1, ε̇ = 0:

q̇i(t)− q̇d(t) +

∑
j,i

Λij

 [qi(t)− qd(t)]

−
∑
j,i

Λij [qj (t − τ)− qd(t − τ)]

+
∑
j,i

Λij [qd(t)− qd(t − τ)] = 0 (24)

Denoting:

di(t) =
∑
j,i

Λij [qd(t)− qd(t − τ)] (25)

we can write that:

ζ̇1i(t)+

∑
j,i

Λij

ζ1i(t)−
∑
j,i

Λijζ1j (t−τ)+di(t)=0 (26)

Let’s define: ζ1 = [ζT1i ζ
T
2i · · · ]T and d = [dT1 dT2 · · · ]T .

Then, we have:

ζ̇1(t) = Aζ1(t) +Bζ1(t − τ) + d(t) (27)

where A is a block-diagonal matrix, for which each
bloc-diagonal term is:

Ai = −
p∑
j,i

Λij (28)

which is a symmetric definite negative matrix. This
shows that all eigenvalues of matrix Ai have strictly
negative real parts. Consequently, A is a Hurwitz ma-
trix.
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Figure 1: The 1st joints SMC:(a) Trajectory tracking and position synchronization,(b) Velocity synchronization.
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Figure 2: The 2nd joints SMC:(a) Trajectory tracking and position synchronization,(b) Velocity synchronization.

Table 1: Joints initiation and parameters
Articulation Mass Length

q1 8 kg 0.4 m
q2 6 kg 0.3 m
q3 0.5 kg 0.3 m

Using properties of matrices A and B, and using
the fact that d(t) is uniformly bounded, we can de-
duce that ζ1(t) is uniformly bounded [22, 23, 24]. This
shows that ζ2i(t) and:∫ t

0
ζ2i(t)dt = εi − ζ1i(t) (29)

are uniformly bounded. This yields that:

lim
t−→+∞

ζ2i(t) = 0 (30)

In consequence, we have, for t > t1:

ε(t) = ζ̇1i + ζ2i ' 0 (31)

Finally, we can easily deduce that for t > t1:
ζ1(t) ' 0. This proves that positions of al robots con-
verge to their desired trajectory.

6 Application

Consider the SMC law applied to the networked
robotic system for a trajectory tracking control task.
Here, the cooperation is defined as a group of robots
that work together to accomplish a required task,
where resources are shared between all agents, and
the action performed by each robot takes into account
actions performed by others. The required behavior
of the proposed synchronizing SMC is to handle mea-
surement errors appearing in the controller of one
robot in the system, the communication time delay
lag between cooperative robot movements, and at the
same time to retain all properties and system perfor-
mances. So that, the designed controller must have a
sufficient authority which is able to dominate the un-
desirable disturbances affecting one robot, and which
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Figure 3: The 3rd joints SMC:(a) Trajectory tracking and position synchronization,(b) Velocity synchronization.

(a) (b)

Figure 4: (a) Applied torque behaviors: The black lines present behaviors of the robot affected by the mea-
surement errors, (b) Enlarged scales: Dotted lines- In the presence of external disturbances. Continuous lines-
Without external disturbances,

have been transmitted to other neighbors due to the
feedback control sharing imposed by the cross cou-
pling design. Dynamic parameters of the manipulator
robot model are mentioned in Table I. We note that:

• Ri : designate the cooperative robots, i = 1..3.

• R-MErrors: presents the robot behavior without
measurement errors ( in the presence of a con-
stant communication time delay z = 0.4s).

• R+MErros: presents the robot behavior in the
presence of measurement errors affecting the
position vector of the first robot R1 ( in the pres-
ence of a constant communication time delay z
= 0.4s).

Discussion: Simulation results present a compari-
son between behaviors of the time-delayed networked
system acting with and without presence of measure-
ment errors. The robust synchronization of the net-
worked system, realized by the synchronizing SMC
has been proved when the time delay rate is valued
around 0.4 s, even in the presence of external dis-
turbances. In fact, position and velocity behaviors

of the multi-agent system are almost similar in both
cases as shown in Figs.1, 2 and 3, despite the addi-
tion of measurement errors (at the position vector of
the first robot) whose impact reaches 20% of its right
value. So the global system addresses imposed pertur-
bations and different positions of cooperative robots
rapidly attain their desired trajectories. At the same
time, the synchronization effect is clearly presented
despite the existence of communication time delay be-
tween robots. Besides, the generated velocity curves
also reflect the insensitivity of the proposed control
approach to different perturbations applied to the sys-
tem, as demonstrated in Figs.1(b), 2(b) and 3(b). This
proves the robustness of the synchronizing SMC in
achieving adequate motion control and meeting the
efficiency requirement throughout a middle affected
by a constant communication time-delay and rela-
tively high valued external disturbances. Concerning
the control input behavior, we note that the signum
function (which is responsible to generate the chatter-
ing phenomenon) has been replaced by an approxi-
mating function (Hyperbolic tangent) in order to bet-
ter present the disturbance effect on the system. This
is justified by the fact that the high frequency sig-
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nals resulted from the chattering phenomenon cover
the measurement error impact, whose amplitude is
much smaller in comparison with the chattering one.
So in the absence of measurement errors, torques be-
have smoothly as shown in Fig.4(a) and obviously
in Fig.4(b). However, it is clear that input torques
are influenced by the presence of disturbances, where
slight oscillating signals disrupt input torques of the
affected robot, and lower disturbing signals appear in
the torque behaviors of other agents not affected. This
shows that each robot influences other teammates un-
der the synchronizing control effect. So, feedbacks de-
rived from unaffected robots help the affected agent to
overcome external disturbances which he meets.

7 Conclusion

In this paper, we have developed an analytical ap-
proach to define adequate synchronizing stability
conditions in the presence of constant communication
delays, and illustrated them for a decentralized archi-
tecture of a class of networked robotic systems. This
analysis shows that the overall system synchroniza-
tion, even in a middle disturbed by measurement er-
rors, can be successfully guaranteed by transmitting
feedbacks between cooperative system agents. Ob-
tained comparison between simulation results shows
that the networked system can easily reach desired be-
haviors and move smoothly when the considered com-
munication time delay is valued around 0.4 s, and the
rate of measurement errors attain 20presence of low
disturbing frequencies in the control torques of agents
proves that the proposed controller addresses distur-
bances and guarantees a robust synchronized motion
task.Further researches will involve consideration of
the system convergence rate with respect to the time-
varying delay functions, to the SMC constraints, and
the limit rate of time delays which can be supported
and compensated by such a variable structure con-
troller.
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In Interactive Learning Environment (ILE), the cognitive activity and 
behavior of learners are the center of the researchers’ concerns. The 
improvement of learning through combining these axes as a structure 
of indicators for well-designed learning environment, encloses the 
measurement of the educational activity as a part of the learning 
process. In this paper, we propose a mathematical modeling approach 
based on learners actions to estimate the cognitive activity, learning 
behavior and motivation, in accordance with a proposed course content 
structure. This Cognitive indicator includes the study of knowledge, 
memory and reasoning. While, activity indicator aims to study 
effort, resistance and intensity. The results recovered on a sample of 
students with different levels of education, assume that the proposed 
approach presents a relation among all these indicators which is 
relatively reliable in the term of cognitive system.
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1 Introduction and Purpose

In Interactive Learning Environment (ILE) the eval-
uation of learners is based on interactions analysis
when accessing e-learning systems.
Several studies [1, 2, 3] look into calculation and
deduction of indicators from analysis of interaction
traces, in order to extract meaningful information
about the learner activity and behavior, this allows
tutors to observe, assess and regulate the activities
of learners .
To some extent, the choice of data to analyse mainly
depends on the objectives of observation, suppos-
edly with individual or collective character, using
quantitative or qualitative value, knowledge’s study.
The use of extracted knowledge from traces has en-
abled the development of several sectors such ma-
chine learning, artificial intelligence, e-learning and
e-commerce. A concept that turns more and more
to realization in real time [4, 5]. In fact, explor-
ing traces as a background information identifies
learners’ navigation paths and reconstruct their ac-
tivities. [6] demonstrate the relevance of naviga-
tion in systems oriented toward the elderly, indi-
cating that linear navigation is more suitable for

these users, through comparing two designs of the
same email Web application with linear and hyper-
textual navigation styles. However, the use of traces
is a common approach by focusing on the process-
ing on digital traces; just a few works involves an-
other kind of traces in this aspect of the research.
[7] propose a system that evaluates the activity of
learners using log files data, based on four indi-
cators; classification indicator of learners based on
their activity (weekly), indicator of activity of each
learner throughout the course (weekly), learner clas-
sification indicator according to their performance
(for each event) and performance indicator of each
learner.
The active involvement of learners in their learn-
ing process can be reinforced by a meta-cognitive
regulation strategy by alternating learning with re-
peated tests of their knowledge [8]. [9] propose
that the computer support provided to the tutor en-
able him/her to follow up individually a collective
activity in which the learner is engaged. In com-
plicated learning conditions, learners have an in-
creased commitment to learn with increased cogni-
tive effort that would paradoxically result in more
sustained attention [10, 11]. The voluntary efforts
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of the learner result in the acquisition of knowledge,
however the quality of learning returns with added
value, which positively influences cognitive perfor-
mance.

Effort, or as [12] call, motivational excitement,
occurs only if a number of conditions are met. First,
there should be expectation that some behavior will
lead to some desirable outcome values (task incen-
tive). Secondly, the behavior must be difficult but
considered to be at its capacity and justified by the
potential gain. A concept that is very close to mental
effort is the mental load [13].
The effort is expected to be associated with cognitive
processes reflected by the Electroencephalography
measurements. Where cerebral activity in default
mode [14, 15] and cortical inhibition [16, 17] sug-
gests that this measure reflects different levels of
effort, with a high alpha for low effort levels.
The human cognitive system is a complex process-
ing device capable of acquiring, conserving, pro-
cessing and transmitting information. Cognition
improves gradually from birth through the interac-
tions of the child with his/her environment. Cog-
nitive development appears punctuated by acqui-
sitions that are necessary for the establishment of
subsequent cognitive processes. Actually, cognitive
science has identified four key factors for learning:
attention, active learner engagement, feedback and
consolidation [18]. These four factors are based on
the functioning characteristics of the cognitive sys-
tem and are deeply rooted at an early age.

On the basis of the [19] model, the cognitive ar-
chitecture underlying the learning phenomena con-
sists of working memory and long-term memory. In
neuroscience, memory is defined as the ability to
acquire, retain and restore information. Stimulated
by more than a century of neuropsychological study,
researchers have come to distinguish these forms of
memory. Maintaining a certain amount of memory
in short-term memory would eventually allow it to
be transferred into long-term memory for more sus-
tainable storage. This process would be facilitated
by mental work of repetited information , hence the
expression ”working memory” [20]. The working
memory can be defined as the temporary mainte-
nance and the manipulation of information during
the realization of cognitive spots. However, long-
term memory can be seen as an adaptive function
of the human being to his cultural, social and emo-
tional environment [21].
Knowledge is an element of our memory that allows
us to recognize the world around us, to interpret, to
understand our environment, but also to act on it.
Knowledge is mainly evaluated in the form of a sim-
ple reminder or through comprehension activities.
In the didactic of learning environments, knowl-
edge given to be study always comes from an insti-
tutional demand and what individuals have to build

are knowledge that will enable them to analyze a sit-
uation or to allow an action.
When designing a pedagogical scenario, knowl-
edge derived from the psychology of learning, [22]
presents human knowledge by categorizing it into
six different formats, these formats corresponding
to particular learning processes. Contrary to the
proposal of [23], which updated the taxonomy of
Bloom, these authors do not establish any hierar-
chy between the different knowledge formats and
even consider that some knowledge does not exist
according to certain formats.
Based on the idea that cognition groups together the
various mental processes of perception, memoriza-
tion and reasoning, [24] made an important contri-
bution when it differentiates four types of cognitive
reasoning: deductive reasoning, inductive reason-
ing, abductive reasoning and reasoning by analogy.
However, reasoning takes the form of a cognitive
process to produce a conclusion based on premises.
The studies conducted in the cognitive psychology
help to structure behavioral models. However, the
analysis of interactions provides a large amount of
data approach that identify the motivational aspect
as a point that cannot be detached from cognitive
and activity aspect of learner. The number of def-
initions of the motivation term is almost a large
topic. This happens because motivation represents
a hypothetical construct and not a material entity,
which means that we use observable manifestations
to infer a state of motivation.
Motivation is not a skill, but a state of mind in-
fluenced by internal and external factors to the in-
dividual. [25] defines it as ”the orientation of the
conduct, the efforts deployed and finally the persis-
tence of this effort over time”. In a psychological
perspective, [26] emphasizes the characteristics of
the environment in which behavior is manifested:
motivation is defined as the set of ”physiological
and psychological processes responsible for initia-
tion, maintenance and cessation behavior and the
appetitive or aversive value conferred on the ele-
ments of the environment on which this behavior is
exercised ”. The work environment is likely to influ-
ence motivation, and also the work environment of
the worker and, more specifically, the social beliefs
of the employee [27]. The work of [28] on the theory
of objectives setting establishes that an individual
is motivated when he is working towards a clear,
challenging and meaningful objective for which he
will have a feedback. The proponents of the theory
of self-determination, on the other hand, consider
that the individual is motivated by the needs of so-
cial belonging, competence and autonomy, which
would be the most decisive need [29]. The theory
[30] relates motivation to three variables: valence
(value attributed to the result), instrumentality (re-
lation between performance and retribution) and
expectation (results) which combined, can induce
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motivation. On the other hand, analysing resistance
to learn is directly observable at a large scale as some
students fail assessments on a course. [31] suggests,
that this resistance manifests through a reduction in
motivation, suggested by lateness or absence from
sessions, or a reduction in participation in group
exercises and discussions. The individual learning
resistance is linked to his/her defense mechanisms
as a set of actions that purpose to the reduction or
elimination of any change in relation to the integrity
and stability of his/her biopsychic [32].

This paper is an extension of work originally
reported in Proceedings of the 11th International
Conference on Intelligent Systems: Theories and
Applications (SITA). Thereby, we expose firstly the
methodology of structuring a course content on
which we base our modeling indicators approaches
[33]. Secondly we modeled cognition [34], activity
and motivation [35] indicators also approached in
[36], by addressing their structure that use naviga-
tion traces on a learning session, likewise as a con-
cept of procedures integrated in the adaptive learn-
ing content system we named S-CAMO. Developing
those approaches complete studies that use simpler
types of indicators [1, 2, 3], which is not sufficient to
reflect the learner profile in a general way. The last
section expose the statistical validation of the pro-
posed indicators modeling.

2 Educational collections for
course structure

Conceiving a flexible learning content toward
learner profile with his different needs requires and
includes structured components.
We propose an educational collections Ct that offer
the possibility of being redesigned under different
personalization in proportion to the same degree of
subordination of the collection to form a semantic
model of dynamic content.
Following the conceptualization of a structured ed-
ucational content (”As shown in Algorithm 1”), ed-
ucational collections can be one of four types; A
course Cri ”(2)”, a chapter Chj ”(3)”, a unit Uk ”(4)”
or an educational component Cpth ”(5)” as a peda-
gogical concept Cph or a pedagogical activity Aph.

2.1 Pedagogical objective

The pedagogical objective OCt ”(1)” of a collection
is conceptualized from the objective to learn dimen-
sion Ld and the junction of the cognitive Cd with the
knowledge Kd dimensions (”As shown in Figure 1”).

OCt = {Ld, Cd, Kd} (1)

Algorithm 1: Structuring pedagogical content

1: for Create
Cri ∈ [Cr1 · · ·Crl] (2)

do
2: Assigning the Objective OCri

3: for Create

Chj ∈ [Ch1 · · ·Chs] (3)

do
4: Assigning the Objective OChj

5: for Create

Uk ∈ [U1 · · ·Uc] (4)

do
6: Assigning the Objective OUk

7: for Create

Cpth ∈ [Cpt1 · · ·Cptn+m] (5)

do
8: Assigning the Objective OCpth

9: end for
10: end for
11: end for
12: end for
13: Pedagogical content with a dynamic and modu-

lar structure
14: OCri = {OChj }j∈[1···s] = {OUk }k∈[1···c] =
{OCpth }h∈[1···n+m]

Figure 1: Pedagogical objective

Tutors create educational collections with taking
into account the progress of the objectives to ac-
quire throughout the learning process (”As shown
in Algorithm 1”). By means of joining to each col-
lection a learning objective, however, for each one is
assigned one of the 24 levels (”As shown in Table 1”)
arranged by the junction of the knowledge type and
the cognitive process identified in the revised Bloom
Taxonomy [23]. Each level is represented by the co-
efficient P d(Ct) (”As shown in Table 1”) which we
propose is equal to the product of the value of the
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knowledge type {1..4} and the value of the cognitive
process {1..6} compared to all levels of the taxonomy.

Table 1: Coefficient of learning objectives

P d(Ct) (1
)F

ac
tu

al

(2
)C

on
ce
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(3
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ce
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l

(4
)M
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(1)Remember 1/24 2/24 3/24 4/24
(2)Understand 2/24 4/24 6/24 8/24
(3)Apply 3/24 6/24 9/24 12/24
(4)Analyze 4/24 8/24 12/24 16/24
(5)Evaluate 5/24 10/24 15/24 20/24
(6)Create 6/24 12/24 18/24 24/24

3 Modeling Cognitive, activity
and motivation indicators

In the framework of developing Cognitive, Activity
and Motivation aspects of learners, deduced from
navigation traces and consulting concepts presented
in course content. As a fundament of an adaptive
learning content, we detail these indicators that are
updated each time the learner progresses and pass
his unit test. (

CUk , AUk , MUk
)

(6)

3.1 Navigation traces

The navigation traces are collected in the form of
a web browsing data, the flow of these interactions
data reflects the interaction of a learner (”As shown
in Figure 3”).
A trace T rk(ti) in a learning session with an index k
regroups all interactions data captured at every time
of consultation ti , it is characterized by;

t: Duration of learning a unit.

N : Total number of traces visited when learning a
unit.

fT rk(ti ): Frequency of consultation of an interaction
trace.

dT rk(ti ): Duration of an interaction trace.

3.2 Cognitive indicator

The cognitive activity indicator ”(7)” for a learner at
a given unit is a component defined by a 3− tuple of
explanatory variables related to that unit.

CUk = (DknowledgeUk
,DmemorizingUk

,DreasoningUk
) (7)

DknowledgeUk
: The knowledge degree is calculated

after the learner accessed and proceeded to a unit as
well as having passed this unit test T Uk (”As shown
in Figure 2). Indeed, a unit test is a transit from
one unit to another in order to ensure the assimi-
lation of the pedagogical objectives and knowledge
presented to the learner related to each pedagogical
component of this unit (”As shown in Algorithm 2”).
However, the calculation of knowledge acquisitions
follows a linear process in the learning activity.

Algorithm 2: Processing the level of knowledge
{DknowledgeUk

}
1: for each Uk ∈ [U1 · · ·Uc] do
2: for each [Cpt1 · · ·Cptn+m] do
3: for v′ questions QCpth

i associated with the
pedagogical component Cpth. Each acquisition
AqCpth of this pedagogical component Cpth is
linked to a vector [1..v′] ⊂ [1..v] of questions
Q

Cpth
i . do

4: if
∑v′

1 R(QCpth
i ) ≥ v′

2 , with R(QCpt
i )

as answers given by a learner then
5: AqCpth = 1, Cpth is acquired.
6: else if
7: then AqCpth = 0, Cpth is non

acquired.
8: end if
9: end for

10: end for

11: Calculate DknowledgeUk
=

∑n+m
1 AqCpth
n+m ,

DknowledgeUk
∈ [0,1].

12: if
∑n+m

1 AqCpth ≥
(n+m)

2 . then

13: T Uk is assessed validated with
stateDknowledgeUk

= acquired and learner is

redirected to unit Uk+1.
14: else if
15: then T Uk is assessed not validated with

stateDknowledgeUk
= non − acquired and the learner

is redirected to the same unit Uk .
16: end if
17: end for
18: Save the learner degree and state of knowledge
{DknowledgeUk

, stateDknowledgeUk
} .

DmemorizingUk
: The memorization degree is the

quantification of memorized knowledge in a unit
Uk . This degree represents the sum of the acquisi-
tions multiplied by the coefficient of objective of a
pedagogical component to which they correspond,
divided by the number of acquisitions to be ac-
quired (n+m) for each unit (”As shown in Algorithm
3”).

Algorithm 3: Processing the memorization degree
{DmemorizingUk

}
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Figure 2: Generation of the cognitive indicator

1: for each Uk ∈ [U1 · · ·Uc] do
2: for each [Cpt1 · · ·Cptn+m] do
3: for All acquisitions AqCpth of a pedagogi-

cal component Cpth do
4: Calculate DmemorizingUk

=∑n+m
h=1 AqCpth

×P d(Cpth)∑n+m
h=1 P d(Cpth)

5: end for
6: end for
7: end for
8: Save the degree of memorization {DmemorizingUk

}

DreasoningUk
: The reasoning degree refers to the

ability of an effective knowledge understanding,
proposed on a unit Uk , it represents the sum of all
the given answers R(QCpt

i ) multiplied by their log-
ical reasoning coefficient divided by the total num-
ber v of questions present in the unit test T U (”As
shown in Algorithm 4”).

Algorithm 4: Processing the reasoning degree
{DreasoningUk

}
1: for each Uk ∈ [U1 · · ·Uc] do
2: for each [Cpt1 · · ·Cptn+m] do
3: for each {QCpth

i }i∈[1..v] , where R(QCpth
i ) is

the learner’s answer to the question Q
Cpth
i do

4: if ∃ dependence between Q
Cpth
i and

Q
Cpth
i−1 then

P (QCpth
i |QCpth

i−1 ) =


0, R(QCpth

i ) = 0&R(QCpth
i−1 ) = 0

1
2 , R(QCpth

i ) = 1&R(QCpth
i−1 ) = 0

1, R(QCpth
i ) = 1&R(QCpth

i−1 ) = 1
(8)

5: else if @ dependence between Q
Cpth
i

and Q
Cpth
i−1 then

6:

P (QCpth
i |QCpth

i−1 ) =

0, R(QCpth
i ) = 0

1, R(QCpth
i ) = 1

(9)

7: end if
8: Calculate DreasoningUk

=
R(Q

Cpth
1 )∗P (Q

Cpth
1 )+

∑v
i=2R(Q

Cpth
i )∗P (Q

Cpth
i |QCpth

i−1 )
v

where

P (QCpt
1 ) =

0, R(QCpth
1 ) = 0

1, R(QCpth
1 ) = 1

(10)

9: end for
10: end for
11: end for
12: Save the reasoning degree {DreasoningUk

}.

3.3 Activity indicator

The activity indicator ”(11)” measures the degree to
maneuver learning on a given unit. It is a compo-
nent defined by 3 − tuple of explanatory variables
linked to this unit (”As shown in Figure 3”).

AUk = (ResUk
, IntUk

, Ef rUk
) (11)

ResUk
: Resistance to learn expresses the difficulty

of learning all the pedagogical objectives presented
in a unit.

ResUk
=

∑
j∈[1..N ] fT rk(ti )(j)

N
∗ d2

T rk(ti )
(j) (12)
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Figure 3: Structuring Activity and Motivation Indicators

IntUk
: Learning intensity expresses the intensity to

learn all the pedagogical objectives presented in a
unit.

IntUk
= N/t (13)

Ef rUk
: Learning effort expresses the effort to learn

all the pedagogical objectives presented in a unit.

Ef rUk
= P d(Uk) ∗ResUk

∗ IntUk
2 ∗ t (14)

3.4 Motivation indicator

The motivation indicator ”(15)” measures the de-
gree of motivation in learning all the pedagogical
objectives presented in a unit (”As shown in Figure
3).

MUk =
∑

j∈[1..N ]

P d(Uk) ∗
fT r(ti )(j)

N
∗
dT r(ti )(j)

t
(15)

4 Method

The perplexity of the proposed indicators modeliza-
tion, depends on the reliability of the proposed
scale. In fact, we implemented all procedures of our
approach in an adaptive learning content system we
named S-CAMO.

4.1 Learning environment

The system S-CAMO comprises the module ”web
navigation tracker” which is an extension that re-
trieves the data of navigation on the Internet be-
tween the time of the connection and the disconnec-
tion to the system. This extension will appear as an
icon in the browser’s menu bar, where the learner

will have to enter his username and password and
then log in. If the learner exists in the database,
then the profile (Learner name, learner identifier)
will persist in the local storage of ”Google Chrome”.
However, just after installing this extension, authen-
tication will remain active as long as the learner does
not choose to disconnect manually. This extension
detects and traces access to any web page in any
open tab of the browser ”Google Chrome”, as well as
verifies the learner’s adhesion to each learning ses-
sion opened in the platform, through the validity of
its domain name. The extension sends the naviga-
tion or interaction data to the web server.

4.1.1 Interception of navigation data

For each successful authentication of a learner, the
web service provided by the platform retrieves his
identifier (”As shown in Figure 4). However, when-
ever the learner changes web page (url), the browser
adds a new function that will be delegated to the
extension level. The process of the new function in-
cludes:

1. The retrieval of the information of each navi-
gation data which are url, the url parameters
(parameter of the request), the title of the web
page;

2. Testing and verifying the authentication at the
platform, in order to send the information as-
sociated with this new intercepted and formu-
lated navigation data.
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Figure 4: Process of intercepting a navigation trace
by ”web navigation tracker” module

4.2 Participants

The sample of learners on which the test was con-
ducted is equal to 50 students, organized into 3 ap-
proximately equal groups. The group G1 and G2
contained 17 learners, while G3 contained 16 ones.
These learners were heterogeneous in relation to
their level of education and had at least an associate
degree.
Learners had a laptop, nevertheless, those who
could not bring one, had at their disposal laptops
or desktop laboratory. For the relevance of the
study, we made sure that the module ”web naviga-
tion tracker” was installed before the test.

4.3 Materials

We create a course (”As shown in Table 2”) while re-
specting the learning content structuring described
above, also to each educational collection was as-
signed a pedagogical objective.
All students followed the same course and per-
formed the presented tests unit .

5 Task analysis results

This study recovers values of all indicators’ vari-
ables according to the proposed approach, by
studying the learners traits.
We have obtained the number of learners who have
acquired or not the knowledge concepts presented
at level of the chapter Ch1 structure (”As shown in
Table 3).

Table 3: Tests unit of chapter Ch1 results.
stateDknowledgeUk

U1 U2 U3

acquired 34 48 40
non− acquired 16 2 10

Table 4: Abbreviation of indicators variables
abbreviation variables
DknowledgeUk

v1

DmemorizingUk
v2

DreasoningUk
v3

ResUk
v4

IntUk
v5

Ef rUk
v6

MUk v7

The three groups present approximately the same
characteristics with respect to the educational com-
ponents of the studied chapter. In fact, all groups re-
flect a strong correlation among the variables of the
cognitive indicator relatively to all the tested units.
All groups have no resistance to learn in relation to
all units except for group G1 who presents moder-
ately a resistance to learn unit U1. All groups have
a low intensity to learn relatively all units, however
more is the intensity to learn less there is a resis-
tance. The effort to acquire knowledge and to mem-
orize for the group G1 remains average relatively to
unit U1 while it is low for groups G2 and G3, how-
ever there is no effort to reason for all groups for all
units. All groups show moderate resistance linked
to the effort to learn the unit U2, however, the group
G1 has an effort related to the resistance at unit U1.
Unlike group G2 and G3 where resistance is not re-
lated to effort. As well as group G3 has a resitance
related to the effort at unit U3 while group G2 and
G3 where resistance is not related to effort. Inten-
sity to learn is moderately low compared to all units.
Motivation is weakly related to the variables of the
cognitive indicator, it is moderately linked to the re-
sistance to learn and weakly related to the intensity
of work. All groups have a moderately weak rela-
tionship between motivation and effort .

6 Conclusions and discussion

The many aspects profile of learners serve on adapt-
ing their learning environment. However, the lack
of holistic measures in learning environment make
us propose a compilation of indicators by develop-
ing a theoretical conception that include the cog-
nition, activity and motivation in a learning pro-
cess.The study involve the measurement of the pro-
posed indicators’ structures, it reflects the behavior
and trend of learners on processing information in
learning interactions. In this context, we develop
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Table 2: Structure of Ch1.
Ct Cd Kd P d(Ct) Ld
Cr1 Apply Procedural 9/24 Learning HTML and CSS
Ch1 Understand Conceptual 4/24 Learning The basics of HTML and CSS
U1 Understand Factual 2/24 Introduction
Cpt1 Remember Factual 1/24 Definitions and roles
Cpt2 Remember Factual 1/24 Versions
Cpt3 Understand Factual 2/24 Local work
Cpt4 Understand Factual 2/24 The text editor
U2 Understand Factual 2/24 The basics of HTML
Cpt1 Understand Factual 2/24 Proficiency of Elements, tags, attributes
Cpt2 Understand Factual 2/24 Defining Structure
Cpt3 Understand Factual 2/24 Display
Cpt4 Understand Factual 2/24 Indentation and comments
Cpt5 Understand Factual 2/24 Titles and paragraphs
Cpt6 Understand Factual 2/24 Spaces and line breaks
Cpt7 Understand Factual 2/24 Strong, em and mark
Cpt8 Understand Factual 2/24 Listes
Cpt9 Understand Factual 2/24 Internal and external links
Cpt10 Understand Factual 2/24 Other Links
Cpt11 Understand Factual 2/24 Images
Cpt12 Understand Factual 2/24 Validation
U3 Understand Conceptual 4/24 The basics of CSS
Cpt1 Understand Factual 2/24 Selectors, Properties
Cpt2 Understand Factual 2/24 Emplacement
Cpt3 Understand Factual 2/24 Comments
Cpt4 Understand Factual 2/24 Single selectors
Cpt5 Understand Factual 2/24 Id and class
Cpt6 Understand Factual 2/24 Inheritance
Cpt7 Understand Conceptual 4/24 Block vs inline
Cpt8 Understand Conceptual 4/24 Div and span

Table 5: Correlation matrix (Pearson) for group G1 toward the unit U1.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9763 1 * * * * *
v3 0,8089 0,7444 1 * * * *
v4 0,5319 0,5314 0,4427 1 * * *
v5 -0,3943 -0,3942 -0,4222 -0,6701 1 * *
v6 0,4221 0,4335 0,2749 0,7679 -0,0678 1 *
v7 0,1746 0,2400 -0,0120 0,6594 -0,4728 0,4132 1

Table 6: Correlation matrix (Pearson) for group G2 toward the unit U1.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9417 1 * * * * *
v3 0,7276 0,5491 1 * * * *
v4 0,1653 0,1883 -0,0480 1 * * *
v5 -0,1236 -0,1468 -0,0236 -0,7593 1 * *
v6 -0,0340 -0,0934 -0,0436 0,3459 0,2720 1 *
v7 -0,0707 0,0112 -0,1221 0,5028 -0,5128 -0,1491 1
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Table 7: Correlation matrix (Pearson) for group G3 toward the unit U1.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9465 1 * * * * *
v3 0,7899 0,6318 1 * * * *
v4 -0,1103 -0,1054 0,0172 1 * * *
v5 -0,2860 -0,2256 -0,1790 -0,6800 1 * *
v6 -0,5034 -0,3807 -0,2676 0,1603 0,5861 1 *
v7 -0,1322 -0,1718 0,1119 0,6086 -0,1038 0,3820 1

Table 8: Correlation matrix (Pearson) for group G1 toward the unit U2.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 1,0000 1 * * * * *
v3 0,7787 0,7787 1 * * * *
v4 0,2433 0,2433 0,0330 1 * * *
v5 0,0835 0,0835 0,0522 -0,7769 1 * *
v6 0,5768 0,5768 0,2773 0,3029 0,2851 1 *
v7 0,1338 0,1338 0,0446 0,6863 -0,4735 0,1091 1

Table 9: Correlation matrix (Pearson) for group G2 toward the unit U2.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 1,0000 1 * * * * *
v3 0,8845 0,8845 1 * * * *
v4 -0,1224 -0,1224 -0,3195 1 * * *
v5 -0,2007 -0,2007 -0,1233 -0,3503 1 * *
v6 -0,2327 -0,2327 -0,3430 0,4431 0,6647 1 *
v7 0,0947 0,0947 0,2639 0,0348 -0,4126 -0,4577 1

Table 10: Correlation matrix (Pearson) for group G3 toward the unit U2.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 1,0000 1 * * * * *
v3 0,8585 0,8585 1 * * * *
v4 -0,0124 -0,0124 -0,1452 1 * * *
v5 -0,1733 -0,1733 0,0944 -0,7590 1 * *
v6 -0,3695 -0,3695 -0,1906 0,3853 0,2777 1 *
v7 0,1702 0,1702 0,0438 0,3602 -0,1726 0,1085 1

Table 11: Correlation matrix (Pearson) for group G1 toward the unit U3.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9461 1 * * * * *
v3 0,9024 0,8295 1 * * * *
v4 -0,0795 -0,1861 -0,0150 1 * * *
v5 -0,0930 0,0175 -0,1375 -0,5699 1 * *
v6 -0,1737 -0,1584 -0,1821 0,4723 0,4199 1 *
v7 -0,0322 -0,1200 0,0994 0,3538 0,2557 0,4968 1
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Table 12: Correlation matrix (Pearson) for group G2 toward the unit U3.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9201 1 * * * * *
v3 0,6952 0,5768 1 * * * *
v4 0,1357 0,1553 0,0472 1 * * *
v5 -0,2563 -0,2060 -0,1317 -0,6814 1 * *
v6 -0,1320 -0,0371 -0,0406 0,2194 0,5400 1 *
v7 0,1781 0,2682 0,1773 0,3929 -0,2815 -0,0695 1

Table 13: Correlation matrix (Pearson) for group G3 toward the unit U3.
Var v1 v2 v3 v4 v5 v6 v7
v1 1 * * * * * *
v2 0,9317 1 * * * * *
v3 0,7830 0,6418 1 * * * *
v4 0,1757 0,1825 0,1453 1 * * *
v5 -0,1821 -0,2657 -0,1122 -0,8190 1 * *
v6 -0,0332 -0,0881 -0,0297 0,7285 -0,2264 1 *
v7 0,1746 0,1418 0,0468 0,6077 -0,4340 0,5587 1

an educational content structure which was already
implemented and which mobilizes the achievement
of the specific estimation of the updated indicators
after each pedagogical unit. The results show specif-
ically a high relation among the cognition attributes
and a moderatly interrelated linkage among all the
studied variables. We assume that the scale we have
presented in this paper prove the efficiency of the
proposed modelization.
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1 Introduction

Magnetic Resonance Imaging (MRI) has become a
ubiquitous tool in imaging research and clinical ra-
diology due to its capacity to provide non-invasive,
in-vivo images, both in humans and in animal mod-
els. Small animals are widely used in disease research
as their size make them particularly easy to manipu-
late; however, MR imaging is also significantly more
challenging in smaller structures. The trade-off be-
tween the spatial resolution and signal-to-noise ratio
(SNR) becomes exceptionally important when scan-
ning small volumes.

Despite improvements in high field magnet tech-
nology at 7T and beyond, several factors reduce im-
age quality so that larger fields may not mean bet-
ter images. In particular, T1 lengthening, T2 short-
ening, and chemical shifts artifacts account for low-
ering the image quality well below theoretical expec-
tations in high field magnets [1]. In contrast, paral-
lel acquisitions improve image quality while avoiding
all of these issues [2]. Simultaneous acquisitions re-
quire single receptors to be split into two or more sim-
ple loops while maintaining the field of view (FOV).
This dimensional reduction is, initially, convenient
because smaller receptors provide higher sensitivity
and field stability [2], [3]. Nevertheless, when two or
more coils share a common space, their mutual induc-
tance (MI) [4] deteriorates the receptor characteristics
of the coils to the point where images can not be pro-

duced.
Here we present strategies to increase the quality

of MRI images in surface coils and to minimize the
deteriorating effects of MI. The first involves a shared
capacitor placed between adjacent loops that counter-
acts the rising MI at Larmor frequency (Fr ). A sec-
ond strategy, accomplished with pre-amplifiers, con-
sists in diminishing the electrons’ flow among the re-
ceptors, so the factor L didt is reduced; therefore, MI de-
clines as well. This last strategy is intended to deal
with high order MI, which is likely to be an issue when
reading parallelization involves more than two chan-
nels.

We also determine the effect of implementing
these MI reducing strategies both, independently and
combined by analyzing the SNR, the field stability and
the sensitivity of the coils for the images produced.

2 State-of-the-art technology

The concept of reducing the coils’ area to produce
more efficient receptors, which was introduced by
Roemer in [2] is both, attractive and challenging. It
has numerous technical advantages, such as the possi-
bility of creating adaptable devices that can fit almost
any volume, while maintaining modularity [5]. A rea-
sonable attempt at using multiple surface coils was
presented by the Petals Project [6]. In that work, the
receptor device consisted of a crown of resonant loops
for hydrogen nuclei magnetized at 1.5T. The authors
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elegantly avoided near (first order) and next to near
(higher order) MI by placing a gap between receptors.
One drawback of this approach is that images of the
brain presented not only progressive in-depth dete-
rioration, but also fuzzy regions between the ”petals.”
In spite of these issues, the Petals Project work showed
the validity of the multiple coil approach and pro-
vided an important step towards applicability, while
demonstrating the flexibility of the device.

The reception capabilities of the coil circuitry are
not only dependent on its electrical length, but also
on its geometrical configuration. For example, in [7],
planar devices were build for which proper decou-
pling was enforced at the cost of reduced flexibility.
In humans, [5] designed an interfacing box that al-
lowed to connect up to 16 coils with different shapes,
generating images with good contrast, though with
an FOV of 200cm2. Notwithstanding these high di-
mensions (a surface coil of 200cm2 is too big for scan-
ning a rat or mice), the circuitry is stable due to the
larger values of its reactive components. The dynam-
ically adaptable tuning-and-matching box is feasible
due to the relatively big size of humans, but its im-
plementation with smaller devices has various draw-
backs associated with the electrical length of connec-
tors and their dependence on frequency. The prob-
lem of making coils invisible to each other in an array
disposition is well depicted in [8], where the authors
proposed a geometrical method by placing a butterfly
coil in parallel with a loop component. Through this
configuration, a 90◦ combination of signals isolated
the array from second and superior order MI while
critical overlapping accounted for first order MI. This
implementation was accomplished by arranging com-
mercial coils to suit the quadrature configuration and
presents and alternative to the low impedance pream-
plifiers in Roemer’s small coil strategy [2]. Yet in
[7], the authors stated one more motivation to imple-
ment smaller receptors. Apart from offering better
field stability and more in deep tissue penetration, its
implementation, due to the inherent FOV reduction
and the necessity to recover it, forces the use of par-
allel imaging (PI), which in turn reduces acquisition
time. Following this initiative, several other authors
looked into the so-called array coil. In particular, in
[9] and [10], human array coils were designed for PI
implementation, which allowed the use of standard
reconstruction methods such as Simultaneous Acqui-
sition of Spatial Harmonics (SMASH) [11], Sensitivity
Encoding (SENSE) [12], Generalized Auto-Calibrating
Partially Parallel Acquisitions (GRAPPA) [13], [14]
and their improvements or variations [15]. The idea is
that a complete positioning axis can go from being en-
coded in a voxel-by-voxel fashion to being wholly or
partially encoded in one TR depending on the length
of the array and its relative dimensions about the
subject being scanned. Consequently, the acquisition
time is dramatically reduced.

For small animal imaging, the reduced size of the
subjects imposes new challenges. For example, cir-
cuits may be too long or of unsuitable geometries.

Also, the dynamic components are smaller, making
the circuitry less stable. In spite of these issues, ar-
ray coils have been used for specific applications like
in [16], where rodents are scanned at ultra-high mag-
netic fields. In this case, the images are read with
a three-channeled device, but each channel has been
built to detect a different element’s nuclei, and there-
fore, their resonance frequency is different. Thus, MI
is minimized by the selectiveness of the receptors. In
one more small animal implementation, a novel imag-
ing method capable of detecting redox-status, oxy-
genation and free radicals has also been introduced
as a functional MRI strategy. This has been called
Electron Parametric Resonance (EPR) [17], and is im-
plemented through a 4-channel coil array. Here, the
receptors are activated sequentially; thus, there is no
need of MI decoupling methods.

The work presented here is a step toward creating
operative MRI surface coils. Our model consists of a
single loop coil that is replicated to build a two ele-
ments receptor. Once the coils share the same space,
the MI affects the reading. Two strategies for avoiding
MI are implemented. The first consists of a shared ca-
pacitor that counteracts the MI by resonating at the
working frequency with the inductive effect; there-
fore, turning the induction circuit in a purely resistive
device. The second strategy consists of adding a low
impedance pre-amplifier to the parallel channels, so
the read signals are transported as voltage instead of
current; consequently, the induction principle of Fara-
day is minimized.

The design suits the small animal dimensions. At
these sizes and working frequencies, one faces insta-
bility of the electronic components, high influence of
geometry and the fact that even a simple cable can be-
come any active component – a capacitor or an induc-
tor – therefore making of the resonance condition, a
moving target.

3 Materials and Methods

All experiments presented here were performed using
a Biospec 4.7T MRI Bruker system, setup to enable
the surface coil mode and PI. This system is usually
sold with volumetric coils as the original acquisition
device; Although, these antennas may be changed to
suit animal dimensions. The software can be adapted
to either use volumetric coils that have the emitter and
the receptor on the same device or to use two different
devices; thus making of the surface coil, the receptor
device. Under the surface coil scheme, the emitter can
be any of the individual coil sets provided by the man-
ufacturer.

The new devices are Printed Card Board (PCB)
loops designed using the Eagle software [18]. The
associated circuitry was created following the proce-
dure depicted in [19]. The devices were simulated
and tested individually in a network analyzer (Agi-
lent - E5062A-275) before coupling them to the MRI
scanner. All coils were matched at 50Ω and tuned at
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Figure 1: MRI single surface coil fabrication. A. Schematic of the circuit. B. Simulation of magnitude and
phase responses of the circuit in A. C. The output of the circuit in magnitude and phase when the decoupling
pin diode (line 4 in A) is on, providing protection to the coil against MRI RF pulsation. D. PCB of the real
single surface coil. E. The amplitude response of the designed circuit read in the network analyzer around
frequency Fr . F. Zero Index of signal reflexion in the coil’s terminals depicted in a Smith diagram. The PCB in
D, when mounted, is used to create the displays in panels E and F (see upper right corner of these two panels).

Figure 2: Two loops MRI receptor. A. Reduced emission/reception capabilities due to MI (see loops in the
upper right panel). B PCB of the two-elements coil. C. Proof-of-concept: two coils magnetically separated by
a shared capacitor. Here, the loops behave as if they were single devices, similar to the scheme in figure 1-E.
The Smith diagrams show perfect matching and tuning in both loops
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Figure 3: A.Single loop device (SD) B. Two elements device (DD), using a shared capacitor for decoupling.
C. Single loop device with pre-amplifier (SDWP) connected trough a λ

4 cable. D. Two elements device with
pre-amplifier (DDWP), using a shared capacitor and connected trough a λ

4 cable.

(fr ) which corresponds to 200.3 MHz, as dictated by
hydrogen spins magnetized at 4.7T. The different de-
vices that we tested consist of:

• SD→ A single-loop coil, 15mm in diameter.

• DD→ A two-elements coil with shared capaci-
tor, 2x15mm in diameter.

• SDWP→A single-loop coil with low impedance
amplifier, 15mm in diameter.

• DDWP → A two-elements coil with shared ca-
pacitor and pre-amplifiers, 2x15mm in diame-
ter.

Figures 1 and 2 show the circuit design and sim-
ulation, as well as evidence of accurate tuning and
matched properties for the SD and DD devices.

3.1 Reducing di/dt. The low-impedance
pre-amplifier

The role of the low-impedance pre-amplifier is to re-
duce current flow trough the coils’ terminals; there-
fore, the MI is also lowered [20]. The objective of
this strategy is to obtain a circuit that has a high
impedance on the coil side and, simultaneously, a
low impedance at the preamplifier’s terminals at fre-
quency Fr . In order to accomplish this, the λ/4 con-
cept described in [21] is used. Briefly, the λ/4 length
happens to be the distance at which a coaxial cable
like the one used for transmission inside the scanner,
becomes the desired device (high impedance on one
side, a low impedance in the opposite). Using the net-
work analyzer and the Smith diagram, this length was
found to be 21cms.

The λ/4 cable is then plugged-in to the terminals
of the two devices already created. Figure 3 shows the
final setup of the receptors.

The images are created on phantoms using T1
contrast and multi-slice-multi-echo sequence (MSME-
pvm) [22]. The repetition and echo times (TR and TE)
are 261.4 and 10.7 ms, respectively, with a flip an-
gle of 180◦; isometric in-plane resolution of 0.136mm;
slice thickness of 2mm; 35x35mm2 FOV; 256x265 ma-
trix, 8 slices for single loop coils, and 16 for the two-
elements ones. The acquisition time is kept at 3.06
minutes for all experiments. The phantom for sin-
gle loops coils consists of a circular syringe 15mm in
diameter, while the two-elements devices scanned a
syringe of 30 mm in diameter. Both phantoms con-
tain a mix of water, salt (4.5%) and gadolinium. We
performed six acquisitions per device. The five most
centered slices in the volume of interest of each ex-
periment are used to compute statistical comparisons
(see Table 1).

3.2 Measures of coils performance and
comparisons mechanisms

Measures of SNR, field stability, and visual depth
were gathered from the acquired images. The SNR
is obtained in the time-domain as the ratio between
the signal - high-intensity pixels arranged in a circular
fashion - and the standard deviation of the intensities
in the background. The field stability was character-
ized by the horizontal profile while visual depth was
obtained from the vertical profiles, where amplitude
and signal decay are separately analyzed. All mea-
sures were done in axial views. A Shapiro-Wilk test
was run over the data to determine the normality of
the distribution. T-tests were performed on all the
normally distributed data. However, the horizontal
and vertical (amplitude and decay) profiles resulted in
not normally distributed data, so we used the Mann-
Whitney U test for statistical comparisons. Table 1

www.astesj.com 535

http://www.astesj.com


F. Yepes-Calderon et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 532-539
(2017)

summarizes the factors we analyzed, the statistical
tests, the comparisons we used and the questions that
we addressed with each test. Statistical significance is
assessed using a threshold of p = 0.05. All the statis-
tics mentioned above were computed with SPSS.

4 Results

This section presents the results of applying the mea-
surements described in Subsection 3.2. Color coding
and labeling are provided; moreover, the colors are
coherent throughout all sections for a fast association
between the result and the device under test. The left-
most panel in each figure shows the regions where the
data were gathered.

4.1 SNR comparisons

For each device, the SNR was measured by taking as
signal a disk in the high-intensity region at the center
of the image and, as noise, the standard deviation of
intensities in the rest of the FOV.

Figure 4: Panel A. Single loop devices exhibit a higher
image quality as measured by the SNR, nevertheless
it is in this group (the single devices) where the pre-
amplifier generates the largest gap in quality when
comparing with its counterpart (SDWP). Remarkably,
in both, single and double device groups, the use of
the pre-amplifier reduces the noise dispersion. In the
double-loop devices, the pre-amplifier does not mod-
ify the SNR.

No statistical differences in SNR were found
(t(14)=1.47, p=0.16) between SD (x = 28.54±7.95) and
SDWP (x = 23.44±3.48). For the DD devices, the aver-
age for DD and DDWP were respectively 19.05± 6.35
and 18.99± 1.64. They were not statistically different
from each other (t(10)=0.024, p=0.98).

4.2 Field stability

A Gaussian filter is applied to the original profile aim-
ing to recover its low-frequency component, which is
in turn, a measure of the field stability. The cutoff fre-
quency is automatically extracted from the properties
of the given profile by truncating its Fourier spectrum
at 90% of the spectral energy content. Posteriorly,

a homemade program iteratively looks for a polyno-
mial that fits the filtered signal. The algorithm stops
when the correlation coefficient reaches the value of
0.995, then, the index of the fitted polynomial is saved
for each profile. In SD devices, the fitted polynomial
found from 3 to 7 constraints, with an average of 5 for
the two included devices. In DD devices, there is a
natural increment of the tortuosity due to the bound-
ary created by the two channels. The asymmetry in
the profile was a constant in all the tested devices; we
hypothesize this is due to a difference in the copper
deposition in the construction process.

4.3 Visual depth

Figure 6: Comparison of vertical profiles. The verti-
cal profile can be compared among all tested devices
since the composition in the phantoms is the same for
all devices regardless of their size. Panel A shows the
decay while penetrating the phantom in all devices.
Panels B and C show the data distribution in decay
and amplitude respectively for each tested device.

In the single loop device, the use of the pre-
amplifier reduces the dispersion in the decay con-
stant. Nonetheless, the mean value for this decay is
faster when the pre-amplifier is used. Both versions of
the two elements loop allow the system to decay more
slowly compared with their single loop counterparts.
The amplitude in SD and DD devices can not be com-
pared due to the loss of quality factor evidenced when
looking at Figures 1-E and 2-C. Additionally, the am-
plitude and the decay constant can be separated for
this specific analysis since the peak amplitude of the
signal depends solely on construction specifications
while the signal decay is a function of recruited spins.
Considering that the phantom contains the same so-
lution for all tested devices, the signal decay can be
use for comparing all built devices, but an amplitude
comparison will be only fair if done intra-group.
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Table 1: Questions addressed and statistical tests performed

Addressed questionComparisonsTestFactor

(SD-SDWP)T-testSNR Is the quality of the images affected by addition of the pre-amplifier?

(DD-DDWP)T-testSNR Is the quality of the images affected when the pre-amp and the shared
capacitor are in place?

(SD-SDWP)MWUHorizontal Is the field homogeneity affected by the pre-amp?

(DD-DDWP)MWUHorizontal Is the field homogeneity affected by the pre-amp if another MI avoiding
strategy is used?

(SD-SDWP)MWUAmplitude Is the amplitude of the acquisitions affected by the use of the pre-amp?

(DD-DDWP)MWUAmplitude Is the amplitude of the acquisitions affected when the pre-amp and the
shared capacitor are in place?

(SD-SDWP)MWUDecay Is the use of the pre-amp affecting the visual depth?

(DD-DDWP)MWUDecay Is the visual depth affected when pre-amp and the shared capacitor are
in place?

(SD-DD)MWUDecay Is the visual depth of the coils increased when the inner diameter of the
device decreases?

(SDWP-DDWP)MWUDecay Is visual decay affected when two MI avoiding strategies are imple-
mented together?

Figure 5: Panel A. Summary of the procedure for the horizontal profiles. Panel B. Distribution in tortuosity of
the horizontal profiles in each device, measured as the degree of the first polynomial adjusted at 0.995 index
of correlation

Table 2: Results of statistical tests. * experiments where statistical differences are found

AverageComparisonsTestFactor x± Statistic valuesp-valueStandard deviation

(28(SD-SDWP)T-testSNR .54± 7.95),(23.44± 3. t=1.47 df=140.1648)

(19(DD-DDWP)T-testSNR .05± 6.35),(18.99± 1. t=0.03 df=90.9764)

(4(SD-SDWP)MWUHorizontal .46± 0.86),(4.76± 1. U= 396.50, Z=0.830.4133)

(5(DD-DDWP)MWUHorizontal .63± 0.85),(6.5± 0. U=247.50, Z=3.220.0013*97)

(29096(SD-SDWP)MWUAmplitude .36± 1586.54),(27222± 1315. U=731.00, Z=-4.150.001*57)

(21971(DD-DDWP)MWUAmplitude .4± 1665.32),(21526.8± 2375. U=550.00, Z=-1.480.142199)

((SD-SDWP)MWUDecay −14.24± 0.002),(−0.1366± 0. U=193.50, Z=-3.790.0002*005)

((DD-DDWP)MWUDecay −0.115± 0.010),(−0.119± 0. U=533.00, Z=1.230.224012)

(29096(SD-DD)MWUDecay .36± 1586.54),(21971.4± 1665. U=0.00, Z=6.650.001*32)

(27222(SDWP-DDWP)MWUDecay ± 1315.57),(21526.8± 2375. U=109.50, Z=5.030.001*99)
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The built devices are capable of MRI imaging, that
should be and indubitable statement at this point due
to the vast evidence presented with the Smith dia-
grams in Figures 1 and 2. However, we show in Fig-
ure 7, proof of the images that may be acquired with
the sort of surface receptors designed and built along
the development of the experiments that support the
statements in this manuscript.

Figure 7: Image of mice’s brain using a DDWP device

5 Discussion

Our hypothesis is that the DD devices behave sim-
ilarly to the SD devices when MI is diminished or
avoided, and this claim is validated in those experi-
ments with no statistical differences. Hence, we focus
the discussion on those trials that resulted in statis-
tical differences, and on their practical implications.
Refer to the entries labeled with * in Table 2.

A significant difference (U= 247.50, Z=3.22,
p=0.001) is found between DD (x = 5.63 ± 0.85) and
DDWP (x = 6.5 ± 0.97). The mean rank of DD was
32.25, and that of DDWP was 23.75. These results
have a low practical impact since the horizontal dy-
namics can be controlled by software reconstruction.
In this case, we used a geometrically driven algorithm
to merge the two channels, but customized setups can
be implemented to optimize the smoothness of the
boundary [1]. Nevertheless, the high degree of the
fitted polynomials, even in the single loop devices,
suggest a lack of uniformity in the copper deposition
of our devices. This is observable in figure 5-A, which
belongs to the SD device. A perfectly build coil within
a flat B0 field should have a profile that can be mod-
eled with a two-degree polynomial.
In the amplitude analysis, there was a significant dif-
ference (p≤ 0.05) between SD (x = 29096.36±1586.54)
and SDWP (x = 27222 ± 1315.57) (U= 731.00,
p=0.0013). The mean rank of SD was 21.13, and the
mean rank of SDWP was 39.87, suggesting that the
use of the pre-amplifier negatively affected the read-
ing capabilities of the device; However, the practical
implications of this finding are null, since it affects
the single loop devices where the pre-amplifier does
not introduce any added value. The pre-amplifier
was connected to a single loop device with the pur-
pose of creating a fair counterpart to compare the
outcomes of the DDWP device. More importantly, the
pre-amplifier in DD devices does not result in sta-

tistical differences, a fact of high relevance towards
applicability.
In the decay analysis, there is a significant dif-
ference (U = 193.50,p < 0.001) between SD (x =
−14.24 ± 0.002) and SDWP (x = −0.1366 ± 0.005).
The mean rank of SD decay is 21.95, and the mean
rank of SDWP decay is 39.05. There is no signifi-
cant difference (U = 533.00,p = 0.22) between DD
(x = −0.115 ± 0.010) and DDWP (x = −0.119 ± 0.012).
The mean rank of DD decay is 33.27, and that of
DDWP decay is 27.73. These results imply that visual
depth is affected by the pre-amplifier in the group of
devices that are not affected by the MI. In contrast,
the pre-amplifiers do not have a significant influence
on the signal in DD devices, where MI exists.
There was also a significant difference (U = 0.00,p <
0.00) between SD (x = −14.24 ± 0.002) and DD
(x = −0.115 ± 0.010). The mean rank of SD decay
was 45.50, and the mean rank of DD decay was
15.50. The reduction of the diameter in the coils im-
proves the reading capabilities of these devices. There
was a significant difference (p≤ 0.05) between SSWP
(x = −0.1366±0.005) and DDWP (x = −0.119±0.012);
U = 109.50,p < 0.001. The mean rank of SDWP decay
was 41.85, and the mean rank of DDWP decay was
19.15, which suggest that both strategies can be used
together without affecting the quality of the images.

6 Conclusions

The small animal modeling field would be greatly
benefited if accuracy in the visual monitoring meth-
ods is improved. An imaging setup with better out-
comes would also yield more robust results, and the
derived conclusions would be less questionable. In
the end, animal experimentation is the only means
that humanity has to test and study the progression of
diseases and to anticipate the outcomes of procedures
in living subjects. In this manuscript, we demon-
strated that a better MRI receptor device, suitable to
work at small animal dimensions is feasible. To this
purpose, we implemented MI avoiding strategies and
proved that they could be used together without sig-
nificantly affecting the signal quality while enabling a
more efficient use of the scanning time.
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1 Introduction

This paper is an extension of the research work named
Secure Authentication with Dynamic Password pre-
sented in the IEEE IEMCON, , Vancouver, Canada,
2016. [1]

When it is the matter with network security, we
have to be updated always. As for example, today
we simply cannot afford any security system that in-
cludes a dilapidated protocol (as for example Cae-
sar Shift Cipher). Security protocols are used to pro-
tect several different medium using passwords, which
supposed to be known only to the users of the system.
Textual password authentication system is the most
widely used protocol, though it is not much secure
against Shoulder Surfing Attack, Brute Force Attack
[2]. Smartcard concept, 3-d password concept are not
totally protected either [3], [4]. Biometric system may
be the most powerful authentication system ever, but
it is much costly [2]. Dynamic password authentica-
tion system is the latest system that has come in the
field. In this work we have discussed about the cryp-

tographic way to generate the dynamic password for
the authentication protocol described in the said con-
ference. [1]

The authentication protocol described in the con-
ference is a combination of both the hardware and
software. Here we are imagining a chip which will be
used as the key to unlock different ids. According to
the main work, we have taken a random textual pass-
word e.g. Password. The ASCII values of each letter
acts as equivalence to mass where we have used Ein-
stein’s Theory on bending Space-Time Continuum be-
cause of Mass. Now we have placed the textual pass-
word (here Password) on 3-d box which is described
by the X-Y-Z coordinates.[1]

Later we have used the concept of the eye. The
EYE (technically a sensor) is the only object inside the
3-D box.

The EYE will actually take a random position in-
side the 3-D box (i.e. the X, Y, Z coordinates of it will
be selected randomly). Now the EYE will trace the
endings of the shifted parts in the plane by joining
them.
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Fig.1: Traced path according as the position of the
eye

If we manage to let the eye to change its position
in t time (t is as small as possible), then during each
time interval we will have a different path as shown.

Fig.2: Traced path by the eye

Since at a certain time, the received traced path is
the key of the real password, by changing the posi-
tion of the EYE, and hence by getting different traced
path in each time interval t, we gain the dynamically
changeable password.

In this paper we have tried to make an algorithm
that will be able to convert the traced path (technically
a geometric figure) to a combination of binary digits
(0 and 1). This expression gained at a certain time
will be the password at that time interval. We will try
to add some cryptographic concept in the algorithm
to make a final defence in the system. The mathe-
matical idea used to convert the geometric figure an
expression of standard deviation (in decimal) will be
both followed by and lead two different cryptographic
concepts the first one is general Feistel Block Cipher
concept,[5], [6] and the later one is AES (Advanced
Encryption Standard) algorithm.

2 Security with Feistel Block Ci-
pher Model

We will move further assuming that the textual pass-
word chosen by the user was Password. Before go-
ing to the generation of the password from the traced
path, we need to find the coordinate of the points
of the path, which we will do in this process. We
will follow the general Feistel Block Cipher concept,
i.e. at first, we will divide the plaintext into 2 equal
parts say L and R. The plaintext will be the ASCII
representation of the textual password. Hence we

have the plaintext ASCII representation of Password
8097115115119111114100. [5],[6]

Now the string will be divided into 2 halves based
on the length of it. If the length of the string is found
even, the L, R will be of equal length. If the length
of the string is found odd, the length of L will be 1
greater than that of R.

Here we have the length 22. Hence L will be
80971151151 and R will be 19111114100. Each digit
in L and R are added and the results will be stored in
R‘ and L‘ respectively. The addition of digits in L is
39 and the addition of digits in R is 20. Hence R‘ will
store 39 and L‘ will store 20.

We will count (R‘ modulo 2) and (L‘ modulo 2). To
find the axis of the traced path, we will follow a con-
cept

Fig.3: X-Z Coordinate Plane

As for example if (L‘ modulo 2) is 1 and (R‘ mod-
ulo 2) is 1 then we will consider that the traced path
will be in 3rdquadrant and proceed to the mathemat-
ics (hence 0 represents positive quadrant and 1 rep-
resents negative quadrant). The values of L‘ and R‘
will be the x-coordinate and z-coordinate of the ini-
tial point in the traced path respectively.

Fig.4: Feistel Block Cipher Model to get quadrant
and initial coordinate

In our example, (L‘ modulo 2) is 0 and (R‘ mod-
ulo 2) is 1. Hence the traced expression will be in the
4thquadrant. The initial point will be (20, -39). It
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should be mentioned that the graph, starting from a
specific quadrant, may end in a different quadrant.

A case to be noted that in this concept we havent
used Feistel Block Cipher completely. Here we havent
used any key and there is no functioning it with L.
Instead, we have changed both L and R to R‘ and L‘
respectively. The swapping of L and R to R‘ and L‘ is
done only once instead of having several rounds.

3 Derivation of the Traced Path

Suppose there are n letters in the password. So, we
have n corresponding extreme points in the x-z graph.
Here, we connect each 2 consecutive extreme points
to get one straight line. Thus, in total we get (n-1)
of such straight lines, each having a definite equation
f(z,x)=0. The equation of each straight line is pro-
vided by the system.

Our job is to find variance (similar to what is used
in case of problems with large number of bodies)[7],
and thus standard deviation for the distance of each
part from x axis (z) for each of (n-1) Straight lines.

V ariance = σ2 =< z2 > − < z >2 (1)

< z >=
∫ b
a
zρ(x)dx where (a,z1), (b,z2) are the two

extremities of a Straight lines where b > a. Here ρ(x)
is the probability density such that ρ(x)dx defines the
probability of an individual being in the interval of
(x,x+dx).

Fig.5: Derivation of traced path

Here, length of a,b, = dxSecθ
Length of ab = xSecθ
So,

ρ(x)dx =
dx
x

(2)

Therefore,

< z >=
∫ b

a

zdx
x

(3)

< z2 >=
∫ b

a

z2dx
x

(4)

Performing the integrations, we can have σ2

Now, standard deviation= σ
Thus, we will have (n-1) no. of standard deviations

for (n-1) of Straight lines.

Let, these standard deviations are σ1, σ2,.........
σ(n−1)

Let, σk = Σn−1
i=1

σi
n− 1

, is the standard deviation.

Standard Deviation of those standard deviations
is:

σp =

√
Σn−1
i=1 (σk − σi)2

n− 1
(5)

σp is the password at that moment.
Come to think about it, for a password with n let-

ters, there are (26 + 10 + 30)n = 66n [26−→ English let-
ters, 10−→numbers from 0 to 9, 30−→special charac-
ters] no. of different possibilities, and thus 66n no. of
different combinations of Straight lines in z-x graph.
Each of the point in z-x graph can arbitrarily be on
each of the 4 coordinates. So, there are 4npossibilities
for each of 66n different possibilities. Finally, the fi-
nal standard deviation σp depends on the position of
average of different σi . There are (n-1) of such parti-
tions.

So, probability of a random password, matching
the real password be:

P robability =
1

(66× 4)n × (n− 1)
=

1
264n × (n− 1)

(6)

For a 8 digit password, this probability is ∼ 6 ×
10−21

4 Final Security with AES Algo-
rithm

This process is the final process in the whole sys-
tem. Here we will use Advanced Encryption Standard
(AES) to get the encrypted cipher text [8]. The cipher
text will be the actual password in the dynamic pass-
word authentication system.

Reasons behind selecting AES encryption for our
process:

(i) AES is one of the most efficient and strongest
encryption systems.

(ii) Here we are not much concern of any decryp-
tion of the encrypted text (i.e. the password). Hence
theres no necessity of choosing asymmetric encryp-
tion system like RSA. [9]

(iii) Comparing Twofish encryption system and
AES encryption system, Twofish slightly leads in
terms of security. But AES is faster than Twofish.
Since our system gets high security due to the change-
able password, we will allow it to change in the min-
imum time interval possible. Hence we are choosing
AES for our authentication system. [10]

According to AES system, we will have a plaintext
and key of 128 bits and there will be total 10 rounds-
9 regular rounds and 1 final round.

We will get the plaintext from the standard devia-
tion of the previous mathematics.

Let the output from the mathematics is 6.4467. To
have a plaintext of 128 bit (i.e. 16 bytes), the output
is multiplied with pi (round 16 bytes decimal). Here
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the output will be:20.25290535989732. Each digit ex-
cluding the point (2, 0, 2, 5, 2, 9, 0, 5, 3, 5, 9, 8, 9,
7, 3, 2) is considered and the corresponding binary
digit in 8 bit is calculated (i.e. 00000010, 00000000,
00000010, 00000101, etc). Hence we have 128 bit
plaintext.

To get the key, the textual password (here Pass-
word) is converted to binary. To get a 128 bit (16
byte) key the textual password will have to be of 16
letters. If the textual password is less than 16 let-
ters then there will be a repetition of letters until it
reaches 16 letters. If there is more than 16 letters then
there will be excise of letters from right to left until
it reaches 16 letters. At the end there will be text to
binary conversion.

As for example, for the textual password Pass-
word since there is 8 letters, after updating we have
PasswordPassword. Hence the key will be: 01010000
01100001 01110011 01110011 01110111 01101111
01110010 01100100 01010000 01100001 01110011
01110011 01110111 01101111 01110010 01100100.

Now we will move for AES algorithm.
The algorithm our system will follow can be de-

scribed in the figure: [11]

Fig.5: AES Algorithm

The cipher text we get after whole 10 rounds is the
actual password of the system. It is to be noted that
we havent done anything with decryption since we are
not concerned with the decoding of password to orig-
inal text.Since the password consists of 128 different
characters each having 2 possibilities (0,1), the num-
ber of different possible passwords is 2128.

5 Conclusion

In the main work we have already clarified that the
concept is secured against most of the common secu-
rity threats like Brute Force Attack, Timing Attack,
Key Logger and Shoulder Surfing Attack. Moreover,
it is shown that the Space and Time Complexity of

the concept is less than some other common authen-
tication techniques. The whole idea has been devel-
oped to make a secure yet simple concept, creating a
user-friendly platform. The time interval t between
two different traced paths will depend on the time re-
quired for the execution of the two encryption algo-
rithms (Feistel Block Cipher and Advanced Encryp-
tion Standard technique), along with the completion
of the standard deviation. Less is the t, greater is the
possibility of having 2 different traced paths in a time
interval T, hence greater is the security. The algo-
rithms used in generating the binary password from
the graphical traced path are recognised as some se-
cure encryption techniques. Hence they can perform
as the final defence as well. At the end we should
mention that since we have worked with a completely
theoretical concept, it should go through an experi-
mental procedure to detect the flaws and disadvan-
tages.
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Network Virtualization, which allows the co-existence of various 
logical networks on shared physical infrastructure, has become popular 
in recent years. The optimal mapping of virtual resource to physical 
resource is a major issue in network virtualization. This problem, 
called virtual network embedding (VNE), has been well explored in the 
context of one physical domain, which is in practice operated by a 
single infrastructure provider (InP). However, the needs of virtual 
network (VN) is rapidly growing, and quite a number of VNs have to 
be established across multi-domain. For multi-domain VNE, 
infrastructure providers can no longer just solve their own single 
domain VNE problem, but have to cooperate to build the whole VN. 
Therefore, new challenge arises for the multi-domain VNE, compared 
to traditional single domain VNE. The existing investigations on this 
problem mainly focus on decomposing a VN to sub VN for each 
domain, but little attention has been paid to the joint relation between 
intra-domain and inter-domain (peering) links. In this paper, we 
propose a multi-domain link mapping method which combines the 
intra and peering link mapping so as to optimize the overall resource 
utilization. Our approach is easy to be deployed since it is based on 
current Internet architecture. Evaluation shows that our approach 
brings improvements related to existing methods.

Keywords :
Network Virtualization
Virtual network embedding
Multi-domain

1 Introduction

Network virtualization [1] is regarded as a solution
to overcome some weakness of traditional network ar-
chitecture. It makes easy to support various separated
logical networks running over shared physical net-
work. In virtualized network architecture, the service
provider (SP) creates and manages virtual networks
(VN) for end users,while infrastructure provider (InP)
deploys the substrate network (SN) equipment and of-
fers the necessary physical resources.

An important step of network virtualization is to
establish VNs above SNs. This is referred as virtual
network embedding (VNE). The VNE problem aims to
find a mapping from the VN to SN in a way that ob-
jectives (e.g. cost) are optimized and constraints (e.g.
bandwidth) are satisfied.

Large networks in current Internet architecture
are organized by autonomous system (AS). An AS is
one or several physical networks controlled by a sin-
gle authority. In this article, we use the vocabulary of

“domain” to denote the whole substrate network un-
der the control of a single InP.

As VNs are getting more and more deployed, VNs
in multi-domain will be more and more considered by
potential VN users. Establishment of multi-domain
VN is more difficult than the one on single domain for
at least two reasons:

• First, a single domain VNE problem is mainly
solved by linear programming (LP). If we had
a complete vision of all the domains, a multi-
domain VNE could be considered as a single do-
main VNE with a very large domain, so compu-
tationally harder to solve.

• More importantly, for various reasons (techni-
cal, commercial, etc.), the acquisition of full in-
formation in multi-domain is costly and often
not possible. Only limited information is ex-
changed between InPs via protocols like BGP, so
single domain approach cannot be re-used.

To address these challenges, multi-domain VNE
*Shuopeng Li, L2TI, Institut Galiléee Université Paris 13 Sorbonne Paris Cité Villetaneuse, France, li.shuopeng@univ-paris13.fr
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frameworks are developed. Usually, there is a VN
decomposition step followed by local sub VN map-
ping in each InP. Some authors introduced a broker-
like additional actor, termed Virtual Network Provider
(VNP) [2], between SP and InPs. The role of this VNP
consists in assembling multi-domain information, de-
composing VN and achieving the multi-domain VNE.

Existing solutions mainly focused on the decom-
position of a multi-domain VN to each domain. One
of the shortcomings in these frameworks is the lack of
efficient link mapping method especially for the peer-
ing links which interconnect two domains.

In this paper, we propose an efficient framework
of link mapping in multi-domain virtual network em-
bedding context, which jointly consider the mapping
of intra and peering links. In our approach, the peer-
ing links are mapped simultaneously along with in-
tra domain links. Our approach is based on informa-
tion usually disseminated by classical routing proto-
col (like BGP). Our simulation results prove that this
solution results in better utilization of substrate re-
sources.

The rest of this paper is organized as follows. Sec-
tion 2 provides an overview of the related work. Sec-
tion 3 presents our network model. Section 4 presents
our multi-domain VNE solution. The evaluation re-
sults are shown in section 5. Section 6 concludes this
paper.

2 Related Work

2.1 Single domain VNE

The problem of single domain VNE is NP-hard [3] [4].
A basic off-line approach is proposed in [5], which
performs the embedding in 2 stages (node then link
mapping). The Multi Commodity Flow (MCF) is in-
troduced in [6] to embed the virtual links The method
in [7] takes into account the virtual links in node map-
ping stage. It privileges such node mapping that re-
duce the length of substrate link path.

Since 2-stage VNE solutions are lack of coopera-
tion, some solutions mapping nodes and links in the
same stage have been proposed. An approach based
on subgraph isomorphism detection is presented in
[8]. An other model in [9] applies the Markov Random
Walk to rank nodes and then embeds links and nodes
by using back-tracking strategy based on breadth-first
search. In order to meet the change of requirements
over time, dynamic VNE is proposed in [10] .

2.2 Multi-domain information disclosure

Because of politic and efficiency reasons, InPs can’t
disclose their complete information to others, so it is
critical to make clear the information disclosure pol-
icy.

The proxy VNP could get peering links location
and resource information but intra-domain links can-
not be assumed to be available to VNP [11].

In [12], three types of resource information in each
domain are provided to VNP:

• Node: its location, available capacity and unit
price.

• Peering link: its vertices, available capacity and
unit price.

• Intra-domain link: a length-based price for con-
necting any two nodes in its domain.

Based on the information disclosure policy above,
we will describe our network model in the next sec-
tion.

2.3 Multi-domain VNE

Multi-domain VNE framework can be decomposed
into three major components [13]:

(i) partitioning the VN request into each InP via
multi-domain node mapping method,

(ii) establishing inter-domain connection (peering
links) between InPs using inter-domain paths,

(iii) embedding each sub VN request in each InP us-
ing intra-domain algorithm.

Based on multi-domain information model in-
troduced in previous section, some centralized
multi-domain VNE solutions are proposed in
[14][11][12][15].

Many of them mainly focus on the first compo-
nent. In [14], the authors introduce the cost of map-
ping a virtual node to a domain and the cost of map-
ping a link between two substrate nodes. Their node
mapping algorithm optimizes the total embedding
cost. The approach in [12] adopts the node mapping
method [7] on a full-mesh topology which complies
with partial information disclosure policy.

The second component is not very well explored
compared to the first component. Existing solutions
use simple policies to establish peering links. In [14],
each peering link is considered as a single VPN (Vir-
tual Private Network) connection. In [12], the flow
of peering links is unsplittable between two domains,
while the intra-domain sub virtual links are splittable.
The peering link path is determined by Dijkstra’s al-
gorithm on VNP layer. Since VNP layer topology is
not modified over time because of cost efficiency, Di-
jkstra’s algorithm based peering links have always the
same path. This phenomenon will result in difficulty
of later intra-domain mapping. In [11], a virtual node
is first mapped to substrate peering node to determine
the peering link and the InP it belongs to. This ap-
proach is suitable for traffic matrix based VN [16] but
not topology based VN.

Since establishing peering links is a part of link
mapping, the chosen peering nodes will probably in-
fluence the intra-domain paths. We believe that there
exist some inter-dependencies between the 2nd and
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3rd components. To this end, we propose a framework
which maps peering links jointly with intra-domain
links in each InP.

3 Network Model

We adopt the usual substrate and virtual network
model [7]. In addition, we describe VNP layer infor-
mation based on existing multi-domain information
model.

3.1 Substrate Network

A domain InPi is modelled as an undirected graph
GSi (NS

i ,L
S
i ), where NS

i is the set of substrate nodes in
domain i, LSi is the set of internal substrate links. Each
substrate node nsi ∈ N

S
i is associated with a CPU ca-

pacity cpu(nsi ) and a geographic location loc(nsi ). Each
substrate link lsi ∈ L

S
i is associated with a bandwidth

capacity bw(lsi ).
Assuming that the substrate network covers K do-

mains, there are some peering nodes (border nodes)
which have peering links with other domains. The
peering nodes set is denoted by NSP

i (NSP
i ⊂ NS

i ).
The peering links between InPi (i.e. GSi ) and InPj (i.e.
GSj ) is denoted by LSij . We denote by P Si = ∪Kj=1L

S
ij

the set of all of the peering links of InPi , and by P S

with P S =
⋃K
i=1 P

S
i =

⋃
(i,j)∈(1...K)2 LSij the set of all of

the peering links. The complete substrate network
GS (NS ,LS ) is thus obtained as follows: NS =

⋃K
i=1N

S
i ,

LS = (
⋃K
i=1L

S
i )
⋃
P S .

3.2 Virtual network

The virtual network is also modelled as an undirected
graph GV (NV ,LV ), where NV is the set of virtual
nodes and LV is the set of virtual links. Each virtual
node nv ∈ NV is associated with a CPU capacity de-
mand cpu(nv), a geographic location loc(nv) and a dis-
tance constraint dis(nv) specifying how far a virtual
node nv can be placed from its loc(nv). Each lv ∈ LV is
associated with a bandwidth demand bw(lv). In addi-
tion, each virtual network GV has a lifetime t(GV ).

3.3 VNP layer model

VNP collects information provided by InPs. We as-
sume that InPs provide exact information about their
nodes, as well as the peering links. On the contrary,
there is no exact information about the internal organ-
isation of a domain. Similar to the existing solution
[12], we assume that this information is given by InP
for each couple of <node, peering node>, as if there
was a pseudo direct link between these two nodes. De-
note the set of these links by LPi = {lmn / m ∈ NS

i ,n ∈
NSP
i }, InPi provides to VNP the set of linking cost CPi

defined by

CPi = {C(lmn) / m ∈NS
i ,n ∈N

SP
i }

where C(lmn) represents a cost (distance, bandwidth,
etc.) characterizing the link lmn. This kind of informa-

tion is actually what a routing protocol (BGP) reports
to other AS.

Thus, the SN of an InPi is perceived by VNP as a
graph GPi = (NS

i ,L
P
i ). In this way, the whole substrate

network that VNP perceives, referred asGP , is defined
as follows:

GP = (
⋃
i

GPi )
⋃

P S

i.e. the perceived vision for each domain and the ex-
act vision of the inter-domain connections. With GP ,
VNP can establish a kind of complete topology cover-
ing all the domains for achieving VN decomposition
and link mapping.

4 Our proposition

To solve VNE in the context of multi-domain, we pro-
pose a novel algorithm that maps jointly intra and
peering links.

We propose to handle each VN request with a 2-
step process

• At the first step, VNP performs the node decom-
position optimizing the node embedding.

• Subsequently, VNP performs a series of iterative
downsizing VNE sub-solution, each of them op-
timizes both the intra and peering link mapping
related to a domain.

The link mapping is determined, at each iteration, by
the acting InP (called mapper). VNP is in charge of
providing necessary information to the mapper. The
generic work-flow of our algorithm is given by figure
1. The details are explained as below.

Figure 1: VNP workflow to embed a VN

4.1 Decomposition

Firstly, VNP decomposes the VN request with objec-
tive of minimizing the node mapping cost. In this
stage, VNP associates each virtual node with a can-
didate set of substrate nodes that meet its loc(nv).
VNP is free to use any multi-domain VN partitioning
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Figure 2: VN decomposition Figure 3: downsizing link mapping
by InP1

Figure 4: downsizing link mapping
by InP2

method (e.g. [14][12]). At the end of this stage, virtual
nodes are embedded to different domains.

An example of VN decomposition is shown in fig-
ure 2. Three InPs are shown with their substrate nodes
from A to P. They are connected via 2 or 3 peering
links. Intra substrate links are not drawn. We suppose
that a VN {a,b,c,d} arrives. The VN decomposition
step tells us that a, b, c and d are mapped to substrate
nodes A, K , N and J , respectively. {a − b,a − c,c − d}
are virtual links which interconnect two different do-
mains, while {b − d} locates in only one domain.

4.2 An iterative downsizing VNE ap-
proach

Here we give a detailed presentation of the kernel of
our proposal, which is formally given in algorithm 1.

4.2.1 Rationale

After VN decompostition step, since there is no do-
main who knows the complete information of any
other one, embedding the virtual links which inter-
connect two different domains becomes an issue.

We notice that, VNP can build, for each InPi , a re-
duced vision (denoted by GRi ) from GPi . This vision
contains all the peering links/nodes, as well as the
substrate nodes on which a virtual node is embedded.
Formally, GRi = (NR

i ,L
R
i ) where

NR
i =NSP

i

⋃
{nSi ∈N

S
i / ∃n

v ∈NV ,M(nv) = nSi }

i.e.,NR
i is the union of all the substrate nodes support-

ing virtual nodes on domain i and all of its peering
nodes. In a similar way, we define LRi as follows;

LRi = {lmn ∈ LPi /n ∈N
R
i ,m ∈N

SP
i }

i.e., LRi is the subset of LPi between NR
i and NSP

i con-
taining only the links interconnecting a peering node
and a node supporting a virtual node.

In order to achieve an efficient and pragmatic op-
eration mode, we prefer that VNP plays its role of co-
ordinator: It is VNP who decides which of the InP
should have the privilege to map its peering links with
others. It is also VNP who provides to the chosen InP
(that we refer as mapper) the topology of the rest of the

network according to its perception. In other words,
the chosen InP (the mapper) extends its view to the
rest of the network, by using the vision provided by
VNP, the only one who has a kind of comprehensive
view on all domains. In this way, the mapper obtains
an augmented graph on which it will perform link
mapping, including both its intra and peering links.

This process continues, domain after domain, un-
til all of the virtual links are set. The selection cri-
terion is the link utilization, the InP has most strin-
gent link utilisation will be the first to map its peer-
ing links. The reason lies in that high link utilization
denotes more constraints in the choice of path.

4.2.2 Building of the augmented graph

Let InPi be the chosen mapper. Formally speaking,
the vision of the other domains provided by VNP is
GCi =

⋃
j,iG

R
j , i.e. the reduced perceived vision of all

the other domains. We only need to consider the case
where all the domains are adjacent to the mapper. The
case of a domain not adjacent to the mapper but to
which the mapper has virtual links can be reduced to
the adjacent case.

VNP communicates GCi to the mapper (InPi) so
that the latter can creates an augmented graphGAi , de-
fined as follows:

GAi = GSi ∪ P
S
i ∪G

C
i

This topology covers all of the accessible domains and
can be used as a substrate graph on which the mapper
performs VNE.

4.2.3 VN sub-request

VNP asks the mapper to perform a partial VNE, which
concerns only the virtual links related to the mapper.
We refer this partial VNE as a sub-request (Lsubvi ). It is
obtained from the current VN request by reducing it
to virtual links related to the mapper.

4.2.4 An MCF-based link mapping

At this stage, the mapper gets an augmented vision of
the whole substrate network, and a VNE sub request
(Lsubvi ), both from VNP. We have thus a classical VNE
problem that we solve with the multi commodity flow
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(MCF) based mapping algorithm (line 6 of algorithm
1).

At the end of this step, InPi pre-allocates resources
on the intra and peering links related to it and sends
to VNP a virtual link update notification.

Let us illustrate it by our example. Assume in fig-
ure 2 that InP1 is chosen as the 1st mapper. VNP
builds the VNP-level graph vision GC1 = GR2 ∪G

R
3 (see

figure 3) with GR2 = ({F, G, K}, {F-K, G-K}) and GR3
= ({M, N, L}, {M-N, L-N}). It builds also the sub-
request Lsubv1 = {a-b, a-c}, actually the virtual links b-d
and c-d will be pruned since they haven’t any extrem-
ity node supported by a substrate node in InP1. VNP
then sends GC1 and Lsubv1 to InP1. The latter builds
the augmented graph GA1 which includes GS1 (all the
nodes and links in InP1), the peering links (B-F, C-F,
C-G, E-M), and G1

C . InP1 then applies the MCF-based
algorithm to solve the embedding of Lsubv1 on GA1 .

4.3 Update and iteration

After each sub-request, the mapper (say InPi) reports
the results. In particular, it gives the results of the
mapping of all of its inter-domain virtual links in the
following manner.

Let lv(a,b) be the virtual link between a particu-
lar node a ∈ InPi and a particular node b ∈ InPj , with
bw(lv(a,b)) as the required bandwidth. The MCF al-
gorithm will map lv(a,b) into one or several paths.
Denote by NF the set of the peering nodes of InPj
through which a fraction of lv(a,b) is mapped. Af-
ter the link mapping of InPi , the set of virtual links
{lv(c,b)}c∈NF is equivalent to the virtual link lv(a,b)
with bandwidth demand:∑

c∈NF

bw(lv(c,b) = bw(lv(a,b))

It is to be pointed out that these links are totally inside
inPj and they replace lv(a,b).

As the mapping of InPi is achieved, it will no
longer appear as domain in the subsequent problem
which contains only the remaining domains. How-
ever, the achieved mapping concerns only the links
related to InPi (intra as well as peering), the part of
inter-domain virtual links on the other domains still
has to be mapped. Each of such inter-domain virtual
link related to the mapper can be transformed into the
above described equivalent set which will be added to
each concerned domain. For the sake of reading sim-
plicity, we prefer to give an informal description here,
instead of a formal one, which would generate some
more heavyly-indexed notations.

In this way, we obtain a new VNE problem with:

• at the SN level, the retreat of InPi and all the
peering links related to it;

• at the VN side, the retreat of all the virtual
links internal to InPi and the replacement of all
the inter-domain virtual links related to InPi by
their equivalent set which are added to corre-
sponding domain.

This allows us to execute iteratively the downsiz-
ing mapping described in § 4.2. VNP repeats the pro-
cess till its convergence which is certain, since the sub-
set is reduced by at least one domain (the mapper) at
each iteration.
Algorithm 1: Link mapping of InPi as mapper

Input : sub request virtual links Lsubvi
Input : reduced perceived graph GCi
Output: virtual link update notification

1 begin
2 if Lsubvi =NULL then
3 return
4 end
5 create augmented substrate network

GAi (NA
i ,L

A
i ) ;

6 solve single domain VNE MCF problem;
7 foreach flow on substrate link lmn do
8 if lmn ∈ LSi ∪L

S
ij then pre-allocate

resource on link lmn ;
9 end

10 send virtual link update notification;
11 end

In the example of figure 2 and 3, assume that InP1
has chosen link F-K to map virtual link a-b. After
sending its results to VNP, this latter deduces and
creates a new virtual link a’-b with node mapping a’
equal to F. This virtual link a’-b replaces virtual link
a-b.

Now, the new problem (figure 4) contains only
InP2 and InP3. Assuming that the InP2 is chosen as
mapper, the same process continues and our problem
is eventually reduced to a single domain which is the
last step of our algorithm.

4.4 Reject of virtual request

The resources are definitively allocated only if all the
computation on different domains succeed. A COM-
MIT message is then sent by VNP to InPs so as to vali-
date the resource reservation. Should a mapper report
a failure, a DEALLOC message would be sent by VNP,
which stops the process (VNE failure) and allows each
domain to deallocate pre-allocated resources.

5 Reinforcement of our method

As mentioned at the end of 4.2.1, we choose the link
utilization criterion to determine mapping sequence.
This choice simplifies the algorithm, but may fail to
get the optimal solution. In this section, we propose
a reinforcement of our algorithm, which waives the
constraint of sequence selection.

Fundamentally, domains are peers. From a do-
main’s point of view, there are actually 2 “domains”
: a single domain (itself) and a outside domain (oth-
ers). Using our downsizing algorithm, a domain tries
its best to map its intra and peering virtual links, but
how does the outside domain (others) map the re-
maining virtual links? We notice that after the first
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downsizing mapping, the problem is reduced to a
multi-domain VNE on the outside domain (others) be-
cause the first mapper has mapped its own intra and
peering virtual links. Following the downsizing logic,
the problem will finally be reduced to a 2 domain
VNE, on which a better solution can be easily found.
Therefore, We first study the case of only 2 domains,
and then we move to K domains VNE.

5.1 Two domain basic method

First, we consider the case of 2 domains. Assuming
that the multi-domain VNE problem consists of 2 do-
mains (denoted by InP1 and InP2), there are obviously
2 possible mapping sequences.

• First Solution S1−>2 : InP1 starts up the mapping
processus as mapper and then InP2 solves a sin-
gle domain VNE.

• Second solution: S2−>1 : InP2 starts up the map-
ping processus as mapper and then InP1 solves
a single domain VNE.

These two solutions are sent to VNP, which compares
the embedding cost of these solutions. The final so-
lution of the 2 domain basic multi-domain VNE (de-
noted by MDVNE(2)) is the better one among the 2
solutions above:

SMDVNE(2) =min{S1−>2,S2−>1}

Algorithm 2:MDVNE(K)
Input : VN request
Output: embedding cost
Output: mapping solution

1 begin
2 foreach InPi do
3 link mapping of InPi as mapper;
4 get embedding cost C(mapper);
5 if K > 2 then
6 solve MDVNE(K − 1) ;
7 get embedding cost C(others);
8 end
9 else

10 solve MDVNE(2);
11 get embedding cost C(others);
12 end
13 InPi solution cost

C(i) = C(mapper) +C(others) ;
14 end
15 return minimum C(i) and correspond

solution;
16 end

5.2 Towards K domain solution

From the 2 domain basic method, K domain multi-
domain VNE (denoted by MDVNE(K)) can be de-
termined by a recursive algorithm. The detail of
MDVNE(K) is shown in Algorithm 2.

The multi-domain is fundamentally divided into
2 elements, a mapper and the others. The former is
mapped using our downsizing method (line 3 in Al-
gorithm 2), and the later is reduced to a K-1 domain
problem (line 6 in Algorithm 2), until the basic 2 do-
main problem. The cost of the candidate is the sum
of cost of the 2 elements (line 13 in Algorithm 2). The
minimum cost candidate will be adopted as the map-
ping solution.

6 Performance Evaluation

We implemented a discrete event simulator to evalu-
ate the performances of our method. The optimiza-
tion problem is solved by IBM CPLEX library. Since
we are basically interested by the link mapping, all
the evaluated methods work with the same node de-
composition by using the greedy algorithm of [6].

6.1 Evaluation Environment

The substrate networks are generated by GT-ITM tool
[17]. 3 domains are generated. Each domain consists
of 50 nodes and 100 links. The 3 domains are inter-
connected by 26 peering links. The CPU capacity of
each node is chosen in [50,150]. The bandwidth ca-
pacity is selected in [50,100] for intra links and in
[300,400] for peering links. The cost of the pseudo
link between a border node and an intra node is cho-
sen to be the inverse of the bandwidth capacity of the
shortest path between these two nodes.

The virtual networks are also generated by GT-
ITM tool. The virtual nodes of each VN follow a uni-
form distribution between 3 and 8. The virtual nodes
are interconnected with probability 0.4. The CPU and
bandwidth demands are uniformly chosen in [0,20].
The VN request arrival process is Poisson with arrival
rate λ ∈ (2 . . .6) requests per 100 time units. The life
time of each VN follows an exponential distribution
with an average of 1000 time units. Each simulation
lasts for 20000 time units.

6.2 Compared methods

We compare the following 3 methods :

(i) lu−ciplm: Link utilization coordinated intra and
peering link mapping. This is our first method.

(ii) r−ciplm: Reinforced coordinated intra and peer-
ing link mapping. This is our second method.

(iii) shen [12]: This approach computes separately in-
tra and peering links. The latter is determined
according to Dijkstra’s algorithm.

We used the following metrics for comparison:

• VN request acceptance ratio: the ratio of the ac-
cepted VN request over the total arrived VN re-
quests;
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• Average link utilization: the link utilization is
the total allocated link resource over the total
substrate resource. The allocated resource U is
given by:

U =
∑
lv∈LV

∑
ls∈LS

bw(ls, lv)

where bw(ls, lv) denotes the bandwidth commit-
ted on the substrate link ls to embed the virtual
link lv .

• Total revenue: The revenue of a VN as the
weighted sum of bandwidth and CPU:

R = β
∑
lv∈LV

bw(lv) +α
∑
nv∈NV

cpu(nv)

where α (resp. β) is the unit revenue for cpu
(resp. bandwidth). .
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6.3 Result analysis

The simulation results are shown in Figure 5, 6 and
7. The VN request acceptance ratio is shown in Figure
5. The link utilization and revenue are shown in Fig-
ure 6 and Figure 7, respectively. We got the following
observations:

• r − cilpm is the best, followed by lu − ciplm, and
then shen over all the three metrics.

• The difference between lu−ciplm and shen is al-
ways significant.

• The difference between r − ciplm and lu − ciplm
is not always significant.

To summarize:

• Our approaches are better than that of shen. In-
deed, mapping jointly intra and peering links
increases the efficiency. Our methods improve
the performance. In these cases, traffic is split-
ted and sent to less loaded links, achieving in
this way a better utilisation of the overall resid-
ual bandwidth.

• The out-performance of r − ciplm is small com-
pare to lu − ciplm. r − ciplm ensures a cost-
efficient mapping solution for every VN. The
peering links are mapped jointly with the right
domain, which leads to a better resource alloca-
tion. However, the peering links in lu − cimplm
are sometimes not perfectly mapped because
link utilization does not always give the best
mapping sequence.

7 Conclusion

Network virtualization attracts more and more atten-
tion in future network architecture, since it allows
the (dynamic) building of a network suited to end-
users need, without modifying the underlay infras-
tructures. Part of them will be built over several in-
frastructures run by different operators.
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The virtual network embedding, which aims at
establishing the optimal virtual networks on sub-
strate networks, is a key issue in network virtualiza-
tion. The fact of partial information makes the multi-
domain VNE quite different from the single-domain
VNE and this problem remains a challenge. Some
multi-domain VNE solutions have been proposed in
literature. Most of them focus more on VN decompo-
sition into sub VN requests for each domain, so that
the single-domain VNE can be applied subsequently.
Few attention has been paid on the mapping of peer-
ing (inter-domain) links.

In this paper, we propose a novel multi-domain
VNE algorithm which aims to optimize the peering
link mapping. For this, we introduce a coordinator
(VNP, VN Provider). The latter has the privilege to
get a comprehensive vision of all of the domains as
well as the peering links. It performs VN decom-
position, then coordinates the optimized mapping of
both intra and peering links, domain after domain, in
an iterative (and converging) manner. The optimiza-
tion is achieved by applying the MCF algorithm on
an augmented graph related to each domain. Simula-
tion shows that our approach optimizes the substrate
resource utilization compared to existing method. Be-
sides, our method is easy to deploy in current Internet
architecture.
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Cloud computing is one of the largest emerging utility services that is 
expected to grow enormously over the next decade. Many organizations 
are moving into hybrid cloud/hosted computing models. Single cloud 
service provider introduces cost and environmental challenges. Also, 
multi-cloud solution implemented by the Cloud tenant is suboptimal as it 
requires expensive adaptation costs. Cloud Federation is a useful structure 
for aggregating cloud based services under a single umbrella to share 
resources and responsibilities for the benefit of the member cloud service 
providers. An efficient security model is crucial for successful cloud 
business. However, with the advent of large scale and multi-tenant 
environments, the traditional perimeter boundaries along with traditional 
security practices are changing. Defining and securing asset and enclave 
boundaries is more challenging, and system perimeter boundaries are 
more susceptible to breach. This paper to describe security best practices 
for Cloud Federation. The paper also describes a tool and technique for 
detecting anomalous behavior in resource usage across the federation 
participants. This is a particularly serious issue because of the possibility 
of an attacker potentially gaining access to more than one CSP federation 
member. Specifically, this technique is developed for Cloud Federations 
since they have to deal with heterogeneous multi-platform environments 
with a diverse mixture of data and security log schema, and it has to do 
this in real time. A Semantic-less Breach detection system that implements 
a self-learning system was prototyped and resulted in up to 87%
True-Positive rate with 93% True-Negative.
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Polymorphic Malware
Cloud Federation

1 Introduction

As an increasing fraction of computing services move to
the Cloud, there will be a proliferation of software charac-
teristics, service models, and deployment options. Many
organizations are moving into hybrid cloud/hosted com-
puting models. A Cloud Service Provider (CSP) goal is
to maximize its market share among the potential Service
Providers (SP). Accommodating variable demands for com-
puting resources requires an immense capacity, as it calls
for providing for the maximum demand. In some cases,
this drives them to underutilization of massive datacenter
deployments. In other situations, the CSPs suffer over-
utilization because of a miss in the market share, load and
reliability projections. Both cases lead to sub-optimal uti-
lization.

From the SPs perspective, they are most interested in

availability and adaptability. The former refers to reliable
service conditions that make its services available to the
users it serves. The latter relates to the Vendor lock-in
risk[1]. Single CSP provides a sub-optimal solution to the
SP thus multi-cloud become an attractive solution. How-
ever, multi-cloud solution implemented by the SP requires
expensive adaptations to the CSP’s tools and service con-
structs that may vary among different CSPs.

Cloud Federation is a new paradigm that allows many
CSPs to utilize computing resources optimally[2, 3]. Also,
it allows SP to avoid the Vendor lock-in risk and provide
service availability that can not be provided by a single CSP.
No matter what the architecture, there is a need for to ensure
the security and information assurance to users. Cloud Fed-
eration is an advantageous structure for aggregating cloud
based services under a single umbrella to share resources
and responsibilities for the benefit of the member cloud ser-
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vice providers. Federation is useful not only for sharing
resources amongst cloud service providers but also for pro-
viding enclaves for interactions to perform domain-specific
missions such as electrical grids and supply chains.

The Federation will need to assure that data transfers
amongst the Federation’s CSPs are secure. The Federation
will, above all, need to detect any anomalous behavior oc-
curring in transactions and resource sharing. In addition to
the growing number of security tools, there is a need to log
and identify security issues requiring attention early on in
the process. In particular, breach detection in inter-cloud
data transfer and communications is a particularly serious
issue because of the possibility of an attacker potentially
gaining access to more than one CSP federation member.

This paper to describe security best practices for Cloud
Federation. The paper also describes a tool and technique
for detecting anomalous behavior in resource usage across
the federation participants. Specifically, this method is de-
veloped for Cloud Federations since they have to deal with
a heterogeneous multi-platform environment with a diverse
mixture of data and security log schema, and it has to do
this in real time. This Semantic-less tool is described below
after a description of the context of the issue.

The reminder of paper is organized as follows, Section
II (Federated Cloud) discusses a new inter-cloud structure.
It also describe some of the terminology used in this paper;
Section III (Cyber Security Challenges in Federated Cloud)
describes the core challenges of such inter-cloud system in
a multi-layer model; Section IV (Semantic-less Breach De-
tection) discuss the tool we suggest for detecting the behav-
ior of the anomalous system that runs in the Cloud Feder-
ation; Section V (Evaluation) discuss the breach-detection
tool prototyped; Section VI (Analysis) analyze and present
the prototype results; finally, Section VII (Conclusions)
summarizes the main results and ongoing developments.

2 Federated Cloud
Organizations that serve and process a large number of si-
multaneous users and the user’s often large quantities of
data are termed ”cloud computing services.” These services
enable convenient, on-demand, network access to a shared
pool of configurable computing resources. The following
section describes cloud federation and the reasons for its
formation. It serves as background for the security design
and breach detection mechanism we propose in a later sec-
tion.

Cloud computing is occupying a rapidly growing mar-
ket share of IT resources. IT related spending toward work-
load processing increased 32.8 percent in 2014, 29 percent
in 2015, 34.1 percent during 2016, and expected to grow 42
percent during 20171. Also, from environmental perspec-
tives, grid energy powered by hydrocarbons are increas-
ingly devoted to the growing power needs of cloud comput-
ing data centers. Carbon emission generated by data centers
is growing from a 2011 level of 21.3 MtCO2e and expected
to rise to 39.1 MtCO2e by 20202.

This makes cloud computing one of the fastest grow-
ing consumers’ utility services, one that is projected to
grow an order of magnitude in the next decade. [2]
propose a new paradigm that will allow multiple cloud
providers to utilize computing and energy resources op-
timally. From the customer’s perspectives, the organi-
zation’s total-cost-of-ownership is expected to shift from
capital-expense-based, e.g., on-premise deployments to
operational-expense-based, e.g., cloud service subscrip-
tions. Thus, there is a need to create an efficient and trans-
parent eco-system that allows the organization to match IT
expenses with its planned cost structure.

Federated Clouds demonstrate a new paradigm that will
allow multiple cloud providers to utilize optimally comput-
ing resources. It will do this by (1) lowering the data cen-
ter’s deployments per provider ratio, share and (2) schedul-
ing available energy via aggregators and (3) lastly to em-
ploy, where appropriate, more renewable and carbon-free
energies. It will quantify results and baseline the efforts
based on work at the data centers within a single cloud
provider. The federated cloud demonstrates the utility soft-
ware container-based paradigm for achieving dense and
elastic containerization technologies. It is centered on sev-
eral discreet Linux Containers (LXC) managed by a Kuber-
netes resource management system 3 that acts as the gov-
ernance engine. Moreover, the proposed solution scales
out and optimizes cross-data centers and cross-regional
deployments by computing and suggesting a cross-cloud
provider’s collaboration via a cloud aggregator. Further-
more, it suggests operating data centers employing maxi-
mum intermittent green energy sources[2]. Yet all of these
advantages will be for naught if federation services cannot
be supplied securely in the face of growing sophistication
and quantities of cyber security threats. It is therefore essen-
tial that risks to data, computing resources and communica-
tions are managed such that the value of services provided
exceeds the losses arising from cyber breaches.

2.1 Architecture
The Cloud Federation architecture is comprised of multiple
CSPs, a Clouds-Coordinator, and a Clouds-Broker system.
These are defined below.

Clouds-Coordinator. Acts as an information registry that
stores the CSPs pricing offers and demand patterns. Clouds
Coordinators periodically update the CSPs availability and
offering prices. Also, a Clouds-Coordinator will help to
employ, where appropriate, more renewable and carbon-
free energies [3].

Clouds-Broker. Manages the membership of the CSP con-
stituents. Both CSPs and SPs will use the Clouds-Broker
to onboard the Cloud Federation. Also, Clouds-Broker will
acts on behalf of the SP for resource allocation and provi-
sioning requests. Clouds-Broker also provides a continuous
ability to deploy SP software, configuration, and data to one
or more CSP, so it provides the SoS IT agility goal.

1Gartner Says Worldwide Cloud Infrastructure-as-a-Service Spending to Grow 32.8 percent in 2015
2GeSI SMARTer2020 The Role of ICT in Driving a Sustainable Future. 2015. GeSI
3http://kubernetes.io
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Figure 1: Proposed Cloud Federation Systems of System comprises of
CSPs and SP that are managed by Clouds-Broker and Clouds-Coordinator

3 Cyber Security Challenges in Fed-
erated Cloud

The Cloud Federation has a global scale software and hard-
ware infrastructure. We describe a progressive layers secu-
rity model starting from the physical security of data cen-
ters, progressing to the hardware and software that underlies
the infrastructure, and the constraints and processes to sup-
port the Cloud Federation operational security. The follow-
ing section describes the Cloud Federation cyber security
design throughout the data processing life cycle at a Cloud
Federation. e.g., enables secure communication with ten-
ants (SP) and its customers or control plane communication
including CSP, Cloud-Brokers, and Clouds-Coordinator.

Figure 2: Cloud Federation Cyber Security Model includes two core
layers, infrastructure security and operational security

Figure 2 describes the cyber security layers offered by
the Cloud Federation. The following paragraph briefly
describes the security elements corresponded with each
layer4. Our extended cyber security model will empha-
size the operational security with unique breach detection
methodology. This was done since the operational security
corresponds to the perimeter security of an enterprise sys-

tem and the interface to the Federation members. Also, it
will suggest a system for encryption of both inter micro-
services communication with emphasis on cross-CSP for
tenants’ workloads.

3.1 Infrastructure Security
The required baseline security level needed for cloud fed-
eration constituent’s systems is referenced in Figure 1. It
includes deployed facilities and computer systems managed
by the CSPs or the Federation. The larger CSP’s often ex-
ceed these baselines.

Datacenter Premises. CSPs design and build its data cen-
ters based on its expected computing capacities and service
reliability manifested by their SLA and the redundancy lev-
els of sub systems[4, 5]. The datacenter incorporates vari-
ous components of physical security protections. Access to
such facilities is governed by the CSP security operations.
It uses technologies such as biometric identification, metal
detection, metal detectors, and CCTV solutions[6].

Hardware Design. CSPs data centers run computing server
machines fed by power distribution units and connected
to a local network that is all connected to the edge of the
wide network. The computing, digital storage, and net-
working equipment require a standard that ensures the re-
quired audit and validation of the security properties by
components[7, 8], e.g., hardware security chip [9].

Machine Identity. confirms that any participating com-
puting server in Cloud Federation can be authenticated to
its CSP machine pool throughout a low-level management
services[9]
Secure Start-Up. Ensures that CSPs servers are booting the
correct software stack. Securing underlining components
such as Linux boot loaders, OS system images and BIOS
by cryptographic signatures can prevent an already com-
promised server from being continuously compromised by
an ephemeral malware.

3.2 Operational Security
Operational security comprises the business flows between
the SP with the cloud federation and the CSP it uses for
processing workloads. The following section briefly dis-
cusses the required cybersecurity measures needed for SP
and CSP business scenarios in a cloud federation.

Cross-SP Access Management: SP workloads are mani-
fest in two workload types, (1) short-lived workloads. i.e.,
jobs that are terminate upon completion, and (2) long-lived
workloads. i.e. services. The former workload might re-
quire connectivity to external services during its processing.
The latter might expose serving endpoints to other services.
e.g., short-lived jobs might require persistent storage to
write its job results hence connecting to BigTable5 storage
server provisioned by other CSPs, which, in turn, require
access management that uses credentials and certificates

4We extrapolate Google Cloud security model from https://cloud.google.com/security/security-design/
5https://cloud.google.com/bigtable/
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stored within the Cloud Federation.

SP Front End Service Discovery: Long-lived workloads
might expose public facing endpoints for serving other
workloads or end-user requests. SP front-end services re-
quire publishing endpoints to allow other workloads within
or external to the cloud Federation to discover their public
facing entry point and this requires service discovery capa-
bilities. Service discovery endpoints, and the actual service
endpoints, are prone to risks such as Denial of Service at-
tacks or intrusions originated by an attacker. We argue
that current solutions offered by individual CSP’s are sub-
optimal because of the target scope of the intrusion. i.e.,
assuming an attack probability for a given CSP, running
several CSPs reduces the risk by a factor of the number of
CSPs. Later sections will formulate the risk function and
show how cloud-federation minimizes those challenges by
using the semantic-less breach detection system and show
how most risks originate by crossing machine boundaries.

Secure Continues Deployment: Continuous Deployment
(CD) is the function that allows cloud-native applications
to get updated through an automated pipeline that is initi-
ated by a new or updated code submission, compiled, tested
through various quality gates until it is certified for deploy-
ment of the production systems and deployed seamlessly.
Continues deployment enables cloud applications to inno-
vate faster and safer no matter what number of machines
are in the service pool. A secure continuous deployment
service requires secured SP code and a configuration repos-
itory that authenticates to the target computing resource
regardless of the CSP network segmentation. Traditional
network segmentation, or fire walling, is a secondary secu-
rity mechanism that is used for ingress and egress filtering
at various points in the local network segment to prevent IP
spoofing[10, 11]

Authentication and Authorization. In a federated cloud
architecture, deployed workloads might require access to
other services deployed by the federation. The canonical
example will be an end user request service deployed in
the Federation that triggers another micro-service within
the SP architecture. Such cascading requests require mul-
tilayered authentication and authorization processes. i.e.,
a micro-service calls another micro-service and authenti-
cate on behalf of the end user for audit trails supported by
the end-user authentication token and the cascading micro-
service tokens generated throughout the end user request.
Figure 3 depicts the data flow during a call initiated by
SP Micro-Service that runs in one of the federation’s CSP
denoted by CS Pi and CS P j. A call initiated from S Pn

that was provisioned in the federation as msn. The call
destination runs on a different and sometimes the same SP.
Let S Pm denote the destination SP. The call payload is en-
crypted by S Pn private key. The call arrived at an S Pm

endpoint and checked for admission. S Pm admission con-
trol decrypts the call payload using S Pn public key that
was submitted throughout the on-boarding process to the
Cloud Federation. It is verified for authenticity and autho-
rization of allowed call-sets. If admitted, S Pm calls and
process the get data() call and sends back the response to

the originating S P, S Pn.

Figure 3: Authentication and authorization in Cloud Federation Cross-
SP model

Breach Detection: The Cloud federation comprises
various workload types that are owned by different au-
tonomous organizations. Breach detection includes a com-
plex data processing pipeline that integrates system signals
originated from specific users of a CSP service as well as
the potential cloud federation tenants. System signals are
comprised of network devices as well as signals from in-
frastructure services. Only in recent years, after the grow-
ing numbers of data breaches and liabilities arising from
losses,[12, 13, 14] have organizations started to incorporate
business related metrics for breach detection[15]. Both data
pipelines need to generate operational security warnings of
potential incidents. The output of such warnings usually
alerts security operations staff to potential incidents that re-
quire the relevant team’s triage and response as appropriate.

Such methods are sub-optimal in a Federated Cloud for
two main reasons: (1) different data sets are owned by
different organization departments that are not integrated
physically, schematically or semantically, (2) Lack of unifi-
cation of both data sets as accomplished by fusion requires
a complex transformation of both data sets semantics into a
single data set. The above situation exacerbated when mi-
grating the workload to the cloud as it introduces another
orthogonal data set that contributes to complexity. The fol-
lowing sections propose a method for breach detection that
collapses the three silos into a cohesive semantic-less data
set that will enhance the Cloud Federation services detec-
tion breaches to an extent limited by available data and their
investment in detection .i.e. allowing methods to the tenants
to incorporate more data about their workload for more au-
tomatic detection.

4 Semantic-less Breach Detection

Malware infected cloud-computing-workloads introduces
three core risks for organizations (1) Service unavailability,
(2) Data breach , and (3) Data corruption. There is a need
for breach detection system that helps to determine whether
a workload is infected as well as the type of exploited risk
type as enumerated above. Breach detection system effec-
tiveness is influenced by a number of factors. We focused
on the human social factor and the emergent public cloud
offering. The following paragraph describes the important
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factors required for optimized breach detection. This mode
of breach detection has to span the heterogeneous schema
employed by the various federation members.

4.1 The Human Social Factor

Enterprise IT is typically organized into silos. e.g., IT op-
erations, network operations, database administration, and
product engineering. The silos goal is to allow field-based
ownership. Usually, silo teams are governed by different
management hierarchies, communication styles, and vocab-
ularies i.e. semantics. As as far as cyber security goes, se-
mantics manifest by a particular interpretation of intrusion
or breach. e.g., malware sending data to C&C might not
impact the normal operation of a workload. Thus, product
owners are oblivious to that risk while network operations
detect unusual egress or ingress traffic usage patterns.

Enterprise IT workloads deployed as SP workload re-
quires adopting unified cyber security best practices that
overcome the different management hierarchies, communi-
cation styles, system security pans, data scheme, semantics
and, vocabularies. The next paragraph shows how Feder-
ated Cloud helps enterprise IT improve its cyber security
resiliency by offering a prediction tool that allows SP to ap-
ply proactive policies to mitigate potential threats.

4.2 The Cloud Federation Factor

Public Cloud services exacerbate the organization’s human
factor risk by introducing an additional silo that is often sep-
arated from the organization it serves. Public cloud opera-
tions are agnostic to its tenant’s workload semantics by def-
inition. CSPs configure their multi-tenancy to allow busi-
ness with conflict of interest to run its workload on the same
platform. Such practices and policies, augment the lack of
cohesive view required for optimized malware detection.

Workloads deployed in public cloud services are not
limited to known machine boundaries as traditional on-
premise models offer. Although CSPs feature cyber security
mechanisms that attempt mimicking the traditional comput-
ing workload hosting, workloads artifacts are under the CSP
control. As such, the cloud client workloads might be com-
promised. Thus, there is a need for another cyber security
dimension for the SP workload that overcomes the lack of
control when running in the cloud.

We proposed a unique self-learning methodology that
removes the need for tenant information that streamlines
semantic-less information from the various software stacks
of the Cloud Federation, including both tenant metrics and
control-plane metrics. Also, it streamlines training data of
security incidents shared in collaborative platforms outside
the Cloud Federation. We also argue that a Cloud Federa-
tion optimizes such collaboration and self-learning process.
We prototyped a system that implements such self-learning
system that resulted in up to 87% True-Positive rate with
93% True-Negative.

Workload data and usage patterns form a critical path
for the SP business success. The leakage of some of the
workload data and usage patterns impose a threat to the SP

business. This challenge represents a new threat of organi-
zational espionage as well as attacks on the SP service that
impacts SP business continuity. Therefore, sharing seman-
tics breaks the isolation between the two systems and might
hold the hosting system accountable for security attacks
in CSP or Cloud Federation platforms. Also, transform-
ing every workload semantics into a coherent model that
aggregates numerous SP workloads requires a significant
amount of investment. SPs will be reluctant to make such
an investment, especially since it doesn’t produce income.
Therefore, this method has a low likelihood of being imple-
mented. Therefore, enabling a method that eliminates SP
investment and business risks is a key for the breach detec-
tion system success. Finally, a Cloud-Federation provides
a centralized view of cross-CSP operations. Such central-
ized view allows SP workload deployment to different CSPs
to gather a rich data set that will be available for malware
identification and later, for predictive analytics. We suggest
a method that captures computing resources usage and intra
federation traffic and infers potential breach or disruption
to proactively alerts CSP security stakeholders about suspi-
cious cyber instances.

4.2.1 From Workload Semantics to Semantic-less

Cloud workloads are broadly composed of two types: on-
line system, and offline system. The former provides low-
latency, read/write access to data. For example, a web user
requests a web page to load online and serve within a frac-
tion of a second. The latter provides batch-like computing
tasks that process the data offline, which is reported later to
users by the system servers; for example, the search results
based on a pre-calculated index. Offline production work-
loads are usually comprised of mainly unstructured data
sets, such as click stream, web graph, and sensors data[2, 3].

The semantic-less detection will address the polymor-
phic malware case as its data stream are abstracted from
computing activity. More specifically, a tenant’s workload
in a federated cloud manifested by software containers that
are limited to not more than (1) namespace per tenant for
isolation and (2) limited to a resources control groups(aka
cgroup)6 Control groups are the mechanism for limiting
computing server host CPU, Memory, Disk I/O and Net-
work I/O usage per namespace. That is the foundation of
Linux Containers, which alludes to the existing methods of
measurements of the metrics set, CPU, memory and I/O us-
age. We call this set the behavioral attributes set. Access
to cgroup and namespace configuration and control is avail-
able on the host level i.e. the host OS that runs the multi-
tenant workloads i.e. a control-plane component.

4.3 Data Collection
Both Cyber Security leaders and national agencies agree
that addressing emerging cyber risks require sharing cyber
attacks retrospects and their historical behavior, and discov-
ered vulnerability reports as a foundation for collaboration,
predictive time series analysis, risk quantification and risk
allocations all leading to safer cyber services [16, 17]. In-
cidents are often documented in unstructured reports that

6https://www.kernel.org/doc/Documentation/cgroup-v1/cgroups.txt
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require a manual analysis to identify trends[18].
To assess whether or not a system was breached, it is re-

quired to establish malicious system behavior patterns and
then decompose those patterns into generic computing sys-
tem metrics that can later be classified as harmful or safe.
The following paragraph includes the source datasets we
chose to assess the initial malicious patterns and their de-
tectability by our method. We continued by decomposing
the data and removing the tenant semantics. That allows a
generic pattern of malicious activity dataset that can be used
as a training data for the supervised model.

4.3.1 Source Datasets

We choose the National Vulnerability Database (NVD)[19]
and the Vocabulary for Event Recording and Incident Shar-
ing (VERIS) [20]. Both datasets included thousands of re-
ported incidents spanning across various categories. Our
model focuses on (1) Unauthorized access attempts, (2)
Suspicious Denial of Service, and (3) Data Stealing Ma-
licious Code, including ransomware instances. We filtered
the incidents that conform to the categories and performed
a qualitative assessment of the identified breach impacts.
Lastly, for simplicity, we appllied an additional category
that distinguishes the target component reported, service-
based or client-based. We included only the service-based
incidents. i.e., reported incidents that clearly targeted desk-
tops and workstations were not included in defining tenant
semantic structures.

We applied filters for training data accuracy. Filters for
VERIS dataset included server workloads as indicated in
Section 4.2.1, i.e., Authentication Server, Backup Server,
Database Server, DHCP Server, Directory Server(LDAP,
AD), Distributed control system, Domain Name Server,
File Server, Mail Server, Mainframe Server, Web Applica-
tion Server, and Virtual Machine Server[20]. Assets oper-
ating systems were filtered to Linux and Unix as such oper-
ating systems are more prevalent in servers than Windows,
MacOSX, and mobile device operating systems.

VERIS dataset includes incident actions. We filtered
the action types that fit the paper focus workloads. i.e.
Brute Force, Cache Poisoning, Cryptanalysis, Fuzzing, and
HTTP Request Smuggling attacks. We excluded Buffer
overflow cases as such attacks can be prevented in deter-
ministic methods and common in Windows-based operat-
ing systems[21]. The dataset size following the refinement
is 5015 incidents. Table 1 summarizes the dataset we used
for the training data.

Malware Category modus operandi Number
of Inci-
dents

Brute Force Exhaustive effort of data encryption 946
Cache Poisoning Corrupt data is inserted into the cache

database e.g., DNS
894

Cryptanalysis Exhaustive effort of data encryption 750
Fuzzing Injects random bad data into an applica-

tion to break it
946

HTTP Request Smug-
gling

Exhausting a proxy cache by sending
HTTP requests

639

Data stealing malware Data transmitting across unencrypted
network

840

Table 1: Summary of datasets used

4.3.2 Removing the Tenant Semantics

Our approach attempts to detect anomalies in both control-
plane and tenant activities that conform to suspicious pat-
terns. In Section 4.3 Data Collection, we defined a categor-
ical dataset that adheres to real incident data. This data ap-
plies to potential breaches for server-based workloads. We
stipulate, for the purposes of this paper that such server-
based workload will obey similar suspicious patterns when
deployed in the cloud.

In this paragraph, we transformed the categorical
dataset into a multivariate time series data that can be used
for supervised anomaly detection. The multivariate set is
comprised of general operating system observations that do
not include any workload semantics but could be used for
contextual anomaly detection. The contextual attributes are
used to determine the position of an instance on the entire
series. We showed that, based on collected incident data,
the conversion of behavior patterns to multivariate time-
series satisfies effective breach detection of any malware,
conventional or polymorphic.

We gathered the operations reported in the incident re-
ports (Table 1) and inferred about the operating system re-
sources consumed during the malware lifespan. Table 2 de-
picts the relationship between the malware characteristics
and operating system usage. Figure 4 describes a workload
sample, video-on-demand. It shows the common pattern
of the operating system resources usage that will be used
as multivariate time series data sequences. The Evaluation
section describes in more details the nature of the data and
how it translates into meaningful time series data.

Malware Category OS Resources Patterns
Brute Force Extensive CPU, Memory, I/O to disk or network
Cache Poisoning Extensive I/O to disk or network
Cryptanalysis Extensive I/O to disk or network
Fuzzing Network I/O Ingress
HTTP Request Smug-
gling

Network I/O Egress

Data stealing malware Network I/O Egress

Table 2: Dataset Classification
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Figure 4: Workload semantics sample transformed into semantic-less
training sequences
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4.3.3 Prediction Methodology

We used the data gathered in Table 2 for formulating the
anomaly detection problem of polymorphic malware[22].
The detection approach includes three distinct methods: (1)
Detecting anomalous sequences in OS usages time series
events, (2) Detecting anomalous subsequences within OS
usages time series, and (3) Detecting anomalous OS usages
events based on frequency. Let T denote a set of n training
sequences based on OS usage generated by CSPs, SPs, and
the Federation control plane. Also, S denote a set of m test
sequences generated based on Table 2, we find the anomaly
score A(S q) for each test sequence S q ∈ S , with respect to
T . T mostly includes normal OS usage sequences, while S
includes anomalous sequences.

The semantic-less tool output produces a score for a
scanned training sequence T using Regression. i.e., forecast
the next observation in the time series, using the statistical
model and the time series observed so far, and compare the
forecasted observation with the actual observation to deter-
mine if an anomaly has occurred[22]. For simplicity, our
model uses TensorFlow[23] for regression calculation. Our
tool is not limited to that tool or the regression type.

5 Evaluation
We prototyped Cloud Federation system that mimics that
properties analyzed in section 2, Cloud Federation. The
prototyped system includes the component that is depicted
in Figure 1. For the scope of the prototype, we enabled
semantic-less metrics from both SPs and CSPs to improve
correlation efficiency. CSP data sharing limits the effective-
ness of any cyber analytical technique and, in practice will
represent a compromise between improved cyber security
and CSP privacy and confidentiality. With that proviso, in
the following section, we evaluate a computer load coordi-
nation system component that manages on-demand stream-
ing, generates T , a set of n training sequences based on
OS usage generated by CSPs, SPs, and the Federation con-
trol plane. We chose on-demand video streaming as Video
streaming is expected to constitute up to 85% of Internet
consumers traffic within a few years[24]. Also, we showed
that video-on-demand streaming follows a pattern of usage
that can be monitored for breach detection that can help on-
demand SP to seamlessly improve their consumer’s privacy
and provide their studio’s safe e-commerce platform.

5.1 Experiment Planning
Below is a simulation of a cross-regional platform that is
comprised of control-plane, workload-plane and coordinat-
ing components. This will be embodied in a resource al-
location system (Kubernetes). This system provisions re-
sources to be a priority of being near, users. The control-
plane enables an effective compute resource provisioning
system that spans across different public cloud providers
and regions. Also, it collects operating systems usages

for both the SP workload and control-planeThe coordinat-
ing components will accept user-workload demands as well
as green energy availability from various regions and op-
portunistically seek to process streaming workloads using
compute resources provisioned by green energy resources.
The workload-plane will be comprised of edge streaming
servers that process the end-user on-demand video stream-
ing. It will be built on standard Apache HTTP7 servers that
run on the edge location.

The control-plane software infrastructure is based
on Kubernetes8, it facilitates internal discovery between
Apache HTTP server instances so instances can connect
across different cloud boundaries and regions. This archi-
tecture provides an open architecture that enables continu-
ous monitoring. In a real world federation the data load may
require several big data nodes and substantial compute ca-
pacity. This paper is a demonstration and proof of concept
on a finite scale to permit model and parameter tracking and
adjustment.

5.2 Execution
5.2.1 The System Preparation

The prototype experiment included the setup of three vir-
tual datacenters deployed in different regions: (1) Central
US, (2) West US and (3) East US. The clusters were sized
based on US population distribution9 by regions i.e. 20%
for West US, 40% for East US and 40% Central US. The
cluster sizes for West US, Central US, and East US are 3,
7 and 7 machines respectively. Each machine is standard
2-CPU cores with 7.5GB of memory.

The control-plane comprised of Kubernetes API server
and controller-manager. The controller coordinator com-
ponent will need to allocate resources across several geo-
graphic regions to different cloud providers. The API server
will run a new federation namespace dedicated for the ex-
periment in a manner that such resources are provisioned
under a single system. Since the single system may expose
external IPs, it needs to be protected by an appropriate level
of asynchronous encryption10.

For simplicity, we use a single cloud provider, Google
Container Engine, as it provides a multi-zone production-
grade compute orchestration system. The compute in-
stances that process the user workloads are deployed as
Docker containers that run Ubuntu 15 loaded with Apache
HTTP server. For simplicity, we avoided content distri-
bution by embedding the video content to be streamed in
the Docker image. We ran 52 Docker containers that span
across the three regions and acted as Content Delivery Net-
work edges.

5.2.2 Baseline and Execution

The baseline execution included data populations for video
streaming. The data population was achieved by the Kuber-
netes Jmeter batch jobs. The loader jobs goal is to generate
traffic that obeys the observed empirical patterns depicted in

7Apache Web Server reference retrieved from https://httpd.apache.org
8Kubernetes reference retrieved from http://kubernetes.io
9US Population Distribution retrieved from https://www.census.gov/popclock/data tables.php

10Simulation code and data retrieved from https://github.com/yahavb/green-content-delivery-network
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Figure 4. The system usage for both control-plane and SP
capture, through cAdvisor, a kubernetes resource usage, and
performance analysis agent. The agent, from every node in
a cluster, populates system usage data to Heapster, a cluster-
wide aggregator of monitoring and event data 11.

We labeled the system usage with the semantic-less
dimensions, Network egress was measured by thousands
of transmitted packets (k-TX), Disk writes per second (k-
write/sec) and CPU usage per container (%). The Heap-
ster aggregated the data based on the labels that are later
pushed to centralized database, influxDB. We also used
the influxDB HTTP API to inject randomized system us-
age data according to the three labels, CPU, network and
disk usage. Those considered as the anomalous sequences
S q ∈ S . We used Figure 4 as a baseline sequence that ran-
domized using NumPy12. The randomization followed the
malicious usage patterns described in Table 2.

The execution required a TensorFlow session that
looped through the dataset multiple times, update the model
parameters and obtain the anomaly score A(S q) for each test
sequence S q ∈ S , on T . The breach and anomaly detection
was performed using the following data streams and learn-
ing algorithms.

5.2.3 Limitations

We used influxDB because of its seamless integration with
Kubernetes Monitoring system. However, our approach is
not limited to influxDB or other database systems for that
matter. We used TensorFlow for regression and anomaly
score calculation. We did not use long training sequences.
The maximum duration spanned across 48 hours. Training
with longer sequences using long-running jobs and Tensor-
Flow model checkpointing would improve our results. Our
test content variety was limited and fixed. That might im-
pact the generated tests sequences stability. Larger content
variety would require longer training sequences for optimal
detection.
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Figure 5: A Ransomware Anomalous Workload semantic-less sample

6 Analysis
The prototype included two core datasets, normal (Figure
4) and malicious (Figure 5). The CPU usage in the nor-

mal dataset fit the viewing patterns at the first half of the
run. The second half required less CPU due to the caching
mechanism applied in the Apache HTTP server that alle-
viates the need for the CPU when served through a cache.
The Disk write pattern manifested similar content caching
schema. The network egress ratio was not impacted by the
caching schema.

The malicious dataset used the malware classification
table (Table 2). Figure 5, shows a semantic-less behavior
for ransomware malware that attempts to encrypt data while
serving workload. Suspicious signals denoted by a star and
o markers for CPU and disk write respectively. Based on
the dataset classification, ransomware requires no network
egress but CPU for data encryption and writing back to disk
the encrypted payload. Our prototype included similar pat-
terns depicted in Table 2 with a similar approach as done
for ransomware.

Our model yielded a series of anomaly scores A(S q)
for S q ∈ S anomalous patterns. We considered a potential
breach of cases of anomaly and when regression produced
a sufficient variability factor, i.e., a value that is not close to
zero.

7 Conclusions
Security practices traditionally focus on prevention and
tightening perimeter boundaries. However, with the ad-
vent of disparate, distributed, large scale, multi-tenant en-
vironments such as the proposed Cloud Federation, the tra-
ditional perimeter boundaries along with traditional secu-
rity practices are changing. Defining and securing asset
boundaries is more challenging and the system perimeter
boundaries are more susceptible to breach. In this paper,
we proposed a proactive approach for detecting a breach
in a cloud workload. Such method requires no upfront in-
vestment from the monitored services. Upfront investments
are often one of the main barriers to securing cloud service.
Our tool eliminates such need and uses general system us-
age patterns that help to predict potential breach proactively.
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 The Static Var Compensator (SVC) is used to improve the stability of the power system 
because of its role in injecting or absorbing the reactive power in the electrical transmission 
lines. The Power System Stabilizer (PSS) is also a control device which ensures maximum 
power transfer and thus the stability of the power system enhancement. The PSS has been 
widely used to damp electromechanical oscillations occur in power systems. If no adequate 
damping is available, the oscillations will increase leading to instability. The present work 
is an original contribution to the problem of transient stability in the electrical power 
system, the authors have made some efforts to illustrate the flexibility and the importance 
of inserting the SVC alone or with the PSS the fact that maintain the characteristics of the 
system within acceptable limits in a very short time. The results show that the system has 
been developed successfully in terms of transient stability in a bi-machine transmission 
system only with the presence of PSS when a single-phase fault has been occurred, while 
the presence of SVC is more than essential when a three-phase fault is occurred. 
 

Keywords:  
AVR 
Power System 
PSS 
SVC 
Short Circuit 
Transient Stability 

 

 

1. Introduction  

Today’s world is continuously growing so that generation 
distribution and transmission of power are also simultaneously 
required to increase in same manner to fulfill the requirement. 
Power system stability may be broadly defined as that property of 
a power system that enables it to remain in a state of operating 
equilibrium under normal operating condition and to regain an 
acceptable state of equilibrium after being subjected to a 
disturbance [1].  

Stability of this system needs to be maintained even when 
subjected to large low-probability disturbances so that the 
electricity can be supplied to consumers with high reliability. 
Certain system disturbances may cause loss of synchronism 
between a generator and the rest of the utility system, or between 
interconnected power systems of neighboring utilities. Various 
control methods and controllers have been developed over time 
that has been used for this purpose.  

Recently, there has been a surge of interest in the development 
and use of FACTS controllers in power transmission systems. 
These controllers utilize power electronics devices to provide more 
flexibility to AC power systems. The most popular type of FACTS 

devices in terms of application is the SVC [2]. This device is well 
known to improve power system properties such as steady state 
stability limits, voltage regulation, and damp power system 
oscillations [3]. The SVC is an electronic generator that 
dynamically controls the flow of power through a variable reactive 
admittance to the transmission network, also the SVC regulates 
voltage at its terminals by controlling the amount of reactive power 
injected into or absorbed from the power system [4]. When system 
voltage is low the SVC generates reactive power (SVC capacitive). 
When system voltage is high, it absorbs reactive power (SVC 
inductive) [5]. 

  It is known that the power-system stabilizers PSS for 
generators and the supplementary controllers for flexible ac 
transmission system (FACT) devices are efficient tools for 
improving the stability of power systems through damping of low-
frequency modes [6], where the frequency of these modes ranges 
from 0.2 to 2.5 Hz [7]. Power System Stabilizer (PSS) devices are 
responsible for providing a damping torque component to 
generators for reducing fluctuations in the system caused by small 
perturbations [8]. 

 In some cases, when the use of PSS cannot provide sufficient 
damping for inter-area power swing (0.1-0.7Hz), SVC damping 
controller is an alternative effective solution. The SVC 
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supplemented with damping controller and PSS on synchronous 
generators are applied to increase the probability of stability [9]. 

Generally, it is important to recognize that machine parameters 
change with loading make the machine behavior quite different at 
different operating conditions. Since these parameters change in a 
rather complex manner, a set of stabilizer parameters, which 
stabilizes the system under a certain operating condition, may no 
longer yield satisfactory results when there is a drastic change in 
power system, stabilizers PSS should provide some degree of 
robustness to the variations in system parameters, loading 
conditions, and configurations [10, 11]. The basic structure of PSS 
is operating under typical control generator while the basic 
structure of SVC is operating under typical bus voltage control [13].  

This paper is an extension of work originally reported 
in Proceedings of the International Conference on modeling, 
identification and control [12]. Firstly we start with an introduction 
containing an overview of the system under examination, in 
section two we have given a detailed description of the proposed 
system, section three is divided into two parties the first one shows 
the results obtained and discuss the impact of PSS when a single-
phase fault is occurred whereas the second one discuss the impact 
of the SVC when a three-phase fault occurred, finally we have 
drawn an overall conclusion which reveals the most important 
point to consider from the current work. 

2. System Description 

The proposed power system works under abnormal system 
conditions and has the following characteristics see Figure 1. 

• Two synchronous generators  

• Two power transformers of 13.8 kV / 500 kV. 

• Three bus bars. 

• A transmission line of 500 kV and 700 km. 

• Two PSS and two AVR (Automatic Voltage Regulator). 

• The SVC characteristics: 200 Mvar. 

• A purely resistive load of 5000 MW. 

Note that the load center is modeled by (5000 MW) resistive 
load which is fed by the remote of (1000 MVA-plant M1), and a 
local generation of (5000 MVA-plant M2). A load flow has been 
performed on this system for G1 and G2 with generating rate of 
(950 MW and 4046 MW) respectively while the line carries (944 
MW) which is closed to its surge impedance loading (SIL = 977 
MW). The shunt compensated used in this research is with rate of 
(200 Mvar) to maintain system stability after faults [14]. 

The SVC does not have a power oscillation damping (POD) 
unit. G1 and G2 are equipped with a Hydraulic Turbine and 
Governor (HTG), excitation system, and Power System Stabilizer 
(PSS). Two standard types of stabilizer models can be connected 
to the excitation system: Generic model using the acceleration 
power (Pa which is the difference between mechanical power (Pm) 
and electrical output power (Peo) and Multiband model which uses 
a speed deviation (dw) [14]. 

 
Figure 1. The Simplified Diagram of the Multi-Machine Power System with SVC 

and PSS 

3. Problem Statement 

3.1. PSS Modeling and Damping Controller Design 

The operating function of a PSS is to produce a proper torque 
on the rotor of the machine involved in such a way that the phase 
lag between the exciter input and the machine electrical torque is 
compensated [15]. The block diagram of the ith PSS with 
excitation system is shown in Figure 2, where (Δωi) is the deviation 
in speed from the synchronous speed which is the input signal. The 
output signal of the PSS is used as an additional input (ΔUi) to the 
Excitation System block [16].  The three basic blocks of a typical 
PSS model are: The first block is the stabilizer Gain block, which 
determines the amount of damping. The second is the Washout 
block, which serves as a high-pass filter. The last one is the phase 
compensation block, which provides the desired phase-lead 
characteristic to compensate for the phase lag between the AVR 
input and the generator electrical (air-gap) torque [17]. 

 
Figure 2. Block diagram of ith PSS with excitation system [16] 

3.2. SVC modeling and damping controller design  

A Static Var Compensator (SVC) is composed of a fixed 
capacitor in parallel with a thyristor controlled reactor (FC-TCR), 
this model consists of a harmonic voltage source in series with a 
variable source admittance [18]. The SVC adjusts the susceptance 
in each phase by controlling the conducting angles of the thyristor 
controlled reactor [19]. Also it can control the unbalanced loads 
more effectively and can enhance the transient stability of the 
system by inserting or absorbing instantaneous currents to or from 
the system [20]. 
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Figure 3. SVC Control Model 

The equations describing the SVC controller are: 
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Where 

Bmin: is the minimum susceptance   

Bmax: is the maximum susceptance  

BSVC: is the Static Var Compensator susceptance  

KI: is the proportional gain  

Tm: is the measuring time 

Vm: is the measured voltage 

VX: is the voltage at X position  

Vref: is the reference voltage.  

Xl: is the line reactance  

XSL: is the slope. 

4. Simulation Results and Discussion 

This work illustrates modeling of a simple transmission system 
containing two hydraulic power plants. A  Static Var Compensator 
(SVC) and Power System Stabilizers (PSS), In order to observe the 
impact of PSS and SVC on the power system stability a single-
phase to ground fault and a three-phase fault have been applied on 
the first section of the line (L1) see Figure 1. 

4.1. Single-Phase Fault - Impact of PSS - No SVC 

In this part the SVC is set to operate in fixed susceptance mode 
with (Bref=0) this is equivalent to putting the SVC out of service. 
Also a single-phase to ground fault have been applied at t=0.1 s 
and eliminated at t=0.2 s. 

4.1.1. PSS out of service  

Figure 4 shows the obtained graphs without the impact of the 
PSS, if a single-phase fault is applied, immediately the system 
tends to support the oscillations, then these oscillations increased 
more and more, so that the system loses its steady state. 

 
(a) 

 
(b) 

 
(c) 

Figure 4. Impact of PSS for 1-phase fault (without PSS): (a) Rotor angle 
difference d_theta1_2 between the two machines, (b) Machine speeds of G1and 

G2, (c) Voltage at SVC-Bus. 

4.1.2. PSS Generic type in service 

Figure 5 shows the impact of PSS Generic type, if a single-
phase fault is applied, Figure 5(a) shows the Rotor angle difference 
d_theta1_2 between the two machines, it is found that the angle is 
approximately (50°) at the fault clearing time, Figure 5(b) shows 
that machine speeds (W1, W2) for G1 and G2 respectively 
converge to 1 Pu, so the machine speeds oscillate at the same time 
for low frequencies at 0.025Hz. Figure 5(c) shows that the voltage 
at SVC-bus is constant. 
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(a) 

 
(b) 

 
(c) 

Figure 5. Impact of PSS for 1-phase fault (with PSS Generic type): (a) Rotor angle 
difference d_theta1_2 between the two machines, (b)  Machine speeds of G1and 

G2, (c) Voltage at SVC-Bus. 

4.1.3. PSS Multi-Band type in service 

Figure 6 shows the impact of PSS Multi-Band type, if a single-
phase fault is applied, the same results shown above with PSS 
Generic type have been drawn, however the Multi-Band type can 
attenuate not only the frequencies of 0.8Hz but also 0.025Hz . 

 

(a) 

 
(b) 

 
(c) 

Figure 6. Impact of PSS for 1-phase fault (with PSS Multi-Band type): (a) Rotor 
angle difference d_theta1_2 between the two machines, (b) Machine speeds of 

G1and G2, (c) Voltage at SVC-Bus. 

Now the results have been assembled in the same graph to 
allow comparison between a various cases (without PSS, with PSS 
Generic type and with PSS MB type. 

 The first trace of Figure 7 shows the rotor angle 
difference d_theta1_2 between the two machines. Power transfer 
is maximum when this angle reaches 90°, this signal is a good 
indication of system stability. If d_theta1_2 exceeds 90º for too 
long a period of time, the machines will lose synchronism and the 
system goes unstable. 

 The second trace of Figure 7 shows the speed oscillation 
of machine G1 notice that machine 1 speed increases during the 
fault because during that period its electrical power is lower than 
its mechanical power. 

 The third trace of Figure 7 shows the positive sequence 
voltage at the SVC bus, we notice that as soon as the fault has been 
applied the voltage grows to reach 1.08 then this peak is followed 
by oscillations. 

In the blue waveforms we can clearly see that, if there is no 
PSS than system can’t be able to sustain stability and lose it 
synchronism (see Figure 7). In the red waveforms notice that when 
we use PSS Generic type system becomes stable but there is low 
frequency oscillation present (see Figure 7). In the magenta 
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waveforms we notice that when we use PSS MB type system may 
be stable with no low frequency oscillation. 

 

Figure 7. Impact of PSS for 1-phase fault (without SVC) 

4.2. Three-Phase Fault - Impact of SVC 

This part contains two tests, in the first one the SVC is set to 
operate in fixed susceptance mode with (Bref=0) this is equivalent 
to putting the SVC out of service. The second one, the SVC is set 
to operate in voltage regulator mode; however, the PSS Generic 
type has been maintained in service. Also a three-phase to ground 
fault have been applied at t=0.1 s and eliminated at t=0.2 s. 

4.2.1. SVC out of service 

Figure 8 shows the obtained graphs with PSS Generic type in 
service and without the impact of the SVC (fixed susceptance 
mode Bref=0), if a three-phase fault is applied, immediately the 
system tends to support the oscillations, then these oscillations 
increased more and more, so that the system loses its steady state. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 8. Impact of the SVC for 3-phase fault. (without SVC): (a) Rotor angle 
difference d_theta1_2 between the two machines, (b) Machine speeds of G1and 

G2, (c) Voltage at SVC-Bus, (d) Susceptance of  SVC 

4.2.2. SVC in service 

Figure 9 shows the impact of SVC (voltage regulation mode), 
if a three-phase fault is applied. Figure 9(a) shows the rotor angle 
difference d_theta1_2 between the two machines, it is found that 
the angle is approximately (70°) at the fault clearing time.     
Figure 9(b) shows that machine speeds (W1, W2) for G1 and G2 
respectively converge to 1 Pu. Figure 9(c) shows that the voltage 
at SVC-bus is constant and equals to 1 Pu. Figure 9(d) shows that 
the SVC tends to support the voltage stability by injecting the 
reactive power into the transmission line whenever is needed 
(measured voltage differs from the reference voltage). 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 9. Impact of the SVC for 3-phase fault. (with SVC): (a) Rotor angle 
difference d_theta1_2 between the two machines, (b) Machine speeds of G1and 

G2, (c) Voltage at SVC-Bus, (d) Susceptance of  SVC 

Now, the results have been assembled in the same graph to 
allow comparison between the two tests (without SVC and with 
SVC).  

Here we show that if there is three-phase transient fault than 
without SVC, both PSS are not able to maintain the stability. By 
looking at the red waveforms we should observe that the two 
machines quickly fall out of synchronism after fault clearing. In 
order not to pursue unnecessary simulation, the Simulink 'Stop' 
block is used to stop the simulation when the angle difference 
reaches 3*360degrees.  

Now the SVC is set to operate in voltage regulation mode. The 
SVC will now try to support the voltage by injecting reactive 
power on the line when the voltage is lower than the reference 
voltage (1.009 pu). In steady state the SVC will therefore be 
'floating' and waiting for voltage compensation when voltage 
departs from its reference set point. 

The results of these studies show that the SVC has an excellent 
capability in damping power system oscillations and enhances 
greatly the dynamic stability of the power system. We also note 
that the stabilization time is minimal. 

 

Figure 10. Impact of the SVC for 3-phase fault 

5. Conclusion 

From simulation results of the proposed model we can 
conclude: 

• The proposed model is oscillatory and instable with 
absence effects of (PSS) and SVC. 

• The selective of (PSS) are capable of proving sufficient 
damping to the steady state oscillation and transient 
stability voltages performance over a wide range of 
operating conditions and various types of disturbances of 
the system used in proposed model. 
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• If there is Single line to ground fault than the PSS able to 
sustain the stability, but using SVC the angle deviation is 
reduced. 

• If there is three phase transient fault then without SVC both 
PSS are not able to maintain the stability. 

• Compare working two types of (PSS), the multiband type 
oscillation is quickly damped than generic type.  
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 Smart city projects are quickly evolving in several countries as a feasible solution to the 
urban organization to provide sustainable socioeconomic growth and solve problems that 
arise as the populations of these cities grow. In this sense, technology application plays an 
important role in enabling automation of processes, improving the citizen’s quality of life 
and reducing the costs of public services for municipalities and enterprises. However, 
automation initiatives of services such as electricity, water, and gas which materialize by 
the so-called smart grids, have emerged earlier than smart city projects, and are 
consolidating in several countries. Although smart grid initiatives have arisen earlier to 
projects of smart cities it represents a subset of the great scenario of IoT that is the vision 
in which the smart city projects are based. The time difference from developments between 
these two initiatives made the alternatives of communication technologies for 
infrastructures construction of communication followed different paths. However, in view 
of the great scenery of IoT is desirable to determine technologies that provide convergence 
of a single urban communication infrastructure capable of supporting all applications, 
whether they are typically IoT or traditional smart grid applications. This work is a review 
which presents and discusses the two main technologies which are currently best positioned 
to play this role of convergence that is RF Mesh and LoRaWAN. The strengths and 
weaknesses of each one of them are also presented and propose that in actuality LoRaWAN 
is a promising option to offer the required conditions to take on this convergent position. 
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1. Introduction 

The first initiatives of smart grids have begun about ten years 
ago, in the year 2007. At that time the discussions about the 
intensive use of technology to automate public services in urban 
centers were very preliminary. In this context, technology options 
for building communications infrastructure was only scoped to 
support smart grid projects to the specific demands of utilities in 
segments such as electricity, water, and gas. In the specific case of 
the electric sector applications that motivated these initiatives were 
remote metering of consumption, automation of distribution 
networks, demand control, and to become viable an automated 
environment capable of enabling distributed generation 
development based on renewable sources [2, 3]. 

More recently, after the first smart grid projects 
implementation on a large-scale basis, initiatives of intensive use 

of technology for automation of public services in urban 
environments has emerged. These initiatives have defined smart 
city projects that use the concept of Internet of Things (IoT) as a 
technology to support the communication infrastructure. This new 
vision has stimulated technologies development aimed to meet 
applications with a particular profile, such as low data rate and 
tolerance of high latency. Smart grids typical applications were not 
primarily in focus [4, 5]. In this way, these two initiatives have 
created the conditions for industry to develop two different and 
parallel approaches regarding communication infrastructure. But it 
didn't take long for the vision about the need for convergence 
arises. 

Considering this new scenario smart grid applications 
represents a subset in the bigger context of smart cities. As the 
industry developed initially without this convergent and integrated 
vision between smart grid applications and smart city the next step 
was the industry of smart grid communication systems expands the 
scope to cover other smart city applications. In the other hand, the 
IoT communication systems industry began to focus their products 
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on meeting the demands typically smart grid with all its 
peculiarities. 

In terms of well-established platform, RF Mesh assumed an 
outstanding position for smart grid projects. Regarding IoT 
applications, although there are currently various proposals under 
development, the technology that has to emerge as the most 
suitable for IoT and smart grid at the same time is LoRaWAN [6, 
7]. 

This paper presents a review of the main technical 
requirements for smart grids, the main features of these two 
prominent technologies (RF Mesh and LoRaWAN) and makes a 
comparison between them. The goal is to discuss the possibilities 
of LoRaWAN to take on the role of convergence and interoperable 
option between different manufacturers required to support 
demands of smart cities and smart grids. 

2. Smart Grid Requirements 

The challenges faced by the electricity sector in all world 
markets have brought about deep changes in all three segments of 
the industry: generation, transmission, and distribution. From the 
point of view of the growing demand for electrical energy and 
urgency in environmental issues comes leveraging the renewable 
generation technologies development and transforming the 
traditional centralized array into distributed. 

Transmission systems also go through a process of change. 
Search for technical solutions that reduce system losses is one of 
the actions. Another change is transmission lines construction to 
connect efficiently the new array of generation and ensure a 
suitable protection system [8]. 

Distribution segment might be the one that has been more 
challenged to promote changes in their way of operating. The 
distribution plant that was static becomes endowed with 
computational intelligence to promote operational gains and 
improvement of service quality indices, as well as add new 
services and features to consumers. The concept of smart grids 
represents this new way to operate and maintain the electrical 
system. It requires a telecommunications network overlaps grid 
interconnecting the systems to a centralized computer system. 
Smart grids add value to the entire industry, but the segments in 
which its application is most intensive is in distributed generation 
and mainly in the distribution system [8, 9]. 

Applications affected by this technological innovation are the 
consumption measurement and distribution operation. This new 
concept involves smart metering and Distribution Automation 
(DA), which evolves into the Advanced Distribution Automation 
(ADA), which allows the system to reconfigure them in the case 
of network failure. There are also other applications such as 
automation of street lights and asset management of the electrical 
system. Both smart metering and DA have specific technical 
requirements with regard to telecommunications support systems. 
As presented in the following items, it demands more stringent 
parameters from the point of view of data rate available and 
network latency tolerance. 

2.1. Smart Metering 

Smart metering means consumption measurements automation 
eliminating any human intervention in the process. Measuring 
routines are possible in real-time, every 15 minutes, every hour or 

in larger intervals. Smart metering processes uses an Advanced 
Metering Infrastructure (AMI). 

Besides the main function, remote metering can provide 
electricity network, quality parameters and service availability 
together with the data collected from the SCADA systems of 
distribution substations. 

The parameters contribution of quality and availability 
extracted from smart meters working as remote sensors enhances 
the diagnostic map of operation centers due to its capillarity and 
represent the points of service delivery [9]. 

2.2. Demand Response (DR) 

The main motivation for the control of electrical energy 
demand is to adjust it to the generation capacity, transmission, and 
distribution, especially during peak times. In the case of 
mismatching down between available energy in the system and the 
total demand, actions are necessary to adjust it and try to balance 
the electricity system. In the context of smart grids, this interaction 
between consumers and the distributor of electric energy is 
possible in real-time. 

The main source of consumer information is the smart meter 
that communicates with the utility systems via a communication 
network. In this same communication network, the load control 
takes actions on actuators installed in the facilities of consumers 
with the goal of providing the necessary adjustments in the 
consumption level. As the information system for the actions of 
demand response is the smart metering system, the technical 
requirement of AMI systems will meet DR's systems as well. 

2.3. Distribution Automation (DA) 

The basic idea of distribution system automation is to allow 
management (supervision and control) of network elements 
remotely from an operations center [9]. This concept is applicable 
to sub-transmission and distribution substations and distribution 
network using Automatic Reclosers (ARs). 

In the case of DA, actions must be taken by an operator who 
performs a fault diagnosis and tries to restore as much as possible 
of network segments [4, 5]. 

Advanced Distribution Automation (ADA) gives more 
automatic actions by sending supervisory information to a 
centralized computer system. This system shall take decisions 
autonomously to open and close ARs in order to restrict the scope 
of a failure and restore a maximum number of possible network 
segments [9]. 

With regard to the requirements of communications network, 
three aspects are crucial: maximum data rate available, network 
availability, and low latency especially in the case of the ADA. 

2.4. Other Applications 

In addition to typical smart grid applications such as smart 
metering and distribution automation, there are new demands 
directly related to electric power sector. Among them are: assets 
management automation and street light automation. Supervision 
and control of the street lighting are already a reality in various 
cities around the world and has been usually supported by RF 
Mesh networks designed for smart grids. Regarding asset 
management (transformers, current transformers/potential 
transformers, capacitors, etc.), increasingly arise projects aimed at 
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accelerating the information flow to empower management 
processes. Asset management processes more efficient represent 
gains in logistics, inventory optimization, and improvement of 
operational and financial results of companies. 

With regard to requirements of telecommunications systems, 
both streetlight and assets management automation do not require 
any specific characteristics different of those observed in smart 
grid applications. Thus, a network Field Area Network (FAN) or 
Neighborhood Area Network (NAN) designed for smart metering 
and DA applications will be also capable of supporting them. In 
this sense, these new applications in the context of a smart grid 
network reinforce the convergence around a single IoT platform. 
The question is which technology is best suited to take on this role. 
Although RF Mesh is in theory capable of supporting all these 
applications they have a typical IoT profile and suggest the use of 
a communications infrastructure more adherent to this scenario. 

2.5. Telecom infrastructure 

Telecommunication infrastructure to support smart grid 
applications is divided into Outdoor RF Concentrator Devices, and 
Network Interface Cards (NICs). Concentrators are RF equipment 
installed on Telecom towers, top of buildings or even poles and are 
responsible for communicating with endpoints and concentrated 
those located within its covered area. The NICs are interfaces 
embedded on endpoints and are responsible for communicating 
with nearest RF Concentrator and make the interface with endpoint 
device’s application. 

Outdoor RF infrastructure is usually divided into private and 
public networks. Public networks are those provided by third 
parties, generally, Telcos that share infrastructure with several 
other users. These are services like mobile network (GPRS, 3G, 
4G) and Internet. Private are those in which a network or a network 
segment dedicated to the exclusive use of a single user. It can be 
considered private assets those acquired and operated by the 
company itself or contracted third-party companies, such as 
telecommunications operators. These are examples of services 
contracted to third parties: MPLS, dedicated circuits, satellite 
services, among others [10]. 

The main options currently available for utility companies to 
construct private telecommunication networks for smart grid 
applications are: 

i Backbone layer: Optical Systems, and SHF Point-to-Point 
Radios. 

ii Backhaul layer: WiMAX, LTE, and Point-to-Multipoint 
Radios. 

iii Access layer (FAN/NAN): RF Mesh and LoRaWAN, 
which are the focus of this work. 

Considering the criticality of smart grid applications an aspect 
that needs increasingly be observed in the infrastructure 
construction of telecommunications and information technology 
(IT) is the information security. 

With regard to communication technology selection to meet 
the requirements of high availability (on the order of 99.9% or 
higher), performance, and security are more under control of 
distribution company if the infrastructure is its own [8]. Table 1 
presents the typical requirements of a smart grid network. [8, 9, 
11]. 

Table 1: Typical Smart Grid Requirements – Access Layer 
 

Smart Grid Requirements 

  Smart 
Metering/DR DA ADA 

Asset 
Management/ 

Street Light 
Frequency 
Range 
(FAN/NAN) 

≤ 2.4 GHz ≤ 2.4 GHz ≤ 2.4 GHz ≤ 2.4 GHz 

Transmission 
Mode Bidirectional Bidirectional Bidirectional Bidirectional 

Maximum 
Data Rate per 
Terminal 

10 kbps 10 kbps 100 kbps Best effort 

Average 
Latency End 
to End 

≤ 2 s < 1 s < 160 ms Best effort 

Mobility of 
Endpoints 

Not 
Required 

Not 
Required 

Not 
Required Required (AM) 

Geolocation Important Important Important Required (AM) 
Important (SL) 

 

With respect to the defined values for the parameters, it is 
interesting to define the concept of "best effort". This term refers 
to the traffic on IP network information according to the features 
that are available at a given moment, without any compromise with 
the service quality standards.   

Therefore, the information flow on the network will occur in a 
way that is possible. This operation mode is used to meet 
applications not sensitive to certain parameters. 

In this work, the requirements selection studied and compared 
to the technologies considers the most critical factors to ensure the 
minimum acceptable performance by type of application. Each 
technical aspect listed in Table 1 is presented below with their 
respective most relevant comments and their impact on smart grid 
applications. 

i Frequency Range (FAN/NAN): The frequency band of 
operation of wireless systems that support the applications 
of smart grids is preferably not licensed and must be in 
such a way that meets the commitment between the longer 
range with the lowest possible transmission power and less 
sensitivity to obstructions between transmitter and 
receiver. Although the unlicensed frequency bands are 
much more susceptible to disturbance from other systems, 
they offer the great advantage of not requiring licensing 
processes before the telecommunications sector 
regulators, which also impacts in reducing the cost of the 
project, does not require payment of licenses for the use of 
the frequency spectrum. The range of the frequency 
spectrum in most markets that meet these requirements is 
in the range of 450 MHz to 2.4 GHz. Regarding 
disturbances caused by other systems operation in 
unlicensed frequency bands, the technologies used in 
smart grids applies countermeasures such as signal 
encoding, frequency-hopping, among others. 

ii Transmission Mode: Applications of smart grids imply an 
interaction between the endpoint and the operation center 
of electric power distributors for sending a data requested 
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in the same way as AMI and asset management 
automation and lighting, or for confirmation of reception 
and confirmation of a remote command execution just like 
in the case of the DA/ADA and DR. This makes two-way 
communication is a mandatory requirement in smart grid 
support technologies. 

iii Maximum Data Rate per Terminal: This parameter 
indicates the maximum throughput of each endpoint. The 
data transmission rate in a communication network based 
on wireless technologies can vary according several 
factors, of which the main ones are the frequency range, 
the transmission power, the level of obstruction to the 
radio frequency signal propagation, the load of traffic to 
be transmitted over the network in a given time interval, 
and network latency. Although a typical smart grid 
application requires a throughput ranging from 1 Kbps to 
100 Kbps by endpoints depending on the application, 
higher values of data transmission rate enable 
implementation of more elaborate projects and the traffic 
of more detailed information between the endpoint and the 
operation center. 

iv Average Latency End to End: The delay in data 
transmission in a communication infrastructure has a 
critical rate depending on the type of application to be 
supported. Real-time applications or those which require a 
quick response time of endpoints, latency must assume 
values as low as possible. In the case of smart grids, most 
critical applications are DA and ADA in particular. 
Another scenario in which communication network 
latency is a critical factor is when a polling based system 
requests information from a large number of endpoints. 
The total time of a polling cycle and information collection 
from all endpoints need to occur within a certain period of 
time acceptable and pre-defined in order to make the 
process feasible. This is the case of the smart metering of 
consumers and demand control (DR). In some cases, the 
number of endpoints to be measured and controlled can 
reach tens of million. 

v Mobility of Endpoints: Mobile communications are 
important to utilities mainly for voice and data 
communication between the field teams and operation 
centers. These applications are supported by 
communication technologies specifically developed for 
this purpose and are different from those designed to meet 
the applications that are part of the scope of this work. 
Although typical applications of intelligent network 
(AMI, DR, and ADA) do not require communication 
platform mobility, automating asset management, which 
is a very important application for the utilities, as 
commented previously requires this feature to allow the 
ability to monitor the assets displacement until the 
positioning at the place of installation and commissioning. 

vi Geolocation: Electricity energy distribution networks 
need georeferenced systems due to its extension and 
capillarity. This feature is essential for the operation and 
maintenance of the electricity grids and provides 
necessary visibility for operation centers to the actions of 

operation and dispatch processes of service orders to the 
field teams. The Geographic Information System (GIS) is 
computational systems responsible for positioning the 
assets and grid lines itself on the map. In the context of 
smart grids, a communication platform on which it is 
possible georeferencing of communications network 
elements and endpoints represent an important 
functionality. This feature enables a smart metering 
platform to work as a sensor network, allowing the 
mapping of massive or punctual failures. For distribution 
automation application a georeferenced communications 
network is an important tool for the network operation 
according to the DA or ADA vision. For the projects of 
automation of the asset management geolocation is 
essential. Associated to the mobile possibility of  terminals 
it is possible to follow and locate a particular asset since 
the warehouse to its positioning and start-up in the 
distribution network. Another interesting application of 
this feature in the plant communication to the public 
lighting service that allows lamps location on their 
respective poles. 

Based on these main technical features evaluation of 
communication technology in comparison with the requirements 
of the smart grid applications, it is possible to determine the 
adequacy of this particular technology in order to meet the 
demands. The goal should be map options that provide the wide 
scope and service convergence in order to optimize the 
investments required for infrastructure construction, and operation 
and maintenance costs. 

In the following items will be discussed the main features of 
the two options of communication network technology in the 
access layer that stand out today: the already established RF Mesh 
and the emerging LoRaWAN. In the case of LoRaWAN is 
evaluating its suitability for smart grid applications. Then a 
comparison is made between these two technologies showing the 
advantages and disadvantages between them. 

3. RF Mesh 

This technology for construction of private wireless networks 
is based on mesh topology in which each network element is a 
repeater. In this way, each element can be accessed directly from 
an access point or via another network terminal element through 
one or several hops. The basic topology of an RF Mesh Network 
is presented in Fig. 1. It is based on the IEEE 802.15.4g standard 
in the physical layer, IEEE 802.15.4e standard in the link layer, 
MAC sublayer, and the IETF 6LoWPAN Protocol on sublayer 
LLC [10, 11]. 

For the purposes of the network address, the IPv6 protocol is 
used which is able to address 3, 4x1038 different IPs. An IP 
address is associated with a terminal device so that should not 
exist on the same network one IP address associated with two 
different terminal devices. 

RF Mesh aims to be a technology based on open standards to 
ensure interoperability between networks and devices from 
different manufacturers. To operate in this way should be adopted 
the protocol stack as shown in Fig. 2 [11, 12, 13]. 
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Fig. 1: Basic RF Mesh network topology 

The RF Mesh standard was adopted by Wireless Smart Utility 
Networks Alliance (WI-SUN Alliance). WI-SUN Alliance is a 
global non-profit organization to promote industry solutions 
based on open standards and interoperable wireless networks. 
Officially formed in April 2012 has a mission to test and certify 
interoperability among different vendors. The focus is smart 
utility networks and smart cities. It has approximately 95 
companies including utilities, government institutions, products 
manufacturers, and software companies [11]. The current 
movement of Wi-SUN seeks to expand the scope of its activities 
to meet IoT services. 

 

Fig. 2: Wi-SUN Alliance RF Mesh protocol stack 

For utility applications, RF Mesh is a fully established 
technology and of proven effectiveness. The sum of the number 
of points serviced by the network deployed in several countries 
reaches over a hundred million. From the point of view of the 
technical and functional feature, RF Mesh was set to meet the 
requirements of utility companies’ essential applications, such as 
smart metering and distribution automation, in the case of the 
electric sector companies [14]. 

The main characteristics are presented in Table 2 [11, 13, 14]. 
Data were based on theoretical information that was confirmed 
through field measurements on an RF Mesh network deployed in 
seven electric power distribution companies of CPFL Energia 
Group in State of São Paulo, Brazil deployed for smart metering 
of all its C&I customers and distribution automation. 

Table 2: Main RF Mesh features 
 

RF Mesh Features 

Application Smart Grid (Smart Metering, DA) and 
Public Lighting. IoT in development. 

Topology Mesh 

Frequency Range 

863-876 MHz/915-921 MHz (Europe) 
865-867 MHz (India) 
902-928 MHz (North America and Brazil) 
470-510 MHz (China) 
920-928 MHz (Japan) 
917-923.5 MHz (Korea) 

Maximum Data Rate per 
Terminal 10-100 kbps 

Average Latency 700 ms per hop (recommended up to 3 
hops) 

Maximum Aggregation per 
Concentrator 10,000 terminals 

Urban Range (without 
repetition) 3-5 km 

Rural Range (without 
repetition) 10-15 km 

Technology Maturity Level Smart Grid: Established 
IoT: In development 

Mobility of Endpoints Possible with restrictions 

Geolocation Not possible 
 

Some highlights should be made regarding the technical RF 
Mesh specifications. First is related to the frequency band. The 
900 MHz band is non-licensed in most markets. It dispenses with 
the obtaining of an operation license from the regulator agency of 
the telecommunications industry. The counterpart is the 
interference possibility, but that is outlined using advanced 
modulation techniques. Another aspect is the coverage area. It is 
a very interesting frequency range to bypass obstacles and 
provides a very convenient compromise between transmission 
power and available bandwidth. 

The second point is about the network latency that is related 
to the topology. Mesh topology offers the advantage of range 
extension and creation of alternative routes automatically, on the 
other hand, can cause increased latency in the network. For smart 
metering applications, this feature does not represent a problem 
but produce an undesirable impact for DA applications. In order 
to overcome this restriction for DA applications, RF Mesh designs 
usually build specific paths in the network or use additional 
specific network elements, which lead to the rise of network costs. 
Endpoints can connect to the central Server via any network 
concentrator. This provides mobility in all coverage areas, but 
with restrictions in the sense that there is a trend of increase 
routing information traffic due to neighbor endpoints interaction. 

4. LoRaWAN 

This newly created technology won momentum with the LoRa 
Alliance foundation in March 2015. This non-profit organization 
gathers currently about 330 companies from various countries of 
the world between telecom operators, equipment manufacturers, 
semiconductor manufacturers, software companies, computer 
companies and consulting firms [15]. 
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LoRaWAN is a fully convergent technology based on open 
standards, low-cost, and was designed from the start to build 
urban platforms for it. Thus the scope of application is very 
comprehensive. Among the possible applications are smart grids 
for utilities, including companies of the electric power sector. The 
offer of embedded devices grows constantly and includes portable 
device monitoring, public and patrimonial security solutions, 
management of urban infrastructure, healthcare, and smart meters 
[16]. 

Unlike RF Mesh topology LoRaWAN has a star topology 
which simplifies the operation, and significantly reduces traffic 
on network destined to routing information. On the other hand, it 
does not count with the coverage possibility of extension through 
the relay on the neighboring terminal device. This loss of 
functionality as well as being convenient for the context of it does 
not represent a problem due to the fact a LoRaWAN concentrator 
device has an average cost of approximately 5 times less than a 
Mesh RF concentrator. 

As the frequency range of operation is also located on non-
licensed 900 MHz spectrum, covered area tends to be very similar 
to RF Mesh. Advanced modulation techniques and access 
(CDMA) are also used to make the network virtually immune to 
interference and increased sensitivity of LoRAWAN embedded 
interfaces on endpoint devices [6, 17]. 

If a coverage expansion is needed, it can be done by using 
additional concentrators in RF shadow regions without causing a 
significant rise in project costs, considering the margin of 
investments reduction if compared to RF Mesh. Fig. 3 shows the 
reference topology of LoRaWAN and Fig. 4 the protocol stack 
[18]. 

 
Fig. 3: Basic topology of LoRaWAN network 

 
Fig. 4: LoRaWAN protocol stack 

A prominent feature of this technology is the extremely low 
power consumption. The NICs in LoRaWAN endpoint devices 
are capable of detecting RF signals with power up to 20 dB below 
noise level consuming a minimum of electric energy. These 
LoRaWAN NICs can operate autonomously with the same 
internal battery for 10 to 20 years. This feature is extremely 
interesting to equip the utility's smart meters. 

Regarding the performance characteristics given in Table 3 [6, 
17, 19] it is observed significant advantages such as data rate 
available per terminal, uniform latency due to multiple hops 
absence to connect endpoints to a concentrator and aggregation 
capacity of terminals per concentrator. In the current version of 
LoRaWAN, this feature is 50% higher if compared to RF Mesh 
current version. 

Table 3: Main LoRaWAN features 
 

LoRaWAN Features 

Application IoT, Smart Cities, Smart Grid (Smart 
Metering. DA needs to be studied) 

Topology Star 

Frequency Range 

867-869 MHz (Europe and India) 
902-928 MHz (North America and Brazil) 
470-510 MHz (China) 
920-925 MHz (Japan and Korea) 

Maximum Data Rate per 
Terminal 50 kbps 

Average Latency 1 s 

Maximum Aggregation per 
Concentrator 15,000 terminals 

Urban Range (without 
repetition) 2-5 km 

Rural Range (without 
repetition) 10-15 km 

Technology Maturity Level In positioning 

Mobility of Endpoints Possible 

Geolocation Possible 

 
A highlight needs to be made regarding DA applications. 

Although the theoretical data suggest that this application can also 
be supported further studies must be done considering all 
requirements. It is necessary to consider the various situations of 
communication networks and the topology of distribution grid to 
determine a recommendation more assertive. The LoRAWAN 
suitability to any situation of DA projects still needs to be proven. 
A LoRAWAN differential is the three different classes of service 
available to allocate the applications according to its technical 
requirements [20]. Follows below a summary description of these 
three classes of services: 

i. Bidirectional end-devices (Class A): The terminal’s uplink 
transmissions are based on an ALOHA-type protocol. The 
downlink from the server can only be made in two short 
receive windows that open after the uplink transmission. This 
class is that it provides the lowest consumption of energy in 
the terminal. It can be used for street light, smart meters of 
the residential segment and Asset Management. 
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ii. Bidirectional end-devices with scheduled receive slots (Class 
B): A pre-programmed transmission window is opened, 
which is managed from a timing signal (Beacon) that 
indicates when the receiver is ready to receive. It can be more 
convenient for smart metering of a C&I customer, smart 
metering substations located at the border of distribution and 
sub-transmission networks, or to load firmware updates of 
smart meters. 

 
iii. Bidirectional end-devices with maximal receive slots (Class 

C): A transmission window continuously opens for 
transmission. This class is best suited for the possible 
allocation of the applications (Reclosers) and sub-
transmission management systems based on SCADA. 

 
Mobility is an inherent feature of technologies designed for 

IoT. In this sense, LoRaWAN is totally suitable for applications 
that require this functionality, such as asset management. 

In the following item, a comparison is made between these 
two technologies for construction of smart grids FAN/NAN. The 
objective is to determine if LoRAWAN represents an appropriate 
option considering its technical characteristics of data rate 
available, low complexity, the guarantee of interoperability 
among different vendors, and mainly by its convergence around 
the IoT applications for smart cities. 

5. Technologies Comparison 

As demonstrated on items III and IV both technologies RF 
Mesh and LoRaWAN meet the requirements for the most part of 
smart grid applications. There is no restriction to use LoRaWAN 
for smart metering. An exception must be made for distribution 
automation (DA/ADA) in the case of LoRaWAN that still must 
be better studied. Table 4 presents a comparison between RF 
Mesh and LoRaWAN considering the parameters studied on this 
work. 

Especially with regard to network latency, it is needed to 
evaluate boundary conditions about the possibility to use this 
technology, due to the fact that its performance on this item 
operates on the borderline of the requirements. For ADA the use 
of LoRaWAN in the current version of technology presents an 
even greater constraint also with regard to maximum permissible 
latency. For these two applications, a solution would be the use of 
technologies in Backhaul layer able to perform this function. In 
this scenario, the endpoint of distribution automation would be 
accessed and serviced directly by this layer of the network, 
without using the access layer LoRaWAN. Possible 
telecommunications technology for DA/ADA would be LTE, 
WiMAX, Point-to-Multipoint radio systems, or even an RF Mesh 
System specifically designed for this purpose or serving as a 
Backhaul solution for a LoRaWAN urban network. Table 4 
presents a comparison of technical features of these two Network 
Access Layer technologies. It is proven the requirements 
compliance for smart metering and other applications such as 
street light and assets management automation. 

Even if a restriction is observed for distribution automation 
applications, there is a boundary condition to be used which 
would be to build a network specifically designed to support this 

application while maintaining other smart grid services via 
LoRaWAN. 

Table 4: RF Mesh X LoRaWAN Comparison 
 

RF Mesh x LoRaWAN 

  RF Mesh LoRaWAN 

Topology Mesh Star 

Maximum Data Rate 
per Terminal 10-100 kbps 50 kbps 

Average Latency 
700 ms per hop 
(recommended up to 3 
hops) 

1 s 

Maximum 
Aggregation per 
Concentrator 

10,000 terminals 15,000 terminals 

Outdoor RF 
Concentrator Average 
Cost per Terminal 

US$ 0,50 US$ 0,07 

Technology Maturity 
Level 

S.G: Established 
IoT: In development In positioning 

Mobility of Endpoints Possible with 
restrictions Possible 

Geolocation Not possible Possible 
 

One relevant advantage of LoRAWAN technology is the fact 
that is a fully convergent technology, open standards-based, low-
cost, and ready to meet all IoT applications in the context of a 
smart city project. It is desirable that investments in a smart city 
platform meet all applications and services with an IoT vision, in 
order to optimize resources and simplification of 
telecommunications infrastructure. The LoRAWAN technology 
simplicity is another important aspect in comparison with RF 
Mesh. The fact that each terminal accesses directly a concentrator 
excludes the need for complex routing protocols present on RF 
Mesh. In the context of IoT, this functionality is not even desirable. 
There are various situations in which it is not even appropriate a 
terminal access a concentrator through another terminal. 

Mesh topology provides the advantage compared to star 
topology extending the coverage area through NICs that act as a 
repeater. The endpoints of a neighborhood area network (NAN) 
can be aggregated in one NIC closer to the concentrator. If a 
failure event or unavailability of a NIC acting as an aggregator, 
another one can assume that role. Star topology does not have this 
functionality, but as discussed earlier, it does not represent a 
problem for the IoT scenario and offers the advantage of 
becoming latency uniform of the network. This occurs because 
star topology does not have hops among endpoints to access a 
concentrator as happens with RF Mesh. 

The endpoints mobility is possible in both technologies. 
Endpoints of LoRaWAN and RF Mesh are not necessarily bound 
to a specific concentrator, but in RF Mesh there is a trend of 
increase traffic of routing information. In this sense, mobility is 
possible with restrictions. RF Mesh was initially designed to 
support applications such as smart metering, DA and street light, 
in which mobility is not an essential issue. Thus, this feature was 
not initially a priority. However, new smart grid applications with 
an IoT profile like asset management require a communication 
network capable of supporting mobility. 
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The geolocation possibility is an important aspect to be 
considered in the communication technology selection designed 
to support applications on smart grids. Utilities use georeferenced 
systems in their operational processes in order to plot on maps, 
geographical areas of distribution plant and locate through 
geographical coordinates their electrical grid assets. Geolocation 
becomes an important functionality for a communication network 
that aims to automate these assets, whether for operational 
processes or management. In this sense, LoRaWAN presents a 
significant advantage over the RF Mesh. Even though the studies 
point to restrictions on the use of LoRaWAN for DA, the ability 
to georeference smart meters in measuring plant extends its 
functionality to a sensor network which is able to geographically 
map failures occurrence in delivering of electric power. In 
addition to this application, the geolocation associated with 
communications mobility plays a key role in the projects of 
automation of management of electrical assets. 

With regard to the frequency of operation and coverage, both 
urban and rural environments are well served by both 
technologies. They have similar characteristics and meet the 
requirements of the smart grids. However, considering a wider 
vision in the context of possible partnerships between utilities and 
municipalities to attend public services, a real scenario points out 
to the  communication infrastructure construction in which 
coexist technologies such as LoRaWAN in the Access Layer, RF 
Mesh with mainly functions of Backhaul Layer besides LTE, 
WiMAX, PMP radios and Optical Fiber systems. Eventually, it 
will be necessary to complement the coverage with contract 
services from Telcos based on the public platform of NarrowBand 
IoT (NB-IoT) for RF shadow regions of the proprietary networks 
in which the investment on the part of the utilities and 
municipalities to cover those regions are not financially viable. 

Data rate available per terminal in RF Mesh is typically 10 kbps, 
but some versions go up to 100 kbps. For IoT applications 
including smart grid, the data rate required by applications rarely 
exceeds this value. LoRaWAN technology that offers a maximum 
data rate per terminal of 50 kbps also meets this requirement. 
Certainly, the data rate effectively available at each point of the 
coverage area of a concentrator will depend on the level of 
obstruction to RF propagation, and the distance between the 
endpoint and the concentrator. In this sense optimization of 
effective data rate available on each endpoint will depend on the 
RF design. 

Aggregation capacity is a parameter that defines how many 
endpoints can be connected using a single concentrator device. 
This implies directly in RF design which will affect the total cost 
of outdoor RF infrastructure and distribution of this cost per 
endpoint. 

Outdoor RF Concentrator Average Cost per Terminal considers 
one RF concentrator distribution average cost among endpoints 
and the maximum aggregate capacity per concentrator. The cost 
of embedded NICs in the endpoint is not included. A comparison 
shows that LoRaWAN presents a lower cost in part due to the fact 

that the average price of the LoRaWAN concentrator device is 
about 5 times lower than in RF Mesh. Another fact is that 
aggregation capacity is higher reducing in about 7 times the cost 
of RF concentrator devices per endpoint. 

The maturity level of technologies is different, mainly due to 
the time of startup of each one: Wi-SUN Alliance in April 2012 
and LoRa Alliance in March 2015. This suggests that although the 
LoRaWAN is advancing fast in various markets, there is still 
much to be developed. The great interest of the industry 
demonstrated in just 1 year of organization, especially due to the 
adequacy of LoRaWAN on IoT projects makes the future of this 
very promising technology. On the other hand, RF Mesh is well 
established for the smart metering and automation. Although 
LoRaWAN is suitable for smart metering, there is an uncertainty 
regarding its support for distribution automation due to its high 
latency. 

The next steps which certainly will follow from now on point 
out to an increasing engagement of industry; services companies, 
including utility sector; government entities; research agencies 
and academia. Studies of new applications that can be supported 
by LoRaWAN are advancing in various countries. In the context 
of smart grids, main applications that require focus to adjust this 
technology are related to electric grid automation. 

6. Conclusion 

Smart city projects in the urban environment introduce 
innovation in the infrastructure services provisioning, making 
applications accessible directly and fast anywhere. In this context, 
the concept of Internet of Things (IoT) plays a key role in the 
telecommunications platform construction that do these projects 
implementation possible on a large-scale basis. Smart grid 
initiatives for utilities represent part of this big scenario of smart 
cities. 

Construction of a platform for IoT becomes reality by private 
and public networks combination, including the Internet as the 
main platform. Formation of private networks for IoT has two 
technologies that stand out currently: RF Mesh and LoRaWAN. 
In this sense, it is desirable to determine an option that provides 
smart grid and other smart city applications convergence around 
the same technology. In order to support smart grid applications, 
utility companies have widely adopted RF Mesh that aims to be 
an open and interoperable option to build private networks. 
Regarding interoperability that is essential for IoT projects, RF 
Mesh has yet work to be done. 

For IoT services including smart grids the emerging technology 
LoRaWAN represents a really convergent alternative which also 
adopts open and interoperable standards, but at a lower cost if 
compared to RF Mesh. LoRaWAN technology provides the 
features necessary to take on the role of an adequate alternative 
infrastructure to support all smart cities applications, including 
smart grids. An exception must be made for DA and ADA, which 
needs to be better studied and tested under a LoRaWAN platform. 
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A boundary condition would be a separate network deployment 
specifically designed for this purpose. Another possibility is to 
build a LoRaWAN Backhaul network also capable of supporting 
DA and ADA. The currently available technology options that 
could play this role are WiMAX, LTE, Point-to-Multipoint Radio 
Systems, or even an RF Mesh System. 

Finally, taking into account what was studied on this work it is 
recommended that utility companies that have not invested yet in 
a smart metering network based on RF Mesh should consider 
LoRaWAN inclusion as a possible option in their projects. This 
can help to find a viable way to build a smart grid infrastructure, 
taking into account the new context of smart cities, in order to 
provide a greater gain in scale, preparing the path for possible 
partnerships between companies providing public services and 
municipalities. The ultimate goal as well as to make feasible 
business plans that enable the projects, is to provide citizens 
quality public services based on technology-intensive application, 
at the lowest cost as possible. 
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1. Introduction  

Checking the integrity of groups containing radio frequency 
identification (RFID) tagged objects or recovering the tag 
identifiers of missing objects is important in many activities to find 
missing tagged objects. Autonomous verification of a group of 
RFID tags is an essential feature in RFID systems, because it 
ensures standalone operations as well as scalability, privacy and 
security. This can be achieved by treating a group of tag identifiers 
as packet symbols which are encoded and decoded as in binary 
erasure channels (BECs). This paper is an extension of work 
originally presented in [1], by optimizing the decoding complexity 
of the progressive-edge-growth-based (PEG-based) method for the 
extended grouping of RFID tags while achieving significant 
missing recovery enhancements compared to other extended 
grouping methods presented in [2–4]. 

Various decoding algorithms are devised to recover erasures 
over BECs, each with different performance and complexities. The 
most prominent decoding algorithms are maximum likelihood 
(ML) and iterative (IT) decoding algorithms. ML decoding for a 
BEC can be implemented as Gaussian elimination (GE), which 

provides the optimum decoding in terms of erasure recovery 
capabilities at the price of high decoding complexity [5]. On the 
other hand, IT decoding based on belief propagation features a 
linear decoding complexity, but it remains suboptimal in 
recovering erasures, as it is affected by the existence of short cycles 
[6, 7]. This suggests a hybrid (HB) decoding strategy which 
combines the above-mentioned IT with GE decoding algorithms in 
order to compromise between performance and complexity. 
References [8–12] proposed and implemented HB decoding 
algorithms in BECs with the basic idea of employing IT decoding 
first. If the IT decoding fails to recover all the erased symbols, the 
GE decoding is activated to complete the decoding process and 
resolve the simplified system. The GE decoding algorithm can 
fully recover the erasures in the simplified system if the columns 
of the decoding matrix are linearly independent. This paper 
focuses on optimizing the decoding complexity of the PEG-based 
method using an HB decoding algorithm. To further reduce the 
decoding time, the HB decoding is improved by including an early 
stopping criterion to avoid unnecessary iterations of iterative 
decoding for undecodable blocks. Simulation results are presented, 
demonstrating that the improved HB decoding achieves the 
optimal missing recovery capabilities of full GE decoding at a 
lower complexity, as some of the missing tag identifiers are 
recovered iteratively. 

ASTESJ 

ISSN: 2415-6698 

*Reem Alkanhel, Department of Information Technology, Princess Nourah Bint 
Abdulrahman University, Riyadh, Saudi Arabia, rialkanhal @pnu.edu.sa. 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 578-586 (2017) 

www.astesj.com   

Special Issue on Recent Advances in Engineering Systems 

https://dx.doi.org/10.25046/aj020374  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020374


R. Alkanhel et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 578-586 (2017) 

www.astesj.com     579 

The remainder of this article is organized as follows. A brief 
overview of ML and IT decoding algorithms is provided in Section 
2. Section 3 introduces the early termination of IT decoding, while 
Section 4 presents the improved HB decoding. Section 5 evaluates 
the performance achieved with the improved HB decoding using 
simulations. Conclusions and future work follow in Section 6. 

2. Maximum Likelihood and Iterative Decoding 
Algorithms 

 Maximum Likelihood Decoding Algorithm 

The ML decoding algorithm on the BEC involves solving a 
system of linear equations and finding the unknowns (erasures) in  

 
 

(1) 

where TIDk` and TIDk are the arrays of lost and known symbols 
(tag identifiers), respectively. Similarly, Ak` is the matrix which 
contains the columns of A related to TIDk`, while Ak is the matrix 
which contains the columns of A related to TIDk. A system of linear 
equations has a unique solution, if and only if the columns of Ak` 
have full rank (i.e. they are linearly independent). This ML 
decoding can be implemented as GE by reducing Ak`

 to row 
echelon form. The process of the algorithm consists of two steps. 
The forward elimination step first reduces the system to an upper 
triangular form, which can be done using elementary row 
operations. The algorithm continues with a backward substitution 
step. It recursively resolves erased symbols until the solution is 
found. The last symbol of an upper triangular matrix is given the 
value of the symbol on the right-hand side. Then, this value is 
replaced in all the equations in which it is included. GE provides 
the optimum decoding in terms of erasure recovery capabilities at 
the price of the high decoding complexity of O(n3), where n is the 
number of variables [13]. GE is used to represent ML throughout 
this article. 

 Iterative Decoding Algorithm 

IT decoding algorithms or message-passing algorithms are 
commonly used in BEC decoding [14]. IT decoding based on 
belief propagation features a linear decoding complexity of O(n), 
but it remains suboptimal in recovering erasures over the BEC, as 
it is affected by the existence of short cycles [6, 7]. IT decoding 
algorithms consist of solving (1) by recursively exchanging 
messages along the edges of a Tanner graph between variable 
nodes and check nodes. All parity check equations having only 
one erased symbol are found, and the erased symbols are 
recovered. Then, new equations which have only one erased 
symbol may be created and used to recover further erased symbols. 
The decoding process is as follows: 

1) Each variable node v sends the same message Mv ∈{0, 1, 
e}, where e denotes the erased symbol, to each of its 
connected check nodes.  

2) If a check node receives only one e, it replaces the erased 
symbol with the bitwise exclusive or XOR of the known 
symbols in its check equation. 

3) Each check node c sends different messages Ec,v ∈{0, 1, 
e} to each of its connected variable nodes v. These 
messages represent the results of the previous step.  

4) If the variable node of an erased symbol receives Ec,v 
∈{0,1}, the variable node updates its value to the value 
of Ec,v. 

The IT decoding iterates the above process until all the erasure 
symbols are recovered successfully or until a predetermined 
maximum number of iterations (Imax) has passed without 
successful decoding [15].  

3. Early Termination of Iterative Decoding 

Early termination of IT decoding has been extensively 
researched within correcting errors introduced by channels. At 
each iteration, the IT decoding detects decodable blocks by 
checking parity check constraints. If all parity check constraints 
are satisfied, the decoding terminates. Otherwise, the decoding 
always completes Imax iterations for undecodable blocks. The 
decoding time and complexity increases linearly with the number 
of decoding iterations. To avoid unnecessary decoding iterations 
when processing undecodable blocks, a proper stopping criterion 
is required to terminate the decoding process early and therefore to 
save decoding time and power consumption [16]. Different early 
stopping criteria have been proposed for IT decoding, aiming to 
detect undecodable blocks and to stop the decoding process in its 
early stage. These criteria can be divided into two types. One type 
utilizes log-likelihood ratios (LLRs), for example the criterion in 
[17]. It identifies undecodable blocks using variable node 
reliability, which is the addition of the absolute values of all 
variable node LLRs. The decoding process is stopped if the 
variable node reliability remains unchanged or is decreased within 
two consecutive iterations. This is a consequence of the 
observation that a consistent increase of the variable node 
reliability is expected from a decodable block. The criterion is 
disabled if the variable node reliability is larger than a channel-
dependent threshold. Similar criteria have been proposed in [18–
20] which monitor the convergence of the mean magnitude of the 
LLRs at the end of each iteration to identify undecodable blocks. 
The other type of criteria are those which observe the numbers of 
satisfied or unsatisfied parity check constraints; for example the 
criteria in [21] and the improved criterion in [22] compare the 
numbers of satisfied parity check constraints in two consecutive 
iterations. If they are equal, the decoding process is halted. On the 
other hand, the criteria in [23, 24] use the number of unsatisfied 
parity check constraints to detect undecodable blocks.  

4. Improved Hybrid Decoding Algorithm  

In the HB decoding process, the decoding time of IT decoding 
for undecodable blocks becomes longer as the decoding iterates for 
Imax. Figure 1 shows the iteration histogram as a function of the 
missing amounts experienced for two variants of group sizes, 
including 49 and 169 tags. Imax is set to 50 and 200, respectively. It 
is explicit that as the number of missing tags increases, iteration 
for Imax starts to occur due to the existence of undecodable blocks. 
This can clearly be seen in the region where IT decoding has failed, 
for example when recovering more than 15 and 70 missing tags 
from a group of 49 and 169, respectively. Therefore, the taking into 
account of an early stopping criterion, which adaptively adjusts the 
number of decoding iterations, arises as an attractive solution to 
avoid unnecessary iterations and thus to save decoding time. Since 
the main advantage of HB decoding is to reduce GE complexity, 
the frequency of GE decoding usage should be as small as possible, 
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Figure 1. The iteration numbers required for decoding different group sizes: (a) n = 49; (b) n = 169 where j = 3 for the PEG-based method 

even for a large number of missing tags. When GE decoding is 
utilized, the size of the simplified system should also be as small 
as possible. This suggests a stopping criterion for the PEG-based 
method which permits partial decoding of undecodable blocks up 
to a point where IT decoding cannot recover any missing tag 
identifiers. The proposed criterion can distinguish between 
decodable and undecodable blocks. It does not cause any 
computation overheads, as it utilizes the information available 
during the decoding process. Algorithm 1 outlines the improved 
HB decoding algorithm. The input is the received codeword 
y = [y1, y2, … , yn] of the transmitted codeword x = [ x1, x2, … , xn] 
where xi ϵ{0,1} and yi ϵ{0, 1, e} for i = 1 … n. The output is 
M = [M1, … , Mn] where Mi ϵ{0, 1, e}. Let Sj denote the set of 
symbols in the j-th check equation of the code, ne

 is the number of 
erasures at the input to the decoder, and Ej,i is the outgoing message 
from the check node j to the variable node i. The improved 
algorithm is based on the observation of the checksum of erasure 
symbols 𝑛𝑛𝑒𝑒𝐼𝐼  at the end of each iteration I. It halts the decoding 
process if the checksum remains unchanged or does not decrease 
within two consecutive decoding iterations, as in Step 24. This 
results from the observation that decodable blocks exhibit a 
consistent decrease in checksum values.  

Algorithm 1 Improved Hybrid Decoding  

1: I = 0 

2: 𝑛𝑛𝑒𝑒𝐼𝐼−1 = ne 

3: for i = 1 to n do 

4:       Mi = yi 

5: end for  

6: repeat 

7:    for j = 1 to m do 

8:         for i ϵ Sj do 

9:                if a check node j receives only one ‘e’ then  

10:                          Ej,i = ∑ (𝑀𝑀𝑖𝑖`  𝑖𝑖`𝜖𝜖𝐵𝐵𝑗𝑗.𝑖𝑖`≠𝑖𝑖 mod 2) 

11:                else 

12:                          Ej,i = ‘e’ 

13:               end if 

14:          end for 

15:     end for 

16:     for i = 1 to n do  

17:          If Mi = ‘e’ then  

18:               If there is at least one Ej,i = 0 or 1 then  

19:                     Mi = Ej,i  

20:               end if 

21:         end if 

22:     end for 

23:     𝑛𝑛𝑒𝑒𝐼𝐼  = count ‘e’ in Mi   ∀ i = 1… n 

24:     if (Mi ≠ ‘e’ ∀ i=1…n) or (I =Imax) or (𝑛𝑛𝑒𝑒𝐼𝐼−1 =  𝑛𝑛𝑒𝑒𝐼𝐼 … ) then  

25:           Terminate IT decoding and start GE decoding 

26:     else 

27:            Increment I  

28:            𝑛𝑛𝑒𝑒𝐼𝐼−1 =  𝑛𝑛𝑒𝑒𝐼𝐼  

29:     end if 

30: until terminated 

5. Simulation Results 

This section gives an account of the various simulations which 
have been carried out to analyse and assess the performance of the 
PEG-based method under the improved HB decoding, both in 
terms of missing recovery capabilities and decoding complexities. 

Successful region of IT 
decoding 

Successful region of IT 
decoding 
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 Missing Recovery Capability Analysis  

To illustrate the performance of the improved HB decoding in 
recovering missing tags, Figure 2 shows the average error rate as a 
function of the number of missing tags for different values of group 
sizes n where the column weight j varies between 3 and 4. It can 
be clearly shown that increasing j greatly increases the 
performance of the improved HB decoding in recovering missing 
tags. The main reason for this behaviour is that a large value of j 
produces a large number of rows and thus increases the rank of the 
matrix. For example, if five tags are missing from a group of n = 
25, all their identifiers can be recovered with at least j = 3 under 
the improved HB decoding. However, if ten identifiers are 
missing, the column weight needs to be adjusted to 4 in order to 
achieve 100% reliable recovery (0% error rate). Table 1 compares 
the missing recovery capabilities of the simulated PEG-based 
method under the improved HB decoding algorithm with other 
extended grouping methods presented in [2–4]. It is clear that the 
improved algorithm achieves significant missing recovery 
enhancements compared to other extended grouping methods. It 
can be concluded from the results that the improved HB decoding 
achieves the optimal missing recovery capabilities of full GE 
decoding, since the remaining systems of IT decoding containing 
short cycles are solved with GE decoding. The results also reveal 
that the recovery performance of the improved HB decoding 

increases by increasing the group size. This results from the fact 
that the PEG-based method accounts for short cycles in Tanner 
graphs by maximizing the local girth, i.e. the length of the shortest 
cycle, at variable nodes, which is more achievable when the group 
size is large [1]. Applying the improved HB decoding to groups of 
25 and 49 tags, for example, results in the recovery of missing tags 
of up to 48% and 65%, respectively, of the group size, with a 0% 
error rate. On the other hand, for groups of 121 and 169 tags, the 
recovery capabilities increase to 72% and 74.5%, respectively. 

  Decoding Complexity Analysis 

The relative complexities of the improved HB decoding are 
analysed in terms of decoding time. The decoding time is measured 
on a 2 GHz Intel i7 processor. The entire decoding complexity is 
equal to the complexity of IT decoding plus that of GE decoding if 
short cycles exist. This is mainly determined by the efficiency of 
the first stage of IT decoding; the better the performance of the IT 
decoding, the less the complexity and thus the time of the improved 
HB decoding. During the decoding process, IT decoding is first 
applied on the parity check matrix. If the IT decoding fails, GE 
decoding is activated to solve the remaining systems with a 
complexity less than the complexity of decoding the original 
matrix. 

 

(a) 
(b) 

(c) (d) 
Figure 2. The average error rate for different group sizes: (a) n = 25; (b) n = 49; (c) n = 121; (d) n = 169 using the PEG-based method under the improved HB 
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Table 1. Comparisons of missing recovery capabilities of the PEG-based method under the improved HB decoding algorithms with other extended grouping methods 

Parameter Methods 
Largest number of missing 

identifiers which can be 
recovered within 0% error rate 

Parameter Methods 
Largest number of missing 

identifiers which can be 
recovered within 0% error rate 

(25, 3, 5) 

[2] 3 (121, 3, 5) [2] 1 
[3] 5  [3] 5 

[4] 5  [4] 5 
PEG-based method 
under GE decoding 

6  PEG-based method 
under GE decoding 

64 

PEG-based method 
under HB decoding 

6  PEG-based method 
under HB decoding 

64 

(25, 4, 5) 

[2] 5 (121, 4, 5) [2] 6 
[3] 7  [3] 13 

[4] 9  [4] 15 
PEG-based method 
under GE decoding 

12  PEG-based method 
under GE decoding 

87 

PEG-based method 
under HB decoding 

12  PEG-based method 
under HB decoding 

87 

(49, 3, 5) 

[2] 1 (169, 3, 5) [2] 1 
[3] 5  [3] 5 

[4] 5  [4] 5 
PEG-based method 
under GE decoding 

23  PEG-based method 
under GE decoding 

93 

PEG-based method 
under HB decoding 

23  PEG-based method 
under HB decoding 

93 

(49, 4, 5) 

[2] 3 (169, 4, 5) [2] 1 

[3] 7  [3] 9 
[4] 8  [4] 16 

PEG-based method 
under GE decoding 

32  PEG-based method 
under GE decoding 

126 

PEG-based method 
under HB decoding 

32  PEG-based method 
under HB decoding 

126 

 
Two experiments are conducted: 

1) Decoding time measurements when IT decoding fails 
and thus GE is required. This is the worst case from a 
decoding point of view.  

2) Decoding time measurements as a function of the 
number of missing tags to compare two cases, one where 
IT decoding is successful and the other where IT 
decoding fails and GE is needed.  

5.2.1. Decoding Time when Gaussian Elimination is 
Required (Worst Case) 

Figure 3 illustrates the decoding time during the GE process 
of the improved HB decoding for a group of 49 and 169 tags 
where j = 3. By changing the number of missing tags, the resulting 
average simplified system size changes, which affects the 
decoding time. The figure illustrates this time as a function of the 
simplified system size and the related histogram. The region 
where IT decoding recovers some missing tag identifiers is only 
considered in this analysis. However, in the second region, where 
IT decoding cannot recover any missing tag identifiers, GE 
decoding time is equal to that of full systems. The improved 
algorithm efficiently decreases the average decoding time of GE 

decoding, because the complex GE decoding is only utilized when 
required over a simplified system resulting from IT decoding. For 
a group of 49 tags, the histogram demonstrates that the maximum 
decoding time remains below 2 ms related to an average decoding 
time of 1.8 ms. When the group size increases to 169 tags, the GE 
decoding time also increases, following a O(n3) law. It can clearly 
be seen that the maximum decoding time remains below 13 ms 
related to an average decoding time around 12 ms. In contrast, GE 
decoding on full systems, as illustrated in Figures 5 and 6 
(presented in the next section), is slower, especially for a large 
group of tags. For a group of size 49 and 169 where j = 3, it is 
evident that the decoding time lasts on average 2 and 15 ms, 
respectively. 

To illustrate the impact of the proposed early stopping 
criterion on decoding time, Figure 4 shows iteration numbers 
which are taken for various missing amounts to be compared to 
those of the conventional IT decoding depicted in Figure 1. One 
can observe that the proposed stopping criterion greatly reduces 
the average number of iterations in the region where IT decoding 
is not successful. Figure 4 shows that undecodable blocks need at 
most 17 and 33 iterations, respectively, when recovering more 
than 15 and 70 missing tags from a group of 49 and 169. 
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(a) 

 
 

(b) 

 
Figure 3. Histogram of GE decoding time with respect to the simplified system size for different group sizes: (a) n = 49; (b) n = 169 where j = 3 for the PEG-based 

method 

 
(a) 

 
(b) 

 
Figure 4. The enhanced iteration numbers required for decoding different group sizes: (a) n = 49; (b) n = 169 where j = 3 for the PEG-based method 

5.2.2. Decoding Time of the Improved Hybrid Decoding  

Figures 5 and 6 show the average decoding time as a function 
of the number of missing tags for different values of n where j is 
equal to 3 and 4 under the IT, GE and improved HB decoding 
algorithms. It is obvious that the decoding time depends on the 
missing amounts experienced. With small numbers of missing 
tags, the decoding time of the improved HB decoding is fast and 
is similar to that of IT decoding. This is clear in a region where IT 
decoding is successful. As the number of missing tags increases, 
the decoding time of the improved HB decoding also 
progressively increases, because GE decoding is more and more 
often required. This can be seen in the curves: after the successful 
region of IT decoding, the average decoding time of HB decoding 
increases progressively, since IT decoding turns out to be 
ineffective, and the size of the simplified system increases 
accordingly. Then, above a certain threshold which depends on 
the missing recovery capabilities of IT decoding, the decoding 

time of the improved HB decoding gradually approaches the full 
GE decoding. Since the entire decoding time of the improved HB 
decoding is equal to the decoding time of IT decoding plus that of 
GE decoding, the improved HB decoding algorithm can easily be 
tailored to satisfy operational requirements. More precisely, the 
IT decoding phase can be avoided when the aforementioned 
condition is met, to save HB decoding time. It is clear that the n 
and j parameters also have major impacts on the decoding time. 
As n or j increase, the improved HB decoding time increases too. 
This is due to specific phenomena. The complexity of IT decoding 
depends on the number of XOR operations, which is determined 
by the number of variables in each equation, whereas the 
complexity of the GE decoding depends on the number of linear 
equations and the number of variables. Therefore, by increasing n 
or j, the number of operations required by the IT and GE decoding 
algorithms is increased accordingly. If decoding time is an issue 
with a large n value, choosing a smaller j value is possible. If the 
HB decoding time is compared with the GE decoding time for 
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(a) 

 
 
 
 

(b) 

 
(c)  

(d) 
 

Figure 5. The average decoding time for recovering missing tag identifiers from different group sizes: (a) n = 25; (b) n = 49; (c) n = 121; (d) n = 169 where j = 3 for the 
PEG-based method under the IT, GE and improved HB decoding algorithms 

 

 
(a) 

 
(b) 

IT decoding completely fails 
to recover any missing tags  

 IT decoding recovers 
some missing tags 

  

Successful region 
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(c) 

 
(d) 

 
Figure 6. The average decoding time for recovering missing tag identifiers from different group sizes: (a) n = 25; (b) n = 49; (c) n = 121; (d) n = 169 where j = 4 for the 

PEG-based method under the IT, GE and improved HB decoding algorithms 

the full system, it can be concluded that the HB decoding is faster 
for small to medium numbers of missing tags even when GE 
decoding is required. 

6. Conclusions and Future Work 

This paper has focused on optimizing the decoding 
complexity of the PEG-based method using a hybrid 
iterative/Gaussian elimination decoding algorithm. The hybrid 
decoding is improved by including an early stopping criterion to 
avoid unnecessary iterations of iterative decoding for 
undecodable blocks and thus saving decoding time. Simulation 
results have been presented showing that the improved hybrid 
decoding algorithm achieves the optimal missing recovery 
capabilities of full Gaussian elimination decoding, since the 
remaining systems of iterative decoding containing short cycles 
are solved with Gaussian elimination decoding. This recovery 
performance significantly increases with an increase in the group 
size of tags. It has been shown that the proposed stopping criterion 
greatly reduces the average number of decoding iterations for 
undecodable blocks and therefore reduces decoding time when 
compared to the conventional IT decoding algorithm. The 
improved algorithm is very efficient in decreasing the average 
decoding time of Gaussian elimination decoding for small to 
medium amounts of missing tags up to a certain threshold which 
depends on the missing recovery capabilities of IT decoding. This 
makes the improved hybrid decoding a promising candidate for 
decoding the PEG-based method for extended the grouping of 
RFID tags.  

For future work, more investigation is needed into the joint use 
of the two decoding algorithms according to missing amounts and 
group sizes. 
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 One of the great challenges in distance-learning is to follow the actions of the 
teachers/tutors and also the actions of students during the process of teaching and learning. 
This article presents the FAG Tool integrated with the LMS Moodle was developed to help 
managers of the Distance Education environment to monitor the actions of teachers/tutors 
and also teachers/tutors in the follow-up of student actions. Through the techniques of 
Business Intelligence (BI) and Learning Analytics (LA), the tool generates analytical 
reports and dashboards, presenting a holistic and transversal view, being this vision the 
differential of this tool. The use of FAG allows teachers/tutors to monitor the participation 
of all their students in all virtual rooms under their responsibility and thus take corrective 
measures in the teaching and learning process, such as reducing the risk of avoidance. For 
the managers, it can be considered as a support tool for decision making regarding the 
faculty, maintaining or not the teacher/tutor in the process of teaching and learning or even 
be a base to enlarge or reduce their classes depending on their performance in the virtual 
environment. Through the use of the FAG, this decision-making can happen during the 
teaching and learning process and not only after the end, as is usual, because the reports 
are easy to understand and present accurate information in time to ensure the success of 
the teaching and learning process. 

Keywords:  
Business Intelligence  
Learning Analytics 
Monitoring in virtual 
environments 

 

 

1. Introduction   

This publication is an extension of the article entitled 
"Management support tool in virtual leaming environments using 
MoodIe as a case study" that is published in 2016 XI Latin 
American Conference on Learning Objects and Technology 
(LACLO)[1]. 

Distance education is a widely used teaching modality in the 
teaching and learning process [2]. In this modality of teaching, 
there are several actors, and the teacher is responsible for 
motivating and stimulating the learning process in order to 
transform the information into knowledge by the students, who are 
considered active subjects in this process [3]. The tutor is 
responsible for guiding the student, explaining and clarifying 
questions related to the subject and participating in the evaluation 

activities [4] and the distance-learning environment and process 
manager is responsible for planning, organizing, directing and 
controlling [5]. In this work the role of a teacher and a tutor will be 
considered as a single role, called, teacher/tutor, since not 
necessarily a course needs a teacher and a tutor. This decision is 
related to three situations: digital fluency of a teacher, an excessive 
number of students enrolled and teachers availability of time to 
carry out and follow the course. 

Nothing prevents a teacher from acting as a tutor in online courses 
[6]. In order to guarantee better results in the process of distance 
teaching and learning, one of the needs is the monitoring process 
of teachers/tutors’ actions, often done by a manager of many or all 
courses of an institution. Usually, the management reports 
provided by an LMS are confusing, offering scattered data that do 
not allow a global view of the observed processes, thus hindering 
efficient management and decision-making [7]. Among the several 
existing LMSs Moodle will be used, once it is an  LMS widely 
used in thousands of institutions in the world and consequently a 
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very safe and very tested system. Moodle offers Learning 
Analytics (LA) tools that can be defined as a set of tools geared to 
the measurement, collection, analysis and reporting of student data 
in order to improve the teaching and learning process through 
analysis of generated data. These tools generate analytical reports 
and/or graphs of specific resources as classrooms or participants. 
In this way, the importance of this work is the identification of an 
auxiliary tool that, integrated to Moodle LMS, offers a better 
follow-up of the students' participation, besides an efficient 
monitoring of the actions of the teachers/tutors in relation to all the 
activities and contexts in which they work. 

Section 2 presents concepts related to the knowledge area of 
work, such as Business Intelligence (BI), Learning Analytics (LA), 
some Moodle tools associated with LA, as well as the Pentaho BI 
and Qlik Sense Cloud tools, which will be used in the case study. 
Section 3 will present the methodology and case study. Section 4 
presents the tool developed to solve the problem detected in the 
case study and partial result. In section 5 the conclusion will be 
presented and in section 6 future works will be proposed. Finally, 
bibliographical references are presented. 

2. Concepts referring to the knowledge area of work 

2.1. Business Intelligence (BI) 

BI is a tool that assists in the selection, presentation and 
analysis of data, is a set of processes, technologies and tools 
necessary to transform data into information, information into 
knowledge [8]. 

Throughout their existence, organizations generate and store a 
large amount of data related to the activities performed, thus 
making it necessary to apply BI techniques in the strategic 
decision-making process, since mistaken decisions can jeopardize 
the future of an organization. In this scenario, there are also 
educational institutions, which need to be able to subsidize the 
optimization of their decision-making processes [9]. 

2.2. Business Intelligence Architecture Components 

They are components that aid in the visualization and 
manipulation of large amounts of data: 

• Data warehouse (DW): is defined as a database that 
serves as a repository of an organization built for the purpose of 
generating reports and business analysis [10]. 

• ETL (Extract Transform Load): The ETL process 
consists of reading the data from one or more databases, the 
process of which is called the extraction, after the extraction has 
the conversion of the extracted data to the form that is required, in 
order to be loaded on a date warehouse or other database, called 
transformation and finally the loading of the data in the data 
warehouse [11]. The ETL feeds DW and BI, and if this process 
does not work properly, the BI will not have the necessary 
information [12]. 

• OLAP (On-Line Analytical Processing): OLAP tools 
enable online generation of information in the form of reports, 
rankings, ad-hoc queries (uniquely mounted by the user), etc. [13]. 

The OLAP technology allows making an instance of the data 
in a multidimensional view, thus allowing the presentation of the 
information in different perspectives [19]. OLAP information is 
stored in subsets called information cubes, updated periodically 
from the DW, according to Figure 1. 

 
Figure 1. OLAP cubes 

2.3. Business Intelligence in Learning Management System 
(LMS) 

The concept of Business has changed. With the adoption of 
LMS in the learning support, the volume of information to be 
managed by teachers/tutors and also by the managers of LMSs 
systems increases, which makes it difficult to manage in these 
environments [14]. A derivation of the principles of BI used in 
information systems applied to the educational field, called 
Learning Analytics [15]. 

2.4. Learning Analytics (LA) 

The term Learning Analytics appeared for the first time in 2009 
in The Horizon Report. It is a field of research that is growing and 
presents several tools implemented in educational environments 
aim to offer educators resources so that they recognize and 
evaluate their educational process [17-18]. 

The main objective of the learning analysis is to generate 
information for those who create learning situations, such as 
teachers/tutors, managers and educational institutions [8]. It is a 
powerful way to inform students, teachers/tutors and managers 
about student performance and the progress of the learning process 
[19]. 

2.5. Learning Analytics (LA) in Moodle 

Among the tools with LA resources offered by the Moodle  
can be cited: 

• GISMO: consists in a visualization tool used to analyze 
the learning process of students comprehensively, which gives a 
view of the whole class and not just a specific student or a 
specific resource. It is useful to teachers/tutors. 

• MOCLog: it is a set of tools used to analyze and present 
Moodle data. The development of this tool was based on GISMO, 
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through this tool users have access to summary reports of 
interactions related to actions in resources and tools, such as 
questionnaires [16]. 

• Learning Analytics Enhanced Rubric (LAe-R): consists a 
plugin created for Moodle LMS being an advanced classification 
method used for the careful evaluation. Contains some related 
criteria and classification levels associated with data from the 
analysis of student interaction and learning behavior in a course 
such as access time to learning materials, message numbers, and 
others [17]. 

In addition to the tools presented there are other ways to see 
the trends, analysis, and data on the platform from Moodle 2.8, 
among them: 

• Event monitoring: Issue notifications to administrators 
and teachers/tutors when certain events occur in Moodle; 

• General statistics: this is a plugin that generates site 
graphics and course reports, including user login, countries, 
preferred languages, number of courses per category, number of 
courses per size and registered users; 

• Comprehensive report (site-wide Report): they are 
accessed by administrators are reports of the entire site; 

• Compromise Analysis: The Engagement Analytics 
module provides information about student progress in the course, 
choosing activities that will be monitored by Moodle; 

• Activities (Logs): These are reports that can be viewed by 
administrators; 

• Forums Reporting Charts (Report Graph Forum): 
Displays the interactions in a single Forum activity and creates a 
targeted graph; 

Through the tools with LA resources offered by Moodle it is 
not possible to extract analytical and consolidated reports 
containing information about all the rooms under the responsibility 
of a certain teacher / tutor, which makes it extremely difficult for 
the EaD manager to group information from room to room, 
considering That, most of the time, a teacher/tutor participates in 
several rooms simultaneously. 

2.6. Pentaho BI 

The Pentaho Open BI platform is a suite of open source 
applications for creating BI solutions, distributed through the open 
source Pentaho Public License (PPL). The Pentaho suite is one of 
the most used and reputed in the market [18]. 

The most important Pentaho modules that will be used in this 
work are: 

• Pentaho Data Integration (PDI): one of the most powerful 
components responsible for the ETL process, is a collection of 
tools designed to fill the Data Warehouse with data [22]. 

• Platform Pentaho User Console (BiServer): an analysis 
platform that will run under a Tomcat server in a MySQL database, 
Linux environment. 

• Pentaho Report Designer: tool that allows you to generate 
reports in a consolidated and analytical way. 

2.7. Qlik Sense Cloud  

The  Qlik Sense Cloud platform focuses on self-service, lets 
you quickly create views. 

The tool does not work with inflexible cubes, it creates a large 
file with all associations, so any table can be "fact" or "dimension" 
and all relevant data is available in RAM, a technology known as 
AQL (Associative Query Logic), Different from OLAP, where it 
is necessary to define the necessary dimensions and metrics [20]. 

Qlik Sense Cloud lets you share Qlik Sense applications in the 
cloud for free. It is a Software as a Service (SaaS) service or 
program as a service[20]. 

The great differential of this tool, besides the ease of generating 
graphical reports is that it adapts to tablet and smartphone[21]. 

3. Methodology and case study 

For the development of the work the following steps were 
performed: 

• Extraction of real data of Moodle, referring to the 
disciplines of four undergraduate courses that occurred in the 
second half of 2015, being, Human Resources Management, 
Management Process Management, Administration and 
Accounting Sciences. Statistics of the interactions of 
teachers/tutors with students in the tools were presented: forum 
and questionnaire, as well as student participation, through a case 
study. 

• Analysis of the results obtained in order to verify the 
problems pointed out by the bibliographic research. 

• Implementation of the tool using the platforms Pentaho BI 
and Qlik Sense Cloud. 

The name of the teacher/tutor will be omitted, and in the case 
study, it will be referenced as tutor "A". 

The data were obtained from the three disciplines, under the 
responsibility of tutor "A", named: MKP - Personal Marketing, 
MTA - Methods and Techniques of Applied Research and PO - 
Organizational Psychology. These disciplines were chosen by 
totaling a larger number of registered students. 

3.1. Profile of tutor "A" in the courses and disciplines 
analyzed  

The responsibilities of teachers/tutors in this environment: 

• Track students' daily access, 

• Attend the Doubts at Forum within 24 hours of posting, 

• Post informational and alert messages in the News 
Forum, 

• Prepare and distribute the programmatic contents of the 
course according to the specific program specified in the course 
plan, respecting the academic calendar of the institution, 
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• Prepare and publish activities that can be: 

 o   Questionnaires, 

 o Evaluation forums, 

 o Online types or file uploads, 

• Give feedback on activities, 

• Prepare and correct the evaluations. 

In addition, teachers/tutors are encouraged to motivate the 
participation of students by sending weekly messages, alerting 
them to the timing of the proposed activities and orienting them in 
the studies. The more classes the teacher/tutor has under their 
responsibility, the more time they will have to spend to fulfill those 
responsibilities. 

3.2. Follow-up of student participation and tutor actions 
"A" in the subjects MKP, MTA and PO  

Table 1 presents an overview of student participation (access) 
in the three virtual rooms, under the responsibility of tutor "A". 
Students who, at least once, accessed the virtual room in the last 
month of the course in December 2015 were considered active ". 

Table 1. Participation of students (accesses) in virtual rooms 

Discipline 

Students 

Total 
amount 

Active 
amount 

(%) Never 
attended 

the course 

amount 

(%) 

MKT 34 27 79,4% 0 0,0% 

MTA 188 172 91,5% 11 5,8% 

PO 95 88 92,6% 3 3,1% 

 

Figure 2 presents the analytical report offered by Moodle, 
referring to student accesses, in a specific room where the teacher/ 
tutor acts. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Students access 

This report is offered by Moodle LMS, however, the teacher/ 
tutor must access each virtual room under his responsibility, issue 
the report and check the last access of the students registered in it. 
There is no cross-sectional view. 

Table 2 presents an overview of the participation of students in 
the Forum of News, in the three virtual rooms, the responsibility 
of tutor "A". 

Table 2. Participation of students in the News Forum 

Discipline 
Students 

Total  Access  (%) 

MKT 34 17 50,0% 

MTA 188 38 20,2% 

PO 95 21 22,1% 

Table 3 presents an overview of students' participation in the 
Doubt Forum, in the three virtual rooms, under the responsibility 
of tutor "A". 

Table 3. Student participation in the Doubts Forum 

Discipline 
Student 

Total  Access  (%) 

MKT 34 23 64,6% 

MTA 188 62 32,9% 

PO 95 33 34,7% 

Figure 3 presents the analytical report regarding the accesses 
in the News Forum by students in a specific room that the teacher 
/tutor acts. 

The report extracted from Moodle regarding student access in 
the Doubt Forum is identical to the one shown in Figure 3. 

It is important to note that all participants of the course receive 
the messages that are posted in the forums also by e-mail and, since 
it is not possible to count the accesses to the e-mail messages, only 
the accesses in the virtual classrooms were considered. 
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Figure 3. Student Accesses in the News Forum 

Figure 4 presents the report made available by Moodle, 
regarding the participation of students in the activities of the 
questionnaire type, of a specific room in which the teacher/tutor 
acts. 

Table 4 presents an overview of students' participation in 
Questionnaire-type activities in the three virtual classrooms, under 
the responsibility of tutor "A". 

 
Figure 4. Participation of students in the activities of the Questionnaire type

Table 4. Participation of students in the activities of the Questionnaire type 

Activity 

MKT MTA PO 

Total students: 34 Total students: 188 T o t a l  s t u d e n t s :  9 5 

attempts (%)participation attempts (%)participation attempts (%)participation 
Quest1 28 82,3% 140 74,4% 68 71,5% 

Quest2 28 82,3% 142 75,5% 72 75,7% 

Quest3 27 79,4% 141 75,0% 77 81,0% 

Quest4 23 67,6% 134 71,3% 70 73,7% 

Quest5 25 73,5% 121 64,3% 65 68,4% 

Quest6 25 73,5% 128 68,0% 67 60,0% 

Quest7 21 61,7% 132 70,2% 65 63,1% 

Quest8 20 58,8% 128 68,0% 57 60,0% 

Quest9 23 67,6% 128 68,0% 60 63,1% 

Quest10 21 61,7% 126 67,0% 57 60,0% 

Quest11 18 52,9% 121 64,3% 51 53,7% 

Quest12 18 52,9% 128 68,0% 51 53,7% 
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 Table 5 presents an overview of the participation of the tutor 
"A" in the Doubt Forum, in the three virtual classrooms. 

Table 5. Participation of tutor "A" in the Doubts Forum 

Discipline Number 
of 

messages 
posted by 
students 

Number 
of 

messages 
read by 

tutor 

Number of 
messages 

commented 
by the 
tutor 

(%) 
Participation 

rate 

MKT 15 15 13 86,6% 

MTA 48 48 44 91,6% 

PO 26 26 25 96,0% 

Table 6 presents an overview of the participation of tutor "A" 
in the Forum of News, in the three virtual classrooms. 

Table 6. Participation of tutor "A" in the Forum of News 

 MKT MTA PO 

Messages posted to the News 
Forum 

4 4 4 

3.3. Analysis of extracted data  

It is observed in the study, through Figures 2, 3 and 4, that 
Moodle allows the extraction of reports of inactive students for 
more than one period, specified in the system, student participation 
in forums, activities, however, are not easy interpretation. 

The teacher/tutor used the News Forum tool to keep the 
students informed about the events in the course, such as term of 
activities, calendar of tests, alerts and also this Forum was used for 
messages of welcome to the students, however, In the case of tutor 
"A" only four messages were posted in the News Forum of each 
virtual room, which is considered little due to the importance of 
this tool in transmitting information to students. Access to this 
News Forum is important because it is published relevant topics 
such as: notices, alerts, important dates, deadlines, etc. 

One of the main roles of tutors is to be responsible for 
explaining and clarifying issues related to the discipline [4]. The 
tool used for this purpose in the examples presented was the 
Doubts Forum. In the presented results it was observed that the 
participation of the teacher/tutor was representative, through the 
messages posted in the Doubts Forum, in the sense of commenting 
them, the participation of the students was not significant, 
according to the number of messages posted by them. 

In this study, the teacher/tutor offered twelve evaluation 
questionnaires during the course and, through the BOX Activities, 
was able to extract information on how many attempts were made 
in each questionnaire, but difficult to interpret. 

The monitoring of the actions in Moodle becomes very 
laborious for both the teacher/tutor and the manager since it is 

necessary that these monitoring must be done in each virtual 
classroom in which the tutor acts, in isolation, for later the 
information be grouped and provided an overview of the actions. 

The same deficiency of the environment is verified for the 
environment manager and learning processes, which does not have 
a way to obtain a visualization of the actions of the teachers / tutors 
in a global way, grouping all the virtual rooms under their 
responsibility, being necessary that they access each Virtual room 
in isolation and extract the information of your interest. 

A competent tutorial action could minimize many flaws in this 
process of teaching and learning, and allow the manager to make 
decisions regarding the faculty during the course, so it is 
interesting that: 

• The teacher/tutor is monitored weekly through access 
statistics in virtual rooms; 

• Messages are posted in the News and Doubts Forums; 

• Evaluation activities are posted weekly, such as: 
questionnaires, online tasks, file submission task and discussion 
forums. 

4. Monitoring tool for students and teachers/tutors 

A Fag tool was developed integrating 2 software: BI Pentaho 
and Qlik Sense Cloud. Integrated into the Moodle LMS and this 
tool is responsible for generating analytic and consolidated reports 
that show a transversal view of all system’s actors (students and 
teachers/tutors) and the interaction between these actors with the 
system. It is important to notice that this is the main contribution 
of the tool: provide a wide and transversional vision system’s 
vision. Figure 5 shows the architecture of the FAG Tool. 

From these reports, it is expected that: 

• The teacher/tutor can act quickly and efficiently in his / 
her role of motivating and stimulating student participation; 

• distance-learning environment and process managers 
improve the time in decision making regarding the faculty and can 
achieve better results in distance-learning. 

4.1. Fag Tool Architecture 

Figure 5 shows the architecture of the developed FAG tool. The 
data source used is MySQL, extracted from Moodle LMS, which 
represents the data layer. In this layer, it was necessary to move the 
useful data for the generation of reports and dashboards to an 
intermediate data repository called the data warehouse (DW), this 
process is called ETL (Extraction, transformation and load). 
Performed through the Pentaho BI tool and scheduled to run in the 
D-1 period, updating the DW always with the data from the 
previous day. 

From DW, the software Pentaho BI and Qlik Sense Cloud were 
used to generate the analytical reports and dashboards presenting 
a holistic and transversal view of the participation of students and 
teachers/tutors LMS Moodle.
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Figure 5. Fag tool architecture 

4.2. Partial result 

In this section, it will be presented some analytical reports 
generated by the tool, in addition to the dashboards, all with a 
holistic and transversal view.  Figure 6 presents the percentage 
participation report of students linked to the courses of the selected 
teacher/tutor. 

The system manager selects the desired teacher/tutor, the 
related courses are listed with the number of students enrolled, the 
number of active students and consider as active the students who 
accessed the course in the last 30 days and calculated and displayed 
the % of student participation in each course. 

 
Figure 6. Percentage of student participation report 

Figure 7 presents the report with the participation percentage 
of students in the weekly activities proposed by the teacher/tutor. 

The teacher/tutor selects his / her name, the respective courses 
are listed, the number of students enrolled and the number of 
students who did not perform any of the weekly activities proposed 
and is calculated and displayed the percentage of effectiveness, 
that is, percentage of students who Carried out all the proposed 
weekly activities. 

 
Figure 7.Percentage of participation in weekly activities 

Figure 8 presents the report with the percentage of students 
who have, never attended the course. 

The teacher/tutor selects his / her name, lists the respective 
courses linked to him/her with the number of students enrolled, the 
number of students who have never attended the course, it is 
calculated and displayed the percentage of students who never 
attended the course and in sequence Are listed name and email of 
students who have never attended the course, if the number of 
students they have never accessed is greater than zero. 

Figure 8.Percentage of students who have never attended the course 

Figure 9 shows the report with the total time of access of the 
teacher/tutor. 

The system manager selects the desired teacher / tutor and the 
month, the corresponding teacher / tutor courses are listed with the 
days of the week and the time in hours, minutes and seconds, which 
the teacher / tutor has connected to each course linked to his or her 
profile in that selected month. 

Figure 9.Total time of teacher/tutor access 
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Figure 10 presents to the system manager a dashboard with the 
total number of students enrolled in Moodle LMS (Qtd. Students), 
users in the role of teachers / tutors and the registered courses, as 
well as a graph that shows the students who have accessed the 
courses for teachers / tutors in the last 30 days. 

Through queries that use AQL technology, a specific 
teacher/tutor can be selected and information automatically 
updated according to the courses linked to that teacher/tutor, 
according to Figure 11. 

Through the Tutor dimension, the courses are related to the 
selected teacher/tutor (Tutor A), the number of students enrolled 
in the courses linked to it (144), and the graph with the number of 
students who have accessed the courses in the last 30 days and the 
list of names, e-mail and courses of the respective students. 

In addition to the selection of the teacher/tutor, one can select 
a specific course linked to it, consequently, the information will be 
updated, as shown in Figure 12. 

According to Figure 12, the vision for the COURSE dimension 
is presented and it can be observed that in the Course   “COL - 
Filosofia / Sociologia – Ensino Médio_1_2016 “ selected, of the 
teacher/tutor "Tutor B", 290 students are enrolled and of these 
students 246 attended the course in the last 30 days, therefore, they 
are considered active. 

In addition to the selection of teacher/tutor and courses, the tool 
also allows verifying the accesses in the course linked to the 
teacher/tutor, through the selection of the access date (s), according 
to Figure 13. 

This shows the number of students who have accessed the 
selected course linked to the teacher/tutor on that specific date (s), 

in addition to the students' names and emails. The result is also 
displayed in graphic form. 

The Forums view illustrated in Figure 14 shows the percentage 
of students who accessed the Doubts and News Forums through 
the FORUMS dimension.   

The view with the dimension QUESTIONS selected shows the 
percentage of students who accessed the Doubts Forums. 

The vision with the NEWS and COURSE dimension selected 
presents the percentage of students who accessed the News Forum 
in the selected course. 

The view News Forum with the dimension STUDENT selected 
presents the courses in which "Student A" is linked and the 
percentage of accesses in the News Forums in each course. 

The view with the dimension QUESTIONS and COURSE 
selected presents the percentage of students who accessed the 
Doubts Forum in the selected course. 

The Forums view with NEWS dimension selected shows the 
percentage of students who accessed the News Forums. 

The view Forum of Doubts with the dimension STUDENTS 
selected presents the courses in which "Student A" is linked and 
the percentage of accesses in the Doubt Forums in each course. 

The Tutor Management view presents the average time of 
access of the teachers/tutors to the courses in Moodle LMS. 

The tool also presents the general average time of access of the 
teachers/tutors to the courses per day of the week or the general 
average time of access of the teachers/tutors to the courses when 
selecting the name of the tutor in the dimension TUTOR. 

 

 
Figure 10. Vision of the participation of the students linked to the courses in Moodle LMS 
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Figure 11.Participation of students through selection of a teacher/tutor 

 

Figure 12.Participation of students in selection of a teacher/tutor and course linked to him/her 

 

Figure 13.Participation of students in selection of a teacher/tutor, course linked to him and date (s) of access 

 

http://www.astesj.com/


L. S. Zapparolli et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 587-597 (2017) 

www.astesj.com     596 

 
Figure 14.View Forum Leaders 

5. Conclusion 

In this study was present some  Moodle LMS’s tools showing 
that they do not provide resources to the teacher/tutor to efficiently 
monitor the participation of the students and nor does it provide 
the tools necessary for educational process managers to monitor 
the actions of teachers/tutors in all activities that are involved.  

The work also presents a tool - FAG that provides reports, 
through the use of BI techniques, to automatically generate 
analytical and consolidated views and necessary dashboards for 
both the teacher/ tutor in relation to student participation as well as 
the system manager in relation to the actions of the teachers/tutors, 
simultaneous in all the courses or rooms linked to them in Moodle 
LMS. 

The FAG tool, integrated to Moodle LMS, provides 
information in a very simple and fast way, minimizing the time 
needed to obtain meaningful information and thus facilitating the 
interpretation work of the teachers/tutors, through the holistic and 
transversal view. 

Using the FAG tool, teachers/tutors are able to verify the 
participation of the students in activities of the Questionnaire type, 
in Forums of doubts and news, as well as access to the courses. By 
using this information, it is possible to stimulate students 
participation, motivating them and reducing the level of avoidance 
and dropout. 

The managers, through the reports offered by the FAG tool, are 
able to monitor the actions of teachers/tutors, identifying their 
participation in many activities like Forums of doubts, publication 
of activities, time of access to the courses and interaction with 
students. 

The FAG Tool assists teachers/tutors in the follow-up of 
students' participation in the courses related to them and also 
supports the LMS’s managers in the decision making in a timely 
and assertive way, improving the management process in LMSs 
systems. 

6. Future Work 

As future work, it is suggested to create plug-ins in Moodle 
LMS to be added to the LA resources offered by the platform. In 
addition, it is suggested the creation of a parametric measurable 
tool that will allow the generation of the visualizations in any LMS, 
through the creation of scripts that use parameters, thus to be able 
to feed the DW with the necessary information. 
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 Among the most popular methodologies for development of data mining projects are 
CRISP-DM and SEMMA, This research paper explains the reason why it was decided to 
compare them from a specific case study. Therefore, this document describes in detail each 
phase, task and activity proposed by each methodology, applying it in the construction of a 
MODIS repository for studies of land use and cover change. In addition to the obvious 
differences between the methodologies, there were found other differences in the activities 
proposed by each model that are crucial in non-typical studies of data mining. At the same 
time, this research determines safely the advantages and disadvantages of each model for 
this type of case studies. When the MODIS product repository construction process was 
completed, it was found that the additional time used by CRISP-DM in the first phase was 
composed in the following phases, since the planning, definition of mining goals, and 
generation of contingency plans, allow developing the proposed phases without 
inconvenience. It was also demonstrated that CRISP-DM is presented as a true 
methodology in comparison with SEMMA, because it describes in detail each phase and 
task through its official documentation and concrete examples of its application. 
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1. Introduction 

This paper is an extension of work originally presented in 
11CCC IEEE 2016 [1]. 

Within the set of business intelligence technologies is data 
mining, which in itself is a phase of the KDD process, and is 
responsible for the data preparation and the interpretation of the 
results. Keeping in mind that KDD is a process that has a high level 
of complexity, it was necessary the use of methodologies that 
allow a systematic approach in the construction of data mining 
projects, today there are two methodologies for the information 
treatment that are avant-garde in their models. The SAS company 
suggests the use of SEMMA methodology, likewise in 1999, a 
large consortium of European companies, NCR (Denmark), AG 
(Germany), SPSS (England) and OHRA (Netherlands) joined 
forces to develop a free distribution methodology called CRISP-
DM (Cross Industry Standard Process for Data Mining) [2]. Those 
methodologies structure the data mining project in phases that are 
interrelated, converting the process into iterative and interactive. 

The CRISP-DM methodology structures the life cycle of a data 
mining project in six phases [3], which interacts with each other in 
an iterative way during development of the project as shown in 
Figure 1. The methodology in a general description is organized in 
phases, where each phase is structured in several generic tasks of 
second level, and these make a projection towards specific tasks 
that described the actions that should be developed [3]. E.g., if the 
second level has the generic task "data cleaning", the third level 
indicates the tasks that have to be developed for a specific case, 
such as "numerical data cleaning" or "categorical data cleaning". 
Finally, the fourth level includes a set of actions, decisions and 
results of the data mining project in question. 

On the other hand, the SEMMA methodology takes its name 
from the different stages that lead the process of information 
exploitation, sample, explore, modify, model, and assess. The 
methodology is itself a cycle whose internal steps can be 
performed iteratively according to the needs. SEMMA provides an 
easy-to-understand process that allows the development and 
maintenance of information exploitation projects [4]. 

Both methodologies structurally have similarities, e.g., the 
specific task of data cleaning, however they differ in several 
aspects, like tasks, activities and phases, e.g., in CRISP-DM there 
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is a phase dedicated to problem understanding in terms of business, 
defining objectives, resources, roles, etc., for setting data mining 
goals, while SEMMA proposes to directly access the data to be 
analyzed, defining a sample and applying techniques of data 
mining without considering the business objectives. Therefore, this 
causes certain differences in the data mining process, and this 
document aims to identify them. 

 
Figure 1: CRISP-DM methodology phases. Adaptation of: Chapman, P. [3]. 

The case study proposed for the comparison focuses on the 
construction of a MODIS repository for studies of land use and 
cover change. Considering that vegetation is a primary indicator of 
the state of an ecosystem because of its fundamental role in the 
water and carbon cycles [5], in addition, photosynthetic activity is 
a measure of the transformation of radiant energy into chemical 
energy, and any observable change in it may indicate alterations in 
the environment [5]. An agile and low-cost way to monitor large 
areas and analyze vegetation behavior is the use of vegetation 
indices obtained from remote sensors, e.g., from the MODIS 
sensor. 

MODIS (MODerate resolution Imaging Spectroradiometer), 
which is one of the most important for the monitoring of the 
processes of change in the earth for its spatial and spectral 
characteristics. The MODIS sensor was designed by an 
interdisciplinary team of scientists with extensive experience in 
remote sensing. This team worked for about 10 years to finally 
define requirements for data collection, calibration and processing 
[6]. This sensor produces a total of 648 tiles, which about 290 are 
classified as soil and therefore produce vegetation indices [7]. 
However, a vegetation index can be defined as a parameter 
calculated from reflectance values at different wavelengths, and is 
particularly sensitive to vegetation cover [8]. According to the 
previous definition, the variation of the vegetation index over time 
allows to determine if a field in terms of coverage or biomass is 
better or worse according to its historical values. 

This study was used the MOD13Q1 products generated by the 
sensor on board the TERRA satellite, and as an alternative was 
used the MYD13Q1 products from AQUA satellite. The NDVI 
(Normalized Difference Vegetation Index) was used as an index to 
estimate the quantity, quality and development of vegetation based 
on measurement, by means of remote radiation sensors of certain 
bands of the electromagnetic spectrum that vegetation emits or 
reflects [7]. The EVI (Enhanced Vegetation Index) also was used, 
which is considered to be the most robust vegetation index, 
because it is more robust compared to the contribution of soil and 
atmospheric influences [7]. 

From the files downloaded for the study area, the first three 
products were extracted (NDVI, EVI and VI Quality); the quality 
of the data present in the spectral bands will determine the quality 
of the studies of land use and cover change.  The reason why it is 
necessary to carry out a cleaning process following the steps 
proposed by a recognized methodology of data mining, where the 
quality of the data before applying mining techniques is essential. 
Therefore, it was decided to make a comparison between the 
CRISP-DM and SEMMA methodologies to determine the most 
appropriate for non-typical data mining studies such as the one 
referred to in this research. Thus the process was developed with a 
high level of detail phases, tasks and activities of each 
methodology, and it was finally possible to obtain the best quality 
of the MODIS products that would be used in studies of land use 
and cover change. 

 

2. Research background 

Nowadays, some worldwide researches are based on the 
MODIS sensor, e.g., to temporal and spatial comparison of the 
frequency of heat sources as a fire indicator in Colombia in recent 
years [9], as well as in techniques of data mining, physical and 
statistical models, based on satellite remote sensing methods [10], 
also in remote sensing systems that allow exploring diverse fields 
such as agricultural, forestry, or to evaluate land use and cover 
change [11]. However, in the found referents, it was evident the 
insufficiency of researches in which to guarantee the highest 
quality of the data to be used, following a data mining model, and 
even less if it is included in studies of land use and cover change 
using MODIS products. On the other hand, although there are 
several comparative studies between different models of data 
mining, including CRISP-DM and SEMMA [12, 13, 14], it is not 
clear which to use for researches that obtain data from MODIS 
products. 

3. Methodology 

The area of analysis of this research includes the territory of 
the department of Nariño; therefore the MODIS products 
downloaded correspond to tile h10v08. The tiles are distributed 
within a Cartesian system, starting at the position (0, 0) 
corresponding to the upper left corner and ending at the position 
(35, 17), corresponding to lower right corner [6]. The coverage 
area of each tile is 10x10 deg. The rows are defined by the letter 
"v" and the columns by the letter "h", in this way is possible to 
make a suitable selection of the area of interest. 

The MODIS products that work with vegetation indices are 
those corresponding to the MOD13 and MYD13 series, from 
which were selected those that provide a spatial resolution of 250 
meters and a temporal frequency of 16 days, to finally obtain 355 
MOD13Q1 products from the years of 2000 to 2015. For the 
identification of MODIS products with excellent quality for 
studies of land use and cover change, CRISP-DM and SEMMA 
data mining methodologies were applied faithfully following each 
phase, task and activity suggested. 

With respect to the download, reprojection, transformation, 
cleaning and storage of MODIS products, some “scripts” were 
used in all cases to optimize the process, among them 
ModisDownload [15]. The scripts were created for the statistical 
program R, which is free (GNU) and through the RGDAL and 
Raster libraries can directly process the HDF files. The scripts 
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make use of the MRT reprojection tool, which were granted free 
of charge by NASA, this tool allows the download, reprojection, 
conversion and integration of MODIS products [16], in addition to 
extracting the layers from each of them. 

4. Result 

The detailed process of the application of the mining 
methodologies presented in the previous sections is described 
below, and the similarities and differences between both models, 
are presented in a parallel, spotlighting the key elements of phases 
and previous tasks. 

4.1. Phase 1 

The development of this first phase in CRISP-DM is known as 
"Business Understanding" [3], which allows obtaining a greater 
level of understanding of the case study, this being a key 
component to construct the MODIS repository for studies of land 
use and cover change, because it is possible to plan a project and 
define clear and concrete data mining goals. 

Task 1: denominated by CRISP-DM as "Determining business 
objectives" [3], in this general task the methodology suggests 
knowing what the client wants to obtain, thus giving the analyst a 
business perspective. In this first task the objectives were defined, 
based on the context, area of the problem and current solution, 
therefore the objective was: to classify regions in the department 
of Nariño in agricultural, forest and livestock, as defined by the 
IGAC [17]. Task 2: the methodology defines it as "Assess 
situation" [3], which is done by taking into account the inventory 
of resources (hardware, knowledge and data), identification of 
requirements, assumptions, constraints, risks and contingency 
plans, as well as including the costs and benefits of the study. For 
this research, it was identified among other elements: the different 
alternatives for the acquisition of MODIS products, among which 
standout 1) Reverb, online tool for the discovery of scientific data 
of the earth; 2) USGS Global Visualization Viewer which is a tool 
for searching and downloading satellite data 3) LP DAAC Data 
Pool, which allows direct access to MODIS products. In addition 
to these free tools provided by NASA, there are payment tools and 
scripts developed by experts with free access, the latter being the 
best alternative for the project. Task 3: CRISP-DM defines it as 
"Determine data mining goals" [3], in the specific tasks the data 
mining objectives and the evaluation criteria of the model are 
determined, which for the case study were respectively: 
identification of types of regions in Nariño, according to kind of 
vegetation found and the evaluation of the accuracy of the model 
compared with real data provided by IGAC - Nariño. Task 4: is 
known as "Produce project plan" [3], and is the last general task 
proposed by CRISP-DM for the first phase, in the specific tasks, 
the project plan was constructed through a table in which it stands 
out for each phase: time, resources, risks and contingency plans 
that are required for the successful project implementation, and to 
create the table, all the information obtained in previous tasks was 
required. Therefore the planning of the phases necessary to 
construct the repository of MODIS products can be visualized in 
the Table 1. 

On the other hand, SEMMA in its first phase "Sample" [4], 
proposes to extract a sample of the total data, in this way allowed 
to make a previous analysis of the problem of mining. For the case 
study it was obtained that: 

For data access, it was defined for this study that it would work 
with the MOD13 algorithm, specifically with the MOD13Q1 
products, because in addition to be suitable for studies of land use 
and cover change, they do not produce pixels on oceans or soil 
under water. The study population was 355 HDF files and 1065 
products of interest; B) to establish a small sample, 10 percent of 
the total population was chosen, therefore the sample size was 107 
products; C) to form the sample was chosen a simple random 
method, obtaining 28 NDVI, 53 EVI and 26 VI Quality layers. For 
the extraction of the first three layers (NDVI, EVI and VI Quality) 
of interest in the case study, the MRT tool was used, as well an R 
script that optimizes the process. 

Table 1: Project planning 

Phase Resources Risks Contingency 
plans 

B
us

in
es

s 
un

de
rs

ta
nd

in
g 

Documentation about 
MOD13Q1 product. 
Documentation about 
vegetation indices. 
Documents of IGAC 
from Nariño. 
Visualization tool: 
Quantum GIS 

Limited 
information 
in Spanish 
about these 
topics. 

English and 
Portuguese 
documentatio
n 

D
at

a 
un

de
rs

ta
nd

in
g 

Website with products 
for soil studies as LP 
DAAC 
Scripts to download, 
reprojection and 
conversion of MODIS 
products. 
Tool to reproject and 
convert MODIS 
products (MRT). 
Environment and R 
programming language 
to execute the scripts. 

Bugs or 
limitations 
in the 
scripts. 
 

Manual FTP 
downloading. 
 

D
at

a 
pr

ep
ar

at
io

n 

NDVI, EVI and VI 
Quality products. 
Environment and R 
programming language 
to execute the scripts. 
PostgreSQL - PostGIS 
to store the layers. 
Programming language: 
Python 

MODIS 
products 
that cannot 
be used. 

Downloading 
MODIS 
products from 
AQUA 
satellite. 

 

At the end of the phase, it is concluded that CRISP-DM 
benefits the achievement of results because it allows for fully 
understanding of the problem in terms of the business and its 
equivalent in terms of data mining, even proposes to make a 
detailed plan that guarantees the success in the process. 

4.2. Phase 2 

In CRISP-DM the second phase is known as "Data 
Understanding" [3]. In this phase the methodology proposes data 
selection criteria, obtains and explores them, in a way that 
identifies the elements that determine their level of quality. 

Task 1: denominated by CRISP-DM as "Collect initial data" 
[3], where the following criteria were defined: 1) Products of the 
MOD13 series with a resolution of 250 meters. 2) The study region 
should contain the area of Nariño (available in the h10v08 tile). 3) 
Download available products between February 2000 and June 
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2015 (for a total of 373 files in HDF format). For the download of 
MODIS products it is necessary to keep in mind parameters of the 
script to select a specific date, or a range of time; The coordinates 
to specify the tile to be downloaded, or several tiles when joining 
several coordinates; The script named "ModisDownload" of free 
access, originally created by Naimi [15], later adapted and 
improved by the community, uses the GDAL library, which allows 
reading and writing raster data compatible with spatial references, 
also the reading of vector data and HDF extension files belonging 
to the MODIS products. The MRT reprojection tool is free and 
developed by NASA [16]; this tool allows the download, 
reprojection, conversion and integration of MODIS products, in 
addition to the extraction of the layers of each product. The HDF 
files were obtained from the website: land data products and 
services LP DAAC [16]. The execution of the script was done per 
year and the time required to download the products of a particular 
year was 161 minutes. The total time for the download of all 
MODIS products was 2310 minutes. Adding the download time of 
AQUA sensor products would add 126 minutes. Task 2: known in 
the methodology as "Describe data" [3], for the case study was 
determined the description of the type and range of values of the 
attributes and the volume of the data (1119 files in TIF format and 
reprojected to the coordinate system accepted in Colombia. The 
files correspond to first three layers of the MOD13Q1 products). 
Task 3: named by CRISP-DM as "Explore data" [3], focused on 
the VI Quality product, which allows the determination of the 
quality of the data processed per pixel in the layers, using 
parameters such as the usability of the pixel,  amount of aerosol, 
detection of adjacent clouds, atmospheric correction, among 
others. Task 4: defined as "Verify data quality" [3], it was decided 
to work with the first VI Quality layer parameter, identifying 
special values and cataloging its meaning (Table 2). 

Table 2: Description of the VI Quality parameter used 

Bits Parameter 
Name Value Description 

0-1 VI 

Quality 

00 
01 
10 
11 

VI produced with good quality. 
VI produced, but checks other QA. 
Pixel produced, but most probably 
cloudy. 
Pixel not produced due to other reasons 
than clouds. 

 

The "Explore" phase [4] of SEMMA was developed with an 
exploration of the sample data, allowing complement the initial 
understanding of the problem, later the process was restarted and 
applying for all the data, thus sufficient inputs were available for 
the next phase. For the case study, the MODIS products of interest 
were the first three: NDVI, EVI and VI Quality. For the NDVI and 
EVI layers the valid range of values is -2000 to 10000 and its scale 
factor is 0.0001, which means that the values of 10,000 in a raster 
should be multiplied by 0.0001 in order to achieve the current 
value. As for the data quality criteria, the first four attributes of the 
first parameter of the Quality VI layer were chosen as indicated in 
Table 2. 

The first phase of CRISP-DM is very important because it 
offers clarity on the problem to be solved and how to do it, whereas 
SEMMA does it, but in a very superficial way depending on 
several later phases of this, nevertheless SEMMA has as advantage 
that work with a smaller amount of data (however this first phase 
is optional). Regarding the data selection and evaluation criteria, 
the CRISP-DM methodology proposes to define them in the third 
task of the first phase, however, each of them had to be reviewed 

and improved in several of the following tasks in the same phase. 
Through the criteria it was possible to optimize the process of data 
selection and the cleaning of data. In SEMMA the definition of 
selection criteria was quite questionable at the beginning, and each 
criterion had to be improved and corrected in the course of the 
tasks and even in the following phases. 

4.3. Phase 3 

This phase is known as "Data Preparation" [3] in CRISP-DM, 
it is composed of four general tasks and the same number of 
specific tasks. 

Task 1: named by CRISP-DM as "Select data" [3], allows 
determining which data will be included for the study and the 
criteria to exclude the data with low quality. For SEMMA, this task 
is called "Transformation and selection of data" [4] and consists, 
as in CRISP-DM, of identifying the data to be used in the next task, 
however SEMMA did not consider the inclusion of MYD13Q1 
products, thus obtaining 1065 files, unlike the 1119 obtained by 
CRISP-DM, despite this, the development of the task was similar 
in the two methodologies and described below. 

For each downloaded MOD13Q1 product the first three layers 
(NDVI, EVI and VI Quality) were extracted, by means of the 
adaptation of the script developed by Golicher [18], to transform 
the image to the TIF format and at the same time reproject it to the 
coordinate system accepted in Colombia, obtaining a total of 1119 
new files. The VI Quality product allows determining the quality 
of the data processed per pixel, identifying which data has an 
excellent quality, an intermediate quality, a low quality and which 
cannot definitively be used [7]. For the case study it defined the 
first 4 bits of the VI Quality layer described above in Table 2, 
determining that the total of non-usable pixels will be the result of 
the sum of the probably clouded pixels and the pixels not produced, 
Therefore, if this value exceeds 30% of the pixels in the image, it 
should be discarded [19]. 

In order to determine the quality of each image for the NDVI 
and EVI products, the calculation was performed by adapting the 
script developed by Lydholm [20] for the statistical program R. 
The process was performed by each VI Quality layer, determining 
the number of non-usable pixels in the study region and keeping in 
mind an analysis is not possible if the amount of unusable data 
exceeds 30% [19]. 

In the script, the necessary libraries were loaded to use methods 
to create raster images and functions to handle HDF files. The next 
step was to set the directory in which the TIFF files corresponding 
to the Quality VI layer are located. After extracting the addresses 
of each of the files in the list, it was proceeding to work each of 
them in an iterative structure to determine if the quality of the 
associated layers has a value greater than 70%. Finally, the 
directory was set to store the images under the accepted quality 
value. 

In the script was also defined an iterative structure which used 
the list of addresses of the files with the VI Quality layer obtained 
in the previous steps, for each VI layer, a raster file was generated 
and stored in memory, then, a function was defined that It will take 
the first bits inside the raster, transform them to integers and 
reverse them. Then, the previous function was used in each raster, 
thus obtaining the total amount of pixels with a high, medium and 
low quality.  These are pixels with such a high amount of clouds 
that they cannot be used, and pixels not produced or not usable for 
other reasons. On the other hand this also determines the amount 
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of pixels corresponding to land, ocean, land under shallow water 
(rivers) and land under moderately deep water (lakes). 

Once the parameters for each raster previously defined in Table 
2 were obtained, it was extracted, transformed to a percentage and 
adds the values corresponding to cloudy and non-produced pixels. 
Then a logical expression was used to determine if the previous 
sum is greater than 30, if it is true, a text file was generated with 
the date of the VI Quality layer analyzed as its name, and inside it 
stored the quantity of pixels of high quality, average quality, pixels 
probably cloudy and unprocessed. Likewise in the following line 
its equivalent in percentage, the sum of the last two values and 
finally the exact name of the file containing the VI Quality layer. 
This text file allows the investigator to know in detail why that 
particular image was discarded by the script. After this, a PNG 
image (Figure 2) was generated with the analyzed raster and stored 
in the specified destination at the beginning of the code. 

 
Figure 2: Image generated by the R script of the VI Quality layer on June 10, 

2015. 

However, due to the size of the MODIS tile and considering 
that the study region was smaller than the size of the image, it was 
decided to re-evaluate the images discarded by the script, therefore 
it was constructed in such a way that it generates a report with the 
images that did not exceed the minimum of non-usable pixels, 
besides an image in PNG format with the date of the VI Quality 
layer analyzed, in which represented in a green color are the clouds 
present in the region, and a text file with the quality values. 
Delegating responsibility to the researcher to decide which were 
still valid and which should definitely be withdrawn from the 
study. 

Sometimes the script discarded the two images obtained in the 
same month, leaving several months in a year without data to 
analyze, for this reason the MODIS products generated by the 
sensor in AQUA satellite were downloaded and used for those 
special months. This situation had already been foreseen in the first 
phase of the CRISP-DM methodology, so that a contingency plan 
was included in the overall planning of the data mining project and 
it was carried out in this phase. 

B) Task 2: named by CRISP-DM and by SEMMA as "Clean 
data" [3, 4], this task classified the MOD13Q1 products with the 
sufficient quality to perform studies of land use and cover change, 
and the products to be discarded. In contrast to SEMMA, in the 

CRISP-DM methodology, the MYD13Q1 products were 
established as a contingency plan in view of the risk of running out 
of products in a particular month. In the following section, the task 
is presented considering the contingency plan. 

Keeping in mind the selection criteria, (percentage of usable 
pixels, spatial and temporal resolution, and MODIS product type) 
it was obtained: 746 images, which were valid images only 534 
therefore the quantity of discarded images was 212. The time 
required for this process was 2804 minutes, being the process that 
required most time during the entire investigation. By year the time 
used was about 179 minutes; in addition the time for the 18 images 
of the satellite AQUA was about 147 minutes. 

Table 3 and Table 4 present the data cleaning report for two 
years in particular, highlighting in gray the images that despite 
reporting a higher percentage of unusable pixels to be accepted can 
be used in the study region. Also highlighted in orange are the 
months in which all images were excluded, thus the MYD13Q1 
products were downloaded and analyze the result of the process 
can be seen in Table 5 and in Table 6. 

Table 3: Data cleaning process MOD13Q1 between 2014 and 2015 (part 1) 

Item Name Date 
1 2014-02-18.250m_16_days_VI_Quality.tif 2014-02-18 
2 2014-03-06.250m_16_days_VI_Quality.tif 2014-03-06 
3 2014-04-07.250m_16_days_VI_Quality.tif 2014-04-07 
4 2014-05-25.250m_16_days_VI_Quality.tif 2014-05-25 
5 2014-06-10.250m_16_days_VI_Quality.tif 2014-06-10 
6 2014-08-13.250m_16_days_VI_Quality.tif 2014-08-13 
7 2014-09-30.250m_16_days_VI_Quality.tif 2014-09-30 
8 2014-10-16.250m_16_days_VI_Quality.tif 2014-10-16 
9 2014-11-01.250m_16_days_VI_Quality.tif 2014-11-01 

10 2015-03-06.250m_16_days_VI_Quality.tif 2015-03-06 
11 2015-03-22.250m_16_days_VI_Quality.tif 2015-03-22 
12 2015-04-07.250m_16_days_VI_Quality.tif 2015-04-07 
13 2015-04-23.250m_16_days_VI_Quality.tif 2015-04-23 
14 2015-05-09.250m_16_days_VI_Quality.tif 2015-05-09 
15 2015-05-25.250m_16_days_VI_Quality.tif 2015-05-25 
16 2015-06-10.250m_16_days_VI_Quality.tif 2015-06-10 

 

Task 3: named by CRISP-DM as "Construct data" [3], after 
completing this task, the structure of the tables that store the data 
resulting from the previous task were obtained. For SEMMA, this 
task is called "Construction of the repository" [4] and actually 
covers in its development in the fourth task of CRISP-DM, because 
it not only identifies the structure of the repository, it also builds it. 
In CRISP-DM that process is divided into two tasks, therefore the 
description of the third task of SEMMA corresponds to two 
sections dedicated to third and fourth task of CRISP-DM. 

PostGIS was used for the construction of the repository, 
because is a spatial extension of PostgreSQL, that in addition to be 
a spatial database compatible with "OpenGIS Simple Features for 
SQL" [21], it allows us to manage spatial objects (roads, rivers, 
forests, etc.) as objects of the database, allowing to calculate 
relationships between objects that are very difficult to model 
without using spatial objects [21], such as proximity, adjacency, 
containment, among others. The database was created in 
PostgreSQL, however a PostGIS extension must be added to the 
DBMS so that it recognizes, e.g., raster type attributes. 
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Table 4: Data cleaning process MOD13Q1 between 2014 and 2015 (Part 2) 

Item 

Pixel produced, 
but most 

probably cloudy 

Pixel not 
produced due to 

other reasons 
than 

clouds 

No usable 
pixels (%) Exclude 

Quantity (%) Quantity (%) 
1 8135534 36.6 1319373 5.9 42.5 Si 
2 8618282 38.7 1318783 5.9 44.6 Si 
3 6370910 28.6 1320358 5.9 34.5 Si 
4 6102452 27.4 1320584 5.9 33.3 Si 
5 6627708 29.8 1317959 5.9 35.7 No 
6 7669296 34.5 1319543 5.9 40.4 Si 
7 5441419 24.5 1318093 5.9 30.4 Si 
8 5706722 25.7 1318820 5.9 31.6 No 
9 5596434 25.2 1320674 5.9 31.1 Si 

10 6657345 29.9 1305071 5.9 35.8 Si 
11 6245216 28.1 1304754 5.9 34 Si 
12 9507546 42.7 1302703 5.9 48.6 Si 
13 5593483 25.1 1304982 5.9 31 No 
14 6682094 30 1304743 5.9 35.9 Si 
15 9714449 43.7 1305965 5.9 49.6 Si 
16 5624849 25.3 1305321 5.9 31.2 No 

 

Table 5: Data cleaning process MYD13Q1 (part 1) 

Item Name Date 
1 2015-03-14.250m_16_days_VI_Quality.tif 2015-03-14 
2 2015-03-30.250m_16_days_VI_Quality.tif 2015-03-30 
3 2015-05-01.250m_16_days_VI_Quality.tif 2015-05-01 
4 2015-05-17.250m_16_days_VI_Quality.tif 2015-05-17 

 

Table 6: Data cleaning process MYD13Q1 (part 2) 

Item 

Pixel produced, 
but most 

probably cloudy 

Pixel not 
produced due to 

other reasons 
than 

clouds 

No usable 
pixels (%) Exclude 

Quantity (%) Quantity (%) 
1 7161513 32.2 1321807 5.9 38.1 Si 
2 7846294 35.3 1320976 5.9 41.2 Si 
3 5662943 25.5 1317536 5.9 31.4 No 
4 7794798 35 1324353 6 41 Si 

 

Considering that database will be filled with identical 
information, it was inappropriate to create a single table that 
contains them; the best way to handle large amounts of data is by 
partitioning tables. In order to perform the partitioning of tables, a 
parent table must be created, which will later inherit the 
characteristics of the child tables [22]. For the case study 
corresponds to one table per year and vegetation index. 

Task 4: named by CRISP-DM as "Integrate data" [3], this task 
allows the combination of data resulting from previous tasks. For 
the case study it was necessary to use the structures defined in the 
repository construction as described below. 

To create the database, a script was developed based on 
Golicher's approach [18], the Python-built script for this work 
allowed defining one table per year, inheriting the characteristics 
of the main table, and allowing the entry of a layer in TIF format 
for each table depending on the year in which it was obtained. At 
the end of the process, 15 tables were obtained from the NDVI 
vegetation index and another 15 tables from the EVI vegetation 

index. Finally, a total of 32 tables were obtained, each with an 
average number of records of 1517. 

In the script used, the corresponding libraries to handle SQL 
statements and file handling were loaded. Later, it selected the 
folder in which the files for the NDVI or EVI vegetation index 
were stored, then a list was extracted with all the files and was 
classified according to the year of each layer, finally, an iterative 
expression was built which runs the data by each year, beginning 
in the year 2000 and ending in the year 2015. In the iterative 
structure a new table was created with the name of the vegetation 
index and the respective year, a restriction of dates in such a way 
as prevent entering different values than the selected year. The 
other attributes are inherited from the main table, finally, it was 
proceeded to define another cycle that will be responsible for 
filling each record of the table with the corresponding indices 
(usually two for each month). In the next iterative expression, each 
product NDVI or EVI was evaluated, creating a temporary table 
with the raster of each one, for this the command program 
"raster2pgsql" offered by PostgreSQL was used, including the 
parameters and access data for the required database. Then, a new 
attribute of date type was added to the temporary table to insert the 
exact date of the MODIS product. Data of the temporary table was 
transferred to the table defined in the previous cycle. Finally, if it 
leaves the iterative structure, it means that for that particular year, 
all the corresponding layers have already been registered; therefore 
an index can be defined per year. 

5. Conclusion 

The data cleaning process for MODIS products in studies of 
land use and cover change using the CRISP-DM methodology, 
was easier than SEMMA, mainly because CRISP-DM is presented 
as a true methodology of data mining with detailed phases, tasks 
and activities. Also, it has documentation produced by typical case 
studies which the methodology was applied; guaranteeing that 
CRISP-DM methodology for the cleaning of the MODIS products 
would work without any problems. Another important point in the 
success of the application of CRISP-DM was the preliminary tasks 
that clearly defined the process, including predictions about 
possible problems in the data cleaning stage. 

It should also be noted that the use of R scripts helped and 
optimized the process of cleaning, downloading and reprojection 
of MODIS products, because the time invested in each phase of the 
methodology was smaller than the one invested on the traditional 
way. It can also be concluded that managing a high level for 
understanding the problem was a key to build the MODIS 
repository for studies of land use and cover change, because it 
defined a clear and concrete mining goals, where the CRISP-DM 
methodology dedicates an entire phase to transform the problem in 
terms of data mining. 

On the other hand, SEMMA is designed to work with the 
SAS® Enterprise Miner™ tool, and all available documentation 
focuses on this tool, therefore, when working with non-typical 
mining cases as the case study presented in this article, the amount 
of SEMMA disadvantages increase, demonstrating that SEMMA 
is not suitable for applying in a similar studies as presented in this 
manuscript. In contrast, CRISP-DM methodology is 
recommended when attempting to perform a data mining project, 
because it has all the available documentation, detailed phases, 
tasks and activities, and the development of the first phase, that 
facilitate the problem understanding and its transforming to a data 
mining problem. It is a better approach if the knowledge of the 
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problem in terms of business is insufficient and if the problem does 
not fit within the typical cases solved with mining techniques. 

For future work, it is recommended to use all available MODIS 
products obtained from the sensor in the TERRA satellite and from 
the sensor in AQUA satellite. Both satellites combined generate 
four images every month, however, according to the results it was 
common that in the months with worse weather in Colombia, 
sometimes all the images were discarded by excessive cloudiness 
for those months. 

It is also worth noting that the time for the data cleaning process 
was quite long, mainly due to the physical characteristics of the 
computer used, then, the best way to optimize the process would 
be through a computational cluster of high performance, 
improving computing capacity and it would significantly reduce 
the total time invested at the end of the data cleaning process, and 
in general of the whole study. In the same way, it is suggested to 
optimize the scripts used in the research, making them more 
efficient, allowing to analyze all the required years in a single 
execution, and to facilitate the inclusion of different phases in 
sequence and in parallel. Finally, a suitable graphical interface for 
scripts would be very helpful for researchers who need them, 
facilitating their use and improving their "usability”. 
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 One of the most important roles of the wireless sensor networks (WSN) is to avoid wiring 
costs, be self-sustainable and be able to function for several years.  However, due to the 
slow progress in battery technology, power continues to be a limited resource in wireless 
sensor communication and electric energy storage remains to be an important issue.  On 
the other hand, if batteries must be replaced often, many remote sensing applications may 
become impractical.  Therefore, batteries with long life on the order of several years are 
needed.  This paper is an extension of work originally presented in The 5th International 
Conference on Electronic Devices, Systems and Applications to investigate further the 
power requirements for wireless data transfer between two nodes using batteries with 
different capacities (55 mAh, 550 mAh and 5500 mAh).  In particular, the effect of a 
propagation medium such as air, distilled water and engine oil on the wireless 
communication inside a one meter long metallic pipe was investigated.  Our first result 
shows a successful transmission of wireless signal through air, distilled water and oil 
medium with very low transmission losses.  The second result shows that an increase in the 
battery capacity will increase the two-node wireless sensor operation time even in different 
propagation medium.  This result can be used to determine the required battery capacity 
for extending the WSN operation time. 

Keywords:  
Wireless sensor 
Battery life  
Power consumption 
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1. Introduction 

Pipelines in oil and gas industries constitute generally the most 
economical way to transport large quantities of oil, refined oil 
products or natural gas.  The management of oil and gas transport 
in a pipeline is a challenging task with the rapid growth of the 
required length of pipelines.  Challenges such as oil and gas leaks, 
pipeline corrosion, wax precipitation and environmental pollution 
are treated with highest priority in oil industries.  Hence, the most 
common and important applications of WSN in oil industry are 
related to real-time monitoring of the production performance 
through process control, safety, and rigorous maintenance 
operations [1, 2]. 

Because of its crucial importance, the continuous operation of 
a WSN is essential and must be maintained at all time.  The lifetime 

of a WSN can be defined as the life of the shortest living node in 
the network.  However, depending on the application, the density 
of the network, and the possibilities of the network reconfiguration, 
it can also be defined as the life of some other (main or critical) 
nodes [2].  In order to prolong a WSN life, it is required to reduce 
the energy consumption of the nodes as much as possible [3]. 

However, for many important WSN applications, such energy 
option is not feasible, and specific power-management strategies 
are necessary for WSN nodes that are powered by non-
rechargeable batteries. Energy consumption still remains one of 
the main obstacles to the development of WSN technology, 
especially in cases where long and reliable network operation is 
required [3]. 

In most cases once the WSN has been deployed, it is impossible 
to replace each and every battery present in the network after 
discharge.  One important challenge in the design of a large WSN 
is energy efficiency where the design of a WSN should extend its 
life without sacrificing its reliability [4]. 
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To reduce the overall energy consumption of the network, one 
should use some power management (PM) techniques at the level 
of the sensing, communication, or processing unit.  Another option 
is to consider using some energy harvesting techniques to extend 
the WSN operation time [5]. 

The main goal of this paper is to study the power consumption 
of a two-node wireless sensor communication for batteries with 
different capacities.  Two experiments were considered for this 
study.  The first one was the free space wireless communication in 
open air without metallic pipe and the second one was the wireless 
communication inside a metallic oil pipe acting as a waveguide. 
The measurement results showed that the data can be transmitted 
successfully through air inside a pipe with very low transmission 
loss.  It was also shown that an increase in the battery capacity 
increases the two-node wireless sensor operation time.  This result 
can be used to determine the required battery capacity for 
extending the wireless sensor system life time. 

2. Linear Network 

The architecture and proposed work for a general WSN may 
not be suitable for linear WSN applications such as monitoring 
pipelines. This requires a good review and a thorough study of the 
applications needing linear WSN to determine the specific design 
requirements for it.  

There are several advantages for using linear alignment of 
nodes to provide protection and monitoring of linear topology such 
as oil, water, and gas pipelines.  Some of these advantages include 
faster and less costly network deployment in addition to the ability 
to introduce flexible multi-hop routing which can overcome 
intermediate node failures. 

In a linear distributed detection system, an initial sensor starts 
the detection process and make decisions then transmit both the 
data and the decisions to its neighbor as shown in Figure 1.  Based 
on the received decisions from their predecessors, the succeeding 
sensors again form decisions and transmit them together with the 
data until the final sensor or gateway node is reached [6]. 

 
Figure 1.Linear structure of wireless sensor network. 

 Since the pipeline network extends generally along a line, it is 
important for the network to be continuously connected to collect 
and transfer information from the sensor nodes distributed over the 
pipeline to the control station.  It will also be required to transfer 
control commands to the actor and sensor nodes, which are often 
located inside the pipeline.  The sensor network architectures 
generally used for reliable communication in pipeline systems are 
based on wired networks, wireless networks, or a combination of 

both.  Typical applications [7, 8], include the case of sensors 
embedded in the outer surface of a pipeline.  This linear sensor 
arrangement is the result of their linear topology.   
 Linear WSN is a special category of WSN where the nodes are 
placed in a linear form.  Kevin et al., [9] gave two different 
definitions for the network topology model of a linear WSN.  The 
first definition describes it as a connected non-cyclic diagram 
where each node has exactly one or two distinct neighbors.  The 
two nodes with only one neighbor are referred to as the endpoints 
of the network. While the second definition presents it as a linear 
network topology containing N nodes where each node can 
communicate with other nodes up to a number M of hops [10, 11]. 

Lin et al., [12] have proposed an application of linear network 
in power transmission lines.  In this case, they used a clustering 
algorithm to balance energy consumption and leverage hybrid 
media access control for monitoring the power transmission lines. 
This proposed technique makes the system complex to implement 
and less responsive.  Akbar et al. [13], in their contribution to linear 
WSNs, proposed another technique.  This consists of mobile sinks, 
and courier nodes that work underwater in a 3-D linear formation 
which minimizes energy consumption as well as accurately 
computing required routing information. Such 3-D linear system 
is, though accurate in routing, yet also too complex for real-time 
sensing and monitoring.  This is especially the case for the 
implementation in mission critical applications such as pipeline 
monitoring.  

Linear WSNs may be simplistic in topology but the decision of 
routing and deployment of nodes to conserve resources is not as 
simple as it may seem to be.  A detailed hierarchical and 
topological classification and implementation of linear sensor 
networks is provided by Jawhar et al., and Liu et al., [14, 15].  In 
both cases it is difficult to implement in pipeline monitoring due to 
the surrounding harsh environment.  Therefore, certain design 
requirements and research issues need to be addressed and 
investigated, given that few research papers have discussed the 
special requirements for linear WSN.  These requirements have 
strong impact on the network performance.  

On the other hand, extending the network lifetime is still a 
critical issue in many WSN cases.  Different research groups have 
discussed this issue [16, 17], from the point of view of network 
power management software and protocol but not in terms of 
extending battery lifetime. 

In this paper, we investigate the wireless transmission between 
two consecutive nodes to address the issues related to wireless 
communication in a linear WSN for long pipelines.  The results of 
this work are very useful and can be extended to a multi-node 
linear system in the future.   

3. Battery life 

The two most important properties of a battery are its voltage 
level and its capacity (expressed in Ampere-hour, Ah) which 
represents the amount of energy stored in a battery.  For an ideal 
battery, the voltage stays constant over time until the moment 
when it is completely discharged.  Ideally, the battery’s capacity 
remains the same for any load.  However, in a real situation, the 
voltage of a battery drops during the discharging phase and the 
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effective capacity of a real battery is lower under a higher load.  In 
this case, the high current draw decreases the battery capacity in a 
nonlinear behavior.  In the case of an ideal battery, it would be 
easier to calculate the battery life L in the case of a constant load 
as follows [18, 19]. 

L = C
I
                    (1) 

Where C is the battery capacity and I is the load current. 

The above simple relation does not hold for predicting the life 
of a real battery due to the various nonlinear effects neglected.  A 
better and still simple approximation for the battery life calculation 
under constant load can be obtained from Peukert’s law.  The later 
gives an expression for the capacity of a battery in terms of the rate 
of discharging.  As a result, when the rate of discharging increases, 
the battery's available capacity decreases.  The formula for 
Peukert's law can be expressed in different forms with the most 
common one used is shown below [19, 20]: 

L = H � C
IH
�
k
                        (2) 

Where; 

L – The time, in hours, that the battery will last for a given rate of 
discharge. 

H – The discharge time in hours. 
C – The battery capacity in Amp-hours based on a specified 

discharge time. 
I – Current in Amp. 
k – Peukert exponent parameter which is a unique number for 

each battery.  
 

4. Experimental setup 

4.1. Wireless communication experiment 

The wireless transmission experimental setup is shown in 
Figure 2.  This setup consists of two wireless communication 
nodes using a fixed digital data set provided by an analog input 
voltage.  The two nodes are standard ZigBee terminals powered by 
a lithium battery and communicating in the frequency range 2.4-
2.5 GHz.  The digital data is transmitted by the transmitter terminal 
and received by the receiver terminal which is interfaced to a PC 
through a National Instrument NI-ELVIS DAQ.  An IP Modem 
Configure-F8114 and the SScom32E software were used for 
collecting data on the computer.  The principle of operation is that 
the PC sends a command to the wireless ZigBee terminal F8114 
connected through RS232 to a PC to communicate with wireless 
terminal F8914 and read its digital output data. The 
communication was established via simple dipole antennas to 
ensure unidirectional transmission between the two terminals. 
These directional antennas help reduce the effects of interference 
as well as extend the communication range between the two 
terminals.   The dipole antennas have an impedance of 50 Ω, a gain 
of 3 dB and a length of 125 mm.  The data is then processed by the 
PC which is connected as shown in Figure 2.  

 
Figure 2. Wireless communication setup 

The transmitter/receiver terminal uses the standard ZigBee 
communication protocol which is based on offset quadrature phase 
shift keying to transmit digital data [21].  The acquired data was in 
hexadecimal (HEX) format which was then converted to decimal 
(DEC) format.  The corresponding value was then calculated, as 
described in the manual of the F8914 ZigBee Terminal.  

For the study of the effect of a different medium on the wireless 
communication, we used a one meter long hollow metallic pipe 
made of iron as shown in Figures (3a) and (3b).  We have also used 
the pipe as a waveguide for transmitting and receiving data 
wirelessly between the two dipole antennas driven by the two 
ZigBee terminals.  The diameter and the thickness of the pipe were 
respectively 0.1 m and 0.003 m.  The metallic pipe was placed 
between the two antennas and filled, alternatively, with distilled 
water or engine oil.  The initially analog voltage data was 
transformed to ZigBee format and sent through these different 
mediums.  The received values for air, distilled water, and oil 
mediums were recorded and compared to the transmitted values as 
will be shown later in Figure 5.  The temperature was also kept 
constant at approximately 21±0.5 °C throughout the experiment. 

 

 
(a) 

 

 

(b) 

Figure 3. Experimental setup for wireless communication in a mettalic pipe as a 
diagram (a) and the actual laboratory setup (b). 
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4.2. Wireless node power requirement experiment 

A common way of specifying the energy capacity of the 
wireless sensor is to provide the battery capacity as a function of 
elapsed time until it is fully discharged.  The experimental setup 
used in this part is shown in Figure 4.   

 

Figure 4. The battery voltage measurement setup. 

In this case, we maintained a good communication between the 
transmitter and receiver terminals but measured the load voltage of 
the battery connected to the transmitter as a function of the elapsed 
time.  Three different batteries with different nominal capacities 
(55 mAh, 550 mAh and 5500 mAh) were used in our experiment.  
The power level of the transceivers was kept constant at 2.82 mW 
and the distance between the transmitter and receiver was fixed to 
either 1 m or 9 m. 

The analog voltage value was converted to digital value first 
then transmitted wirelessly. The transmission was done 
continuously and after each transmission the battery voltage was 
recorded. The battery voltage level measurements were conducted 
at regular time intervals at the transmitter side.  The 
communication between the emitter and the receiver was 
maintained and checked before each measurement to make sure it 
is successful. 

5. Results and discussions 

5.1. Two-nodes communication in different mediums 

The results from the wireless communication experiment 
described earlier are shown in Figure 5.  This experiment was 
conducted to establish wireless communication and compare the 
transmitted and received data between the two ZigBee terminals.  
From the figure it can be clearly seen that the voltage data was 
successfully transmitted through the three different mediums 
namely air, distilled water and engine oil with very low relative 
transmission losses.  It can also be seen from Figure 5 that the 
wireless transmission is independent of the medium inside the pipe 
and the digital data was well received as expected and confirmed.  
This is a good confirmation that digital data transmission has 
experienced practically no losses even through a wide range of 
different propagation mediums such as air, distilled water and 
engine oil.  

In oil wells, we are always monitoring the temperature and the 
pressure downhole as the most critical parameters.  In general, the 
temperature is high and can easily reach 150 °C.  In order to 
validate the above results, we have adjusted the previous 
experimental setup to transmit and receive real measured 
temperature data.  The experimental setup used is shown in Figure 
6 with wireless transmission through the 1 meter metallic pipe. In 
this case we have replaced the constant voltage value by a 
temperature sensor immerged in a variable temperature water bath.   

The temperature sensor used is a type K thermocouple 
(Chromel/Alumel) with a temperature range of -30 °C to 300 °C 
and an output voltage range of -6.4 mV to 54.9 mV. 

 
Figure 5. Comparison between the wirelessly transmitted and received voltage 

in a 1 meter long mettallic pipe for the different cases indicated. 

The multimeter used is capable of measuring very low voltages 
across the two wires of the thermocouple as shown in Figure 6.  
The measured voltage was multiplied by the Seebeck constant to 
get the corresponding temperature [22]. This temperature was 
recorded as the input temperature.  Since the thermocouple voltage 
was very low, it was fed to an AD620 instrumentation amplifier 
before the wireless transmittion and further processing.  The 
received wireless signal is transformed back to temperature data 
and the results are shown in Figure 7.  

  
Figure 6. Wireless communication setup with Temperature sensor 

(Thermocouple K) 

 

Figure 7. Comparison between the wirelessly transmitted and received 
temperature data in a 1 meter long mettallic pipe for the different cases indicated. 

 From Figure 7, it can be seen that the temperature data is 
successfully transmitted through air, distilled water and oil 
mediums with very low transmission loss.   The maximum 
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temperature limit of 100 oC is due to water evaporation 
temperature.  Higher temperatures could be reached with other  
fluids such as oil if needed.    From the graph we can estimate the 
error on the transmitted temperature to be about 0.7 % at 100 oC. 
This is very close to the expected K-type thermocouple uncertainty 
of 0.75 % at the same temperature.    In comparison with the 
previous experiment, using constant voltage, where the error was 
negligible, we can conclude that the observed error in transmitting 
temperature data was mainly introduced by the thermocouple.  

5.2. Battery life measurements 

For the power requirement and battery life study, we consider 
the first results using a single battery B1 with a nominal capacity 
of 55 mAh.  Figure 8 shows a comparison between the battery 
voltage level as a function of continuous wireless transmission 
time and distance between the nodes for the battery B1.  The 
wireless transmission was conducted in air with and without a 
metallic pipe.  Using the Terminal ZigBee powered by B1 with a 
distance of 1 m between the transmitter and receiver, we observed 
that the battery B1 had lasted for about 79 hours of continuous 
transmission.  This is in good agreement with the value of 81 
hours listed by the manufacturer. This is due to the special cutoff 
voltage of 8.8 V below which this battery is considered to be non-
reliable. 

 
Figure 8. Comparison between the battery voltage level as a function of 
continuous wireless transmission time and distance between the nodes for the 
battery B1 with 55 mAh  nominal capacity . The transmission was conducted in 
air with and without a metallic pipe. 

It is also observed from Figure 8 that the distance between the 
nodes has an important effect on the data transmission.  From the 
figure we can see that when the distance was changed from 9 m 
to 1 m without using the metallic pipe, the battery lasted for about 
250 hours as opposed to 79 hours with the 9 m distance.  This 
increases the battery life by a factor of 3.  On the other hand, we 
noticed that using the metallic pipe as a cylindrical waveguide has 
also enhanced the battery life. This is due to the reduced 
attenuation effect from the open environment and the 
enhancement due to the waveguide effect making the 
transmission more directional.  In this case according to Figure 8, 
the battery life measured for the wireless transmission in the 
metallic pipe under the same conditions was about 300 hours. 
Comparing the two results we can see that we have achieved a 
battery life enhancement of at least 20 % for this particular case.  
This is quite encouraging and will be investigated and optimized 
further in our future work.   

In order to investigate further the battery life as a function of 
its capacity, we have chosen to conduct additional experiments 
with two other batteries B2 and B3 with higher nominal capacities 
of 550 mAh and 5500 mAh respectively.  These experiments were 
conducted in open air for batteries B1, B2, and B3 as indicated in 
Table 1.  The temperature of the environment was kept the same at 
around 21±0.5 °C and the distance between the transmitter and 
receiver was fixed to 9 m. 

Table 1.  Battery life measured at the cutoff voltage of 8.8V with B4 and 
B5 as indicated. 

Battery Nominal capacity (Ah) Battery life (years) 
B1 0.055 0.009 
B2 0.55 0.02 
B3 5.5 0.16 

B4 [23] 34 1 
B5 [24] 700 20 

 

The battery voltage level measurements at the wireless 
transmission node were recorded as a function of the continuous 
transmission time for the three different batteries B1, B2, and B3.  
The results are shown in Figure 9 with a cutoff voltage of 8.8 V as 
discussed earlier.  From the graph we immediately notice that the 
battery life was longer for the higher capacity batteries as expected 
and confirmed by our measurements.  We also notice that the 
measured battery voltage decreases more slowly for the batteries 
with larger capacities (B2 and B3) hence providing longer battery 
life according to the indicated cutoff voltage of 8.8 V.  

 
Figure 9. Comparison between the battery voltage level as a function of 
continuous wireless transmission time for the batteries B1, B2, and B3 with 
nominal capacities 55, 550, and 5500 mAh respectively, in open air for a fixed 
distance of 9 m between the two nodes. 

For the battery B2 with nominal capacity 550 mAh, it’s 
observed that the life of transmission is about twice greater than 
that of the battery B1 with nominal capacity 55 mAh. In addition, 
we found that the battery B2 lasted for about 170 hours of 
continuously transmitting data before reaching the minimum 
required cutoff voltage of 8.8V.  For the third battery B3 with the 
nominal capacity of 5500 mAh, it was observed that after 1400 
hours, the transmitter has consumed only 17 % of the battery’s 
capacity.  In Table 1 we report the measured battery lives of the 
three different batteries obtained from Figure 9 at the cutoff 
voltage of 8.8 V. 

The results in Table 1 were used to obtain the very useful 
graph shown in Figure 10.  Note that the data for batteries B4 and 
B5 were obtained from the literature [23, 24].  The curve in Figure 
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10 is obtained from Equation (2) with I = 2.3 mA and k = 1.25 as 
the average value for most lead acid batteries [25].  Notice the 
good agreement between the measured and calculated battery life. 

The graph in Figure 10 can be used to predict and estimate the 
remaining battery life at any moment in time during battery 
operation.  This is quite useful for WSNs that require long-term 
operation with single batteries.  As shown in Figure 10, the 
requirement for a specific battery life can also be determined.  For 
example, a 15 years operation time can be reached with a 500 Ah 
capacity battery while a 10 years operation time requires a 320 Ah 
capacity battery as shown in the figure below.  From the literature 
review and the available products in the market, these battery 
lifetimes are now accessible and currently used in certain 
applications.   This, certainly, makes our predictions very useful 
to the users of these batteries.   With our plot in Figure 10, one 
can estimate the remaining time for these long-life batteries and 
plan the required battery replacements. 

 
Figure 10. A plot of the different battery capacities as a function of their 
corresponding life.  The line is a theretical curve fit as discussed in the text. 

In summary, we conclude that the transmitting WSN nodes 
will perform well with long life batteries and small discharge time 
such as the case of the high capacity batteries.  Also, from the 
measurement results, the digital data is successfully transmitted 
through air, distilled water, and engine oil mediums with very low 
transmission loss relative to air.  We can conclude and confirm that 
the wireless transmission is well established and was not affected 
much by the two different mediums considered in our study which 
are distilled water and engine oil compared to air.  We have also 
shown that the wireless transmission in a metallic pipe contributed 
at least 20 % more to the battery life of the wireless transmitter 
according to our current experimental setup.  On the other hand, 
our results are more general and could be adapted to different types 
of wireless sensor networks to predict and monitor the required 
battery power.   

 
6. Conclusion 

In this paper, we have presented the study of a two-node 
wireless communication considering both the medium of 
propagation and the power requirements.  The two terminals used 
were ZigBee terminals with dipole antennas placed at the ends of 
a metallic pipe filled with air, distilled water or engine oil.  Our 
experimental results showed that efficient communication 
between the two wireless nodes was well established in air, 
distilled water and engine oil at the standard communication band 
of 2.4-2.5 GHz. 

We have also presented the wireless sensor power requirement 
study and the required battery life for sustained wireless 
communication of a continuously transmitting node.  The study 
of the battery life allowed us to estimate the required battery 
capacity for a specific long-term wireless sensor operation.  For 
example, for a 15 years operation time one needs a battery of at 
least 500 Ah capacity.  This estimation can be conducted for any 
specific wireless node power requirement.  This study enables 
predictions concerning the service life for long-term use of 
batteries.  The experimental results showed that the rate of energy 
discharge varies from one battery to another and can be quite long 
for large capacity batteries.  When the battery capacity is large, it 
ensures good life of the wireless sensor transmission and the WSN. 

This work is the first phase of a big project that will be 
continued and implemented.  We would expect to extend our work 
in the future to include other components such as temperature 
sensors, pressure sensors, gateways and other models for wireless 
sensor networks.  This will be mainly targeting the oil pipeline 
monitoring for addressing specific flow assurance challenges. We 
will also investigate further the 20 % battery life enhancement 
observed in the case of the guided wave conditions that we setup 
in the metallic pipe. 
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 This paper presents a novel dual-band rectenna for RF energy harvesting system. This 
rectenna is created from a dual-band antenna and a dual-band rectifier which operates at 
GSM bands (900 MHz and 1800 MHz). The printed monopole antenna is miniaturized by 
two meander-lines. The received signal from the receiving antenna is rectified by a voltage 
double using Schottky diode SMS-7630. The rectifier is optimized for low input power level 
of -20dBm using harmonic balance. Prototype is designed and fabricated. The simulation 
is validated by measurement with power conversion efficiency of 20% and 40.8% (in 
measurement) at the input power level of -20dBm. The proposed rectenna has output 
voltage from 183-415 mV. From the measured results, this rectenna provides the possibility 
to harvest the ambient electromagnetic energy for powering low-power electronic devices. 
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1. Introduction 

Nowadays, with the development of semiconductor, 
microelectronic and wireless technology, the wireless electronic 
devices are getting more compact, wireless, low-power and highly 
autonomous (i.e.: sensor nodes in Wireless Sensor Networks). In 
general, almost all electronic devices are powered by batteries, 
resulting in some disadvantages such as larger size and weight of 
device, regular maintenance due to limited battery lifetime, which 
can be more challenging and expensive if the device operates in 
severe or even difficult to access environment. Therefore, the 
ambient energy harvesting techniques are proposed as a solution. 

The energy existing in the natural environment is of many 
different kinds, each has a different power density in ambient 
environment and requires a suitable harvesting technique, such as 
solar energy (100 mW/cm2), thermal energy (60 μW/cm2), ambient 
RF energy (0.0002 – 1 μW/cm2), energy from vibration (200 
μW/cm3), etc. Among these energy harvesters, the ambient RF 
energy harvester has drawn considerable interests in recent years 
because of some advantages such as continuous RF energy source, 
low profile, low cost, simple fabrication and compatibility with 
MMIC (Monolithic Microwave Integrated Circuit). 

In recent years, various rectenna designs have been published 
for RF energy harvesting applications. They can operate at single-
band [2,3] , dual-band [4-7], multi-band [8], or broadband [9-11]. 
A narrow band rectenna can give a higher power conversion 
efficiency (PCE), but the amount of harvested power is low, 
whereas a multi-band rectenna can has the lower PCE, but more 
harvested power. The promising solution is to design a dual-band 
or multi-band rectenna to maximize PCE at the specific 
frequencies where maximum ambient signal level is available [12]. 
However, most of designs use an input power level higher than the 
real power level of RF energy in ambient environment. The 
spectrum surveys in [13-15] indicate that the RF energy in the 
downlink channels of GSM-900, GSM-1800,  UMTS-2100 and 
TD-LTE bands is dominant in ambient environment with an 
expected input power level of -20dBm, that is presented in Fig. 1.  

In this work, a dual-band rectenna operating at GSM 900 MHz 
and 1800 MHz is proposed. The rectenna consists of a dual-band 
monopole antenna miniaturized by two meander-lines, and a 
voltage doubling circuit using SMS-7630 Schottky diode to rectify 
the received signal from the antenna. The RF – to – DC conversion 
efficiency is optimized for low input power level of -20dBm using 
Harmonic Balance (HB) simulation in ADS software [17]. Each 
part of the rectenna is designed and tested separately, and then 
integrated in a circuit to evaluate the overall performance. 
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(a) 

 
(b) 

Fig. 1. RF power receive: (a) Outside shopping mall [13]; (b) Distributed 
RF power density in ambient [16] 

2. Receiving Antenna Design 

The fabricated antenna is shown in  Fig. 2. The proposed 
antenna has dimension of 46 mm of length, 30 mm of width. The 
used material for substrate is Rogers RO4003 with dielectric 
constant of 3.55 and thickness of 0.8 mm.  

This structure is inspired from the antenna design in [17,18] . 
Paper [18] presents a low-profile dual-band printed Inverted-L (IL) 
shaped monopole antenna with Parasitic Inverted-F (PIF) shaped 
element in the ground plane for 2.4/5.2/5.8 GHz WLAN 
applications, the overall size of this antenna is 40 mm x 30 mm. 
We can apply directly the technique in [18] to obtain an antenna 
operating at GSM 900 MHz and 1800 MHz, but the size of antenna 
will be increased considerably. Therefore, the miniaturized 
technique in [19] is used to reduce the size of our structure. In [19], 
a miniaturized antenna using meander-line strips with the overall 
size of 32 mm x 32 mm is presented for operating at GSM-850, 
GSM- 900, UMTS-2100, WiMAX-2.3 and WiMAX-3.3 bands. 
However, the gain of this antenna is quite low almost for all 
frequency bands, even negative in GSM bands. Our antenna has 
dual-band with gain of 1.46 dB, 1.91 dB at GSM 900 and GSM 
1800.  

The return loss and far-field characteristics of the developed 
antenna are shown in Fig. 3 and Fig. 4. As Fig. 3, the return loss of 
antenna between simulation and measurement are not similar. 

The measurement result is not well matched at GSM 900MHz and 
shifted a little toward the right at GSM 1800 MHz. This can be 
explained that as the coupling between two meander-lines in 
practice weaken or lost, the meander-line for GSM 900MHz was 
not appropriately excited. Therefore, antenna efficiency is not as 
high as we expected. This aspect must be improved in the next 
work. 

 
                        (a)                        (b) 

Fig. 2. Antenna prototype  
(a) To view, (b) Back view 

 
Fig. 3. Return loss of proposed antenna (red-line:simulation result; green-

line: measurement result) 

 
                            (a)                                                          (b) 

Fig. 4. Radiation patten of proposed antenna 
(a) GSM 900; (b) GSM1800 

3. Rectifying Circuit Design 

The structure of a classical rectenna is shown in Fig. 5. A 
rectifier consists of a harmonic filter, an impedance matching 
network to maximize the power transfer from the receiving 
antenna to AC – to – DC conversion circuit, a conversion circuit 
converting the received signal by antenna to DC signal, a DC filter 
to smooth DC signal and to bring the harmonic signal back to 
rectify and a resistive load. However, this proposed rectifier does 
not use the Harmonic filter.  

 
Fig. 5. Structure of rectenna 

The RF signal is rectified by a voltage doubling circuit using 
Schottky diode. The topology of voltage double and the model of 
diode are shown in Fig. 6. The voltage double consists of two 
stages, the first one includes capacitor C1 and diode D1 clamping 
the negative part of input signal and the second one includes 
capacitor C2 and diode D2 for peak rectification. C1 is used in order 
to block the harmonics generated by the diode (due to its nonlinear 
behavior) and return to the receiving antenna to avoid the 
unwanted radiation. C2 plays a role as a DC filter, and also storages 
energy, which would be then replaced by a dual radial stub DC 
filter. The output voltage is defined as: 

Vout = 2*(Vin - Vd) (1) 
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Where Vout is output dc voltage, Vin is input voltage, Vd is 
forward voltage of diode. 

 
(a)                                                     (b) 

Fig. 6. (a) Voltage double circuit; (b) Diode SMS-7630 model 

The diode is the most important component in the design of a 
rectifying circuit. As shown in paper [20], diode SMS-7630 is 
chosen. SPICE model parameters of diode SMS-7630 are taken 
from [21]. The parasitic phenomenon due to package of diode is 
considered by a parasitic inductor Lp = 0.7 nH and a parasitic Cp = 
0.045 pF. First, the impedance matching network can be (made 
from?) implemented by lumped elements or distributed elements. 
In our project, we use a dual-stub matching network to match the 
receiving antenna and the rectifier at two frequencies. Fig. 7 
illustrates the impedance matching network after the total size 
reduction by meander-line. Fig. 8 shows simulated result of 
matching network. The good impedance matching is achieved at 
GSM 900 MHz and GSM 1800 MHz, proving the capability of the 
dual-frequency matching circuit. 

 
Fig. 7. Impedance matching network   

          
Fig. 8. Simulated result of matching network 

 Second, a DC filter helps smoothing the DC signal as well as 
bringing the harmonics back to rectify and its filtering 
characteristics. The DC filter with dual radial stub has the function 
of attenuating the fundamental frequency of GSM 900 MHz and 
1800 MHz. Besides, the second and the third harmonics are well 
filtered with less than -3dB transmission coefficient S21 (cf. Fig. 
9). 

The rectifying circuit is simulated by Harmonic Balance (HB) 
and Large Signal S-Parameter (LSSP) simulation of ADS in . It is 
optimized for low input power level of -20 dBm at 925 MHz and 
1805 MHz (two frequencies begin the downlink channels of GSM 

900 MHz and 1800 MHz, respectively). An optimized load of 
8.2kΩ is selected for maximum conversion efficiency. The Fig. 10 
shows the photograph of the fabricated rectifier with the total sizes 
of 10 cm x 6.5 cm. The substrate Roger 4003C is used. 

 
Fig. 9. DC filter and its characteristic 

The measured and simulated results indicate that at the low 
input power level of -20 dBm, the rectifier operates at two 
frequencies of 925 MHz and 1805 MHz with conversion efficiency 
of 30.4% and 20%, and output voltage of 158 mV and 128 mV, 
respectively. 

 
Fig. 10.  Photograph of the fabricated rectifier 

      
Fig. 11. Return loss of rectifier with difirent incident power level 

Fig. 11 plots the measured and simulated return losses (S11) of 
rectifier at different input power levels. The measurement results 
are shifted a little toward the left and not well matched. It can be 
explained by two reasons. Firstly, the dielectric constant of Rogers 
RO4003 can vary from 3.38 to 3.55. When the dielectric constant 
increases, the resonant peak shifts to lower frequency. Secondly, it 
can be due to diode model, especially the junction capacitance Cj 
[20]. By increasing Cj, we find that the resonant frequency shifts 
to lower frequency and the power conversion efficiency degrades 
drastically.  

Fig. 12 presents the results of efficiency and output voltage of 
the dual-band rectifier when varying incident power level from 
– 20 dBm to 5 dBm. The maximum output DC voltage is 3.3 V 
with an input power incident of 0 dBm. However, the incident 
power of GSM900 and GSM1800 can never be 0 dBm. Table I 
compares the simulated and measured results at the input power 
level of -20 dBm. 

http://www.astesj.com/


D.K. Ho et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 612-616 (2017) 

www.astesj.com     615 

As the results are shown in Table I, the measured efficiency is 
haft of simulation result. The inaccurate diode model can be the 
reason as described above. However, this circuit gives the 
acceptable output voltage with the low input power level. The 
exact diode is expected to give higher power conversion efficiency. 

 
Fig. 12.  Efficiency and ouput voltage of rectifier 

TABLE I. COMPARISON OF SIMULATION AND 
MEASUREMENT OF RECTIFIER WITH Pin = -20dBm 

 Frequency(GHz) Efficiency (%) Out voltage (mV) 

Sim 0.925 
1.805 

30.4 
20 

158 
128 

Meas 0.890 
1.760 

15.8 
11.2 

114 
96 

4. Rectenna performance 

The receiving antenna and rectifier are designed and evaluated 
separately. Then they are integrated into the rectenna prototype 
that is fabricated and evaluated, as presented in Fig. 13: 

 
(a)                                        (b) 

Fig. 13.  Photograph of the fabricated rectenna 
(a) Top view; (b) back view 

The rectenna measurement is performed in an anechoic 
chamber as in Fig. 14. The receiving antenna is fixed in front of 
the transmitting antenna, the received RF power of antenna, PRF, 
will be measured by spectrum analyzer. After that, the receiving 
antenna will be replaced by rectenna at the same position, the 
output voltage of rectenna (Vout) will be measured by a voltmeter. 
The conversion efficiency of rectenna ηRF-DC is defined as the ratio 
of the DC power PDC and the RF power PRF: 

η𝑅𝑅𝑅𝑅−𝐷𝐷𝐷𝐷 =
𝑃𝑃𝐷𝐷𝐷𝐷
𝑃𝑃𝑅𝑅𝑅𝑅

× 100% =
𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜2

𝑅𝑅
×

1
𝑃𝑃𝑅𝑅𝑅𝑅

× 100% (2) 

The results of rectenna are presented in Fig. 15 and Fig. 16. 
Our rectenna recovers the voltage from 183 mV to 415 mV when 
it is placing near the mobile and in ambient environment (cf. Fig. 
16). The efficiency of rectenna is 40.8% and 20% at 1834 MHz 
and 890 MHz, respectively, with incident power of – 20 dBm.  

Table II shows the comparison of various rectifiers published 
in several literatures. This work provides a dual-band design with 
higher conversion efficiency. As observed from the table, this 
work provides a dual-band design with higher conversion 
efficiency compared to others at the input power level of -20 dBm. 
However, the total size is bigger than [16,22-24] and smaller than 

[7] because of the large dimension of DC filter and dual-band 
coplanar receiving antenna.  

 
 
 
 

(a) 

 
 
 
 
 
 
(b) 

 
Fig. 14.  Rectenna measurement setup in the anechoic chamber at IMEP-

LAHC laboratory 

 
Fig. 15. Measured  output voltage versus input power of only-rectifier and 

rectenna 

 
Fig. 16.  Rectenna experimen in ambient environement 

Table II. COMPARISON OF THE PROPOSED RECTENNA AND 
THE RELATED WORKS 

Ref Freq 
(GHz) 

Diode Input 
power 
(dBm) 

η 
(%) 

Total sizes* 

 

[7] 1.8 
2.5 

HSMS285C -20 33.5 0.72 x 0.57 

[22] 0.915 HSMS2860 -17 40 0.14 x 0.13 
[16] 0.915 

1.8 
HSMS 2850 -15 to 

20 
>30 0.17 x 0.1 

[23] 2.45 SMS 7630 -20 27.7 0.37 x 0.33 
[24] 1.8 

2.45 
SMS 7630 -20 13 0.5 x 0.5 

This 
work 

0.925 
1.805 

SMS 7630 -20 20 to 
40.8 

0.67 x 0.27 

N/a is not available 
η is conversion efficiency of rectenna 
* is the distance calculated by the wavelength 
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The rectenna efficiency is quite high compared to rectifier 
efficiency at section 3. This can be explained by the effect of 
ground layer of rectifier to monopole antenna performance when 
the antenna is integrated into rectifier. This aspect is being 
discussed and reviewed in our current research. Nonetheless, these 
results demonstrate the potential application of this rectenna in 
autonomous sensor or self-powered electronic device where 
additional storage of energy circuit is required. 

5. Conclusion  

A dual-band rectenna was designed and tested in ambient 
environment. Simulation results show that the presented rectenna 
can achieve good voltage. Measurement results on a prototype 
rectenna show that the operating frequency was well-matched; the 
rectenna harvests the maximum of 415 mV in ambient 
environment, which implies that the proposed rectenna is suitable 
for autonomous sensor application. However, as we mentioned in 
Section 2, the receiving antenna of this rectenna can be optimized 
in the future researches to give higher efficiency. A super capacitor 
can be inserted into the circuit to store energy that is harvested by 
our rectenna.  
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 This paper proposes a novel intelligent technique that has been designed to optimise the 
performance of Software Defined Networks (SDN). The proposed hybrid intelligent system 
has employed integration of intelligence-based optimisation approaches with the artificial 
neural network. These heuristic optimisation methods include Genetic Algorithms (GA) and 
Particle Swarm Optimisation (PSO). These methods were utilised separately in order to 
select the best inputs to maximise SDN performance. In order to identify SDN behaviour, 
the neural network model is trained and applied. The maximal optimisation approach has 
been identified using an analytical approach that considered SDN performance and the 
computational time as objective functions. Initially, the general model of the neural network 
was tested with unseen data before implementing the model using GA and PSO to determine 
the optimal performance of SDN. The results showed that the SDN represented by Artificial 
Neural Network ANN, and optmised by PSO, generated a better configuration with regards 
to computational efficiency and performance index.  
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1. Introduction  

Over the past few years, upon entering the era of ‘big data, 
there has been a change in the traditional internet traffic to a more 
complex traffic form. This complexity has required the increased 
flexibility and scalability of the modern data centre. In addition to 
the utilisation of numerous device types within the same area and 
an increase of advanced network applications, it is now possible 
for a multitude of end-point devices to share and exchange 
varying network traffic patterns. As a result, there is a need for a 
change in the infrastructure of the current network in order to 
modernise it in line with these differing network traffic patterns. 
As such, a new approach has been proposed [1]. 

 In the recent years, hybridisation or combination of different 
machine learning and adaptation techniques has been employed 
for a large number of new intelligent system designs. The main 

aim of integrating these techniques is to overcome individual 
limitations and to achieve synergetic effects [2]. These 
techniques including, Neural Networks (NNs), the Adaptive 
Network Fuzzy Inferences System (ANFIS) are used for mapping 
and modelling purposes. Whilst evolutionary based optimisation 
approaches, such as  

the Genetic Algorithm (GA) and Particle Swarm Optimisation 
(PSO) have been applied widely to produce powerful and 
optimised intelligent systems [3].  

In many modern systems, artificial intelligence methods, such 
as intelligent transportation, have taken on notable roles. This 
adoption of new technology has encouraged the consideration of 
improvements in the conventional computer networks. The SDN 
paradigm’s abstraction concept and AI techniques have a complex 
relationship that can be utilised to develop network elements with 
adaptive behaviours that can also introduce contemporary 
mechanisms that can overcome the common network issues as 
well as new issues related to SDN [1]. 
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Recently, with the fast development of the Internet, network 
topology, and number of applications have been changed 
gradually, which has led to be more complicated in structures and 
functions. A network based on the traditional TCP/IP architecture 
faces many challenges, especially the router, as the network core, 
takes on too many efforts to deal with.   As a result, the validity 
and efficiency of data forwarding is being threatened. Hence, we 
need to find a new kind of network architecture to solve the 
existing problems. To this end, the study of future networks is 
proceeding all over the world, and the Software Defined Network 
(SDN) is one of them [4]. SDN is an architecture enabling rapid 
innovation, while hiding much of the complexity of the 
networking design. As such, it is a promising solution for network 
virtualisation that decouples control from the forwarding or data 
plane [5]. In doing so, it can provide the capability of remote and 
centralised control of the network forwarding-plane through the 
network control-plane.  

    SDN, as a network platform, has been studied widely in the 
literature and many researchers have proposed soft computing 
methods to model and optimise the network. Yilan and et al. [6] 
provided a genetic algorithm for solving the bandwidth-
constrained multi-path optimisation problem in the SDN. Gao and 
et al. [7] contributed  a Particle Swarm Optimisation algorithm to 
solve the control placement problem that takes into consideration 
both the latency between controllers and their capacities. Zhang 
and Fumin [8] explored applications of the SDN technique in the 
direction of the automation of network management, the unified 
control of optical transmission and IP bearing, smooth switching 
in a wireless network as well as network virtualisation and QoS 
assurance. Risdianto and et al. [5] evaluated the performance of 
an SDN-based virtual network on different virtualisation 
environments, including operating system based virtualisation, 
hardware-assisted virtualisation, and par virtualisation. 
Sgambelluri and et al. [9] proposed novel mechanisms that have 
been specifically introduced to maintain working and backup 
flows at different priorities and to guarantee effective network 
resource utilisation when a failed link is recovered. Ionita and 
Victor-Valeriu identified a method of avoiding DDoS attacks in 
the SDN environment. These scholars utilised a cyber defence 
system to assess risk that was structured around the neural 
network and the biological danger theory. This demo platform is 
able to achieve full packet capture in the SDN in addition to 
mitigating any attacks, providing it is considered necessary by the 
central command component. The benefit of these packet captures 
is that they can be utilised for forensic analysis to identify the 
attacker [10].  

A novel open flow controller, which was structured around the 
intracerebral neural network was suggested by Wu and Huang in 
order to generate a independent media handover with wireless 
operation. As such, binary decisions are made by the controller 
that are determined by the link control parameters. These are 
instantly generated and gathered from the trained neural network, 
which is reliant on the interactions between mobile speed and the 
wireless link performance parameters. Using a mutated PSO, 

these authors managed to train the fundamental controller 
equation for the media independent handover that is interspersed 
with the intracerebral neural network’s sigmoid and radial 
activation functions [11]. 

   A hybrid intelligent system is proposed in this paper to 
optimise the performance (i.e. throughput, delay) of the SDN. The 
proposed system includes ANN to model inputs (flows of the flow 
tables)-outputs (throughput and delay) of the network. After, the 
evolutionary algorithms have been employed to find the optimal 
set of inputs that maximise this performance. This method grants 
to lessen the burden of SDN switch by making the network 
controller adaptively providing the rules/flows to the switches 
instead of making the switch suspends for the controller events 
every period of time.  

2. Software-Defined Networks 

    It was previously noted that a software-defined network (SDN), 
could be centrally organised around the principle of the 
compartmentalisation of the control plane and data plane. The 
SDN is a budding architecture that is promoted by the ONF due 
to its ability in forwarding functions and network control 
decoupling. This decoupling allows the direct programming of the 
network control and the abstraction of the underlying 
infrastructure for applications and network services. The 
networking devices have their intelligence removed in this 
architecture and positioned within a centralised controller, which 
manages the functionality of the entire network. Software based 
SDN controllers also have this centralised network intelligence 
allowing them to maintain a global view of the network. This 
allows the infrastructure devices to take on a forwarding role that 
is able to process incoming packets. This role is determined by a 
set of rules generated instantaneously by the controller within the 
control layer that is based on some predefined program logic. A 
remote commodity server is a usual manner in which these 
controllers are run. A secure connection allows communication 
with the forwarding elements utilising a standardised command 
set. A high-level architecture for SDN is presented by Open 
Networking Foundation ONF [12], that has three main layers, 
application, control and infrastructure layers that are vertically 
split as detailed in Figure 1 

As demonstrated by [9], the SDN controller serves to maintain the 
stream tables so as to engage in the management of every stream 
that is conveyed through the system. Application layer service 
requests are mapped by the SDN control layer into defined 
commands and directives to data plane switches. The SDN control 
layer then supplies applications with data plane topology and 
activity information. As such, the control layer acts as either a 
server or a collaborating set of servers, which are recognised as 
SDN controllers.  

    The OpenFlow procedure can be regarded as an open SDN 
specification that is constituted of a pair of foundational elements: 
first, the OpenFlow switch and, second, the controller. The former 
facilitates the execution of the data plane while the latter realises 
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the control plane. It should be noted that the OpenFlow procedure 
as a totality is employed by the interchange that takes place with 
regard to the controller and the switches via a safe channel. The 
OpenFlow switch and controller communicate via a safe channel 
that is realised in the context of a distinctive practice and, 
according to [10], this is also referred to as OpenFlow. The 
controller transmits a Flow Table towards the OpenFlow switches 
and each stream passage in the former element is constituted of a 
regulation crafted from an organisation of fields, thereby 
coordinating the approaching bundles. It is notable that this is an 
activity that characterises the issue of how the coordinating 
parcels can be prepared, for example, by transmitting on a specific 
yield port. 

In addition, a number of counters are employed in order to 
collect information relating to the stream. In a similar way, each 
passage can be linked to alternative information, one case of this 
being the requirement level and the hard and idle timeout of the 
pair of timing devices.  

The bundle is captured and conveyed to the controller that 
employs the safe channel in those instances where a switch 
receives a parcel that is not engaging in the coordination of the 
passages that have been introduced. Having captured the bundle, 
the activity of the OpenFlow switch is regulated by the controller 
as a result of the overhaul of its Flow Tables, thereby transmitting 
the coordinating parcels to the end point [8]. One implication of 
this is that the relative casings are not required to partake in the 
controller another time as a result of the potential initiation of the 
Flow Tables’ reformulation [3]. 

 

            Figure 1. The software-defined network’s architecture 

3. Artificial Intelligence 

3.1. Neural Networks 
A branch of artificial intelligence, disseminated at a 

considerable pace in recent times owing to its suitability with 
regard to the modelling and forecasting ability it has in relation to 
dynamic systems, is the artificial neural network (ANN). In light 
of their promising potential, ANNs have emerged as a central 
branch of research into artificial intelligence. The registration of 
the input-output relationships of nonlinear and synthesis systems 
have been identified as one of the key advantages offered by ANNs 
and, notably, this relationship can be straightforwardly, rapidly, 
and cost- and time-effectively discerned by lowering the error with 
regard to the network output(s) and the actual output(s). A defining 
feature is that, following the appropriate preparation of the 
network, outputs can be estimated within a very short space of time 
(namely, in a matter of seconds). Frameworks that centre on 
artificial neural networks are currently seeing effective application 
in a range of areas – a few examples being including adaptive 
control, laser applications, nonlinear system identification, 
robotics, image and signal processing, medical areas, pattern 
recognition, error detection, process logging, and renewable and 
sustainable energy areas – in order to surmount obstacles faced by 
engineers [11]. The only appropriate connections in a feedforward 
neural network structure are between the outputs and inputs of each 
layer. As such, there are no connections between the outputs of one 
layer and the inputs of the same or previous layers [13]. 

3.2.  Evolutionary Algorithms  
    Taking inspiration and motivation from natural processes and, 

in addition, basing the developments on factors relating to iterative 
and probabilistic processes, a range of evolutionary algorithms – 
including genetic algorithms (GAs), particle swarm optimisation 
(PSO), and simulated annealing – have been formulated in recent 
years. The primary purpose of such developments is for 
application in optimisation issues. Two multi-purpose and 
frequently employed algorithms include GA and PSO, and these 
are utilised in every domain [12]. 

• Genetic algorithm: Formulated by Holland (1975), GAs 
are self-modifying global optimisation probability search 
algorithms, the fundamental concept of which was inspired 
by the genetic mechanisms that form the basis of the theory 
of Darwinian natural selection and biological evolution. 
GAs operate by simulating the biological processes that are 
observed in the natural world as driving the phenomena of 
genetic and evolutionary development; according to the 
concept of natural selection, GAs provide solutions to deep 
problems by employing code technique and reproduction 
processes [13]. GAs has been extensively employed in a 
variety of domains with considerable efficacy in recent 
years, and this is primarily attributed to their almost 
universal relevance and promising results. The difference 
between the more traditional search algorithms and GAs[4] 
is that the latter have numerous candidate solutions rather 
than just one partial or candidate solution. With GAs, each 
problem’s candidate solution is portrayed by a data 
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structure that is termed an ‘individual’. There are two parts 
to each individual; these are the chromosome and the 
fitness. An individual’s chromosome is constructed from 
genes with each value assigned to the gene being referred 
to as alleles. These individuals combine to form a 
population, the size of which remains constant for the 
duration of the search for most GAs. Out of the current 
population, a number of ‘parent’ individuals are selected, 
based on their fitness, which are allowed to create 
offspring. Individuals with above average fitness have a 
higher than average chance of selection for parenting. 
Following selection, the parents are subjected to a number 
of reproductive operators, such as crossover and mutation. 
Those subjected to crossover have a copy of their genes 
taken to create an offspring’s chromosome. This is 
comparable to the creation of living organisms that are 
created from a genetic mixture of both parents from sexual 
reproduction. However, only one parent is required for 
mutation. In this manner, the offspring is often an almost 
exact replica of the parent but with a few altered genes. 
Following the generation of the offspring, their represented 
candidate solutions can be evaluated, and the offspring’s 
fitness is determined. As the population size remains 
largely static, before the offspring can be incorporated into 
the population, it is necessary for some individuals in the 
current population to be removed, or die. Removal of 
individuals is often decided from their fitness with those 
individuals with a below average fitness being more likely 
to be selected for removal than those with an average or 
above average fitness. Again, this is reminiscent of the 
evolution of living organisms and is termed natural 
selection. As such, those individuals that display better 
fitness are allowed to procreate and live longer. 
Interestingly, this process of fitness selection means that the 
original population does not need to be very good. Indeed, 
it is often the case that each individual in the initial 
population represents a randomly generated candidate 
solution; however, the repetitive application of natural 
selection and reproduction allows GAs to generate rapid 
and efficient solutions [13].  

• Particle Swarm Optimisation: First developed by 
Kennedy and Eberhart (1995) [14] and built on by the 
researchers several years later (Ibid, 2001) [15], PSO 
algorithms have been applied with enormous success in 
optimising a broad range of applications [16]. PSO operates 
by locating all individuals and particles (usually in the 
range of 10-100) in randomised positions and, following 
this, intending that each particle engages in random motion 
in a determined direction in the search space. Following 
this, the direction of each particle is incrementally modified 
in order to proceed according to the optimal previous 
positions, thereby identifying more favourable positions on 
the basis of specifications or an objective function (i.e. 
fitness). The original particle speed and location are chosen 
randomly and, in turn, the velocity formula presented 
below is used to provide updates: 

)()( 22111 iiiic xGbRCxPbRCwVV
i

−×+−×+=+       (1)  

Contrastingly, the new particle is computed by 
summing the new velocity to that which precedes it, as 
presented below: 

11 ++ +=
icii Vxx                                                   (2)   

Where: 𝑉𝑉𝑉𝑉  denotes the particle’s velocity; X 
denotes the particle’s position; R1 and R2 are independent 
random variables uniformly distributed in [0, 1]; C1 and C2 
are the acceleration coefficients, and w represents the 
inertia weight. The particle’s new velocity can be 
calculated by employing Eq. 13, and the information 
required includes the previous velocity, the distance of the 
particle’s present position from its optimal position (Pb), 
and the global best position (GB). Following this, on the 
basis of Eq. 14, the particle is conveyed to a new location 
in the search space and, notably, the way in which every 
particle performs is evaluated in relation to a predetermined 
objective function known as the performance index.                   

4. Equation Simulation and Results 

4.1. SDN Simulation 
SDN simulation has been performed using the Mininet 

platform which is the common emulation for SDN which is used 
by researchers to collect all datasets of inputs and outputs. Mininet 
has the ability to imitate various types of system components, for 
example, have, layer-2 switches, layer-3 switches, and interfaces. 
In addition, simulation experiments were carried out using POX 
controller with OpenFlow 1.0 and monitoring of the flows was 
required for all events. Regarding which, in order to build the 
learning system, the SDN controller gives the orders to SDN 
switch to monitor the flows, and the switch keeps on monitoring 
them to detect the events. When the flows are monitored, the entire 
events whether they occur only frequently or periodically are 
stored in the database to be used in the ANN learning system. The 
flows/inputs include the rules coming from the controller. In turn, 
the output will be represented by the system throughput and the 
network delay. Consequently, the data which are collected from 
the ANN learning system is considered as being an efficient input 
to the optimisation algorithms. This paper presents a new method 
to minimize the load of the SDN switch by making it changing 
adaptively by the controller, instead of wait for the event all the 
time. 

4.2. SDN Identification 
When the ANN training started, the dataset had been 

preprocessed by normalising them into the range between -1 and 
1. The dataset of the inputs and outputs was divided randomly into 
three subsets: a training set, valediction set and testing set. The first 
subset was for establishing the gradient as well as updating the 
network weights and biases. The error regarding the second subset 
was observed during the training development. The validation 
error is usually reduced in the initial training phase, as is the 
training set error. Nevertheless, when the network overfits the data, 
the error in the validation set invariably starts to rise. In the current 
case, the network parameters were saved at the minimum of the 
validation set error. 
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    Input values need to be normalised in the range [-1, 1], which 
corresponds to the minimum and maximum actual values. 
Subsequently, testing the ANN requires a new independent set 
(test sets) in order to validate the generalisation capacity of the 
prediction model. A multilayer feedforward network was 
implemented to estimate the performance of the SDN. In order to 
obtain a maximum accuracy of prediction, the network was trained 
in different topologies. For each network architecture, the training 
was run ten times for various random initial weights and biases 
using the Levenberg Marquardt algorithm (LMA). After 
investigating the performance of different architectures using the 
exhaustive search method, the best trained ANN with one hidden 
layer was found to consist of 17 neurons in this hidden layer, which 
gives the comparably better performance of MSE, with 2.488 ×10-
8, see Figure.. 2. While, Figure 3 shows the performance of the 
network as a mean square error (MSE) versus the network 
architecture for the single hidden layer. Also, Figures 4 and 5 show 
the simulated and predicted SDN performance for both the training 
and test sets. It is noticed that the ANN model is efficiently 
accurate and the network is accepted as a general model to be 
integrated, as the next step, with GA or PSO so as to produce the 
proposed intelligent hybrid system.  

 

                        Figure 2. the progress of the ANN performance. 

 
               Figure 3 Performance of a single hidden layer ANN 

 

Figure 4 Comparing predicted with actual SDN performance for the training 
sets 

 

Figure 5 Comparing predicted with actual SDN performance for the testing sets 

4.3. SDN Optimisation 

GA and PSO were integrated separately with the trained ANN 
model to select the optimal set of inputs that make the network 
work as efficient as possible. Figure 6 shows the architecture of the 
system including the trained general ANN model as well as PSO 
and GA as an optimizer.  

 
 

                     Figure 6 The architecture of the proposed method 
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TABLE I.  PERFORMANCE AND COMPUTATION TIME COMPARISONS FOR GA 
AND PSO 

Optimisation 
method 

SDN Performance 
% 

Computation 
Time (min) 

PSO 96.321 3.23 

GA 94.846 6.75 
 

 
       Figure 7 Convergence comparison of GA and PSO 

    The simulation experiments were carried out by MATLAB 
platform. PSO was employed to find the optimal structure of the 
network, and the best operational parameters of this and the GA 
algorithm were chosen after extensive simulations, which were set 
as follows:  

• Size of the population or swarm: 50 
• Maximum iterations or generations (max) :100 
• Cognitive acceleration (C1): 1.2 
• Social acceleration (C2): 0.12 
• Momentum or inertia (w): 0.9 

    A comparison of the results of the SDN performance is provided 
in Table 1 and Fig. 7. PSO has outperformed GA regarding the 
performance, and computational time, the convergence is faster 
with fewer iterations, and the obtained fitness is higher. However, 
the results provided were obtained after running PSO/GA 20 times. 

5.  Conclusion  

This paper has presented a novel hybrid intelligent system for 
the modelling and perfecting of the Software Defined Network 
(SDN). This involved the training of an artificial neural network 
(ANN), which had a single layer in the hidden zone, to map the 
inputs and network performance. An acceptable MSE was shown 
by the network that was demonstrated as being below 2.466x10-8. 
The application of unseen data as a test set to the trained ANN 
model proved its generality; this ANN model was then coordinated 
with evolutionary algorithms (EAs) to create the presented 
intelligent hybrid system. In order to optimise the EA, PSO and 
GA were utilised in order to identify the optimal input set for the 
SDN. This optimisation was based on the fitness function of the 
individuals. The comparison results showed that PSO was a more 
effective option in terms of computational time, convergence and 
performance.  
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 This paper presents a literature review on data flow error detection and recovery 
techniques in embedded systems. In recent years, embedded systems are being used more 
and more in an enormous number of applications from small mobile device to big medical 
devices. At the same time, it is becoming important for embedded developers to make 
embedded systems fault-tolerant. To make embedded systems fault-tolerant, error detection 
and recovery mechanisms are effective techniques to take into consideration. Fault 
tolerance can be achieved by using both hardware and software techniques. This literature 
review focuses on software-based techniques since hardware-based techniques need extra 
hardware and are an extra investment in cost per product. Whereas, software-based 
techniques needed no or limited hardware. A review on various existing data flow error 
detection and error recovery techniques is given along with their strengths and weaknesses. 
Such an information is useful to identify the better techniques among the others.  
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1. Introduction  

In general, a critical aspect of any computer system is its 
reliability. Computers are expected to perform tasks not only 
quickly, but also correctly [1]. Recent trends in embedded systems 
attract industries to use them more and more in day-to-day life for 
an increasing number of applications. Application areas include, 
but are not limited to, mechatronic industries, medical equipment, 
smart energy consumers, mobility. Reduced size and reduced 
supply voltage make systems more susceptible to disturbances. 
Since there are more systems in use and the environment becomes 
more harsh, a system failure or a system crash is more likely to 
occur. A system failure could lead to serious consequences such as 
human injury, environment pollution and a huge amount of money 
loss for industries [2]. 

The rise in usage of electronics under harsh conditions 
significantly increases the probability of all kinds of disturbances 
from the environment. Such disturbances are glitches, 
electromagnetic interference, temperature variations, etc. [3–6]. It 
is proven that decreasing the size and supply voltage of the 
components in circuits and increasing their complexity leads to 
less reliable systems [7]. The corresponding systems are 
susceptible to soft errors (bit flips) which are typically transient. 
Transient faults do not cause any permanent physical damage and 
can be restored by overwriting the introduced bit flip or by a 
system restart. Still these faults are categorized as systematic faults 

since given the exact same circumstances these faults will re-
appear in exactly the same way. Because the environment changes, 
transient faults don’t occur continuously, unlike design and 
manufacturing faults [1,8,9]. 

Errors in embedded systems can cause unusual behavior and 
degrade systems integrity and reliability [7]. A number of 
hardware and software techniques have been developed to make 
embedded systems fault-tolerant against transient faults [10,11]. 
Fault tolerance is a two step process. The first step is fault 
detection, indicating that somewhere in the system fault has 
occurred. The second step in the process is fault recovery, restoring 
the system from fault state to the normal state [12]. 

Today, fault tolerance is mainly achieved via hardware 
solutions. Such hardware-based solutions are hardware 
redundancy approaches to meet the requirements of the reliability. 
Such hardware redundancy techniques are expensive since they 
have to be implemented on every product produced. A commonly 
used hardware-based technique for error detection in embedded 
systems is N-modular redundancy. This technique uses N (N>2) 
parallel modules for comparing the original and redundant process 
results. This hardware redundancy technique introduces 
a 100* (N- 1)% performance and memory overhead but does 
achieve a fault coverage of 100% [12,13]. To reduce the overheads 
in hardware-based fault tolerance techniques different software-
based redundant techniques have been proposed and 
implemented [12,13]. Such software solutions would lead to a 
more cost-efficient solution in many situations. Due to its 
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flexibility and cost, software-based solutions are used in a number 
of applications. Software redundancy increases the system’s 
reliability but requires extra memory space and processing time to 
execute redundant instructions [15]. A number of software-based 
data error detection and recovery techniques have been proposed 
and implemented in literature for fault-tolerant embedded 
systems [1,7,8,12–22]. 

According to recent studies, soft errors are one of the primary 
sources of failure in embedded systems [7,16,23–25]. These soft 
errors (bit flips) may further affect the system during program 
execution, leading to a faulty system. Such bit flips have an effect 
on data flow or control flow of the program. Generally, data flow 
errors lead to corruption of variables in the program causing a 
wrong intermediate or output result. In contrast, control flow errors 
lead to a jump in the program execution order [26–29]. This review 
paper focuses on various data flow error detection and recovery 
techniques existing in literature to make embedded systems fault-
tolerant against bit flips. Since a number of data error detection and 
recovery techniques exist in literature, it is important to review and 
identify the strengths and weaknesses of each of these techniques 
for a fault-tolerant embedded system. Figure 1 gives an overview 
of the software-based data protection techniques that will be 
discussed in this paper. 

The remainder of this paper is organized as follows: Section 2 
describes and reviews the different data flow error detection 
techniques. Section 3 describes and reviews the different error 
recovery techniques. Section 4 provides future work plans and 
Section 5 concludes this paper. 

SWIFT

Data error 
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Checkpointing

Error recovery

Duplication

Full 
duplication

Selective 
duplication Rollback Roll-

forward
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• EDDDDI
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• Overhead 

reduction
• GA
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Figure 1. Overview of software-based data protection techniques. 

2. Related Work 

Soft errors usually occur due to heavy radiation, power supply 
distortion, environmental temperature fluctuations, and other fac-
tors. The introduced soft errors can corrupt the data of the program 
in execution. To counter this data corruption, a number of data 
flow error detection and recovery techniques have been proposed 
in literature [1,7,8,12–17,19–21]. In previous work [4], we listed 
several data flow error detection techniques and discussed their re-
ported results. The contribution of this review paper is 1) that we 
list not only detection techniques but also recovery techniques, 2) 
that we discuss the considered techniques more in depth and 3) that 
we give several strengths and weaknesses per technique. The pro-
vided strengths and weaknesses have been determined based on 
the technique’s inner working and reported results. By looking at 

the strengths and weaknesses of each of the technique presented 
under error detection and error recovery, one can easily identify 
the better technique immediately with clear reasoning.  

3. Data Flow Error Detection 

This section presents and reviews various existing data flow 
error detection techniques such as EDDI (Error Detection by 
Duplicated Instructions), ED4I (Error Detection by Diverse Data 
and Duplicated Instructions), Software approach, CBD (Critical 
Block Duplication), CPD (Critical Path Duplication), SEDSR 
(Soft Error Detection using Software Redundancy), Checking 
rules, GA (Genetic Algorithm) and Shoestring approach. Strengths 
and weaknesses of each of these techniques will be discussed. All 
of the presented data flow error detection techniques are software-
based. 

Duplication is the basic mechanism involved in data error 
detection techniques [4]. A number of data flow error detection 
techniques have been developed based on a unique duplication 
mechanism for better fault coverage or lower overhead in terms of 
memory consumption. The duplication can be applied at various 
levels such as a full duplication and selective 
duplication [1,4,7,8,12–15,17,18]. Full duplication techniques and 
selective code duplication techniques are discussed in Sections 2.1 
and 2.2 respectively. 

In order to evaluate the data error detection techniques, authors 
of the corresponding techniques [1,7,12–17] have chosen various 
case studies for the experiments. Bubble sort, quicksort, insertion 
sort, and matrix multiplication are the most used case studies in 
previous research in this field [13,16,17,26,30]. Of course, some 
of the techniques uses other case studies such as FFT, differential 
equation solver, mean, vortex, etc. Further, a fault injection 
mechanism has been used to inject the faults in hardened case 
studies for validation. All of the provided information in Table 1 
and Table 3 such as error detection techniques, case studies, 
injected faults, detected faults, fault coverage, performance 
overhead, and memory overhead are considered from 
literature [1,7,12 – 17]. Fault coverage, performance overhead, 
and memory overhead are defined in (1), (2), and (3). 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝐹𝐹𝑐𝑐𝑐𝑐

=
𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐 𝑐𝑐𝑜𝑜 𝑑𝑑𝑐𝑐𝐹𝐹𝑐𝑐𝑐𝑐𝐹𝐹𝑐𝑐𝑑𝑑 𝑜𝑜𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓
 𝑁𝑁𝐹𝐹𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐 𝑐𝑐𝑜𝑜 𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐𝐹𝐹𝑐𝑐𝑑𝑑 𝑜𝑜𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓

                                                     (1)   

𝑀𝑀𝑐𝑐𝑁𝑁𝑐𝑐𝑐𝑐𝑀𝑀 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑐𝑐𝐹𝐹𝑑𝑑

=
𝐹𝐹𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹 𝑁𝑁𝑐𝑐𝑁𝑁𝑐𝑐𝑐𝑐𝑀𝑀 − 𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹𝑖𝑖𝐹𝐹𝐹𝐹 𝑁𝑁𝑐𝑐𝑁𝑁𝑐𝑐𝑐𝑐𝑀𝑀

𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹𝑖𝑖𝐹𝐹𝐹𝐹 𝑁𝑁𝑐𝑐𝑁𝑁𝑐𝑐𝑐𝑐𝑀𝑀
                                           (2) 

𝑃𝑃𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐𝑁𝑁𝐹𝐹𝑖𝑖𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑐𝑐𝐹𝐹𝑑𝑑

=
𝐹𝐹𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹 𝐹𝐹𝑖𝑖𝑁𝑁𝑐𝑐 − 𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹𝑖𝑖𝐹𝐹𝐹𝐹 𝐹𝐹𝑖𝑖𝑁𝑁𝑐𝑐

𝐼𝐼𝑖𝑖𝑖𝑖𝐹𝐹𝑖𝑖𝐹𝐹𝐹𝐹 𝐹𝐹𝑖𝑖𝑁𝑁𝑐𝑐
                                                         (3)  

3.1. Full Duplication 

This section presents various existing full duplication 
techniques for data flow error detection. The basic mechanism 
involved in all of the full duplication techniques is duplicating the 
entire code and comparing the original and duplicated output to 
detect errors. Full code duplication has been performed in different 
ways for different techniques as in [7,13,15,31]. 
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Table 1. Representation of error detection technique with case studies, case studies 
length, injected faults and detected faults from literature [1,7,12–17]. 

 
Error detection by duplicated instructions 

EDDI is one of the most often used error detection techniques 
in research [12]. The EDDI technique states three different 
instructions for program execution: a master instruction (MI), a 
shadow instruction (SI), and a comparison instruction (CI) [13], as 
shown in Figure 2b. Figure 2a represents two different master 
instructions. The master instruction is the original instruction of 
the source code, while the shadow instruction is the duplicated 
instruction added to the source code. Validation of correct 
operation is accomplished by comparing registers and memory 
values of master instructions and those of shadow instructions. In 
Figure 2b, first three instructions refer to MI, SI, and CI. If there is 
any mismatch between the master and shadow output, the 
comparison instruction reports an error. To achieve the highest 
fault detection ratio, EDDI is applied at the assembly level [8,13]. 
In order to evaluate the effectiveness of the proposed technique, 
quicksort, matrix multiplication, insertion sort, and FFT were used 
as case studies.  

 ADD   R3,         R1,        R2                               
  SUB    R4,         R3,        R2 

ADD   R3,         R1,        R2               
ADD   R23,       R21,      R22             
CMP   R3,        R23,      gotoError  
SUB    R4,         R3,        R2 
SUB   R24,        R23,      R22          
CMP   R4,        R24,      gotoError 

 
a) Original instructions        b) Transformed instructions 

Figure 2. Master, shadow, and comparison instructions representation. 

Strengths 
With the final computation results from MI and SI in the 

program, the error can be detected by placing a comparison 
instruction. The EDDI technique achieves nearly 98.8% [13,16] of 

fault coverage by placing a redundant comparison instruction after 
each MI and SI in the program. The remaining percentage of 
undetected errors comes from the faults that create an infinite loop 
in the program. EDDI is one of the techniques that has highest fault 
coverage in this field. 

Weaknesses 
Since it is a full duplication technique, all of the instructions 

presented in the program need to be duplicated. Next to the original 
(MI) and duplicated (SI) instructions, a comparison instruction has 
to be placed to report errors. Since each of the original instructions 
is converted to three instructions, so performance and memory 
overhead of EDDI are 104.7% and 200% [13,16], as shown in 
Table 3.  

Error detection by diverse data and duplicated instructions 

ED4I detects errors by executing two different programs, the 
original and a transformed (duplicated) program, and comparing 
their results. The comparison gives an error if the original and 
duplicated programs do not lead to the same result. The 
transformation of ED4I  technique representation is shown in 
Figure 3, where 𝑥𝑥′ =  𝑘𝑘. 𝑥𝑥 for integer numbers is used. Where k is 
the fault detection probability of the program, x is the original 
program and 𝒙𝒙′ is the transformed program [7]. In the presented 
ED4I technique, the optimum value for k that maximizes the fault 
coverage probability is calculated. After performing the 
validations with case studies, the authors identified that k = -2 is 
the optimum value to have a maximum fault detection. EDDI and 
ED4I techniques are comparable because of their common case 
stuides. 

a = 1;
b = 5;

       i  = 0;
       c = 0; 

i < 5

c = a + i * b;
i = i + 1;

i = 2 * c;

a =  -2;
  b = -10;

      i  =   0;
      c =   0; 

i > -10

c = -2a + -2(i * b);
i = -2i + (-2);

i = -2(2 * c);

K = -2

False False

True True

 
a) Original program        b) Transformed program 

Figure 3. Original and transformed program with k = -2. 

Strengths 
The ED4I technique presents a transformation algorithm for 

the program that transforms an original program (integers or 
floating point numbers) x to a new program 𝒙𝒙′ with diverse data. 
This technique achieves a 96.1% [7,16] fault coverage when using 
the optimum value for k. This result is approximately equal to that 
of the EDDI technique, as shown in Table 3.  

Weaknesses 
As in EDDI, ED4I also needs to duplicate the entire original 

program with diverse data. This technique requires a number of 
redundant instructions for duplication and comparison, which 
causes an increment in overhead. The performance and memory 
overhead imposed by this technique is nearly 126.6% 

Error 
detection 
technique 

Case studies 
used 

Case studies 
length 

(in lines) 

Injected 
faults 

Detected 
faults 

 
EDDI 

Insertion sort 
Quicksort   

Matrix mul. 

30 
36 
47 

500 
500 
500 

495 
491 
496 

 
ED4I 

Quick sort 
Matrix mul. 

Insertion sort 

47 
36 
30 

500 
500 
500 

479 
481 
482 

Software 
approach 

Constant mod-
ulus algorithm 

 
20 

 
19520 

 
19520 

 
CBD 

Bubble sort 
Matrix mul. 
Quick sort 

25 
36 
47 

784 
784 
784 

615 
561 
553 

 
CPD 

Differential 
equation solver 

 
30 

 
784 

 
575 

 
SEDSR 

Bubble sort 
Matrix mul. 
Quick sort 

25 
36 
47 

1000 
1000 
1000 

950 
940 
956 

Checking 
rules 

Bubble sort 
Matrix mul. 
Dijkstra’s 

25 
36 
19 

10000 
10000 
10000 

9560 
9600 
9350 

 
GA 

Bubble sort 
Regression 
Quicksort 

25 
23 
47 

40000 
40000 
40000 

32800 
32000 
33600 

 
Shoestring 

Vortex 
Crafty 
Gap 

SPEC2000 
benchmark 

suit 

12000 
12000 
12000 

11050 
6000 
9000 
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and 160% [16], as given in Table 3. ED4I transformation is only 
good for either integers or floating point numbers, but not for both. 
For example, if a program has mixed data types such as floating 
point numbers and integers, in that case, we need multiple 
transformations with different k values for each type. The 
drawback of such a multiple transformations is that it will 
introduce a more performance and memory overhead. 

Detecting soft errors by a pure software approach 

The error detection mechanism in the proposed technique is 
based on a set of transformation rules. These transformation rules 
are classified into three basic groups: 1) error affecting data, 2) 
error affecting basic instructions, and 3) error affecting control 
instructions to detect the errors [31]. Error affecting data rules are 
used to detect data flow errors, whereas error affecting basic and 
control instructions rules are used for control flow error detection. 
In error affecting data, the motive is to identify and define a 
dependency relationship between variables of the program. 
Furtherly, classifying them into intermediary variables and final 
variables based on their role in the program [31]. From Figure 4a, 
variables x, y, and z are classified as intermediary variables, which 
are used for other variables operation. Whereas variable P is 
classified as a final variable, which does not participate in any 
operations. After each write operation to the final variables, both 
original and duplicated values are compared for a consistency 
check, if any inconsistency is identified an error detection 
procedure is activated. By applying the different transformation 
rules to each of the original variables, this technique is able to 
detect errors that occur in data, basic instructions, and control 
instructions.  

x = z + y

P = x + y*2

 x1 = z1 + y1
 x2 = z2 + y2

P1 = x1 + y1*2
P2 = x2 + y2*2

P1 == P2

Error

True False

 
a) Original program        b) Transformed program 

Figure 4. Transformations rules targeting error affecting data in a sample program 
[31]. 

Strengths  
The presented technique is mainly based on a set of 

transformation rules. Error affecting data rules are used to detect 
data flow errors with full duplication scheme. Fault coverage 
achieved with this technique is 100% [31], because of duplicating 
the entire program and comparison after each write operation to 
the final variables. Software approach is one of the techniques that 
has highest fault coverage in this field. 

Weaknesses 
Usage of more redundant instruction for duplication and the 

comparison lead to increase in overhead. The appeared 

performance and memory overhead in this technique are 244% 
and 362% [31], as shown in Table 3. 

3.2. Selective Duplication 

This section presents a number of existing selective code 
duplication techniques for data flow error detection. The main 
difference with full duplication techniques is that selective 
duplication techniques first analyze the program to detect the most 
important parts and only duplicate those important parts. Defining 
and identifying the important part of a program can be done in 
different ways, leading to different techniques [1,12,14–17]. 

Error detection by critical block duplication 

The presented selective code duplication technique is named 
CBD. The CBD technique follows three different steps to detect 
data flow errors. The first step is, to identify the critical blocks in 
the control flow graph. These critical blocks are the most 
vulnerable in the program because its output has an influence on 
the other blocks. The second step is to duplicate the identified 
critical blocks. The final step is to compare the original and 
duplicated critical blocks to detect errors. The authors of this 
proposed technique introduced a simple way for critical block 
detection from the example of control flow graph, as shown in 
Figure 5. A block that has the most number of outgoing edges to 
the other blocks in the control flow graph is considered, as a 
critical block [12]. In Figure 5, block 1, has three outgoing edges 
to the other blocks, whereas others have less than three. In this 
case, the highlighted block 1 is identified as a critical block. 
Furthermore, the critical block, block 1, is duplicated and 
compared to the original block. If any mismatch is identified 
between the original and duplicated instructions, it will report an 
error. 

Strengths                                                                                                 
In Section 2.1, we have reviewed various full duplication 

techniques and their advances in fault coverage. But, because of 
increased performance and memory overhead, it seems that full 
code duplication is not a good option. Limiting the code 
duplication scope is useful in real-time and general purpose 
applications where cost is the primary factor. In CBD, performance 
and memory overhead are decreased because they use less 
redundant instructions for duplication and comparison. The 
appeared performance and memory overhead in this technique 
are 50% and 101.6% [12], as shown in Table 3.   

Weaknesses 
With regards to CBD, redundant instructions are inserted only 

in the critical block, so there is a possibility of missing undetected 
errors in other blocks leads to a reduction in fault coverage. The 
achieved fault coverage with CBD technique is only 73.5% [12]. 
Another major drawback of this technique is that it is a compiler 
and/or case study dependent and could just act as a full duplication 
technique. For example, let's consider a control flow graph with 8 
basic blocks, 5 of them have two outgoing branches and other 3 
have only one. Since 5 of them are critical blocks, they are 
expected to have at least 80% of the code. Such a control flow 
graph with CBD approach is duplicating 80% of the original 
program.                                                           
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Figure 5. Example of control flow graph with CBD [12]. 

Error detection by critical path duplication 

In this CPD technique, the data flow graph is used instead of 
using the control flow graph. The data flow graph is used to derive 
the interconnection of variables and their dependencies and effects 
on each other. In a data flow graph example, nodes represent the 
operands and vertices represent the variables of the program, as 
shown in Figure 6 [14]. The basic idea behind this technique is to 
identify and duplicate the critical path in the data flow graph. The 
first step is, to identify the critical path in the data flow graph. The 
authors of [14,17,32] who proposed CPD technique introduced a 
simple principle for critical path detection. The longest path in the 
data flow graph is considered as a critical path because of the great 
possibility of error occurrence on that long path. According to the 
principle proposed by the authors, the longest path in the data flow 
graph is identified and kept in the box, as shown in Figure 6. Next, 
the identified critical path will be duplicated and the comparison 
instructions will be placed after each write operation in the final 
variables. If the final variables in the program are not equal to each 
other, it reports an error.  

1 2 6 9

* * -

+
+

10

X

Y

7

128

14

 
Figure 6. Example of data flow graph with CPD [14]. 

Strengths 
With regard to CPD, only instructions presented in the critical 

path are duplicated to detect the data flow errors with minimum 
overhead. In CPD, performance and memory overhead are 
decreased because they use less redundant instructions for 
duplication and comparison. The appeared performance and 
memory overhead in CPD are 60% and 103% [14], as shown in 
Table 3. 

Weaknesses 
As far as CPD is concerned, redundant instructions are inserted 

only in the critical path, so there is a possibility of missing out on 
the undetected errors in the other small paths in the data flow 
graph. This lead to reduce in a fault coverage. Fault coverage 
achieved with CPD is only 73.3% [14]. In CPD, creating a data 
flow graph is much harder in assembly than C and C++. It is also 
difficult to perform the duplication and maintain the control flow 
graph in order when only data flow graph is given.                                                               

Soft error detection using software redundancy 

This technique is named SEDSR. In this technique, the critical 
block is duplicated as in CBD. As in [12,17], the critical block is 
the block with the most number of outgoing edges to the other 
blocks in the control flow graph, as shown in Figure 5. In this 
technique, critical block variables are further divided into two 
categories: (1) middle variables: important in computing the other 
variables and (2) final variables: they don’t perform any 
computations [17]. In the critical block, a redundant comparison 
instruction is placed after the final variables to compare these 
parameters in original and duplicated blocks. Figure 7a represents 
the sample (original) program of the critical block and variables 
a, b, and c are considered as the middle variables and d is 
considered as the final variable. Figure 7b is the duplicated version 
of a sample program with comparison instruction for the critical 
block. If any mismatch between original and duplicated variables 
is identified during the comparison, an error is reported and the 
program execution is halted. SEDSR and CBD techniques are 
comparable because of their common case studies.                                                                                                  

c = f(b)

a = b + c

d = b-a*c

c1 = f(b1)
c2 = f(b2)

a1 = b1 + c1
a2 = b2 + c2

d1 = b1-a1*c1
d2 = b2-a2*c2

If(d1 != d2)
Error

 
a) Sample program                  b) Duplicated program 

Figure 7. Sample program of critical block with duplication and comparison [17]. 

Strengths 
SEDSR is one of the critical block duplication techniques. In 

comparison with CBD, in this technique, the critical block 
variables are not directly duplicated but furtherly classified into 
two types such as middle variables and final variables. In SEDSR, 
by placing a comparison instruction after writing to the classified 
final variables detect a lot of errors. Fault coverage achieved with 
this technique is 94.85% [17], which is increased in comparison to 
the CBD, as shown in Table 3. 
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Weaknesses 
As in CBD, this technique also considers only the critical block 

with further improvements in the process over CBD, as mentioned 
in strengths. At the same time, performance and memory overhead 
are increased because of placing extra comparison instructions. 
The imposed performance and memory overhead in SEDSR 
are 112.3% and 134.6% [17], they are increased in comparison to 
the CBD. Since SEDSR has a similar kind of duplication 
mechanism as in CBD, this technique is also a compiler and/or 
case study dependent and could just act as a full duplication.  

Overhead reduction in data- flow software-based fault toler-
ance techniques 

The aim of this technique is to provide low overhead with the 
same level of reliability as in EDDI, ED4I , and Software 
approach [7,13,31]. This technique provides an alternative 
implementation of software-based techniques. The alternative 
overcomes the drawback of the massive overhead introduced by 
other techniques for soft error detection. In the presented 
technique, a set of rules for the data protection are explained as 
shown in Table 2 such as, 1) global rules: each register used in the 
program should have its replica, 2) duplication rules: (a) 
duplicating all instructions except branches, (b) duplicating all 
instructions except branches and stores, and 3) checking rules: to 
compare the values of a register with its replica at different 
positions [15]. Such rules are applied to various methods with the 
choice to detect the errors. Table 2 explains the purpose of each 
rule. Checking rules (overhead reduction), EDDI, and ED4I 
techniques are comparable because of their common case studies.  

Table 2. Checking rules description [15]. 

 

Strengths 
Different methods are implemented in this technique by 

considering the choice of duplication and checking rules, as shown 
in Table 2. A couple of methods have equal fault coverage with 
changes in overhead. Selecting the right checking rules is 
important because they have an influence on fault coverage and 
overhead. The method with highest fault coverage and lower 
overheads is considered as the best method. In this technique, the 
best method has a fault coverage of 95% with performance and 
memory overhead of 72.3% and 82% [15]. The appeared 
performance and memory overhead in this technique are decreased 
in comparison to the EDDI, and ED4I techniques, as shown in 
Table  3.  

Weaknesses 
Compared to full duplication error detection techniques such 

as EDDI, and ED4I , this technique has slightly reduced fault 
coverage. Fault coverage achieved with this technique is 95% 
because of using less number of redundant instructions with the 
choice of checking rules in comparison to the EDDI and 
ED4I techniques. 

Method for hardening a program against soft error using ge-
netic algorithm 

In this technique, GA has been used to identify the most 
vulnerable blocks of the program through input data [16]. The 
identified vulnerable blocks have to be strengthened against errors 
through duplication and comparison. The proposed technique 
follows three different steps to detect errors as shown in Figure 8. 
Those three steps are, 1) preprocessing of the input program: with 
regard to the results obtained from the related researchers such 
as [33,34], a considerable number of program instructions does not 
have any effect on the program output results. This step includes a 
method called program slicing [35], which eliminates some of 
those instructions that do not have an impact on the program output 
results. The first step improves the speed of proposed GA in the 
second step, 2) identifying the most vulnerable blocks: GA has 
been proposed to identify vulnerable blocks. GA takes the source 
code of the program as an input to find out the smallest subset of 
the basic blocks which are more vulnerable. The most vulnerable 
blocks are identified based on initial population, selection, 
crossover, mutation, evaluation, and replacement processes 
introduced in GA, as clearly explained in [16], and 3) 
strengthening the identified vulnerable blocks: based on the 
required level of reliability, most vulnerable blocks in the program 
are strengthened against errors [16], is shown in Figure 8.  

Preprocessing of 
the input 
program 
(Slicing)

Identifying the 
vulnerable 

blocks by the 
GA

Strengthening 
the identified 

vulnerable 
blocks

Sliced
 program

Vulnerable 
blocks

 of the program

Step 1 Step 2 Step 3

Input
data

Original
Program
C/C++

 
Figure 8. Representation of proposed method [16]. 

Strengths 
Due to initial preprocessing and then selective vulnerable block 

duplication and comparison, the presented technique uses a less 
number of redundant instructions. Usage of a less number of 
redundant instructions decreases its performance and memory 
overhead. Performance and memory overhead presented in this 
technique are 24.3% and 60.3% [16]. 

Weaknesses 
As other selective duplication techniques presented in this 

section, this technique considers only the most vulnerable blocks 
in the program for duplication. By duplicating only the vulnerable 
blocks in the program, most of the faults can be detected but not 
all. There is a possibility of undetected errors in the other normal 
blocks which lead to a reduction in fault coverage. Fault coverage 
achieved with this is technique is 82% [16].  

Shoestring: Probabilistic soft error reliability 

In the program, any instruction that can potentially influence 
global memory is considered as a high-value instruction [1]. In 
fact, if it consumes a wrong input, they are likely to produce 
outputs that result in user-visible corrupted results. In this 

Global rules  (Valid for all techniques) 
G1 Each register used in the program has a spare register as a 

replica 
Duplicated rules Performing the same operation on the registers replica 

D1 All instructions except branches 
D2 All instructions except branches and stores 

Checking rules Compare the value of a register with its replica 
C1 Before each read on the register 
C2 After each write on the register 
C3 Before loads, the register that contains the address 
C4 Before stores, the register that contains the data 
C5 Before stores, the register that contains the address 
C6 Before branches 
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technique, high-value instructions are defined as the most 
vulnerable instructions and will have a huge impact on program 
output. Shoestring technique contributes in different issues for 
detecting the errors. Such issues are: 1) a transparent software 
solution for addressing soft errors, 2) a new reliability-aware 
compiler analysis, and 3) a selective instruction duplication that 
leverages compiler to identify and duplicate a small subset of 
vulnerable instructions [1]. Code duplication begins by selecting a 
single high-value instruction, from the set of all high-value 
instructions in the program. The selected single high-value 
instruction then proceeds to duplicate and then compare with 
comparison instruction. Duplication process is terminated when no 
more producers exist for duplication or the producer is already 
duplicated. Then the inserted comparison instructions are used for 
checking the errors. In Figure 9, the shaded parts represent the 
code duplication chains and the dashed circles indicate high-value 
instructions. 

Strengths 
Shoestring is a minimally invasive software solution, which 

results in very low overhead. Since duplicating and comparing 
only high-valued instructions, less number of redundant 
instructions are used which leads to decrease in overhead. 
Performance and memory overhead introduced in this technique 
are 20.16% and 40% [1], these are better than any other techniques 
in this field. 

Weaknesses 
Shoestring approach initially identifies the most unsafe 

instructions, as high-value instructions. Only duplicating and 
comparing the high-valued instructions, produce better overhead. 
At the same time, fault coverage is reduced because of possible 
undetected errors in the unduplicated instructions. Fault coverage 
achieved with this technique is 80.6 [1]%.   

S
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Figure 9. Example of data flow graph illustrating shoestrings code duplication 

chains [1]. 

4. Error Recovery 

Error recovery techniques have been implemented to recover 
from the identified errors to keep systems in an error-free state with 
minimum overhead. Error recovery is generally based on the 
checkpointing concept [19–21,36]. Checkpoints are saved at 

regular intervals in the program based on the program execution 
behavior. 

This section presents and reviews general checkpointing 
techniques for rollback error recovery and roll-forward error 
recovery. Strengths and weaknesses of rollback and roll-forward 
error recovery policies with checkpointing techniques are 
discussed. 

4.1. Rollback Error Recovery 

Rollback error recovery is one of the most used error recovery 
policies to recover the errors by using the checkpointing 
techniques in embedded systems. Bashiri, et al. propose a 
checkpointing technique for rollback error recovery. In rollback 
error recovery, in the case of an error, the processor state is restored 
to the error-free state with lower overhead [21]. In general, cost, 
performance, and memory overhead are primary factors for any 
error recovery technique. 

The primary step for developing an error recovery technique is 
defining the correct error model. In [21], the proposed technique is 
based on control flow error model. During compilation time, the 
program is partitioned into basic blocks. The basic block is a set of 
instructions in a program without a jump instruction. Thereafter, 
an error detection mechanism needs to be added to the basic blocks 
presented in the program. Figure 10 shows the example of placing 
checkpoints in the control flow graph of the program. Usually, the 
checkpoint is stored in memory for rolling back the system with an 
immediate effect whenever an error is detected. Such a memory 
must be a fault-tolerant memory. The checkpoint contains the 
content of the registers, stack pointer and memory locations like 
stack region, constants, and variables [21]. For the considered 
benchmark programs such as bubble sort, matrix multiplication, 
and linked list copy, a checkpoint capturing is inserted to each of 
the basic blocks individually. 

For example, a control flow graph is constructed with six 
blocks based on the program. Then checkpoints are added to the 
blocks based on the program execution order as shown in 
Figure 10. Since there will be a possibility of error occurrence 
before the first checkpoint location, it is mandatory to put a 
checkpoint at the beginning of the program. Remaining 
checkpoints are placed at the locations based on the program's 
vulnerability. In Figure 10, locations of the second and third 
checkpoints contain the vulnerable information. During the 
program execution time, whenever an error is detected, a detection 
mechanism informs the recovery routine and recovery routine 
recovers the error from the previously restored checkpoint. To 
evaluate the presented checkpointing technique, a pre-processor 
has been implemented that selects and adds the checkpoints to 
blocks [21]. 

Strengths  
Bashiri, et.al, proposes a general checkpointing technique for 

rollback error recovery to recover from detected errors. The 
advantage of rollback error recovery is that if the error is detected, 
the processor state is restored into error free state without using the 
spare processor. The number of redundant instructions needed for 
rollback error recovery is very low. In the presented checkpointing 
technique for rollback error recovery,  appeared memory overhead 
is low and also a cost efficient. 

Weaknesses 
In the presented checkpointing technique for rollback error 

recovery, whenever an error is detected, immediately the system 
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must rollback to its previous checkpoint of the corresponding 
program. Due to the fact that considerable time overhead is the 
main drawback of the rollback error recovery, as shown in Table 4. 
This technique is not fit for the typical time critical applications. 

1

3

2

4

6

5

First checkpoint capturing

Second checkpoint 
capturing

Third checkpoint capturing  
Figure 10. Periodic checkpointing representation in control flow graph. 

4.2. Roll-Forward Error Recovery 

Roll-forward error recovery is another error recovery policy to 
recover the errors. Roll-forward schemes are developed to increase 
the possibility that a given process completes within a given time. 
In that case, a couple of roll-forward schemes uses a spare 
processor for removing the rollback to save the time. At the same 
time, in time critical applications, redundancy is an important 
factor to consider because of cost, power, memory, and other 
factors. However, both schemes for roll-forward recovery with and 
without spare processor are discussed in this section. 

Roll-forward recovery with dynamic replication checks (with 
spare processor) 

The presented roll-forward recovery scheme uses dynamic rep-
lication checks to detect errors and is named RFR-RC (Roll-For-
ward Recovery with dynamic Replication Checks). This scheme is 
organized based on the isolated checkpoint intervals. For any iso-
lated checkpoint intervals, a task is executed on two independent 
processors such as processor P1 and processor P2 as shown in Fig-
ure 11 [20]. In the presented scheme, at every checkpoint, the 
duplicated task records its state in the storage and the recorded state 
is forwarded to the checkpoint processor. Thereafter, at the end of 
the checkpoint interval, the checkpoint processor compares the two 
states from the processors. If the compared checkpoint states 
match with each other, the checkpoint will be committed and both 
the processors P1 and P2 continue their executions into the next 
checkpoint interval [20,21]. During the comparison, if any 
mismatch is detected, a validation step starts immediately. During 
the validation process, processors P1 and P2 continue their 
execution. At the same time, a spare processor is occupied to retry 
the last checkpoint interval using the previously committed 
checkpoint. Once the spare processor is ready with its process, the 
state is compared with the previous states of processors  P1 and P2. 
The faulty processor among two processors such as P1 and P2 will 
be identified after this comparison. Then the identified faulty pro-
cessor state will be made identical to that of the other processor. 
Now, both processors duplicating the task need to be in the correct 

state. As from the assumption [20] of single independent faults, a 
further validation process is not required. 

Strengths  
In the presented RFR-RC scheme, a spare processor is used to 

save time. With an extra processor, there is no need of rolling back 
to restore the system from error state. In RFR-RC, during the 
validation, the spare processor is used to identify the faulty 
processor and recovery action will be taken immediately. 
Appeared time overhead in RFR-RC scheme is decreased in 
comparison to the rollback scheme and RFR-BC scheme, as shown 
in Table 4.  

Weaknesses 
Because of using a spare processor to avoid the rollback, the 

cost is getting high. Memory overhead appeared in this technique 
is increased in comparison to the rollback recovery scheme.    

Processor P1

Processor P2

Copy state from 
P1 to P2

Validation step

Isolated checkpoint intervals

Comparison

Comparison

Copy

Spare 
processor

Different 
checkpointsA fault

 
Figure 11. Roll-forward recovery in RFR-RC scheme [19,20]. 

Roll-forward recovery with behaviour-based checks (without 
spare processor) 

In order to avoid the rollback, self-checks have been inserted 
to identify the faulty processors [20]. Such a self-detection 
methods are behaviour-based checks, such as control flow 
monitoring, detecting an illegal instruction, and memory 
protection. In [20,37], a new scheme has been proposed and 
implemented for roll-forward recovery named RFR-BC (Roll-
Forward Recovery with Behavior based Checks). The proposed 
scheme uses a process pair approach to avoid the rollback to reduce 
the time. The intuitive idea presented in this scheme is, whenever 
an active task fails, the spare task becomes active to provide the 
necessary services [20]. The information sending through the 
active and spare task do not differ. However, information passing 
through the spare task need to be verified by the acceptance test 
before sending. Thereafter, the states of two processors 
(processor1 and processor 2) are verified at the end of a checkpoint 
interval to declare passing the test is committed, as shown in 
Figure 12.  

Basically, acceptance test for sending the information validates 
a couple factors such as timing, coding, reasonableness, structural 
and diagnostic checks [20,38]. In the presented scheme, 
checkpointing is used for fault identification and roll-forward error 
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recovery. Whenever a faulty processor is located, then its state is 
made identical to the checkpoint state of the error-free processor. 
Because of this, both processors (processor1 and processor 2) will 
be in the correct state at the beginning of the next checkpoint 
interval. Figure 12 demonstrates the REF-BC scheme. 

Strengths 
RFR-BC scheme in roll-forward recovery does not need a 

spare processor as in RFR-RC to avoid rollback. In the RFR (Roll-
Forward Recovery) schemes, the continuity of the executing 
program will be maintained so that the recovery delay will be 
removed [20,21]. The advantage of RFR-BC scheme is that time 
overhead is decreased in comparison to the rollback scheme, as 
shown in Table 4. It is also a more cost efficient solution compared 
to RFR-RC because of no spare processor.  

Table 3. Results of the presented data error detection techniques from literature 
[1,7,12–17]. 

 

Table 4. Results of the presented error recovery techniques from 
literature [19– 21,36]. 

Method Time overhead 
Rollback recovery 31.1% 
Roll-forward recovery (RFR-RC) 1.23% 
Roll-forward recovery (RFR-BC) 2.08% 

 

Weaknesses 
In the RFR-BC, appointed self-check detection has an 

inaccurate error coverage and can't detect certain types of faults 
such as faults causing infinite looping. Time overhead with 

RFR- BC scheme is increased in comparison with the RFR-RC 
scheme for roll-forward recovery. 

Processor P1

Processor P2

Copy state 
from P1 to P2

Different 
checkpointsA fault

(Pass tests and 
commited)

Checkpoint intervals

Fail the test Pass the test

 
Figure 12. Roll-forward recovery in RFR-BC scheme [19,20]. 

Table 5. Strengths and weaknesses comparison of error detection methods. 

 

Error 
detection 
technique 

Case studies 
used 

Fault 
coverage 

(%) 

Performance 
overhead 

(%) 

Memory 
overhead 

(%) 
 

EDDI 
Insertion sort 

Quicksort   
Matrix mul. 
(Average) 

99 
98.2 
99.2 

(98.8) 

113.90 
89.3 
111.1 

(104.7) 

200 
200 
200 

(200) 
 

ED4I 
Quicksort 

Matrix mul. 
Insertion sort 

(Average) 

96.4 
95.9 
96.2 

(96.1) 

110 
133 
137 

(126.6) 

164 
170 
146 

(160) 
Software 
approach 

Constant mod-
ulus algorithm 

 
100 

 
244 

 
362 

 
CBD 

Bubble sort 
Matrix mul. 
Quicksort 
(Average) 

78.54 
71.53 
70.57 
(73.5) 

51 
57 
42 

(50) 

94 
109 
102 

(101.6) 
 

CPD 
Differential 

equation 
solver 

 
73.3 

 
60 

 
103 

 
SEDSR 

Bubble sort 
Matrix mul. 
Quicksort 
(Average) 

95.01 
93.95 
95.59 

(94.85) 

112 
121 
104 

(112.3) 

127 
146 
131 

(134.6) 
 

Checking 
rules 

Bubble sort 
Matrix mul. 
Dijkstra’s 
(Average) 

95.6 
96 

93.5 
(95) 

70 
82 
65 

(72.3) 

82 
89 
75 

(82) 
 

GA 
 

Bubble sort 
Regression 
Quicksort 
(Average) 

82 
80 
84 

(82) 

23 
24 
26 

(24.3) 

64 
57 
60 

(60.3) 
 

Shoestring 
Vortex 
Crafty 
Gap 

(Average) 

92 
75 
75 

(80.6) 

12 
24 

24.5 
(20.16) 

31 
48 
41 

(40) 

Error  
detection 
technique 

Strengths Weaknesses 

EDDI The EDDI technique achieves 
high fault coverage by placing a 
comparison instruction after 
each MI and SI in the program. 

Each of the original 
instruction is converted into 
three instructions, so 
performance and memory 
overhead is increased. 

ED4I This technique achieves a high 
fault coverage when using the 
optimum value for k.  

Good for either integers or 
floating point numbers, but 
not for both.  

Software 
approach 

Fault coverage achieved with 
this technique is very high 
because of duplicating the entire 
program.  

More number of required 
instructions for duplication 
and comparison lead to 
increase in overhead.  

CBD Performance and memory 
overhead are decreased because 
they use less redundant 
instructions for duplication  

This technique is  a compiler 
and/or case study dependent 
and could just act as a full 
duplication technique.  

CPD Due to less number of instruc-
tions required for duplication, 
performance and memory over-
head is decreased. 

In CPD, creating a data flow 
graph is much harder in 
assembly than C and C++.  

SEDSR In SEDSR, by placing a 
comparison instruction after 
writing to the classified final 
variables detect a lot of errors.  

This technique is also a 
compiler and/or case study 
dependent and could just act 
as a full duplication.  

Checking 
rules 

The appeared performance and 
memory overhead in this 
technique are decreased in 
comparison to the EDDI, and 
ED4I techniques.  

Fault coverage achieved with 
this technique is reduced 
because of using less number 
of redundant instructions with 
the choice of checking rules. 

GA Because of selective vulnerable 
block duplication, the presented 
technique uses a less number of 
redundant instructions. 

There is a possibility of 
undetected errors in the other 
normal blocks which lead to a 
reduction in fault coverage.  

Shoestring By duplicating and comparing 
only high-valued instructions, 
leads to decrease in overhead. 

Fault coverage is reduced 
because of the possible 
undetected errors in the 
unduplicated instructions.  
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Table 6. Strengths and weaknesses comparison of error recovery methods. 

 
5. Future Work 

The strengths and weaknesses given in this paper for each tech-
nique were determined theoretically, by analyzing the technique 
and determining what data flow errors they detect, which they ne-
glect and which overhead the techniques introduce. 

To guide researchers and embedded systems engineers, we will 
perform an experimental comparison of the mentioned techniques. 
This experimental comparison will allow to evaluate the tech-
niques on the same base: same hardware, same case studies, and 
same fault injection process. We’ll perform this comparison both 
for data flow detection techniques and data flow recovery tech-
niques. The outcome of the experimental comparison will allow 
other applicants of the techniques to quickly determine which ex-
isting technique is the best, in general or for their application. 

Finally, we’ll use the gathered data from the experimental com-
parison to develop a technique that can detect and recover from 
data flow errors, without introducing abnormal overhead. 

6. Conclusions 

This review paper lists and reviews various data flow error 
detection and recovery techniques existing in literature in the field 
of embedded systems. Each of the considered data error detection 
and correction technique has been discussed in terms of strengths 
and weaknesses. The discussion is summarized in Tables 5 and 6. 

After thoroughly reviewing the strengths and weaknesses of 
error detection techniques, we have found that some of the 
techniques such as 𝐸𝐸𝐸𝐸4𝐼𝐼, EDDI and Software approach are good 
for fault coverage but come with high overhead both in memory 
and performances. On the other hand, some other techniques such 
as CBD, CPD, GA and Shoestring are good for overhead but come 
with a reduction in fault coverage. At the same time, there exist a 
couple of techniques such as SEDSR and Checking rules which are 
good for fault coverage with satisfactory overhead.  

As error recovery is concerned, based on the identified 
strengths and weaknesses from the methodology, we have found 
that checkpointing technique for rollback error recovery is better 
if memory overhead is the main concern. Checkpointing technique 
for roll-forward error recovery schemes are better if time overhead 
is the main concern. 
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Strengths Weaknesses 

Rollback 
error  

recovery 
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processor state is restored into 
error free state with out using 
spare processor. 

Time overhead is the main 
drawback of the rollback error 
recovery, because of its 
rollback. 

 RFR-RC Time overhead in RFR-RC 
scheme is decreased. 

Usage of a spare processor to 
avoid the rollback, the cost is 
getting high. 

 RFR-BC RFR-BC scheme in roll-forward 
recovery does not need a spare 
processor as in RFR-RC to 
avoid rollback. 

Self-check detection has an 
inaccurate error coverage and 
can't detect certain types of 
faults. 
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 The paper presents a prototype Head Up Display interface which acts as an interactive 
infotainment system for rear seat younger passengers, aiming to minimize driver 
distraction. The interface employs an Augmented Reality medium that utilizes the external 
scenery as a background for two platform games explicitly designed for this system. 
Additionally, the system provides AR embedded information on major en route landmarks, 
navigational data, and local news amongst other infotainment options. The proposed design 
is applied in the peripheral windscreens with the use of a novel Head-Up Display system. 
The system evaluation by twenty users offered promising results discussed in the paper.  
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1. Introduction  

Head-Up Display (HUD) interfaces are currently emerging as 
an increasingly viable alternative to traditional Head-Down 
Displays (HDD). HUDs present fresh opportunities for the 
presentation of information using symbolic and/or alphanumeric 
representation. By occupying larger estate directly on the driver’s 
field of view, they can provide crucial information swiftly and 
without distracting the driver. As such they can enhance 
significantly a driver’s information-retrieval capacity and 
response times in near collision situations [1,2,3].  

Prototype HUD design interfaces and devices have 
significantly mitigated this issue of the driver’s attention being 
diverted from his/her field of view, as shown in previous studies 
[3,4 & 5]. Yet, the requirements of the passengers' user group have 
not been adequately explored. In particular, rear seat passengers, 
specifically children, can seek to attract their parents' attention 
during long distance trips or whilst commuting. Such actions have 
a detrimental impact on the driver's attention, and could 
potentially lead to an accident. A UK survey that collected 2000 
British parents' opinion about their children's behaviour whilst 
they were driving reported findings of around 62% of the parents 
feeling more at ease without their children in the car, 43% feeling 
tense and irritated with their children, and about 55% admitting 

that they were prone to losing their temper while driving long 
distance [6]. Furthermore, some parents used mirrors, not to check 
external road conditions, but to glance at and check their 
children’s behaviour in the back seat.  

This action could lead to hazardous driving and could 
potentially cause traffic collisions [7,8]. In light of the 
aforementioned facts and observations this project aims to collate 
and explore the current state of technology in infotainment car 
devices, as a base for launching the design and evaluation of the 
Human-Computer Interaction (HCI) for applications to rear-side 
HUD displays. The latter would enhance passenger’s 
entertainment in the vehicular environment and provide visual 
and auditory information regarding the external environment. The 
utilization of HUD draws from our previous experiments with 
collision avoidance interfaces that achieved significant results 
towards the reduction of the collision probability in adverse 
weather conditions [4,5,9]. 

Overall, the paper is structured as follows: The paper 
introduces the target group and current driver distraction issues. 
The above form the framework requirements used for the 
development of the proposed HUD interface. In turn the paper 
presents a description of the proposed system and related design 
considerations. The evaluation process and results of twenty users 
are discussed. Finally, conclusions are summarized and a future 
plan of work is presented.   
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2. Current In-Vehicle Distraction Issues and Solutions 

Previous studies have observed that long-distance journeys in 
a car, constrain family members in the confined vehicle space for 
extensive periods of time. Typically, the adult members of the 
family are trying to keep the younger passengers occupied through 
various activities such as chatting, singing songs or playing on 
mobile phones [7]. Adults and children, however, frequently have 
different expectations during travel time, with children being 
inclined to expect the time to be enjoyable and playful, whilst 
adults prefer it to be relaxing and quiet [7]. Children usually start 
becoming bored and losing interest after about 30 minutes of long 
distance driving, resulting in negative feelings of parents as noted 
above, with 60% of parents dealing with these situations by lying 
about the journey time and 70% choosing to buy food and drinks 
in an attempt to divert attention and thus resolve the situation [6]. 

Despite of these, recent studies also demonstrate that an 
increasing number of families with dependent children choose to 
take their children to school by car or to travel long distances with 
the family [7,8]. 

 Evidently the in-vehicle interactions between the passengers, 
particularly the younger ones, can distract a driver’s attention and 
increase dramatically the collision probability. As such, the 
following section will present a potential solution to this issue that 
could be mutually beneficial for both the driver and passengers.  

A number of electronics and automotive manufacturers have 
made tentative plans and experiments in order to maintain the rear 
passengers occupied during long distance traveling or commuting. 
Early examples include "Backseat Playground" designed in 2009 
by Mobility Studio in Sweden. The game aims to improve the 
travel experience for the passengers. The most significant feature 
of the game was to combine the game’s sounds with the actual 
travel location sounds, to enhance the experience of the game, and 
many participants pointed out that this feature was so vivid that it 
made them confuse the virtual game with the actual geographical 
location. Hardware including a pocket PC, microphone, 
magnetometer, gyroscopes, headphones, laptop, GPS and 
wireless LAN were used to achieve this feature [10].  

The game utilizes landmarks and transforms then into an 
imaginary land occupied by virtual creatures and treasures. The 
system utilizes a gaming device which operates by pointing it 
towards road objects as they pass by. The players can play 
individually or collaborate with other players in meeting road 
traffic.  Although it has many mini stories, the whole game is more 
suitable for travelling for a short time, with an increase in distance 
travelled leading to the story becoming more unclear and 
potentially confusing [10].  

In 2011 "nICE" was designed by a German University aiming 
to increase the communication experience during travel time. This 
application was specially designed for BMW; in 2008 BMW 
already had some in-car entertainments devices, such as DVD, TV 
and music. This game uses headphones (for the driver who can 
decide to join in or not) and two touch pads (for front and back 
seat passengers or children) to play and which can link with each 

other with a wireless connection. The game is a picture puzzle 
game; there are pictures in the application album, and the 
passenger can randomly choose one and begin the game. Each 
picture has a missing part and the player needs to solve the mini 
puzzle game to earn these missing parts, for instance, a music quiz, 
drawing pictures and a labyrinth game. Passengers can choose 
particular mini game which they are good at, and win the game as 
a team [11]. 

In 2013, "Mileys" was developed as an in-vehicle game 
designed particularly for families traveling long-distance journeys 
[7]. The aim of the game was to educationally enrich the driving 
time by providing geographical and location orientated 
information. The game employs AR technology, GPS, radar and 
mobile phone interaction in order for users to present and access 
the provided information. In the game, parents can see the location 
of the character Miley, which they can position de novo at a 
location or find Mileys already planted or dropped by other people. 
At the same time, children use a radar device to search different 
positions in order to find the exact location and in the process, talk 
to their parents. When the family reach the location, children can 
use the phones to pick up Miley and a secondary objective is to 
keep the character's health high with safe and steady driving. 
Once/if the health runs out, the children will get their final score 
and the character Miley will be dropped and wait for the next 
player to pick it [7].  

3. Head-Up Display vs Head-Down Display  

The HUD systems typically comprise a projection unit 
embedded on the vehicle dashboard. The projected image is in 
turn inverted with a set of mirrors directly positioned in front of 
the projector, and reflected on the windshield area. The area of the 
windscreen that receives the projection is covered with a 
transparent surface, namely the combiner, which enables the 
correct depiction of the projected colours and shapes. Depending 
on the system calibration, the image can be superimposed on the 
environment, seemingly appearing at approximately 1.5m to 2.5m 
ahead of the windscreen [12, 13]. This is deemed as an ideal 
projection distance in order to avoid the cognitive capture effect 
which forces the human eye to focus between two different layers, 
that in turn results in degradation of human attention and 
performance [14,15].  Evidently, the HUD systems adhering to 
the aforementioned design requirements can improve 
significantly the driver’s response times in accident situations 
[1,2, 9, 13,15].   

In contrast the information depicted on the vehicle’s 
dashboard is known as Head-Down Display (HDD). The HDD by 
default, forces the user to take their eyes from the road, and focus 
momentarily on the lower section of the vehicle (dashboard) 
which accommodates multiple infotainment displays 
[15,16,17,18]. A plethora of studies have analysed the drivers’ 
cognitive load in different scenarios involving vehicle 
instrumentation, navigation systems, radio, CD and mobile 
phones amongst other devices [16,17,18,19]. The conclusions of 
such studies suggest a high collision probability whilst the driver 
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operates any of the aforementioned in tandem to the main driving 
task [1,2,4,20, 21].  

In our case, we opted for a HUD system in order to enable 
the younger passengers to look out of the window and experience 
the route. The HUD in this case can offer an Augmented Reality 
gaming environment that could mix the Computer-Generated 
Image (CGI) game characters with the real environment and 
create different gameplay experience on each drive [22, 23]. 
Additionally, the HUD offers the capability to project succinct 
educational information regarding the landmarks and areas 
viewed during the car-travel. The software and hardware system 
requirements are presented analytically on the following sections. 

4. Proposed System Solution 

Significant attempts to enhance the rear passengers 
commuting experience via in vehicle game solutions have been 
described in section 2, however, the issue of passenger 
infotainment in a vehicular environment remains largely unsolved 
[24, 25]. Previously suggested solutions and research projects 
have managed to identify various interactions and patterns that 
could possibly occupy the rear passengers, they were, however, 
not offering a holistic approach that could adapt to different ages 
and interest groups.  

The proposed system aims to offer a combination of activities 
for the rear passengers in order to avoid in-vehicle distractions 
that could affect driver’s performance and concentration. The 
system is designed to facilitate both educational and 
entertainment activities with particular focus on the younger 
passenger age group.  

4.1. Software requirements:  

The HUD system is comprised of a generic interface that 
allows the rear-passengers to access information in real-time 
through the navigation GPS. The navigation type of information 
can vary from maps and navigation, distance covered, estimated 
time of arrival and highlighted on-route landmarks (i.e 
monuments, churches, castles etc.). The latter can be accessed in 
real-time, through online connectivity.  

The landmark related specifics can be superimposed through 
the side HUD to the landmarks approached en route providing 
succinct information. This aims to keep the rear passengers 
occupied throughout the travelling time whilst educating them 
with regards to the surrounding environment. Additionally, the 
system offers an overview of the vehicle functions such as speed, 
consumption, revs amongst other, that might be of interest to the 
passengers.  

The second arm of the interface offers the entertainment suite 
which entails games, movies, internet, music and audiobooks. The 
audio related data can be provided by individualized headsets so 
as to avoid further in vehicle sound distractions. On the 
entertainment section we have primarily targeted the younger 
audience with a set of onboard games that could be augmented in 
the external window scenery. As such we have developed (a) a 

platform flying game and (b) a historic Augmented Reality (AR) 
game.  

 
Fig. 1: Prototype HUD interface and offered activities. 

In the first game the user commands a superhero flying over 
the scenery whilst avoiding and shooting back a flying villain. As 
the scenery constantly changes both rival characters’ battle in 
different terrains and weather conditions (figure 2).  

The second game aims to entice the upper age limit of the 
passengers as it utilizes the external scenery and landmarks as 
temporary objects for the game. The game employs the external 
scenery of a real castle (i.e. Stirling Castle) for the duration that 
the user can see the castle through his/her window. In turn the user 
has to complete a set of challenges, such as assaulting the castle 
with the use of a 3D catapult. If the catapult shots are successful, 
the user gathers some points and continues to the next landmark 
and task.  

This can obviously be altered depending on the country, 
landmarks and activities that the user wishes to access and interact 
with. In this paper we examine the overall user experience in 
regards to the HUD interface and the first game. 

4.2. Hardware requirements:  

The projected interface is presented on a rear passenger side 
window HUD system. The selection of the particular surface was 
chosen as it is in close proximity to the passengers and can utilise 
the external environment and scenery for augmented reality and 
geotagged application. Also, the side windows on any vehicle 
offer a large area for any type of data projection without requiring 
additional monitors. The utilisation of this highly neglected 
surface within the vehicle additionally offers an interactive 
projection field within arm’s distance.   

In the Virtual Reality Driving Simulation laboratory (VRSD 
Lab) a dedicated High Definition (HD) mini projector was 
employed to project the HUD interface and context on a custom 
transparent film positioned on the top of the glass window. The 
mini projector superimposes both the external view and the HUD 
interface (game and generic interface) in a side window of a full 
scale vehicle as presented in Figure 2. This method offered a 
realistic projection of the HUD. 

Due to cost limitations and time constrains, a suitable micro 
projector was not a viable option at this stage. An alternative 
system would have been the transparent screen by Samsung [26], 
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however for the same reasons as stated above it was not feasible 
to use it for this experiment. 

 
Fig. 2: The figure presents the screenshot of the HUD interface and 
projected Augmented Reality en route to Stirling Castle in Scotland. 

Prior to selecting the particular projection method alternative 
emerging technologies have been investigated. The Virtual 
Reality (VR) option was a simple and easier option yet it was 
isolating and depriving the user from experiencing the 
environment view and the route.  

Furthermore, the bulky Head Mounted Display (HMD) is not 
ideal for younger users as they might suffer significant neck 
injuries in an abrupt braking situation. The more advanced 
Augmented Reality (AR) option of Microsoft HoloLens was also 
excluded for the same concerns related to cost and safety of the 
system in a vehicular environment by younger passengers.  

A second side HD projector was mounted externally on the 
ceiling. The latter projector was projecting a video recorded 
footage from a 45 minutes’ drive nearby the Stirling Castle. The 
interface was designed to provide geospatial information related 
to the en route landmarks.  

Notably the Stirling Caste is visible on the background for the 
duration of each trial whilst the user can operate the interface. The 
interface provides related educational and historic information, 
local news and weather amongst other information.  

The overall simulation is run by a custom server PC in a Cave 
Automatic Virtual Environment (CAVE) which uses five HD 3D 
projectors that create a full surround driving environment 
surrounding a real-life Mercedes A Class vehicle as presented in 
the Figure 3 & 4 below.  

The vehicle has rebuilt and rewired steering wheel and pedals 
compatible with the Unity3D game engine. The vehicle has also 
a central vibration system which enhances the motion feeling. A 
5.1 surround audio creates the vehicle and environment sounds. 
The internal mini projector provides the required audio feedback 
for the HUD interface and the related infotainment activities. 

The physical interaction with the HUD interface is either 
through gesture recognition software or typical game pad device.  
The first is utilizing a Leap Motion device and the second an 
XBOX controller described succinctly below.  

4.2.1 Leap Motion Interaction: 

Prior to the main user trials, the Leap Motion device was tested 
in a desktop PC environment and received positive feedback in 
preliminary trials. The particular device was chosen as an ideal 
system to interact with the provided interface as it was not 
involving any handheld devices [27].  

In the main trials the Leap Motion was positioned with an 
adhesive tape on the door inside plastic section, underneath the 
car window in close proximity to the user. Although the system 
performed well the users’ experienced arm fatigue as their right 
hand was operating the system without any support. This was in 
contrast to the desktop environment that offered the table as arm 
rest for the focus group users. 

 

Fig. 3: Explanatory design of the HUD system and the VR Driving 
Simulator environment. 

The game developed for the Leap Motion involved a cartoon 
style battle between a hero and a villain as depicted in Figure 2. 
The hero, controlled by the user was operated by pointing with 
one finger and moving the flying hero in four directions (up, down, 
forwards and backwards). The aim of the game was to fly the hero 
and avoid the fireball projectile shot by the villain. As the real 
environment background was changing en route their battle was 
taking place in different real locations. To activate a different app 
of the bottom menu the user had to point and push the button 
choice (without touching the window glass). The particular 
gestures were simple and efficient [28,29] however the duration 
of the actions and the position of the user within the vehicle, 
resulted in users’ arm fatigue. 
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The game was developed in Unity3D game engine, 
exclusively for the evaluation of the proposed HUD system.  

4.2.2  XBOX controller Interaction: 

The typical XBOX controller was chosen as an alternative to 
the Leap Motion. The handheld controller aimed to counteract the 
fatigue issues and offer a familiar and faster interaction medium. 
The controller’s drawback was mainly the handheld nature of the 
system. This could be a potential issue in an abrupt braking as the 
inertia of the device could result in injuries of the passengers.  

 
Fig. 4: Screenshot of the GCU VR Driving Simulator in action. 

5. System Considerations 

Adhering to the situations noted above, the proposed in-vehicle 
games should be able to entice the users to play for the duration 
of long distance runs whilst providing interesting information for 
the surroundings [4]. Due to the nature of these games, the in-
vehicle activities should abide to a number of considerations in 
order to have the expected positive results according to Broy's 
research [10].  

The preservation of driving safety, is a primary consideration, 
as the risk of the game distracting the driver by sound or virtual 
effects should be minimized.  

Secondly, in-car games are not like traditional games or 
computer games, as they require a different playing environment, 
and should function steadily and effectively in a vehicular 
environment. As such the particular games should be simple and 

forgiving to minor movements that might occur due to road 
imperfections. Additionally, by utilizing the Augmented Reality 
(AR) provision of a HUD they could adapt to the external 
environment and create interesting and memorable game 
experiences [10, 11, 24, 30]. Interestingly this was highlighted by 
numerous remarks of our users in the simulation environment. 
Consequently, by utilizing the external environment the games do 
not require a full 3D gaming background in order to operate.  

Additionally, motion sickness should also be taken into 
account, as some passengers feel uncomfortable when they read 
during travel, so it may be more comfortable and effective to use 
pictures and/or sound to present the information [9, 10]. 
Furthermore, Brunnberg provided evidence to suggest that, due to 
high speed travel, the view from the rear seat will pass by very 
quickly. It is therefore difficult for the device to identify and 
present the information, and this may be one of the most difficult 
technological challenges to be faced and overcome during the 
design process [9]. It should also be noted that passengers of 
different age groups (young children, teenagers, parents) have 
varying levels of ability in terms of reading and understanding; 
hence, the game's level of difficulty needs to be carefully 
considered [10]. 

Based on the aforementioned rear-passenger population 
differences the provided geospatial information should also be 
targeting the interest of the different age groups. As such we 
deemed essential to present local and international news as well 
as different educational data in different levels of detail and 
complexity for different ages. Additionally, the various movies or 
games which the HUD can project have been optimised for 
different age audiences. As such for the toddlers we incorporated 
simple platform games, popular kids’ movies and indicative, 
simplified information for the external environment. For primary 
school pupils and teenagers, we introduced games and movies 
adhering to their preferences and age according to current top ten 
lists from relevant magazines and online publications. For adult 
passengers, we provided a collection of different online 
newspapers, news channels, weather channels mind games and 
contemporary movies. However, these were utilized as 
demonstration material of the system in a simulation environment. 
On a real-life commercial application, we would envisage the use 
of online applications to feed constantly the infotainment database 
and a small capacity Hard Disk Drive (HDD) that could maintain 
a selection of favourite movies and audio playlists.    

Based on the aforementioned considerations, some in-car 
games have already been designed for short-distance drives 
situation as previously discussed. “Backseat Playground”, “nICE” 
and “Mileys” use special equipment, phones or touchpads to play 
the games [7]. Similar studies have been conducted, in 2011 and 
2012, by Toyota and General Motors (GM) respectively, utilizing 
enhanced versions of their backseat entertainment systems. 
Notably, GM used motion and optical sensor technology to 
transfer the rear seat window into a gesture touch panel [11,12,24].  
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However, there has been limited - if any at all - employment 
of HUD and gesture recognition technology, which could offer a 
more immersive and subtle way of interaction for the users. The 
ultimate purpose of this combination is to offer attention seeking 
infotainment to the passengers so as to reduce the level of 
distraction for the driver.  All the current systems mentioned 
above have their own features and utilize their interfaces with 
multiple types of equipment, but without gesture recognition and 
typical console controls. Hence, the above, highlights the need for 
a new passenger infotainment and communication system that 
could alleviate the level of distraction of the driver.  

6. Evaluation & Results 

The evaluation process followed a threefold approach. Prior to 
commencing the main user trials we had to identify the nature of 
games that could be developed, projected and played in long 
duration within a vehicle environment. As mentioned above the 
idiosyncratic characteristics of these games offer new 
opportunities of Augmented Reality (AR) gameplay yet create a 
number of questions related with the type of games that could 
maintain passengers’ attention and avoid motion sickness effect 
due to the vehicle’s movement.   

6.1. Focus Group  

For this reason, a focus group of five users (3 male, 2 female) 
age 30 to 40 years of age was formed to test different popular 
games, aiming to identify the most suitable category for the 
vehicular environment. 

The categories of games tested by a focus group prior to 
developing our own HUD games highlighted the difficulty of 
playing games that move in different directions to the vehicle’s 
motion. The games tested were in categories of first person, action 
adventure, platform and table game.  

The platform games following the vehicle’s direction were 
perceived as easier to play without creating any motion sickness 
effect. In contrast, single person games that require from the user 
to move in 3D dimensions were confusing and tiring for the focus 
group users. 

6.2. Main User Evaluation 

The main evaluation was performed by 20 users varying from 
4 to 13 years of age. The users tested the overall system. This 
paper focuses primarily on the game section of the overall 
interface evaluation. Two custom platform games were tested. 
Both games used the Leap Motion hardware in order to create 
gesture recognition interactions. 

The results of the evaluation trials in this age group were 
promising and yielded a great deal of positive and useful feedback 
as presented in Figure 5. The first AR game received consistent 
approval and positive reactions from the participants. Yet certain 
issues were also pointed out, mainly regarding the gesture 
recognition system which required significant stamina from the 
users in order to operate it. This issue arose primarily from the 

demanding task of maintaining the arm lifted in order to operate 
the game on the side window. As an alternative, the system can 
be operated with a console wireless controller in order to avoid 
arm fatigue.  

Notably, 90% of the participants rated the game highly. 
Furthermore, analyzing all the comments, gesture control is the 
focal point, with 80% of the participants enjoying the function of 
gesture control in the game, and 50% of those with no prior 
gesture control experience describing the gestures as hard initially, 
but acceptable and appropriate after a period of familiarization. 

 

Figure 5: User evaluation feedback on main four usability questions. 

Interestingly, despite expecting users to identify arm fatigue as 
the main problem caused by the hand gestures, the overwhelming 
response from the users was that arm fatigue did not significantly 
affect the participants’ enjoyment of the game. 70% of the 
participants did not consider arm fatigue as an influencing factor 
in their enjoyment of the game. This result is not only contrary to 
the initial expectation but is also in contrast to the result of the test 
with the younger age group.  

Although the participants did not think that arm fatigue affected 
their enjoyment in the game, they suggested that a pause button 
could be useful in extensive duration game-play. Finally, the 
HUD system and AR game managed to captivate the audience for 
the duration of the first level (10 minutes per level) and in some 
cases the users continued in the subsequent game-levels, 
achieving the 100% target for occupying the passengers for the 
duration of a typical long distance commute or trip [11].  

6.3. Secondary User Evaluation and Driving Patterns 

The aforementioned result had evidently a direct benefit to the 
driver’s attention throughout the simulations. An indicative driver 
pattern driving the simulator with a toddler at the rear seat with and 
without the passenger HUD can be observed in Figure 6. This 
secondary trial aimed to identify the emerging driving patterns of 
the parent drivers during a short distance commute.  

The simulation followed our previous work and challenged the 
driver to respond either by braking abruptly or performing 
collision avoidance maneuver, in a number of potential collision 
situations [1,2,4]. The simulation tested the parent/driver response 
times and collision occurrences with and without the use of the 
passenger HUD interface.  
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The simulation environment was a 3D photorealistic 
representation of an existing motorway section (M8) between 
Glasgow and Edinburgh. This smaller user trial involved 5 parents 
and their children.  The driving patterns emerged from the five 
simulations which presented distinct similarities. The most 
interesting was that the use of the passenger HUD prevented any 
collisions as the driver was not concerned with the activities of 
the rear passengers.  

In turn the children were preoccupied with the HUD interface 
for the duration of the simulation and were particularly interested 
in the custom platform games. In contrast the absence of the HUD 
activities on the simulation without the system, challenged the 
patience of the younger passengers which in turn distracted their 
driver/parent. However, this third part of the user trials was 
constrained by a number of factors.  

 
Figure 6: Indicative driving patterns recorded with and without the 

HUD interface. The Red vertical lines present the collisions occurred. 

Primarily it was a difficult task to obtain both parents and 
toddler participants to run the simulation. Secondly it is very 
difficult to recreate in a short time the effect of boredom that can 
frustrate the younger age passengers. Furthermore, the VR 
Driving Simulator itself kept the young users occupied mitigating 
any boredom factor for substantially longer than in a typical 
everyday commuting environment.  

Future multiple user trials will be required with the same users 
in order to create a familiarity with the VR Driving Simulator in 
order to avoid the third factor that affects the younger users’ 
routine behaviour.  

Additionally, users that are immune to motion sickness could 
potentially drive the simulator for longer trial times (i.e. two hours 
driving) for obtaining more accurate data. Acknowledging these 
three limitations, the HUD managed to maintain the rear seat 
vehicle occupants’ attention and keep the parent-driver 
preoccupied with the driving task. 

7. Conclusions & Future Work 

This paper presented the design consideration, development 
and evaluation of a prototype Human Computer Interaction 
design for automotive HUD designed to entertain and inform the 
young passengers in the rear seat younger passengers. To facilitate 
an appraisal of the system, the experiment hosted two different 
games that utilized gesture recognition and typical console 
controls.  

The results indicate that the participants were satisfied with the 
game's performance, with 80% of the participants having enjoyed 
the function of gesture control in the game, and half of the players 
who had no gesture control experience thinking that the gestures 
were hard at the start, but were acceptable and enjoyable after a 
period of familiarization. The problem of arm fatigue caused by 
hand gestures was highlighted in the experiments, even if not 
considered severe by the participants. 

Yet, despite the positive outcomes of the presented work, it is 
apparent that the games need to be customized for the particular 
environment and take into consideration the duration of the trips, 
counteract the road-surface disturbances and adapt to the external 
weather conditions. Our tentative plan for future work entails the 
update of the games’ and HUD interface’s functionality in order 
to comply with the aforementioned observations and results. 
Consequently, further testing of the updated HUD system will be 
required in order to determine the optimal system parameters that 
will allow the system to facilitate lengthy interactions with 
minimal fatigue.  

The motion sickness experienced by some users was not 
evaluated in this particular trial as this was not the aim of the 
particular experiment. However, we are interested to identify the 
motion sickness triggering mechanisms of this side window HUD 
interface in future trials explicitly designed to quantify this issue.  
In turn we plan to revise our interface in order to mitigate and 
reduce this side effect.  

Additionally, we plan to introduce an interface indication for 
short breaks between HUD applications. This potentially will 
provide some time for the user’s body to recover from the tilted 
position.  

Finally, longer simulations and trials might be required in order 
to determine the passenger HUD’s efficiency in quantitative trial 
with simulations of real life scenario.  
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 The presence of microaneurysms(MAs) in retinal images is a pathognomonic sign of 

Diabetic Retinopathy (DR). This is one of the leading causes of blindness in the working 

population worldwide. This paper introduces a novel algorithm that combines information 

from spatial views of the retina for the purpose of MA detection. Most published research 

in the literature has addressed the problem of detecting MAs from single retinal images. 

This work proposes the incorporation of information from two spatial views during the 

detection process. The algorithm is evaluated using 160 images from 40 patients seen as 

part of a UK diabetic eye screening programme which contained 207 MAs. An improvement 

in performance compared to detection from an algorithm that relies on a single image is 

shown as an increase of 2% ROC score, hence demonstrating the potential of this method.  
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1. Introduction 

This paper is an extension of the algorithm originally presented 

in the International Conference on Signal Processing Theory and 

Applications (IPTA 2016) [1]. This work adds a combination of 

spatial information from two retinal images for microaneurysm 

(MA) detection. Diabetic Retinopathy (DR) is one of the most 

common causes of blindness among working-age adults [2]. Signs 

of DR can be detected from images of the retina which are captured 

using a fundus camera. Microaneurysms (MAs) are one of the 

early signs of DR. Several algorithms for automated MA detection 

from single 45 degree fundus images have been proposed in the 

literature. However, in many Diabetic Eye Screening Programmes, 

including the UK National Health Service Diabetic Eye Screening 

Programme (NHS DESP) [3], at least 2 views of the retina are 

captured including both optic disc centered view and the fovea 

centered images (Figure 1). These images overlap together and 

thus have common MAs that appear in both views (with variability 

in contrast). Despite the availability of both views, the algorithms 

that have been proposed have only taken into account the 

information contained in a single image. In this paper an increase 

in detection accuracy is achieved by fusing the information from 

two views of the retina. 

Algorithms reported in the literature lie broadly in two 

categories: supervised and unsupervised techniques. Supervised 

techniques make use of a classifier to reduce the number of false 

detections. This classifier requires training on an additional 

training set in order to generate a classification model. 

Unsupervised methods do not require a classifier and hence no 

training step is needed.  

 

Figure 1. a) A conceptual diagram of the 2 spatial views of the retina (optic 

disc and fovea centered). The patches in b) and c) demonstrate how the same 

microaneurysm in different views of the retina can have a varying level of 

contrast.   

The majority of the proposed methods in the literature fall 

under the supervised category. Most of the algorithms consist of 

three main stages: 1) Preprocessing 2) MA Candidate Detection 

and 3) Classification. The preprocessing phase corrects the image 
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with respect to non-uniform illumination and enhances MA 

contrast. MA Candidate Detection detects an initial set of 

candidates that are suspected to be MAs. While it is possible to 

stop here and report the detected results, a third phase is usually 

included in the algorithm to reduce the amount of false positives. 

This is the candidate classification phase and it classifies the 

detected candidates from phase 2 as either true or spurious.  

A variety of classification techniques have been reported in the 

literature such as Linear Discriminant Analysis (LDA) [4] K-

Nearest Neighbours (KNN) [5]–[8], Artificial Neural Networks [9], 

[10], Naive Bayes [11] and Logistic Regression [12]. There are a 

number of unsupervised methods that do not rely on a classifier 

include [13]–[16]. The obvious advantage of an unsupervised 

method is that they do not require a training phase. Some initial 

candidate detection methods that have been proposed are Gaussian 

filters [4]–[6] or their variants [8], [17], [18], simple thresholding  

[15], [16], [19], Moat operator [20], double ring filter [9], mixture 

model-based clustering [21] 1D scan lines [13], [14], extended 

minima transform [11], [22], Hessian matrix Eigenvalues [7], [23], 

Frangi-based filters [24] and hit-or-miss transform [10].  

All the aforementioned methods were based on detection from 

a single colour image. Even though extra information may be 

available from another view of the retina, these algorithms are not 

designed to incorporate this extra information. A few methods 

have addressed the problem of detecting or measuring change from 

multiple images for the purpose of disease identification. Conor 

[25] performed vessel segmentation on a series of fundus images 

and measured both vessel tortuosity and width in these images. 

This was done in order to find a correlation between these 

measures and some signs including Diabetic Retinopathy.  Arpenik 

[26] used fractal analysis to distinguish between normal and  

abnormal vascular structures in a human retina. Patterson [27] 

developed a statistical approach for quantifying change in the optic 

nerve head topography using a Heidelberg Retinal Tomograph 

(HRT). This was done for measuring disease progression in 

glaucoma patients. Artes [28] reported on the temporal relationship 

between visual field and optic disc changes in glaucoma patients. 

Bursell [29] investigated the difference in blood flow changes 

between insulin-dependent diabetes mellitus (IDDM) patients 

compared to healthy patients in video fluorescein angiography. 

Narasimha [30] used longitudinal change analysis to detect non-

vascular anomalies such as exudates and microaneurysms. A 

Bayesian classifier is used to detect changes in image colour. A 

“redness” increase indicates the appearance of microaneurysms. 

Similarly, an increase in white or yellow indicates the appearance 

of exudates. While the problem of analysing “change” and 

“progression” of disease has been studied in the literature, to the 

best of our knowledge, the combination of a spatial pair of retinal 

images for the improvement of detection of MAs has not yet been 

explored. 

The objectives of the present work are: 1) To present a novel 

method for combining information from two views of the retina 

(optic disc centered and fovea centered) and 2) Evaluate this 

method using a dataset of spatial image pairs. Following this 

introductory section, the methodology of the proposed method will 

be explained. Section 3 will discuss the details of the dataset and 

the methods employed for evaluating the proposed method. 

Results will be presented and discussed in Section 4. Final remarks 

and conclusions will be presented in Section 5. 

2. Methodology 

2.1. Method Overview 

Figure 2 illustrates the overview of the proposed method. A 

way to compare MA candidate detection using the combined 

image versus the 2 singular images from the same patient was 

needed. A previous method [1] was used for the detection of 

candidates and measuring the probability of each candidate being 

true or spurious. The method was explained in detail in [1] and will 

be summarised in the following paragraph. 

The previous method worked on the detection of 

microaneurysms from a single colour fundus image. The method 

was based on 3 stages: Preprocessing, MA candidate detection and 

classification. In the preprocessing phases, noise removal was 

performed and the image was corrected for non-uniform 

illumination by subtracting it from an estimate of the background. 

Salt and pepper noise was also removed during this stage. The 

vessel structure was removed from the image since vessel cross 

sections usually cause many false positive candidate detections. In 

the MA candidate detection phase a Gaussian filter response was 

thresholded in order to receive a set of potential candidates. Each 

candidate was region grown in order to enhance the shape of the 

candidates (to match the original shape in the image). Finally, 

during the classification stage, each region grown candidate was 

assigned a probability 𝑝  between 0 and 1 representing the 

classifier’s confidence in it being a true candidate or not. Each 

probability 𝑝 can be thresholded at an operating point 𝛼 to produce 

 𝑡 such that: 

𝑡 = {
1 if 𝑝 > 𝛼

      0 otherwise 
 

Where t = 1 means that the corresponding candidate will be 

classified as true and t = 0 means it will be classified as spurious 

and removed from the candidates set. 

The previous method has been adapted to work on 2 images of 

different spatial views. As shown in Figure 2, the 2 images are run 

through the algorithm as normal. This produces a set of 2 scores 

(scores(1) and scores(2)). The intention is to combine these 2 scores 

together. However, before fusing the scores a way to find 

correspondences between candidates is needed. Therefore the 

images need to be aligned first (Image Registration) and then 

finding a match between corresponding candidates is needed 

(Candidates Matching). Each of the matched candidate’s scores 

can then be combined to produce a single set of scores for both 

images. This combination should increase the confidence in some 

true MA candidates, and will hence improve the final algorithm 

after the final scores are thresholded with an operating point 𝛼. 

In the following sections the Image Registration, Candidates, 

Matching and Fusion of Scores stages are described in greater 

detail.  

2.2. Image Registration 
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Image registration is the process of aligning two images so that 

their corresponding pixels lie in the same space. One image is 

considered to be the reference image and the other image (known 

as the moving image) is transformed to be aligned to the reference 

image. A global transformation model was used which means that 

a single transformation was applied across the entire moving image. 

This has the advantage of simplicity and efficiency, but may not 

be as accurate as localised registration techniques. Since the goal 

of this paper was to introduce a proof of concept with regards to 

combining spatial information during microaneurysm detection, 

the accuracy achieved was sufficient for this purpose. More 

accurate registration techniques will be investigated in future work. 

 

Figure 2. An overview of the proposed methodology. 

A manual registration technique was employed where 

corresponding ‘control points’ were selected from each image. 

These control points were used to solve the global transformation 

model equations and find the transformation parameters (Figure 3). 

Corresponding points were annotated in each pair of images (as 

specified by Table 1). 

 

Figure 3. The manual control point selection process for the image 

registration phase. 

Based on the literature, four transformation models were 

evaluated: These include Similarity [31], Affine [32], [33], 

Polynomial [34], [35] and RADIC [36], [37].  

The transformation model parameters were estimated using the 

six control points that were manually selected on each pair of 

images. These control points were picked on each image’s vessel 

cross sections since it was easiest to identify corresponding points 

at these areas. Figure 4 shows samples of checkerboard patches 

selected at random from the registered image pairs. In general it 

was difficult to identify the most accurately registered model by 

visual observation of the patches alone since there was an observed 

discrepancy in performance across rows.  

In other words, none of the transformation models perfectly 

aligns the vessels in all four patches. Hence, a more objective 

method for selecting the model was needed. This will be discussed 

in Section 3.2.1. 

Affine Polynomial RADIC Similarity 

    

    

    

    
Figure 4. Sample checkerboard patches showing registration of multiple 

transformation models. 

Table 1 The number of control points needed for each transformation model 

Transformation model No. of control points 

needed 

Similarity 2 

Affine 3 

Polynomial 6 

RADIC 3 

 

2.3. Candidates Matching 

Once both images were aligned the candidates detected from 

both images lie in the same coordinate space and hence can be 

matched by their location. In order to account for some 

inaccuracies in the registration, we used the following method to 

find matches between 2 candidates: 

Given two aligned images I1 and I2, each candidate 𝑅 detected 

in 𝐼1 needs to be matched to one of the candidates detected in 𝐼2. 

We start by finding the centre of candidate R and define a circular 

search region with radius r around R. A match is made with the 

candidate in I2 whose center lies closest to R. If no candidate in I2 

is found in this region, no match will be made. This procedure is 

repeated for all candidates in I1. In our case we defined r to be 15 

pixels which is twice the size of an average candidate in our dataset 
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(Figure 5). This offers more tolerance to account for potential 

inaccuracies in the image registration. 

More formally, let P ∈ {p1, p2, … pn} be the set of candidates 

detected from the image I1  and Q ∈ {q1, q2, … qm} be the set of 

candidates detected from image I2 . Our goal is to find a set of 

correspondences C = {{pr1
, qs1

}, {pr2
, qs2

}, … {prl
, qsl

}}  (where 

ri ∈ [1. . n] and si ∈ [1. . m]) which represent the correspondences 

between these candidates. Note that some candidates would not 

have any correspondences and in this case they would not be a 

member of any set pair in C. In practice either P or Q are picked as 

a ‘reference set’ and matches are found from the other set. For 

instance, if we pick P as a reference then for each pi  we find a 

corresponding match from Q and add it to C if any exists. But we 

would not do vice versa – Q would not be used as a reference, and 

this is done for consistency, since we want to have consistent 

matches in order to make the fused scores consistent. 

 

 

 

 

 

 

Figure 6 shows an example of correspondences found after 

following the procedure above. The first row in the figure (a, b) 

shows a colour image pair while the second row in the figure (c,d) 

represents the green channel extracted from each image in the first 

row. Note that the candidates are matched from the image on the 

right column (b, d) to the image on the left column (a, c). The 

annotation numbers represent the matches from P to Q (A visual 

representation of C). Candidates annotated with “-1” in the right 

image represent a candidate that has no correspondence in the other 

image (no match found in C ). The blue circle in the figure 

represents a true candidate. It can be seen that a match has been 

found between the true candidate in (b) and its corresponding 

candidate in (a). Furthermore, it is observed that the candidate has 

a much higher contrast in the right image than it does on the left 

one. The MA candidate is still visible in the left image but it much 

more subtle. Nevertheless, a combination of information from both 

candidates will give us higher confidence that is a true candidate. 

In fact, human retinal graders often switch between both views 

of the retina when they have suspicions regarding one candidate. 

The existence of signs in both images would give graders more 

confidence about it being a microaneurysm. The process of 

matching in the proposed method attempts to replicate this. 

2.4. Scores Fusion 

Given that correspondences have been established between 

candidates and that each classifier has produced scores for each 

candidate we now need to find a final fused set of scores that 

represent a combination of information from both images. Suppose 

we have two matched candidates a and b from images I1  and I2 

respectively. Furthermore, assume that I2 is our reference image –

i.e. we are currently interested to classify the candidates in I2. We 

define the function fuse as follows (Figure 7): 

fuse(𝑎, 𝑏) = {  
max(𝑎, 𝑏) 𝑖𝑓 𝛽1 < 𝑏 < 𝛽2 

𝑏, otherwise
 

Where β1 and β2  are algorithm parameters specified between 

0 and 1. In other words, given 2 matching candidates, the 

maximum of both their scores is taken only if b lies between the 

two threshold parameters (β1 and β2). The parameters  β1 and β2 

are used to limit the number of false candidates that get their scores 

maximized in the final set. This is because maximization of scores 

should only be done for true candidates 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
Figure 6. An example of the candidate detection result. a) A colour image 

from an optic disc centered image. b) The fovea centered view of (a). (c) The 

green channel image of (a). d) the green channel image of (b). The numeric 

annotations on (b) represent the result of the matching operation with a). ‘-1’ 

represents no match. Candidate #113 is a true candidate and it has been 

correctly matched in both images (b). The candidate has variable contrasts in 

both images as can be seen in (c) and (d). The matching will hence improve 

the confidence regarding this candidate.  

If a candidate in a reference image has no match in the other 

image then its score is simply copied over to the fused set (Figure 

7). Once the fused score set is computed we can perform a final 

threshold at an operating point 𝛼  to find the final set of 

classifications as described in Section 2.1. 

 

Figure 7. The method employed for the scores fusion phase. 𝜷𝟏 and 𝜷𝟐 are 

parameters set for the model. 

3. Results 

3.1. Dataset 

r 

Figure 5. An illustration of the tolerance added while matching 2 

candidates. The dashed circles represent two candidates from two views 

of the retina. It is assumed that they are misaligned due to registration 

inaccuracy. The solid circle represents a tolerance region around the first 

candidate and using this method a match is made. 
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The dataset used for evaluation consists of 40 patients imaged 

imaged as a part of UK NHS DESP. 4 images are available for 

each patient: fovea and optic disc centered images for 2 eyes. 

Hence there are 4 images per patient. The total amount of images 

is 160 images (Figure 8). The images were captured using different 

fundus cameras (including Canon 2CR, EOS and Topcon cameras) 

and hence were of different resolutions (Table 2) however they all 

had the same aspect ratio of 1.5. Moreover all the images had the 

same field of view (45 degrees).  

The images in the dataset were split into 80 images for training 

the model and 80 images for validating it. The training set 

consisted of 112 MAs and the testing set consisted of 95 MAs.  

Research Governance approval was obtained.  Images were 

pseudonymized, and no change in the clinical pathway occurred.  

 
Figure 8. An illustration of the types of images available in the spatial 

dataset. OD centered – optic disc centered. 

The same test set was used to validate both the proposed 

technique that takes into account spatial information and the 

normal technique. The classifier model was generated using the 

training set and the same model was used for both cases of with 

and without spatial information. To clarify, the same model was 

used to generate the scores for both the single-image method and 

the spatial-information method. 

Table 2 The image resolutions of the dataset. All the images had an aspect 

ratio of 1.5. 

Image Resolution Count 

3888 x 2592  24 

2592 x 1728 48 

3872 x 2592 12 

4752 x 3168 32 

4288 x 2848 20 

3504 x 2336 24 

TOTAL 160 
 

3.2. Evaluation 

In this section details regarding the evaluation of the 

registration transformation model and spatial information 

combination phases are presented. Section 3.2.1 details the 

selection of the appropriate transformation model objectively. 

Section 3.2.2 will describe the process for evaluating the spatial 

information combination and present its results. 

3.2.1. Registration 

As shown in Figure 4 it is difficult to decide which 

transformation model achieves best performance. Therefore we 

need a more objective measure of registration performance. During 

the registration we have a reference image Ir and a moving image 

Im which is transformed to be in the coordinate space of Ir. After 

the image is transformed to the coordinate space of Ir we define an 

overlapping region as all the pixel coordinates where both Ir and 

Im exist (overlap).  

The Centreline Error Measure (CEM) [36] quantifies the mean 

of the minimum distance between each pixel along the centreline 

of the reference image and the closest pixel in the moving image. 

Given a set of coordinates in the reference image that lie on its 

vessel centreline (Figure 9) and are on the overlapping region of 

the two images: V= {v1, v2, … , vN; vi ∈ (x, y)} . Similarly, let 

U={u1, u2, … , uL; uj ∈ (x, y)} be the set of points on the moving 

image that lie on its vessel centreline and belong to the overlapping 

region. Let t(p) be a transformation that transforms a point p from 

the moving image space to the reference space. We calculate the 

centreline error metric for a transformation  t(p) on the moving 

image as follows: 

𝐶𝐸𝑀 =
1

𝐿
∑ │𝑀(𝒖𝑖) −  t(𝒖𝑖)│

𝐿−1

𝑖=0

 

𝑀(𝒖𝒊) = argmin
𝑗=1..𝑁

 d(𝒗𝑗, 𝑡(𝒖𝑖))  

Where d(𝒙, 𝒚)  represents the Euclidean distance between 

coordinates 𝒙 and 𝒚. Therefore the CEM calculates the average 

distance between each point on the reference image and the nearest 

points on the registered moving image (in the overlapping region).  

A box and whisker plot of CEM values for each registration 

model in the same view was plotted in Figure 10. This plot is 

helpful to summarize the data since it shows the median value and 

the spread of the values (upper-quartile, lower quartile and the 

highest and lowest value). Based on this plot it is observed that 

while the polynomial model contains some of the lowest CEM 

values (highest accuracy) compared to other models, the 

distribution of its values also contain the highest spread (as can be 

seen by the height of the polynomial ‘box’, as well as the highest 

and lowest values). This can also be seen by the number of outliers 

in the polynomial plot. This high variance in values is also 

expressed by the standard deviation of the values as can be seen in 

Table 3. This suggests the undesirable “instability” of the 

polynomial model. We also see that the lowest standard deviation 

values are exhibited by both the affine and the similarity models 

(with the similarity model having a slightly lower standard 

deviation). Both the mean and standard deviations of these models 

are similar to each other which makes their performance 

comparable. The similarity model was selected since its values 

exhibited the lowest standard deviation. 
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Figure 9 An example of overlapping vessel centerlines for computing 

Centerline error after registration. The distance between each red pixel and 

the nearest blue pixel is computed and the average of all distances is a 

measure of alignment accuracy. 

Table 3 Centerline Error Metric (CEM) mean and standard deviation 

values for various transformation models. Std – Standard deviation. 

 Similarity Affine Polynomial RADIC 

Mean 4.40 4.50 4.74 4.49 

Std 1.51 1.536 3.82 1.536 

 

Figure 10. A Box and Whisker plot of the Centerline Error Measure (CEM) 

values 

3.2.2. Spatial information combination 

The method for fusing the scores has been discussed in Section 

2.4. In order to evaluate the effectiveness of this method we need 

a baseline method to compare against. The baselines in our case 

would be the original proposed method that detects the candidates 

from a single image [1]. The goal was to provide a direct 

comparison between the performance when spatial information is 

accounted for and when it is not accounted for. The method used 

to compare [1] with the proposed method of this paper was as 

follows: 

1- A tree ensemble model was generated using the training 

set.  

2- Features were generated from the validation set and the 

ensemble model (decision tree ensemble) was used to 

assign scores to each candidate in the 80 images of the 

validation set. 

3- In the case of the original image that used single images, 

an FROC (Free-Receiver operating) curve [38] was 

generated using these scores alone. This is the solid 

curve in Figure 11. 

4- To incorporate spatial information, each image pair 

(optic disc centered and fovea centered) had their 

corresponding candidate scores fused as explained in the 

methodology section. The fused scores were then 

evaluated collectively for each image pair and this was 

used to generate the FROC curve in Figure 11. 

The parameters for scores fusion were β1 = 0.4  and β2 =
0.95. Automating the process of selecting these parameters is left 

for future work. We see a slight increase after spatial information 

is incorporated. This increase can be captured quantitatively using 

the ROC score measure [39]. This score measures the sensitivity 

values at various x-axis intervals. The measured ROC score shows 

an increase of 0.02 after adding spatial information, which is a 2% 

increase. This increase can be explained intuitively as follows: 

Some candidates appear very subtle in the optic disc centered 

image, especially at the edge towards around the fovea region. This 

is because the retina is spherical and would get distorted during 

image acquisition. This distortion would affect the candidates 

towards the edge of the image. But these same candidates would 

appear more clearly in the Fovea centered image. This is because 

the same candidates now lie in the centre of the captured image, 

and hence their appearance will be obvious in the image. 

Intuitively, we expect the classifier to give higher scores to the 

more obvious candidates in terms of appearance. However, when 

the scores are fused, we take the maximum score of both 

candidates, and this will give us a higher score for the more subtle 

candidate that was originally given a lower score. This is why the 

FROC curve for the fused candidates shows a better performance. 

 

Figure 11 A comparison of performance between the technique applied to 

single images (solid) and after incorporating spatial information (dashed) 

Figure 12 shows this intuitive concept by showing a plot of the 

corresponding pairs of scores. The figure shows a correspondence 

of scores for the test set where “score 1” and “score 2” on the axes 

refer to the methodology scores in Figure 2. Furthermore true 

candidates are labelled in blue while false detections are labelled 

in orange. Let us assume Score 2 is the reference image and that 

the candidate scores are being matched to score 1. Since in our case 

β1 = 0.4  and β2 = 0.95  we are only interested in this cross 

section from the score 2 axis. If we look to the extreme right of the 

graph we will see some candidates that have received scores within 

this range in the score 2. These receive higher scores along the x-

axis. Hence, the maximum of both scores in the fused set will 

improve their scores and this will result in a higher FROC curve. 
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Figure 12 The scores from each corresponding spatial pair of images (these 

are the same scores as illustrated in Figure 2). True candidates are labelled in 

blue while false detections are labelled in orange. The orange line represents 

the linear line for the equation x=y. 

The additional processing involved is the time for Image 

Registration, Candidates Matching and Score Fusion. These are 

the blue ellipse stages in Figure 2. The image registration is 

dependent on the algorithm of choice. In this work since it is based 

on manual control points the overhead is the control point selection 

and the time to solve a series of equations. An automated 

registration method may require an optimisation step and hence 

more time will be required for this step [40]. Given a spatial image 

pair, let 𝑚 be the number of candidates detected in one image, and 

𝑛 be the number of candidates detected in the other image. The 

candidates matching step requires calculating the distance between 

each pairs of candidates detected in both images and hence has a 

complexity of 𝑂(𝑚 × 𝑛)  (using Big O notation). The Score 

Fusion phase will fuse the scores together from one image (𝑛 

fusions) and then fuse the scores from the other image (𝑚 fusions) 

and therefore will have a complexity of 𝑂(𝑚 + 𝑛). In practice, on 

a core i5-4590 @ 3.30GHz CPU with 8GB RAM and an SSD hard 

drive, the time per image for each of the three stages was as follows:  

1. Image Registration: 0.02 s   

2. Candidates Matching: 1.30s   

3. Scores fusion: 0.001s. 

The sum of the above timings is 1.321s. The total time for test 

dataset was computed and then the average value per image pair 

was found. The average time per pair for the entire process was 

4.141s. This means that the average overhead is about 32% of the 

time required per image (1.321s out of 4.141s). This does not take 

into account the time for manual control point selection, however, 

automated registration will be implemented in future work. 

Methods for optimising the speeds of the other stages are also left 

for future work. 

4. Conclusions and Future Work 

In this work a novel algorithm that combines spatial 

information from two views of the same retina for the purpose of 

microaneurysm (MA) detection is proposed. Most of the 

published work in the field of MA detection has been on detection 

from a single fundus image. The problem has been redefined to 

assume that two are available and the objective is to use the 

information from both to detect the microaneurysms in both 

images. The clinical application of this work would be its 

incorporation into diabetic eye screening programmes, thereby 

assisting the National Health Service in the detection of diabetic 

retinopathy. Screening in England has a recommendation of at 

least 2 images per eye so the assumption that two views are 

available would be valid in this context.  ETDRS grading [41] is 

based on a categorical variable.  Accurate counts of abnormalities 

could lead to a more refined grading/risk prediction using a 

continuous variable, or more accurate estimates of ma turnover 

that may better predict progression of disease.  Accurate 

alignment of images would be an essential prerequisite to allow 

such scoring systems to develop. We propose a method for 

aligning the images, detecting candidates, matching candidates 

from both views and then combining the information from both 

views to perform microaneurysm detection from both views 

simultaneously. The proposed method was evaluated on a 

Diabetic Eye Screening Programme dataset of 160 images that 

contained 207 microaneurysms. The combination of information 

from multiple images was shown to increase the performance in 

comparison to depending on single images only. An account of 

the computational overhead required for the combination of 

information is also presented. Some of the limitations of the 

present work are: 1) The computational overhead required for the 

additional steps of the proposed method, 2) The accuracy of the 

registration method can be improved, 3) The control point 

selection of the image registration step can be automated to reduce 

manual labour work and 4) The scores fusion stage can be further 

improved to reduce more false positives and increase true positive 

detections.  Future work will involve an exploration of other ways 

to combine information from spatial images, including multi-

image features, or mosaicing images together to enhance the 

contrast of subtle MAs. Furthermore, this concept will be 

extended to include temporal images of the same patient as well. 
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 In this paper, a novel approach for collision avoidance for indoor mobile robots based on 
human-robot interaction is realized. The main contribution of this work is a new technique 
for collision avoidance by engaging the human and the robot in generating new collision-
free paths. In mobile robotics, collision avoidance is critical for the success of the robots 
in implementing their tasks, especially when the robots navigate in crowded and dynamic 
environments, which include humans. Traditional collision avoidance methods deal with 
the human as a dynamic obstacle, without taking into consideration that the human will 
also try to avoid the robot, and this causes the people and the robot to get confused, 
especially in crowded social places such as restaurants, hospitals, and laboratories. To 
avoid such scenarios, a reactive-supervised collision avoidance system for mobile robots 
based on human-robot interaction is implemented. In this method, both the robot and the 
human will collaborate in generating the collision avoidance via interaction. The person 
will notify the robot about the avoidance direction via interaction, and the robot will search 
for the optimal collision-free path on the selected direction. In case that no people 
interacted with the robot, it will select the navigation path autonomously and select the path 
that is closest to the goal location. The humans will interact with the robot using gesture 
recognition and Kinect sensor. To build the gesture recognition system, two models were 
used to classify these gestures, the first model is Back-Propagation Neural Network 
(BPNN), and the second model is Support Vector Machine (SVM). Furthermore, a novel 
collision avoidance system for avoiding the obstacles is implemented and integrated with 
the HRI system. The system is tested on H20 robot from DrRobot Company (Canada) and 
a set of experiments were implemented to report the performance of the system in 
interacting with the human and avoiding collisions. 
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1. Introduction 

In future work environments, robots will work alongside to human, 
and this raises big challenges related to the robustness of these 
robots in detecting people, interacting with them and avoiding 
physical accidents. Different collision avoidance techniques have 
been implemented for mobile robotics. In Bug algorithms [1], 

when the robot meets an obstacle in the navigation path, it will 
implement either a complete rotation around the obstacle (Bug1), 
or it will rotate around the obstacle till it sees again the goal 
location (Bug 2). The robot will then continue its movement to the 
goal. Other methods takes into consideration the robot’s dynamics, 
such as dynamic windows approach (DWA) [2]. In DWA, after 
specifying the distances of each obstacle from the robot, it will 
consider only the velocities that the robot can use and decelerate 
before colliding with the obstacles. The robot will then select the 
velocity vector that is closest to the goal location. Other methods 
uses reactive techniques, in which the robot relies merely on the 
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sensor’s information and the motion update is related to the new 
measurements that are obtained from the sensors. An example of 
these methods is potential field [3], vector field histogram [4], and 
nearness diagram [5]. Nearness Diagram simplifies the collision 
avoidance task by using a divide and conquer strategy; the robot 
splits the navigation area into sectors, and combines the sectors 
that don’t include obstacles together to define the navigable 
regions. Based on this information, the robot will consider only the 
regions that are wide enough for the robot to navigate, and it will 
select one of five scenarios for selecting the region and avoiding 
the obstacles; the robot will then calculate the angular and linear 
velocities for passing the selected region.  

Recently, many human-robot interaction systems have been 
realized in robotics. Wearable sensors are fixed on certain parts of 
the people to provide the robot with the motion of their bodies, and 
it will then execute physical reactions as a result of the interaction. 
Cifuentes et al. implemented a human-tracking system that allows 
the robot from following the human [6]. In this system, the robot 
will use LRF sensor to track the leg’s motion of the human. 
Furthermore, an inertial measuring unit IMU is fixed on the trunk 
of the user to extract its motion and rotation. The robot moves in 
front of the person and adjusts its direction and velocity based on 
the sensory data from LRF and IMU.  

3D vision is another common method to obtain the interaction with 
the humans. As an example of these sensors is the Kinect. Boubou 
implemented an interaction system to define nine actions for the 
humans (wave, sit, walk, stand, pick up, stretch, forward punishing, 
use hammer, and draw a circle) [7]. To define the gestures, a 
histogram of oriented velocity vectors HOVV algorithm is 
implemented. The HOVV will analyze the velocity and orientation 
of each joint of the body and build a velocity vector for each of 
these joints. The vectors will be then represented in a spatial 
histogram. The implemented histogram will be used to describe the 
activity of the person. Other human-robot interaction systems 
could be done by voice recognition [8], brain-signals [9], and face 
recognition [10]. 

In the literature, it is found that several collision avoidance systems 
show good performance in avoiding obstacles. Still, in these 
systems, when the robot meets humans in the path, it will consider 
them as dynamic obstacles. When the robot moves in social 
environments such as laboratories, hospitals and restaurants, these 
systems won’t work efficiently since the people and the robot will 
get confused regarding the motion direction that each of them has 
to follow. Furthermore, these systems can’t solve the bottleneck 
problem in which the robot and humans meet in narrow areas such 
as corridors and small rooms, so none of them is able to generate 
the collision-avoidance path due to the limited navigation area. Out 
of this, a collision avoidance system has been implemented. The 
system provides a mutual responsibility for both the robot and the 
people in avoiding each other. When the robot meets humans, it 

will send a voice message asking the people to interact. If a person 
interacted with it, the robot will move based on the gestures that 
were provided by the user. If no people interacted with the robot 
within a certain time, it will generate the collision avoidance path 
autonomously, taking into consideration generating the collision-
free path that is closest to its original path.  

Since this system is based on the interaction between the human 
and the robot, it will be called Cooperative Collision Avoidance 
system based on Interaction (CCAI). 

This paper will be organized as follow: chapter 2 will show the 
human-robot interaction system. In chapter 3, the collision 
avoidance system will be explained, while chapter 4 will show the 
experimental results for the system. 

This paper is an extension for the work originally presented in 
Mechatronika conference [11]. In this paper, deep experiments 
have been implemented to check the performance of the human-
robot interaction and the collision avoidance systems and the 
results have been reported.  

2. Human-Robot Interaction System 

Human-Robot interaction (HRI) is defined as the ability of the 
robot from recognizing the humans, understanding their activities 
and implementing certain responses as a result of this interaction 
[12]. In the proposed system, the HRI will serve the task of 
collision avoidance. Thus the HRI will be based on gesture 
recognition. Kinect 2.0 sensor (Microsoft, USA) will be used for 
detecting the humans and extracting their joints’ coordination. This 
sensor has a RGB camera and an infrared camera. The combination 
of these two cameras provides the robot with a 3D vision of the 
work environment. The sensor uses time-of-flight to measure the 
distance between the sensor and the objects. The Kinect 2.0 
provides a skeleton frame, which includes the skeletal data for up 
to 6 people to the robot. 3D dimensions for 25 joints express each 
skeleton. Fig 1. shows the skeletal representation for the used 
gestures in this work. To implement the human-robot interaction, 
seven gestures are used in this system: 

-  Stop: the robot will stop as long as the stop gesture is raised. 

-  Move right: The robot will generate the collision-free path to 
the right side of the person. 

-  Move left: The robot will generate the collision-free path to the 
left side of the person. 

-  Move forwards: The robot will move toward the person as long 
as the “move forward” gesture is raised.  

-  Move backwards: The robot will move backwards as long as 
the master person raises the “move backwards” gesture. 

-  Master select: when several people are in the path of the robot, 
the robot will not know to which person it has to interact, since 
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two or more people might give different orders to the robot. To 
overcome this problem, “Master Select” gesture is assigned. 
When a person in a group raises the right arm 180°, the robot 
will know that it has to interact with this person and will ignore 
the gestures of other people in the work area.  

Figure 1: The gestures that are used for interaction with the robot 

The Kinect sensor provides only the dimensions of the human’s 
joints, without describing the gestures. Thus, to build the gesture 
recognition system, the “y” values for the right & left elbows, the 
right & left wrists and the “y, z” values of the neck joints were 
extracted. Furthermore, machine learning (SVM) and artificial 
intelligence (BPNN) models were trained to define the gestures. 
To train the models, a training set of 448 samples is constructed, 
and the k-fold cross validation algorithm is used to train the models. 
Additionally, it is worthy to mention that the HRI system took into 
consideration that in real environments, the robot and the human 
might not be located face-to-face. Thus, the training set is extracted 
with different deviation angles between [-40°, 40°]. 

3. Cooperative Collision Avoidance 

In previous collision avoidance systems, the robot will search 
for the closest collision-free path to the goal location, without 
taking into consideration the motion direction of the human. Since 
the human will also try to avoid the robot, both participants will 
get disordered about the correct direction that each of them has to 
go. This situation can cause problems when the robot navigates in 
social areas which include several people leading to a collision 
when both the human and the robot decide to use the same 
collision-avoidance direction. To overcome this situation, a new 
method for the collision avoidance is proposed which is called 
Cooperative Collision Avoidance System based on Interaction 
(CCAI) since both the robot and the human will cooperate in 
generating the collision-free path via interaction. Fig. 2 shows the 
flow chart of the proposed system.  

In the proposed collision avoidance system after identifying people 
in the path the robot will send a voice message “Robot in the path”, 
alarming the people that the robot is moving in the same area. The 
people can move away from the robot’s path, or be prepared for 
interaction. If the human remain in the path, the robot will stop 
keeping a certain distance from the people (2m), asking them for 

interaction by sending a voice message “Interact”. Then the 
following situations can occur. 

-  If a user raised the right arm activating the “master gesture”, 
the robot will execute the orders provided by the user.  

-  If no human interacted with the robot, it will plan a collision-
free path autonomously, taking into consideration the goal 
location.  

-  If the human moved away from the path of the robot, it will 
complete its path to the goal without changing its direction. 

-  If there is no available path that the robot can go through, it will 
send an alarm message “no free path” to inform the people that 
they have to keep a free path for the robot so it can generate a 
new collision-free path. 

Fig. 3 shows three human in front of the robot; non of them 
interacted with it. The robot will then implement the collision 
avoidance path by searching for the regions that the robot can 
pass through. Then, it will select the region that is closest to its 
original path obtained from the global navigation system [13]. 
Since the robot has two available regions (R1, R2), it will select 
the region R2 since it is the closest to the original orientation to 
the goal. 

In contrary, when the user interacts with the robot, it will follow 
the orders provided by the master via gestures. The red colored 
person in fig. 4 activated the “master person”, and asked the robot 
to move to the left. The robot will then select the region R1 since 
there is no free space between the persons P1, P2, and the region 
R2 is not located to the right of the master person. 

Voice Alarm
“ Interact”

Start Collision 
Avoidance

Yes No

H20 moves on the 
planned path

Human 
Detected

Master 
User

Voice Alarm 
“ Robot in the path”

Distance 
>2m

Autonomous Collision 
Avoidance

Keep Moving

Yes No

Wait for 3000 ms

NoYes

Cooperative Collision 
Avoidance

Voice Message 
“ No free Path”

Region 
Available

Region 
Available

Voice Message 
“ No free Path” Execute the collision 

avoidance based on 
the selected region

Yes Yes NoNo

 

Figure 2: The flow chart of the collision avoidance system 

To calculate the collision-free path, the robot has to search for 
all available regions that the robot can pass safely. Here the robot 
distinguishes between the terminal regions that are located to the 
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right/left of the last person in the group, and the regions that exist 
between the people.  

In the first step, the robot detects the positions of the people, and 
calculates the relative distances between them. For the middle 
regions between the people, the robot calculates the width of the 
available distance between them: 

𝑅𝑅𝑎𝑎𝑎𝑎𝑖𝑖 = 𝑋𝑋𝑝𝑝𝑖𝑖+1 − 𝑋𝑋𝑝𝑝𝑖𝑖  𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒: 𝑖𝑖 = 1, . . ,𝑛𝑛 − 1  (1) 

where 𝑛𝑛 represents the number of people detected by the 
Kinect sensor. 

Furthermore, the robot estimates the minimum region width 
required for the robot to pass without collision: 

𝑅𝑅min (𝑚𝑚𝑖𝑖𝑚𝑚)
𝑖𝑖 = 2 × 𝑒𝑒𝑟𝑟 + 𝑒𝑒𝑝𝑝𝑖𝑖+1 + 𝑒𝑒𝑝𝑝𝑖𝑖 + 𝑑𝑑  (2) 

Where: 

𝑒𝑒𝑟𝑟   robot’s radius. 

𝑒𝑒𝑝𝑝𝑖𝑖  the distance between the shoulder and the neck of the  

user 𝑖𝑖 obtained from Kinect sensor. 

𝑑𝑑 the safety distance around the robot. 

In the next step, the robot checks the possibility of generating the 
avoidance path to the right and left of the most right/left people in 
the group. This calculation is done by considering the maximum 
detection angle of the sensor (70°), so the robot will compare the 
width of the region between the terminal person and the last point 
that the sensor can detect for the given depth, as it could be found 
in fig. 5, which shows the calculation of the region for the right-
terminal person. 

The following equations are used to get the width of the right-
terminal region: 

𝛿𝛿𝑛𝑛 = sin−1 𝑋𝑋𝑝𝑝
𝑛𝑛

𝑍𝑍𝑝𝑝𝑛𝑛
     (3) 

𝑍𝑍𝑡𝑡𝑡𝑡𝑚𝑚𝑝𝑝𝑛𝑛 = 𝑍𝑍𝑝𝑝𝑛𝑛 . cos 𝛿𝛿𝑛𝑛     (4) 
𝑋𝑋𝑡𝑡𝑡𝑡𝑟𝑟𝑚𝑚𝑛𝑛 = 𝑍𝑍𝑡𝑡𝑡𝑡𝑚𝑚𝑝𝑝𝑛𝑛 . tan 35    (5) 

where 

𝑍𝑍𝑝𝑝𝑛𝑛: The distance of the person 𝑛𝑛 from the robot 

𝑋𝑋𝑡𝑡𝑡𝑡𝑟𝑟𝑚𝑚𝑛𝑛 : The last point that the Kinect sensor can detect for the 
given depth 𝑍𝑍𝑝𝑝𝑛𝑛 

 
Figure 5. Calculation of available terminal region 

The available region is given as: 

𝑅𝑅𝑎𝑎𝑎𝑎𝑛𝑛 =   �𝑋𝑋𝑡𝑡𝑡𝑡𝑟𝑟𝑚𝑚𝑛𝑛 − 𝑋𝑋𝑛𝑛
𝑝𝑝�    (6) 

The same calculations are done to get the width of the left terminal 
region. The robot will then calculate the minimum width of the 
terminal regions that the robot can pass through: 

𝑅𝑅min𝑛𝑛 = 𝑒𝑒𝑟𝑟 + 𝑒𝑒𝑝𝑝𝑛𝑛 + 𝑑𝑑/2    (7) 

𝑅𝑅min0 = 𝑒𝑒𝑟𝑟 + 𝑒𝑒𝑝𝑝0 + 𝑑𝑑/2    (8) 

The candidate valleys are the regions that are wider than the 
minimum required width: 

𝑉𝑉 =   ∑ 𝑅𝑅𝑎𝑎𝑎𝑎𝑖𝑖𝑛𝑛−1
𝑖𝑖=1  +   𝑅𝑅𝑎𝑎𝑎𝑎0 + 𝑅𝑅𝑎𝑎𝑎𝑎𝑛𝑛      𝑖𝑖𝑖𝑖  𝑅𝑅𝑎𝑎𝑎𝑎𝑖𝑖 > 𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛𝑖𝑖 ,𝑅𝑅𝑎𝑎𝑎𝑎0 >

𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛0  ,𝑅𝑅𝑎𝑎𝑎𝑎𝑛𝑛 > 𝑅𝑅𝑚𝑚𝑖𝑖𝑛𝑛𝑛𝑛      (9) 

If 𝑉𝑉 = ∅ , the robot couldn’t find a free walking area between the 
group of people, and it will send the voice message “no free path” 
to alarm the people to move and keep enough area for the robot to 
pass as it could be found in fig. 2. 

 

Figure 3: Selecting the CA region based on the goal location 

 

Figure 4. Selecting the CA path based on HRI 
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If 𝑉𝑉 ≠ ∅ , the robot will select the valley depending on whether the 
master user asked the robot to go to a certain direction, or in case 
that no people interacted it will select the valley that is closest to 
its path. To calculate the collision-free path for the selected valley, 
the robot distinguishes between the terminal valley and the 
intermediate valley. Fig. 6 shows the calculation of the collision 
avoidance path for an intermediate valley using the following 
equations: 

𝑥𝑥𝑐𝑐𝑎𝑎 =  𝑥𝑥𝑝𝑝
𝑖𝑖+1−𝑥𝑥𝑝𝑝𝑖𝑖

2
     (10) 

𝑍𝑍𝑓𝑓 = 𝑀𝑀𝑀𝑀𝑥𝑥{𝑍𝑍𝑖𝑖 ,𝑍𝑍𝑖𝑖+1}    (11) 

𝜓𝜓 =  sin−1 𝑥𝑥𝑓𝑓
𝑧𝑧𝑓𝑓

     (12) 

𝑍𝑍𝑡𝑡𝑡𝑡𝑚𝑚𝑝𝑝 = 𝑍𝑍𝑓𝑓 . cos𝜓𝜓𝜃𝜃𝑐𝑐𝑎𝑎 = tan−1 𝑥𝑥𝑐𝑐𝑐𝑐
𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝

  (13) 

𝜃𝜃𝑐𝑐𝑎𝑎 = tan−1 𝑥𝑥𝑐𝑐𝑐𝑐
𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑝𝑝

    (14) 

𝑍𝑍𝑐𝑐𝑎𝑎 = 𝑋𝑋𝑐𝑐𝑐𝑐
sin 𝜃𝜃𝑐𝑐𝑐𝑐

     (15) 

𝑑𝑑𝑐𝑐𝑎𝑎 =  𝑍𝑍𝑐𝑐𝑎𝑎 + 𝑒𝑒𝑟𝑟 + 𝑒𝑒𝑓𝑓 + 𝑑𝑑    (16) 
where: 

𝑥𝑥𝑐𝑐𝑎𝑎: The middle of the selected valley. 

 

Figure 6. Calculating the collision-free path 
 

𝑍𝑍𝑓𝑓: The distance of the farthermost person from the robot in                                     
the selected region. 

𝜃𝜃𝑐𝑐𝑎𝑎: The robot’s orientation toward the valley. 

𝜓𝜓: The angle between the robot’s horizontal axis and the  
farthermost person in the selected region. 

𝑍𝑍𝑡𝑡𝑡𝑡𝑚𝑚𝑝𝑝: The horizontal distance between the robot and  
farthermost person. 

𝑍𝑍𝑐𝑐𝑎𝑎: The distance between the robot and middle of the Region. 

𝑑𝑑𝑐𝑐𝑎𝑎: The travelled distance to pass the people. 

For the terminal valleys, the robot uses the following equations for 
the most right person: 

𝑥𝑥𝑐𝑐𝑎𝑎 = 𝑋𝑋𝑝𝑝𝑛𝑛 + 𝑒𝑒𝑝𝑝𝑛𝑛 + 𝑒𝑒𝑟𝑟 + 𝑑𝑑/2    (17) 

𝑍𝑍𝑐𝑐𝑎𝑎 =  𝑍𝑍𝑝𝑝𝑛𝑛     (18) 
𝜃𝜃𝑐𝑐𝑎𝑎 =  sin−1 𝑥𝑥𝑐𝑐𝑐𝑐

𝑍𝑍𝑐𝑐𝑐𝑐
     (19) 

𝑑𝑑𝑐𝑐𝑎𝑎 =  𝑥𝑥𝑐𝑐𝑐𝑐
tan𝜃𝜃𝑐𝑐𝑐𝑐

+ 𝑒𝑒𝑝𝑝𝑛𝑛 +  𝑒𝑒𝑟𝑟     (20) 

And for the most left person: 

𝑥𝑥𝑐𝑐𝑎𝑎 = 𝑋𝑋𝑝𝑝0 − 𝑒𝑒𝑝𝑝0 − 𝑒𝑒𝑟𝑟 − 𝑑𝑑/2   (21) 
𝑍𝑍𝑐𝑐𝑎𝑎 =  𝑍𝑍𝑝𝑝0     (22) 
𝜃𝜃𝑐𝑐𝑎𝑎 =  sin−1 𝑥𝑥𝑐𝑐𝑐𝑐

𝑍𝑍𝑐𝑐𝑐𝑐
     (23) 

𝑑𝑑𝑐𝑐𝑎𝑎 =  𝑥𝑥𝑐𝑐𝑐𝑐
tan𝜃𝜃𝑐𝑐𝑐𝑐

− 𝑒𝑒𝑝𝑝𝑛𝑛 −  𝑒𝑒𝑟𝑟     (24) 

Calculating the angular and linear velocities is based on the width 
of the selected valley: 

𝑣𝑣 =  𝑣𝑣𝑚𝑚𝑎𝑎𝑥𝑥 . log10 𝜃𝜃𝑟𝑟
log10 𝜃𝜃𝑡𝑡𝑐𝑐𝑚𝑚

    (25) 

𝜔𝜔 =  𝜔𝜔𝑚𝑚𝑎𝑎𝑥𝑥 . log10 𝜃𝜃𝑟𝑟
log10 𝜃𝜃𝑡𝑡𝑐𝑐𝑚𝑚

    (26) 

Where 𝜃𝜃𝑚𝑚𝑎𝑎𝑥𝑥  the maximum vision angle of the Kinect sensor and 
equal 70°, 𝜃𝜃𝑟𝑟 the width of the selected region in degrees.  

4. Experimental Results 

The experiments have been implemented to check the performance 
of the HRI and the collision avoidance systems.  

4.1 The experiments for the human-robot interaction 

The experiments over the HRI were implemented on two steps. 
The first step, the experiments were applied to compare the 
performance of the SVM and BPNN and find out the best model 
that could fit the HRI system. After finding out the optimal model 
that can classify the training data, the HRI is tested for different 
gestures and different people to find the success rate of the 
implemented HRI system.  

The goal of using the L_SVM and BPNN is to find the optimal 
model that could be used to recognize the gestures of different 
people with different heights and deviations from the Kinect level. 
To do so, a training set is implemented to train the models. Each 
training vector is composed of the “y” values of the right and left 
elbows, the “y” values of the right and left wrists, and the “y, z” 
values for the neck joint. The training data is collected from four 
people with different heights [152-187] cm. Each person is asked 
to do 112 gestures with distances [1.7, 4] m from the Kinect, with 
deviation angle [-40, 40]. Thus the total training set is 448. The 
L_SVM is trained for different penalty values, while the BPNN is 
trained for different number of hidden neurons.  

To implement the training, the K-fold cross validation model is 
used with k=8. 

4.1.1 Training the L_SVM model 

The L_SVM is trained to find out the best penalty value that 
provides minimum error over the test set. The model is trained for 
penalty values 𝑐𝑐 =  𝑒𝑒𝑛𝑛 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛 ∈ [−10,70]. Table I shows the 
training results. 
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From table I it can be seen, that the best penalty value that shows 
minimum error is at c=7.389 with 8 misclassified training samples 
for the 8 folds.  

4.1.2 Training the BPNN model 

The BPNN model is trained to find the best number of hidden 
neurons. The learning rate is set to 𝜂𝜂 = 0.15. The model has five 
input neurons, three output neurons, while it is trained and tested 
to find the best number of hidden neurons with the range [3, 15]. 
Table II shows the experimental results for training the BPNN.  

From table II, it could be concluded that despite of the number of 
hidden neurons, the model could correctly classify the whole test 
data successfully with no errors. Furthermore, in comparison with 
table I, it could be found that despite of the number of hidden 
neurons, the BPNN outperforms the implemented SVM model. 
Thus, the BPNN model is selected in the HRI system with a 
number of hidden neurons equal to 6. 

4.1.3 Test the HRI system 

After selecting the optimal model for the HRI system, further 
experiments have been implemented in real work conditions to 
check the performance of the HRI. To do so, five people with 
different heights and physical shapes were asked to do tests. Each 
person is asked to implement 18 gestures with different deviation 
angles [-40°, 40°]. Table III shows the experimental results for the 
HRI system.  

Out of 90 experiments, two gestures were misclassified. These 
misclassifications occur due to false measurements for the joints’ 
locations by the Kinect sensor. Furthermore, state transition means 
the Kinect couldn’t detect the person that is located in front of it, 
and it required from him to move or shake their bodies to be 
detected from the sensor.  

4.2 The experiments for the collision avoidance system 

As mentioned in chapter 3, the robot uses the equations (25), and 
(26) to adjust its velocity based on the width of the selected region. 
Fig. 7 shows simulation for the velocity controller for different 
maximum linear and angular velocities taking into consideration 
that the maximum angular view for the sensor is 70°. Furthermore, 
to check the validity of the implemented system, several 
experiments were implemented for each function. H20 humanoid 
robot from DrRobot Company is used in the experiments.  

 

Figure 7: The simulation result for the velocity controller 

Table I. The training results of L_SVM model 

C Total Error Average Error Success Rate 
(%) 

Train time 
(ms) 

Test Time 
(ms) 

No. Support 
Vectors 

4.5 × 10−5, 0.0067 379 47.3 15.53 [103, 112] <1 21 
0.0183 335 44.3 20.9 102 <1 21 
0.0497 156 19.5 65.17 88 <1 21 
0.135 33 4.12 92.64 71 <1 21 
0.367 8 1 98.2 68 <1 21 

1, 2.718 9 1.125 97.99 49.56 <1 21 
7.389 8 1 98.2 45 <1 21 

20.08, 9.2 × 1029 16 2 96.4 [41,53] <1 21 
 

Table II. The training results of BPNN model 

No. Hidden 
neurons 

No. Errors Training 
Time (ms) 

Test Time 
(ms) 

3 0 94 <1 
4 0 137 <1 
5 0 92 <1 
6 0 126 <1 
7 0 135 <1 
8 0 113 <1 
9 0 117 <1 

10 0 119 <1 
11 0 122 <1 
12 0 133 <1 
13 0 122 <1 
14 0 162 <1 
15 0 161 <1 

 

Table III. The test results for the HRI 

Person No. 
Experiments 

Height False 
Gesture 

State 
Transition 

1 18 165 1 0 
2 18 170 1 3 
3 18 177 0 1 
4 18 179 0 1 
5 18 181 0 1 
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4.2.1 Tests for the move forward/backward 

The experiments for the move forward/backward gesture were 
implemented for different velocities  𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 = 0.1, 0.2, 0.3 . Two 
experiments were implemented for each velocity, one for each 
function. The experiments show that the robot could detect people, 
interact with the master and execute the orders based on the raised 
function. Fig 7. Shows an example of the cooperative collision 
avoidance in which the master asked the robot to move forward, 
and then he asked it to move to the right.  

4.2.1 Tests for the move right/left 

Fig 7. shows an example of the “move right” function after using 
the “move forward” gesture. To test the move right/left functions, 
6 experiments were implemented. Table IV summarizes these 
experiments. 𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 ,𝜔𝜔𝑚𝑚𝑎𝑎𝑥𝑥  represent the maximum linear and 
angular velocities that the robot uses in case that no obstacles in its 
path. Region candidates represent the possible steering angles that 
the robot can use to pass the detected regions. Heading angle 
represents the steering angle that the robot uses after selecting the 
region that the robot will go through it. (d) represents the distance 
that the robot will travel to pass the region. 𝜃𝜃𝑟𝑟 is the width of 
selected region. v, ω are the linear and angular velocities for the 
robot obtained from the velocity controller. Time represents the 
time that the robot needs to pass the people.  

As it could be found, the robot will detect the whole navigable 
regions that are located at the right or left of the master person, 
depending on the direction that he/she ordered the robot to move. 
Then, it will calculate the steering angle and the distance that it has 
to move to pass the region. The robot will also consider the width 
of the selected region to calculate the linear and angular velocities.  

4.2.2 Tests for the autonomous collision avoidance 

As discussed before, in case of no human interaction the robot 
will generate the collision avoidance autonomously without any 
interaction. To test the function, additional six experiments were 
implemented to check the performance of the autonomous 
collision avoidance system. Table IV shows the experimental 
results for the system. Waypoint represents the original heading 
angle that the robot had to move if there are no people in the path.  

 The robot could successfully define the navigable regions, and 
select the region that is closest to its original path, by comparing 
the regions’ angles with the angle of the waypoint. Furthermore, it 
could be seen that the robot could successfully define the steering 
angle and the distance that it has to move to pass the region. 
Furthermore, the velocity controller will adjust the robot’s linear 
and angular velocities based on the width of the selected region. 

4.3 Discussion and comparison with other systems 

As it could be found in the experiments over the HRI system, the 
system is able to classify the whole gestures with a success rate 
100%. Furthermore, the implemented system is able to detect and 
define the gestures even when the user is deviated with [-40°, 40°] 
from the straight line between the user and the robot. Other systems 
which are based on analyzing the geometrical displacements of the 
joints as in [14] and [15] will fail in such situations.  

Although many collision avoidance systems proved a good 
performance in avoiding dynamic and static obstacles, all of these 

systems considered the humans as dynamic obstacles. This is a 
short come if we consider that in cluttered social environments, 
robots will navigate between many people who will share the 
location, and this could lead for both of them to get confused due 
to the lack of the interaction between them. Furthermore, the 
previous collision avoidance systems didn’t solve the bottleneck 
problem which could occur in narrow corridors and rooms, so the 
robot can’t generate collision avoidance paths due to the lack of 
space. Additionally, it is possible in certain situations that the 
human needs to interrupt the motion of the robot, and control it 
when needed.  

 The implemented system solved the bottleneck problem, by 
using the move forward/backward gestures. Thus, the master can 
lead the robot to another area which is wide enough to avoid each 
other. Furthermore, when there are several people in the path of 
the robot, a person can raise the “master select” gesture, and 
provide the robot the direction that it has to move, so the other 
group of people can go to another direction, and no motion conflict 
will occur. Besides to the interactive collision-avoidance features, 
the system is also able to generate the collision-avoidance path 
autonomously in similar concepts that other collision avoidance 
systems follow. 

Future work will focus on detecting the static obstacles and 
integrate it to the implemented collision avoidance system, so the 
robot can avoid both the static, dynamic and human obstacles. 

 
Figure 8: The cooperative collision avoidance, (a) the robot meets people in 
narrow path and ask them to interact, (b) the user raises his right arm to inform the 
robot that he will be the master, (c) the master person orders the robot to move 
forward, (d) the robot moves forward till it reach to a wide area and the user asks 
the robot to implement the collision avoidance to the right, (e, f) the robot adjusts 
its motion and moves to the free region to the right of the master 
 
 

 
 

(a)           (b)                                 (c) 

Figure 9: the autonomous collision avoidance, (a) the robot detects two people in 
the path and defines three navigable regions, (b) since no people interacted with 
the robot, it will select the region that is closest to its original path, (c) the robot 
calculates the path, pass the people and keep moving to the goal location. 
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Table IV: The experimental results for the move right/left functions 

No.  Function 𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥  
m/s 

𝜔𝜔𝑚𝑚𝑎𝑎𝑥𝑥 
rad/s 

Region 
Candidate 

Region 
Candidate 

Heading 
Angle 

d(m) 𝜃𝜃𝑟𝑟 (°) V (m/s) ω (rad/s) Time (s) 

1 Right 0.2 0.4 25.4 -3.7 -3.7 3.03 34.9 0.167 0.335 18.3 
2 Right 02.5 0.3 1.16 31.1 1.16 2.95 38.7 0.215 0.256 13.8 
3 Right 0.3 0.5 24.1 ---- 24.1 3.14 24.6 0.226 0.379 14.9 
4 Left 0.15 0.3 -13.9 ---- -13.9 2.97 36.4 0.126 0.252 24.4 
5 Left 0.2 0.4 -25.9 ---- -25.9 3.08 22.0 0.145 0.29 22.7 
6 Left 0.3 0.25 -34.3 -8.9 -8.9 2.95 36.4 0.253 0.212 12.3 

 

Table V: The experimental results for the autonomous collision avoidance function 

No.  𝑉𝑉𝑚𝑚𝑎𝑎𝑥𝑥 
m/s 

𝜔𝜔𝑚𝑚𝑎𝑎𝑥𝑥  
rad/s 

Region 
Cand 

Region 
Cand 

Region 
Cand 

Waypoint Heading 
Angle 

d(m) 𝜃𝜃𝑟𝑟 (°) V 
(m/s) 

ω 
(rad/s) 

Time 
(s) 

1 0.15 0.2 -29.9 5.2 --- 12.7 5.2 2.66 37.4 0.127 0.171 21.3 
2 0.15 0.2 -16.77 13.32 --- 8.82 13.32 2.93 36.8 0.127 0.169 24.4 
3 0.2 0.5 -30.5 3.2 --- 8.3 3.2 2.69 37.9 0.171 0.425 15.8 
4 0.2 0.5 -25.3 9.2 33.6 84.4 33.6 3.54 12.3 0.118 0.295 32.0 
5 0.3 0.25 -30.6 3.3 34.7 71.6 34.7 3.25 12.3 0.177 0.147 22.4 
6 0.3 0.25 -12.6 18.3 --- -27.4 -12.6 2.89 38.0 0.256 0.215 12.3 
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 The sector of telecommunications is experiencing a large growth and rapid change in 
developing applications due to the variety of technologies, to increase the number of users 
and to arrival services varied from the high demand of the service quality such as 
streaming, web navigation. In this regard, the 3rd Generation Partnership Project (3GPP) 
organization has greatly motivated to develop Next Generation Network (NGN). Indeed, 
telecom operators are forced to make a portfolio of available services more efficient to 
ensure customer loyalty. This article aims to propose an incorporation a layer above the 
quality of service (QoS) controller based on Fuzzy Logic to determine the guaranteed levels 
of QoS and levels of criticality. It describes a new approach of multi criticality in order to 
ensure the integrity in IP Multimedia Subsystem (IMS) networks. This approach is based 
on the recent model of integrity Totel. The proposed approach is tested and evaluated using 
Fuzzy Inference System to simulate levels of criticality for determining an adequate QoS 
level that ensures the customer’s needs. The simulation results describe the comparison 
between three membership function Triangle, Trapezoidal, Gaussian also describes the 
comparison between the methods of defuzzification to find whose gives better results and 
has more efficient in the aspect of chance value for levels of QoS and levels of criticality. 
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1. Introduction 

The sector of telecommunications is undergoing a profound 
and rapid change in developing applications due to convergence 
towards Telecom, Internet, Multimedia and continual 
technological innovations. The IMS architecture towards all-IP 
domain supporting at all services voice, video and data. Thus, 
according to IMS network convergence, the issue of maximizing 
the resource use and the continuity of QoS and Quality of 
Experience (QoE) for satisfying the user’s requirements has gained 
importance to find success or failure of applications and services. 
This quality shows performance metrics in terms of perspectives 
for the service user. Indeed, the IMS architecture is composed of 
several entities types of session initiation protocol (SIP) servers to 
process SIP signaling packets of the IMS domain: Proxy Call 
Session Control Function (P-CSCF), Interrogating CSCF (I-
CSCF), and Serving CSCF (S-CSCF).  

Thus, IMS architecture also defined entities for QoS 
management, which are Policy Control Rule Function (PCRF) and 
Policy Charging Enforcement Function (PCEF). Although, due to 
the high-quality IMS services, it is not possible to guarantee a QoS 
for IMS services at anytime, anywhere due to the increase of user 
numbers and to their mobility. 

This paper is an extension of work originally presented in 
conference on Intelligent Systems Theories and Applications 
(SITA) [1]. The goal of this article is to propose a policy of 
integrity implementation that allows a security policy integrated on 
IMS architecture. This integration is based on Totel model. Our 
contribution described a new approach for multi criticality on IMS 
architecture to ensure the integrity and to verify the exchange 
between different software entities. Furthermore, to dynamically 
find the level of criticality of customers for offering QoS 
appropriated to their needs by using Fuzzy Logic for decision-
making according to multi criteria such as environment, equipment 
and the importance of customers. This approach is introduced by 
simulation using Matlab.  
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This paper is organized as follows. In section 2, we briefly 
review related work. We summarize basic standards and 
mechanisms, integrity models, Fuzzy Logic in Section 3. The 
proposed contribution and discussion architecture presented in 
Section 4. Section 5 concludes this paper, sums up and explains 
the next steps. 

2. Related works And Motivation 

2.1. Related works 

Recently, the increase in mobile usage data and the new 
application emergence has greatly motivated the 3GPP 
organization for working on the IMS network. Various studies 
made to enhance the QoS in IMS networks [2, 3, 4, 5, 6, 7] due to 
the network convergence on account to several issues including 
security, mobility, and QoS management. Some works, focus on 
detecting problems of degradation of service. Others provide 
methods for QoS Management [2]. Basic mechanisms for 
management of QoS in the IMS are presented by 3GPP 
specification [8, 9]. The 3GPP approaches based on the phase of 
provisioning services by offering stable and dynamic solutions for 
the resources according to the type of service. The goal of this 
approach is to find the needs of each service in terms of QoS 
requirements. Although, these approaches focus on the phase of 
providing service, without taking into consideration the customer 
type, which influenced on the overload of network [10]. 

In paper [11], the authors propose a technique of causal map 
for monitoring the resources to identify the fault cause via the 
technique of map causal [11]. The aims of this solution is to detect 
a failure by identifying the probable cause. This approach allows 
monitoring resources and not services flows [5]. 

The paper [13], propose a platform SLM&M (service Level 
Management & Monitoring) for services monitoring, it is based on 
indicators collected directly over the network. However, before 
deducting the requirements provisioning service to users, these 
indicators are analyzed using thresholds defined in the Service 
Level Agreement (SLA) of each client. The aim of this solution is 
to detect only the degradations without including the corrective 
actions in real-time. 

In paper [2], authors propose a new approach INQA (IMS 
Network QoS Architecture) that is presented at SLM&M platform 
to supervise and monitor a service in the real-time according to key 
performance (KPI) and quality indicators (KQI). The aim of this 
solution is to project enhanced Telecom Operation Map (eTOM) 
in the context of IMS network by integrating entities in a multi-
technologies context using web technology; more particularly 
service oriented architecture SOA and simple object access 
protocol SOAP [12]. 

In [14], authors discuss three types of SLA, which are SLAs 
Customer, SLAs Supplier/Partner, and SLAs Interns. A service 
provider for offering products to the customer intends SLAs 
Customer. This type of SLA is generally subject to a formal 

contract between the customer and the service provider. SLAs 
Supplier/Partner are intended for suppliers who are designed to 
ensure whether performance targets met for the service 
components provided by a supplier and for derived from a partial 
or total contractual agreement between suppliers. An agreement 
for all customers using the services delivered by the service 
provider. SLAs Interns are designed primarily to target services 
and working resources. They are intended to service elements or 
groups of service elements and are described as the agreements 
between organizational functions within the business operators. 

Paper [13], proposes the verification of SLA using eTOM 
process [15] for monitoring services. The aim of this verification 
is to identify the appropriated QoS, which is determined in the SLA 
contract from the information collected by the network entities. 
Four steps, structures this verification: Performance Indicators 
Collection [13], Mapping quality indicators, Comparison between 
quality indicators and SLA, and Report overall service and 
resource. In the performance indicators collection step, a key 
performance indicator KPIs is identified by Packet Loss (%), 
Delay (ms), and Bandwidth (kb/s). Unlike indicators of 
performance, quality indicators are correlated to the service, these 
indicators are MOS-V (Mean Opinion Scores Video) [16] and 
MOS-A (Mean Opinion Scores Audio) [17]. The following step is 
a comparison between quality indicators and SLA to verify the 
negotiation of SLA. Lastly, a report on the resource during service 
provisioning and its status are created for detecting the type of SLA 
execution.  

2.2. Motivation 

In IMS network, SLA execution takes two forms: Normal SLA 
Execution and SLA execution with a violation. The Normal SLA 
Execution detects the exceeded thresholds or failure of a 
component and the manager intervenes. However, the SLA 
execution with violation restores services and QoS operation of 
Video service on demand (VoD).  

To enhance an SLA security policy and to control the 
exchange between different entities, the proposed approach is to 
integrate a layer called integrity verification communication in 
IMS architecture for applying integrity policy [1] in terms of 
criticality [1]. To achieve this goal, the Totel model of integrity is 
adopted to improve a new approach of multi criticality using 
multi-criteria for decision-making and to guarantee QoS needs 
according to the level of criticality of users. This proposition is 
integrated into INQA and SLM&M architecture as illustrated in 
Figure 1. It is composed of two layers: assurance and monitoring. 
The assurance layer is dedicated for verification process of SLA 
according to several entities of eTOM process. The monitoring 
layer is dedicated for supervising; it is composed of a set of 
functional processes for ordering services and other execution 
scenarios of a resource. It is divided into two parts: A distributed 
part that is a set of agents and probes that are able to recover all 
data in real-time. Moreover, a centralized part is dedicated to 
synchronization. 
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Figure 1: Architecture SLM&M and INQA [2] 

3. Overview 

An access control model intended to abstract the policy and 
handle its complexity, to verify the consistency of the security 
policy and detect possible conflicts. It is based on essential model 
and mechanisms, integrity policy, IMS, Fuzzy Logic, which will 
be outlined in this section. 

3.1. Survey of integrity 

Computer security in critical infrastructure is designed to 
control access and manipulate data by using the mechanisms of 
authentication, integrity, authorization, in order to protect a 
system against the vulnerabilities and failures. One basic element 
of security is integrity. It is a key for checking the trust change of 
data by using verification mechanisms such as integrity models. 
These models keep data safe and trustworthy by protecting system 
data from any intentional or accidental changes. For a long time 
in computer systems, this concept was used for three goals: to 
prohibit unauthorized users from making any changes to data or 
programs, to prohibit authorized users from making unauthorized 
modifications and finally to prevent internal and external 
consistency of data and programs [18]. Integrity models allow 
quantifying the integrity in term of credibility or criticality [19]. 
Credibility can be considered as an integrity fact, since it is 
defined as the character of something that can be believed, on 
what trust can be placed. The measure indicator of credibility is 
based on reliability, internal actions, and reputation. However, 
criticality is the characteristic of a system that does not tolerate 
failures and must secure its properties even through internal and 
external events. This sensitivity is related to system importance 
on the socio-economic development of a nation, and the grave 
consequences that could emerge from a service interruption 
caused by any inadvertence or malicious source [19]. 

3.2. Integrity Models  

The models of integrity policy are: 

• The policy defined by Bell & Lapadula that addresses 
confidentiality of data systems. It is based on two properties: 
Simple Integrity (No read down) and Integrity* property 
(No Write up) [21]. For simple integrity property, the 
subject can only read objects at its own integrity level or 
above. On the other side the Integrity* property, the subject 
can only write objects at its own integrity level or below. 

• The Chinese Wall policies aim is to protect the financial 
system from illicit manipulation. It consists of three levels 
of abstraction object: Objects that contain information 
about only one company, Company data set (CD), and the 
conflict of interest (COI). CD is an object collection related 
to a certain company. COI is a class containing the data sets 
of competing companies [22]. 

• The policy defined by Clark & Wilson is designed for 
commercial aims and focuses on data integrity preservation. 
Indeed, each data item can only change using a certified 
procedure, which keeps its integrity. Furthermore, it is 
dedicated to verifying data items and certify their integrity. 
This model can be interpreted as two integrity levels: data 
are classified into Unconstrained Data Items (UDI) and 
Constrained Data Items (CDI). This model defines two 
notions: the transactions and separation of duties. The first 
notion states that information may only be treated through 
Transformation Procedures (TPs) which support the 
involved data integrity. Additionally, integrity Verification 
Procedures (IVPs) can be verified modification integrity 
data. The system keeps lists of a relation between these 
entities which allowing UDIs into CDIs transformation 
according to TPs and IVPs [23]. Unlike Biba policy, two 
ways influenced the policy defined by Clark & Wilson: a 
data who gives integrity level should keep its integrity level 
only if it is manipulated by a procedure validated to at least 
the same level. Moreover, the information flow passage 
from a lower to the highest level is possible only if it is 
validated to certify that the data has a high integrity level. 

• Totel model is based on the object-oriented approach. It 
aims to offer a usable and flexible generalization of the 
other models mentioned above for providing kinds for 
objects with defined properties. Figure 2 presents the 
software architecture proposed in Totel’s Model. It is based 
on objects classification in order to give a strict information 
flow to check integrity policy and to manipulate the 
mechanisms of information integrity upgrade. Authors in 
[24, 25] defined three object types: Single Level Objects 
(SLOs): are single constant integrity level. This king 
contains information and creates flows using its internal 
data at different levels of integrity. Multi Level Objects 
(MLOs): are intended for providing more flexibility by 
being able to offer some services at any integrity level. 
They are validated to a given integrity level and can accept 
data from any level. They are modified dynamically and 
restoring it at the beginning of the next invocation. To 
achieve this aim, the authors prove that these objects have 
no memory. At each invocation, these objects will be 
created from scratch. Validation Object (OV): provides 
information with a sufficient certified integrity level to 
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allow flow from low to high integrity level. Furthermore, it 
runs fault tolerance mechanisms to produce high integrity 
outputs. The software architecture described a Trust 
Computing Base (TCB), which is composed of operating 
system micro and kernel integrity. The goal of TCB is to 
control all communications in the system, prevent 
unauthorized rising flows by authorizing only ascending 
flows, and sending it to a validation object. 

 
Figure 2: Illustrations of the integrity policy rules [25] 

3.3. Integrity Based IMS architecture 

In IMS networks, the integrity protection is applied between 
user equipment (UE) and the P-CSCF for protecting the SIP 
signaling according to several steps: Firstly, UE and P-CSCF 
negotiate the integrity algorithm for the session. Secondly, these 
entities agree on key of security, which is based on AKA 
algorithm and they verify that data originates received. Finally, 
the replay and reflection attacks must be mitigated. The integrity 
algorithm defined in IMS architecture is HMAC-MD5-96 or 
HMAC-SHA-1-96. This algorithm should be supported by UE 
and the P-CSCF. The protection indicator of integrity to decide 
the registration is as follows: (1) REGISTER request from the UE 
needs to be authenticated. (2) The S-CSCF should be known about 
the integrity protection applied to a message. (3) The p-CSCF lies 
an indication in the REGISTER request to inform the S-CSCF that 
the message was integrity protected for verifying if the message 
of integrity is the same or not. (4)  For all other REGISTER 
requests, the P-CSCF attached an indication in order to verify that 
was not integrity protected or ensures that there is no indication 
about integrity protection in the message [5]. 

3.4. Fuzzy Logic 

Fuzzy Logic is a technique that provides mechanisms to handle 
nonlinear uncertainties that exist in physical systems. It 
introduced by Lotfi Zadeh [26]. It is applicable in several 
applications [27]. Fuzzy sets represent objects collection, which 
is characterized by a membership function. The membership 
function is a type variable, which uses words instead of numbers 
to represent its knowledge in fuzzy systems that express a 
conditional rules statement [28]. The linguistic variables are 
parameters that are used to control the system and to show their 
performance. It is divided into levels. Fuzzy operations are the 
same operations in classical sets, which are union, intersection, 

containment, and complement. Fuzzy rules consist of three parts 
antecedent, fuzzy proposition, and consequence. Fuzzy inference 
system (FIS) is the regrouping of fuzzy rules, the linguistic 
variables of membership functions and fuzzy reasoning [27]. The 
FIS is designed for constructing complex and nonlinear 
relationships between the input and output. There are many FIS 
used in applications such as Mamdani, Tsukamoto, and Sugeno 
[30]. The difference between these types of FIS is in the 
aggregation and defuzzification processes. The Mamdani FIS 
method is used in our case because it has widespread acceptance 
and it has the most commonly used of the three FIS [30]. To 
implement an FIS, four steps to follow fuzzification, rule 
evaluation, aggregate output, and defuzzification. 

4. Contribution And Discussion 

The approach of multi criticality on IMS networks aims 
applying of a policy of security in terms of criticality. The 
proposed contribution is to integrate a layer called Integrity 
verification communication in Test Bench [2] as shown in Figure 
3. This integration is based on Totel model. Even though, in the 
IMS network, the entities of the controller have much knowledge 
of the network. Although, the administration of real-time services 
is a difficult task given the fluidity of the network to be ensured 
at any time. That is why, the contribution approach is to integrate 
a layer of security policy to monitor business processes [2] 
responsible for the implementation regarding verification and 
correction scenarios to ensure the integrity of the exchanged 
messages. Using Totel Model, for integrity policy presents an 
advanced innovation in terms of QoS management in IMS 
network compared with the other models [20, 21, 22, 23]. These 
models prohibit the passage flow from a lower level of criticality 
to the highest level of criticality. On the other hand, in IMS 
network; the users are mobile devices, have different preferences 
such as environment, equipment … 

For this effect, the communications should be circulated in both 
ways from less critical tasks to more critical tasks. The proposed 
contribution is based on an object-oriented, the SLO objects 
described levels of QoS and the MLO objects described levels of 
criticality of customers. In [24], the authors have specified that the 
MLO allow changing their level of criticality at any invocation 
method to control and accept data from lower or equal level. 
These objects have no memory, and are created at each invocation, 
which influences execution duration and reduces network 
performance; also, the identification of the exacted values for 
these thresholds is very difficult. For this reason, the concept of 
Fuzzy logic is used to determine dynamically criticality levels for 
users according to several criteria: customers, equipment, and 
environment. This technique allows a significant gain in terms of 
determining appropriate QoS to the users’ levels of criticality. 

4.1. Integration of fuzzy logic in the multi criticality approach 

 There are many main components of soft computing such as 
Fuzzy Logic, Neural Networks, Probabilistic reasoning [29] and 
Genetic algorithms [31]. The most important one is Fuzzy Logic.  
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    Figure 3: Architecture proposed [1] 
 

 

 It incorporates modeling, control management, forecasting and 
performance estimation. Also, it used on several applications. The 
integration of multi criticality approach, based on fuzzy logic as 
shown in Figure 3 has several advantages while estimating a QoS 
considering the increasing or decreasing levels of criticality of 
customers, levels of QoS services and optimizing costs. However, 
this approach is a key to satisfaction both QoS and QoE of 
customers’ needs. 

4.2. Use Case of Fuzzy Logic 

 The simulation results are based on Matlab tools. The fuzzy 
logic tool allows users to create Fuzzy inference for estimating 
conclusions problems. To simulate a system, the system is built 
through the Graphical User Interface (GUI) Tools. Five GUI tools 
are being executed to have simulations for the input and output of 
our system: building, editing FIS, Membership function, Rules, 
and reviewing Rule and surface. The viewer Rule and surface are 
being used for a survey with FIS editor. 

FIS Design 

 Fuzzy Logic is based on Fuzzification, rule evaluation, 
aggregation, and defuzzification as mentioned previously. The 
simulation is based on Mamdani method, which is the most 
frequently used method [30]. This method allows a system to work 
in an easy and simplified mathematical way as described in Figure 
4. 

 For modeling the control system, the FIS design considers 
three parameters: Environment, Equipment, and Customer to 
define the chance value of SLOService and levelOfCriticality 
MLO. Customer input presents a degree of importance of users 
according to their activities in the IMS network. Equipment input 
presents categories of mobile use. Environment input presents 
areas when users placed. SLOService describes a QoS and 
LevelOfCriticality describes levels of criticality for the customer. 
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Figure 4: Fuzzy Inference System for CriticalyLevels_QoS 

 

 Each parameter is divided into three linguistic value levels: 
Average, Good, and very Good for Customer input, and Dense 
Urban, Urban, Suburban for Environment, and category 1, 
category 3, category 5 which present bit rate for Equipment. 
Moreover, Matlab Fuzzy Logic tools included several types of 
membership functions such as triangle, Trapezoidal, Gaussian, 
sigmoidal and S-shape. In the next step, some simulations are 
found to determine the important membership functions between 
Gaussian, trapezoidal and Triangle whose gives a good result in 
the aspect of chance value for SLOService and MLO. 

The variable linguistic for input parameters is presented by a 
Gaussian membership function as illustrated in Figure 5, Figure 6 
and Figure 7. 

 
Figure 5: Membership function for Customer input 

 
Figure 6: Membership function for Environment input 

 

 
Figure 9: Membership function for LevelsOfCriticality output 
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Table 1: Fuzzy Inference System IF-THEN rules 

 
M=Medium, L=Low, E= Excellent, H= High, L1=Level 1, L2=Level2, Level 3= 
L3, L4= Level 4, SLO: SLOService, MLO: LevelsOfCriticality. 

Table 2: Evaluation of Fuzzy IF-THEN rules 

 

Figure 10: Fuzzification of crisp value input 

 

Figure 11: Centroid Point for Defuzzification 

Analysis and examples for trapezoidal and Triangle membership 
function 

     The following simulation describes a comparison between 
Gaussian, triangle and trapezoidal membership function. The 
linguistic variable for the middle level (good, Urban, category3) 
is presented by the triangle membership function, while the other 
levels are presented by Trapezoidal membership function as 
illustrated in Figure 12, Figure 13 and Figure 14.    

 

Figure 12: Fuzzy set of Customer 

 
 
 

 
Rule 
NO 

 
 
Customer 

 
 
Environment 

 
 

Equipment 

 
 

SLO 

 
 

MLO 

 1 Average DenseUrban Category5 M L2 

 2 Average DenseUrban Category 3 L L1 

 3 Average DenseUrban Category1 L L1 

 4 Average Urban Category5 M L2 

 5 Average Urban Category3 L L1 

 6 Average Urban Category1 L L1 

 7 Average SubUrban Category5 M L2 

 8 Average SubUrban Category3 L L1 

 9 Average SubUrban Category1 L L1 

 10 Good DenseUrban Category5 E L4 

 11 Good DenseUrban Category 3 H L3 

 12 Good DenseUrban Category1 M L2 

 13 Good Urban Category5 H L3 

 14 Good Urban Category3 H L3 

 15 Good Urban Category1 M L2 

 16 Good SubUrban Category5 H L3 

 17 Good SubUrban Category3 H L3 

 18 Good SubUrban Category1 M L2 

 19 VeryGood DenseUrban Category5 E L4 

 20 VeryGood DenseUrban Category 3 H L3 

 21 VeryGood DenseUrban Category1 M L2 

 22 VeryGood Urban Category5 E L4 

 23 VeryGood Urban Category3 H L3 

 24 VeryGood Urban Category1 M L2 

 25 VeryGood SubUrban Category5 E L4 

 26 VeryGood SubUrban Category3 H L3 

 27 VeryGood SubUrban Category1 M L2 

 
 

 
Rule 
NO 

 
Customer 

 
Environment 

 
Equipment 

 
SLO 

 
MLO 

 1        
 

6 
 

9 
 

11 
 

14 
 

18 
 

20 
 

22 
 

26 

Average 
(=0.7) 
Average 
(=0.7) 
Average 
(=0.7) 
Good 
(=0.4) 
Good 
(=0.4) 
Good 
(=0.4) 
VeryGood 
(=0) 
VeryGood 
(=0) 
VeryGood 
(=0) 

DenseUrban 
(=1) 
Urban (=0.48) 
 
SubUrban 
(=0.58) 
DenseUrban 
(=1) 
Urban (=0.48) 
 
SubUrban 
(=0.5) 
DenseUrban 
(=1) 
Urban (= 0.48) 
 
SubUrban 
(=0.58) 

Category5 
(=1) 
Category1 
(=0.55) 
Category3 
(=0.49) 
Category3 
(=0.49) 
Category3 
(=0.49) 
Category1 
(=0.55) 
Category3 
(=0.49) 
Category5 
(=1) 
Category3 
(=0.49) 

M 
(=0.7) 
L 
(=0.48) 
L 
(=0.49) 
H 
(=0.4) 
H 
(=0.4)  
M 
(=0.4) 
H (= 0) 
 
E (= 0) 
 
H (= 0)            

L2 
(=0.7) 
L1 
(=0.48) 
L1 
(=0.49) 
L3 
(=0.4) 
L3 
(=0.4) 
L2 
(=0.4) 
L3 (= 
0) 
L4 (= 
0) 
L3 (= 
0) 
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Figure 13: Fuzzy set of Environment 

 
Figure 14: Fuzzy set of Equipment 

To give our incidence feature of flexibility, the linguistic variable 
for chance value is divided into 9 levels following as VeryLow, 
Low, ratherLow, LittleMedium, Medium, HighMedium, 
ratherHigh, High, VeryHigh for levels of criticality and veryWeak, 
Weak, littleLow, LittleMedium, Medium, HighMedium, 
littleHigh, High, VeryHigh for levels of QoS as illustrated in 
Figure 15 and Figure 16. 

 
Figure 15: Fuzzy set of SLOsService 

 
Figure 16: Fuzzy set of SLOsService 

According to this result, the degree that is determined by a 
Triangle and Trapezoidal membership functions is more specific 
than a membership function of Gaussian. In addition, Triangle and 

Trapezoidal membership functions are more useful than the other 
types because their degree is more easily determined. Table 3 
illustrates IF-THRN rules. The following Figure 17 described a 
result obtained for defuzzification by triangle and trapezoidal 
membership function. 

 
Figure 17: The centroid point 

Table 3: Fuzzy Inference System IF-THEN rules 
 
Rule 
No 

Customer 
 

Environment  Equipment SLO MLO 
 

1 Average DenseUrban Category5 LW rL 
2 Average DenseUrban Category 3 weak Low 
3 Average DenseUrban Category1 VW vL 
4 Average Urban Category5 LW rL 
5 Average Urban Category3 weak Low 
6 Average Urban Category1 VW vL 
7 Average SubUrban Category5 LM rL 
8 Average SubUrban Category3 LW Low 
9 Average SubUrban Category1 Weak vL 
10 Good DenseUrban Category5 HM HM 
11 Good DenseUrban Category 3 M M 
12 Good DenseUrban Category1 LM LM 
13 Good Urban Category5 HM HM 
14 Good Urban Category3 M M 
15 Good Urban Category1 LM LM 
16 Good SubUrban Category5 HM HM 
17 Good SubUrban Category3 M M 
18 Good SubUrban Category1 LM LM 
19 VeryGood DenseUrban Category5 VH VH 
20 VeryGood DenseUrban Category 3 High High 
21 VeryGood DenseUrban Category1 LH rH 
22 VeryGood Urban Category5 VH VH 
23 VeryGood Urban Category3 High High 
24 VeryGood Urban Category1 LH rH 
25 VeryGood SubUrban Category5 VH VH 
26 VeryGood SubUrban Category3 High High 
27 VeryGood SubUrban Category1 LH rH 

 
For SLOService QoS: Low:  veryWeak(VW)-weak-LittleWeak (LW), Medium: 
LittleMedium (LM)-Medium (M)-HighMedium (HM), High: LittleHigh (LH)-
High-HighMedium (HM). For LevelsOfCriticality MLO: Level1 (low level of 
criticality): veryLow (vL)-Low-ratherLow (rL), Level2-3(Medium Level of 
criticality): LittleMedium (LM)-Medium (M) - MediumHigh (MH), Level4 (High 
level of criticality): ratherHigh (rH) - high- veryHigh (vH). 

Analysis and examples for different defuzzification methods: 

Our analysis result takes into consideration two cases: 

Case 1: Low quality of service and Low Level of Criticality. 

Case 2: Excellent quality of service and High Level of Criticality. 

Case1: if (customer is average) and (Environment is 
SubUrban) and (Equipment is Category1) then (LevelofCriticality 
is veryLow) and (SLOService is veryWeak), which is described 
in Rule viewer and illustrated in Figure 18. 
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Figure 18: Rule Viewer for case 1 

While, the values for MLO_Customer as average (31.1), 
Environment 1.02 and Equipment 1.02, then SLOService is 25 
and Level of criticality is 5. In this case, the Level of criticality is 
low and the level of QoS also is Low. Therefore, the activity of 
users is average, the environment is suburban and the equipment 
is category1, which bit rate is low. Thus, the level of criticality 
and QoS are low. According to this result of defuzzification, the 
service of VoD is delivered. This value is obtained by using COG 
method. The proposed approach of multi criticality is based on 
several criteria for making decision problems. For this reason, the 
FIS incorporates three inputs and two outputs. In this case, a 3D 
surface cannot show the relations between all output criteria: 
SLOService and levelofCriticality. In such a case, several 3D 
fuzzy surfaces are illustrated in different examples in Figure 19. 
Each surface corresponds to one scenario and allows the 
sensibility of the SLO and LevelsOfCriticality output with 
Customer and Environment input. Three main methods of 
defuzzification methods such as COG (Centroid of Gravity), 
MOM (Mean value of maximum), and LOM (Largest value of 
Maximum) are simulated by using 3D surface viewer as 
illustrated in Figure 19. A method COG returns a maximum of 
aggregation solutions. MOM method takes as a solution the 
average of the most likely values output. In addition, LOM 
method returns the maximum value, which is determined from 
membership functions. 

Table 4 defines the results of comparative for three methods 
of defuzzification such as COG, MOM and LOM. Rule number 9 
describes case 1 that represents a low quality of service (SLO) 
which value of COG method is 13.6, MOM is 6.25 and LOM is 9. 
In addition, the value of low Level of Criticality (MLO) using 
COG method is 2.92, MOM is 0.25 and LOM is 0.5.  

From the result above, The COG method returns the maximum 
chance values for providing the more stable results among the 
other methods (MOM and LOM), considering the variations in the 
set conclusion which are graphically illustrated in Figure 19. From 
these figures, also the same results are concluded, the COG 
defuzzification methods take into a consideration several values 
for input that represented by different color as compared to MOM 
and LOM method. Thus, the concluded result is that the COG 
method gives a better result than MOM and LOM methods. 

Table 4: Output values obtained for different defuzzification method 

Ct (Customer), Ev (Environment), Eq (Equipment), C (COG), M (MOM), L 
(LOM). 

Figure 19 shows that the environment and type of customer are 
low, thus resulting of SLO and MLO is Low, this is why the result 
is different for three defuzzification methods. A service VoD can 
be transmitted with low quality for a customer whose have a low 
level of criticality.  

Case2: if (customer is VeryGood) and (Environment is 
DenseUrban) and (Equipment is Category5) then 
(LevelofCriticality is veryHigh) and (SLOService is veryHigh) as 
described in Rule viewer and illustrated in Figure 20. 

 

Figure 19: Surface viewer with method: a) COG, b) MOM and c) LOM 
 

S. 
N
o 

Input Output SLO Output MLO 
Ct Ev Eq C M L C M L 

1 8.3 3.54 4.43 25 25 25 5 5 5 
2 8.3 3.54 2.54 21.1 12.5 16.5 4.21 2.5 3.3 
3 8.3 3.54 0.56 18.3 6.25 10.5 3.66 1.25 2.1 
4 8.3 2.37 4.43 25 25 25 5 5 5 

 

5 8.3 2.37 2.54 18.3 12.5 13 3.66 2.5 2.6 
6 8.3 2.37 0.56 17 6.25 9.5 3.4 1.25 1.9 
7 8.3 0.64 4.43 25 25 25 5 5 5 
8 8.3 0.64 2.54 19.5 12.5 15.5 3.9 2.5 3.1 
9 8.3 0.64 0.56 13.6 6.25 9 2.92 0.25 0.5 
10 50 3.54 4.43 25 25 25 5 5 5 
11 50 3.54 2.54 21.1 36.8 50 4.21 7.37 10 
12 50 3.54 0.56 18.3 31.3 48 3.66 6.25 9.6 
13 50 2.37 4.43 25 25 25 5 5 5 
14 50 2.37 2.54 37.1 48.5 50 7.45 9.7 10 
15 50 2.37 0.56 31.3 37.5 40.5 6.27 7.5 8.1 
16 50 0.64 4.43 25 25 25 5 5 5 
17 50 0.64 2.54 37 48.5 50 7.44 9.7 10 
18 50 0.64 0.56 31.3 37.5 40.5 6.26 7.5 8.1 
19 85 3.54 4.43 25 25 25 5 5 5 
20 85 3.54 2.54 47.7 48 50 9.49 9.6 10 
21 85 3.54 0.56 40.6 40.8 48 8.12 8.15 9.6 
22 85 2.37 4.43 25 25 25 5 5 5 
23 85 2.37 2.54 47.8 48.3 50 9.51 9.65 10 
24 85 2.37 0.56 40.6 40.8 47.5 8.12 8.15 9.5 
25 85 0.64 4.43 25 25 25 5 5 5 
26 85 0.64 2.54 47.8 48.3 50 9.51 9.65 10 
27 85 0.64 0.56 40.6 40.8 47.5 8.12 8.15 9.5 
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Figure 20: Rule Viewer for case 2 

In case 2, the value of the Customer is 82.6, Environment is 
3.23 and Equipment is 3.14. For SLOServices the value is 47.5 
and LevelOfCriticality is 9.53. The analysis determined that the 
QoS is Excellent and the level of criticality is high. This means 
that using the parameters above, the service VoD can be 
transmitted with excellent quality for a customer whose have a 
high level of criticality. The case 2 is illustrated with rule 19 in 
Table 4, which describes DenseUrban environment, veryGood 
type of customer and high category of mobile, thus resulting in 
high SLO and MLO this is why the result is approximately the 
same for three defuzzification methods: GOC, MOM, and LOM, 
which are 25 for SLO output and 5 for MLO output.  A service 
VoD can be transmitted with high quality for a customer whose 
have a high level of criticality.  

From the above examples in case 1 and case 2, the COG 
defuzzification method gives better results in the aspect of 
SLOService and LevelsOfCriticality. This can be seen with the 
surface viewer and the rule viewer as presented in the above 
examples using different rules. In this section, the proposition 
aims are to design some control mechanisms, for solving 
problems of QoS during multimedia service transmission by using 
an intelligent controller, in order to determine dynamically levels 
of criticality of customers. This controller is analyzed by using 
Fuzzy Controller Language (FCL), the input of FCL is determined 
and the most appropriate membership functions and 
defuzzification method are founded for determining better crisp 
values in the aspect of SLOService and LevelsOfCriticality in 
IMS network. In addition, the methods for membership function 
(Gaussian, Triangle, and Trapezoidal) and methods for 
defuzzification: GOC, LOM, and MOM are compared. The 3D 
surface viewer is used for describing the comparison offered by 
three methods. Through these analyses, the COG method, triangle, 
and trapezoidal membership functions give better results in all 
analyzed cases. 

5.  Conclusion 

In this paper, the proposed approach of multi-criticality is 
based on Fuzzy Logic to ensure integrity on IMS architecture, in 
order to determine levels of criticality dynamically by using 
multi-criteria: Environment, Equipment and Type of customer for 
making the decision to offer a level of QoS of VoD. It is based on 
Totel model. From the simulation results, the triangle and 
trapezoidal membership functions give better results than 
Gaussian membership also COG method of defuzzification is 
more efficient than MOM and LOM methods. Future works, will 
be focused on the technical approach of Totel model using 
technologies web SOA, make a VoD by using openIMS, and will 
be focused on the prediction of the indicators for storing the 
antecedents’ cases of degradation, furthermore another aspect of 
QoE will be discussed. 
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 This paper describes the concept and configuration of a novel automated safety vehicle stop 
system, and a future prospect of the study. Intrinsic sudden death may cause traffic accident 
since such accidents sometimes involve not only the driver but also other traffic users such 
as passengers and pedestrians. Cardiovascular disease (CVD) is considered as a serious 
driving risk factor. The pain and others effects of cardiac events degrade driver’s 
performance, and CVD causes ischemia brought by the CVD induces incapacity of driving. 
In the automated safety vehicle stop system, which our research group has developed, steer-
sensors collects bio-signals and a camera captures the driver’s posture to monitor driver’s 
incapability. When the driver loses his or her driving capability, the system takes over the 
maneuver of the vehicle and automatically drives to a safety spot by observing the traffic 
environment. An emergency scenario was used to demonstrate the system verifying its 
potential.  
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1. Introduction 

The association of driving and physical disorder has been 
researched for many years. Driving requires both physical and 
cognitive functions. Beside the effects of long time  driving and 
many cognition stressors, deterioration of driving performance by 
physical disorder increases the risk of accidents [1]. Although 
multiple technologies such as adaptive cruise control and 
emergency braking embedded in the vehicle have decreased the 
stress of driving on the driver, the number of intrinsic sudden death 
in traffic accident is still high over the years (Table 1).  

Table 1. Autopsy report of intrinsic sudden death of driver 
Author Location Period Driver reported as intrinsic 

sudden death 
   Number Percentage 

West et al. 
(1968)[2] 

USA 
(California) 

1963-1965 155/1026 15% 

Osawa et al. 
(1998)[3] 

Japan 
(Western 

Kanagawa) 

1992-1997 15/188 8% 

Oliva et al. 
(2011)[4] 

Canada 
(Quebec) 

2002-2006 123/1260 9.7% 

Tervo et al 
(2013)[5] 

Finland 2008-2009 55/488 11.3% 

Cardiovascular disease (CVD) and cerebrovascular disease 
are the most common causes of sudden natural death while 
driving[6][7]. The effects of cardiovascular disease, such as 
myocardial infraction, are not immediately but gradual, so that the 
driver can somehow step on the brake and/or maneuver the vehicle 
to the side of the road. The pain of cardiac events distracts driver’s 
concentration, and ischemia brought by CVD induces impairment 
of awareness, recognition, eyesight, physical strength, and others 
functions.. Syncope is the sudden and transient loss of 
consciousness. The aftereffect of some serious arrhythmias is 
syncope that may lead to the lost control of the vehicle. The 
association of driving and CVD has been investigated for many 
years [2][8][9]. In Japan, Motozawa et al [6] have reported that 
among the autopsies results of Transportation Bureau of National 
Police Agency (Japan), the main cause of death is ischemic heart 
disease. In European countries, meta-analysis has shown that CVD 
patients have 23% higher risk of accident involvement than drivers 
without CVD [10]. Many other researches also pointed out that 
CVD drivers have higher risk of accidents than healthy drivers 
[11][12][13][14].  
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Table 2. Percentage of CVD death among intrinsic sudden death 
at wheel 

Author Location Period Intrinsic death caused 
by CVD (%) 

West et al. 
(1968)[2] 

USA 
(California) 

1963-1965 94% 

Copeland 
(1987)[18] 

USA 
(Florida) 

1980-1984 82% 

Oliva et al. 
(2011)[4] 

Canada 
(Quebec) 

2002-2006 36.8% 

Tervo et al 
(2013)[5] 

Finland 
(Uusimaa) 

2008-2009 17.8% 

 

 
Figure 1. System objective 

Various authorities have issued guidelines to detail the criteria 
for declaring an individual with CVD safe to drive [15][16][17]. 
Although these methods help decrease the number of death at 
wheel caused by CVD, drivers still have high potential to get 
cardiac emergencies behind the wheel, as shown in Table 2. 
Development of the system that prevents from the CVD-derived 
accident is essential besides developing the regulations. 

This study aims to develop a system that prevents traffic 
accidents caused by physical disorders. The system detects driver’s 
incapacity by collecting various types of bio-signals and driver’s 
ergonomic factors: electrocardiogram (ECG), 
photoplethysmogram (PPG), and blood pressure (BP),  by using  
steer-sensors. A driver agent using a camera in front of the driver 
monitors the driver’s posture. The system will take over the 
maneuver of the vehicle when the driver lost his capacity to drive, 
and automatically drive to a safety spot by sensing the traffic 
environment. Figure 1 shows the objective of the research. The 
following sections describe the concept and the configuration of 
our first prototype system, The prototype system was designed 
focusing on cardiac emergencies, and a future prospect of the 
study. 

2. System configuration 

The system is composed by the following units: Steering 
wheel-type bio-signal sensor (Steer-sensor), which is for the 
cardiac emergencies, Driver’s ergonomic factors and driver agent 
assist to confirm situation, and Automated driving system will take 
over the vehicle to maneuver to safety spot.  

2.1. Bio-signal sensing and cardiac emergency detection 

 

 
Figure 2. Bio-signal sensing by the steer-sensor and cardiac 

emergency detection 

The collected bio-signals are essential data to detect CVD-
event. The electrodes are placed on the outer side of the wheel. 
ECG and PPG signal are collected by gripping the steering wheel 
with both hands. Figure 2 shows the position of the both sensors 
on the wheel. The PPG sensor is located at the place where the base 
of right thumb touches when a driver grips the wheel in the usual 
manner. BP is estimated from the pulse transit time (PTT) 
measured by the ECG and PPG. Further detail is referred to 
[19][20]. 

Combining the characteristics of following patterns: 1) 
tachycardia or bradycardia, 2) abnormality of QRS complex, 3) 
irregularity of R-R or P-Q intervals, 4) abnormality of BP; the type 
of cardiac emergency is estimated. Depending on the type of 
arrhythmias, the normal heart rate will be affected and heart rate 
might be faster or slower or erratic. These abnormal states of heart 
rate will affect the control capacity of the driver. When the life-
threatening arrhythmias such as ventricular tachycardia (VT), 
ventricular fibrillation (VF), Torsade de Pointes, or cardiac arrest 
with the abnormal PPG and BP are detected, the system triggers 
the emergency signal to the later unit. 

 

Figure 3. Posture collapsing detection 

2.2. Driver’s ergonomic factor and driver agent assist 

When the system detects an abnormality in driver’s bio-state 
sent  from the prior unit, the driver’s posture is captured by the 
driver-monitor camera settled in front of the driver (Figure 3). 
Some arrhythmias cause pain and/or numb in the chest and 
shoulder, some make driver feel dizzy or faint. In most of the cases, 
drivers with serious trouble feel uncomfortable in their chest first 
and then eventually lose their normal driving posture. A driver 
agent is installed inside the vehicle to give instruction and alerts 
while driving.  
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Figure 4. Automated driving and safety stop 

By using driving instruction model, the driver agent handles 
cameras data and driving records to monitor driver’s driving 
performance and give instructions if needed to improve driving 
behavior. If the driver’s abnormal posture is detected, the driver 
agent alerts the driver. The alerting is settled in order to avoid the 
misdetection of the arrhythmia and posture collapsing. 
Autonomous drive is activated by the absence of response to the 
alert for certain duration, and then emergency call (e-call) is taken. 
Further detail of the driver agent is referred to [21]. 

2.3. Automated driving system 

 

Figure 5. Decision-making procedure of the manual-to 
automated shift 

Various sub-systems in the automated driving system enable 
the vehicle capture to the surrounding environment: by a LiDAR 

sensor (HDL-64E, Velodyne LiDAR, Inc.), 360 degrees camera 
(Ladybug 5, Point Grey Research, Inc.), Grasshoper 3 cameras and 
Javad RTK sensors receive global positioning information from 
satellites as shown in the Figure 4. By combining Velodyne 
LiDAR sensor and Ladybug 5, the system obtains 3D point-cloud 
data for localization and mapping, and is also used to measure the 
distance to surrounding objects and moving objects. The 
Grasshoper can be used to detect traffic lights. The system enables 
to estimate the position with the precision of 0.1m. This 
configuration allows the vehicle to drive and avoid obstacles on 
the road after taking control from the driver. Further detail is 
referred to [22]. 

When the driver’s critical state is confirmed and trigger signal 
is sent from prior units, the automated driving mode is activated. 
The system recognizes the surrounding of the vehicle and 
automatically finds a safety spot to park the vehicle. Figure 5 
shows the decision-making procedure of the manual-to-automated 
shift. 

3. Demonstration 

The prototype of the system has been demonstrated at TOC 
Ariake, Tokyo, Japan in 28th August 2015. A well-prepared 
scenario was set to demonstrate the working prototype: The driver 
is driving with normal state then the abnormal state is injected to 
the system to simulate the critical situation.  

 

Figure 5. Interior layout of the demonstration 

 

Figure 6. Captured images by the cameras at the demonstration 
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Figure 7. Scenario of the demonstration conducted at TOC Ariake, Tokyo, Japan in 28th August 2015 

Normal ECG data was collected by the sensor, then the ECG with 
ventricular fibrillation (VF), obtained from PhysioBank MIMIC 
database [23], was used for simulation of the emergency situation. 

The threshold crossing sample count (TCSC) [24] was 
implemented for the VF detection.  Considering the safeness of the 
demonstration, the steer-sensor and the driver-monitoring camera 
were settled on the passenger seat as shown on the Figure 5. The 
assistant driver on the driver seat will take countermeasures in case 
of system errors during the transition of manual-to-autonomous 
driving and while automated driving. Four cameras were settled to 
monitor the conditions of inside the vehicle: two for capturing 
driver’s face and posture, one for driver agent and one for driver’s 
bio-signals. 

The captured images (Figure 6) were sent to the monitor 
placed in front of the audience wirelessly. The scenario of the 
demonstration is illustrated in the Figure 8. It started from normal 
driving with the speed of 20 km/h, it took about 3 seconds to let 
the vehicle reached the designated velocity and all systems worked 
in normal state. Soon after the simulated VF was injected, the 
arrhythmia detection and cameras worked simultaneously to catch 
the emergency situation. The posture collapsing of the driver were 
detected by the face recognition. In the meantime, the agent gave 
an alert to the driver to confirm the situation. Then the system 
automatically turned on the automated driving when it confirms 
the driver’s critical state. In the scenario, a pedestrian crossed in 
front of the vehicle while the system turned into the automated 
mode.  It successfully recognized the pedestrian and stopped while 
he was crossing the road. Soon after it confirmed no obstacles 
ahead; it drove to the safety spot (Evacuation space on the Figure 
8) and stopped the vehicle. All the procedures after the VF 
injection were done automatically. 

4. Discussion 

European automobile manufacturers have developed the 
related system in recent years [25]. Their system prevents frontal 
crash and lane departures by an adaptive cruise control and a lane-
keep assist when a driver lost his capacity to drive by a physical 
disorder. It also alerts the driver by an indicator and warning 
brakes, and evacuates the vehicle with hazard lumps when there is 
no response from the driver. The similar demonstration has shown 
at the 22nd ITS world congress, Bordeaux, France, in October 
2015 [26]. Driver’s incapacity was detected by a camera and 
automatically stopped the vehicle on the shoulder of a road at the 
demonstration. Although the related system is well designed for 
the countermeasures for incapacitated drivers, the future studies 
require detection methodologies of the driver’s incapacity at earlier 
stage. Even a few seconds of beforehand detection decreases the 
risk of crash. Since the bio-signals indicate the abnormality of the 
driver before he/she gets incapacity, our system has a potential for 
minimizing the crash risk. The prototype of the system using bio-
signal detection was successfully demonstrated its function at the 
prepared scenario. 

The demonstration, however, also revealed its limitations and 
problems. Tests with conventional ECG sensor has showed that the 
driving condition actively adds noise to the signal. Moving 
artifacts due to body motion were sometimes detected as severe 
arrhythmias, resulting in misdetections. Since the steer-sensor 
generates more noises on the ECG than conventional sensors, that 
uses adhesive electrodes, the waveform of the PQRST complex 
easily gets distorted. Therefore, it requires additional 
methodologies on the conventional arrhythmia detection. 
Moreover, gripping the wheel by both hands all the time is not 
practical in the real driving scenes, so that it requires 
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accompanying sensors such as capacitive ECG sensor or wearable 
PPG sensor to compensate the signal distortions or the signal 
losses or combine with other technologies to compensate signal 
when the driver drives with one hand. As shown in the Figure 7, 
the duration of  uncontrolled vehicle is 14 seconds and the initial 
velocity when the arrhythmia started was 20 km/h (5.6 m/s). Thus, 
the distance the vehicle kept moving is 78 meters. In 
unconsciousness state, the driver can step on the gas pedal or steer 
the vehicle out of the lane. Both of above situations will eventually 
lead to accident. It is needed to shorten the detection time of both 
arrhythmia and posture collapse. Normally, if the driver feels any 
discomfort while driving he/she will apply brake and slow down. 
But others might suffer more serious situation and collapse before 
the accident happen. In that case, it is important to develop 
methodology to predict arrhythmia before it happen. In addition, it 
is not always safe to stop the vehicle at a certain spot. Further 
investigation of coping behavior in the emergency situation is 
essential for the development. 

5. Conclusion 

The study demonstrated the concept of the automated safety 
vehicle stop system for cardiac emergencies. The prototype system 
has shown potential benefits to both patients and normal healthy 
people. But the system contains many limitations requiring their 
solutions: the sensor quality and investigation of emergency 
management on the various driving situations. Moreover, 
detecting driving incapacity requires not only bio-signals but also 
other risk factors such as driving performance, driver’s state, 
driver’s medical history etc. Currently, we are focusing on the 
effects of the driving situations, the effects of physical stress and 
cognitive stress on CVD patients and healthy subjects. These 
topics are dedicated to our further studies. 
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 Jaw cyst is one of the most common pathology observed in the field of dentistry. Early 
detection of the cystic lesion will help the surgeons to take appropriate therapeutic 
measures after a thorough diagnostic procedure. One of the challenging task for surgeons 
is to differentiate the cysts from the other pathologies. The appearance of these pathologies 
on a radiograph is a complex and confusing task due to the close similarity between the 
cysts and tumors which is a difficult to differentiate just by its appearance. Hence to resolve 
this problem, a computer aided classification algorithm is needed for accurate 
classification of cysts. The work presents a new approach for the determination of the 
presence or severity of the jaw bone disease aiding the diagnosis and radiotherapy 
planning. This paper presents texture characterization for the dental panoramic images. 
The transposed images are analyzed using Gray level co-occurrence matrix(GLCM). The 
textural properties such as entropy, contrast, correlation, energy and homogeneity are 
determined for both cyst and non-cystic images. The results obtained are fed to the 
classification model to classify the given image into normal or abnormal images containing 
cyst. Support vector machines are chosen for image classification. Image dataset of 30 were 
used in training and validation. The image set consists of 20 abnormal images and 10 
normal images used in image classification. 
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1. Introduction  

Digital dental x-rays are the most preliminary step in imaging 
various dental anomalies. Dental x-rays also referred as 
orthopantomograph is the radiographic examination of jaws and 
the supporting structure across the teeths [12]. Using this 
equipment, the area of interest in the jaw are scanned in few 
seconds, often happen to be distorted by the noise and have 
inhomogeneous distribution, due to this, few regions are blurred 
making it difficult to interpret certain features from the raw images. 
Orthopantomography being a two dimensional imaging modality 
is riddled with problem of superimposition of anatomical 
structures. In this approach, the limitations are overcome by using 
specific image processing algorithm to retrieve more information 
from the original image. 

A cyst in the jaws occurs most frequently than any other part 
of the body. The most frequent manifestation of jaw cysts is 
swelling followed by the combination of swelling and pain. The 
swelling associated with the cysts causes facial deformation 
adversely affecting the patient’s psycho-social status. A definitive 
diagnosis can be made by age gender and prevalence of cyst. If the 
cysts are not detected at an early stage, it may lead to tumors. 
Jawbone cysts are classified based on the odontogenic or 
nonodontogenic, epithelial or non-epithelial, inflammatory or 
developmental in origin. The distribution of jaw cysts in the 
ordinary population according to the diagnosis are radicular cysts, 
dentigerous cysts, odontogenic keratocyst(OKC), eruption cysts, 
nasopalatine duct and traumatic bone cysts to name a few. Diverse 
cysts or cysts like lesions appear in maxillofacial region. 
According to the study, radicular cysts (RC) and dentigerous 
cysts(DC) are the commonest of all the cysts [1][2]. 
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2. Image Processing Chain  

Image processing chain consists of preprocessing, 
segmentation, feature extraction and classification [9]. First the 
dental x-ray images are preprocessed based on image 
enhancement technique namely contrast stretching. Next, it 
involves segmentation of cysts and lesion using level sets method. 
In addition to this, certain features are extracted based on texture 
statistical distribution using gray level co-occurrence matrix 
(GLCM). In this step the texture properties such as energy 
correlation, contrast, entropy and homogeneity are analyzed and 
given as an input for classification. Image classification is made 
using support vector machines (SVM) to classify the presence or 
absence of cysts for the given image set. Figure 1 show the block 
diagram of the image processing system. 

 

Figure 1: Block diagram for the classification of Cysts. 

2.1. Preprocessing 

Pre-processing represents the lowest level of abstraction at the 
images where both input and output are gray scale intensity images. 
Pre-processing deliberately reduces the information content of the 
image [13]. If the entropy of the images is measured, the 
preprocessed image typically has low information content 
compare to the original image. Therefore, the aim of preprocessing 
is to reduce the noise and improve the quality of image 
highlighting few important features which is necessary for further 
processing in segmentation and recognition tasks [4]. Image pre-
processing is classified into two categories such as image 
enhancement and image restoration techniques. In this paper the 
raw dental images are scanned by digital dental x-rays are 
preprocessed based on one of the enhancement techniques called 
contrast stretching. Contrasting the image, possibly increase the 
brightness so that the transformed image can be better interpreted. 
Usually digital dental x-rays images have limited band of gray 
levels. So the gray level transformation corrects the brightness by 
setting up the two image contrast between two brightness values 
p1 and p2. Using the proper brightness threshold, the contrast of 
the image can be improved and significantly recognizing low level 
features which is distorted due to poor illuminance properties [3]. 

2.2. Segmentation by Level Sets 

The main idea behind this level sets segmentation is to represent 
the initial contour of the object as the zero level set function which 
is defined by the level set function defined in the higher 
dimensions [12]. The level sets function is evolved using partial 
differential equations (PDF) [10]. This method presents many 
advantages in which the contour described by the extent level set 

function has the flexibleness to interrupt and merge naturally 
during the evolution. [5]. 

      The level set method is a curve evolution technique for 
detecting interfaces and shapes in the images. In level set method 
initially the contours are set as zero level set of higher dimensional 
function called as level set function. firstly, geometrical shaped 
contour and iterations are defined and after given number of 
iterations the contour spreads over the region of interest for the 
object boundaries to be extracted. [5].  

       The level set evolution function is defined as the gradient 
flow minimizing energy functional based on the term distance 
regularization and basically it has energy functional that tends to 
move the zero level set function to obtain the desired object 
boundaries and its location. This level set function(LSF) created 
with the signed distance profile near the zero-level set function 
give rise to the new technique called as distance regularized level 
set function(DRLSE). The numerical errors accounted induced 
during computation of the level sets are reduced with the effect of 
distance regularization term. 

In traditional level sets methods, level sets functions create 
instability and causes numerical errors with the irregularities 
developed during its evolution. Hence to avoid such errors, a 
mathematical approach called initialization is used [6]. Figure 2 
illustrates the segmentation of cystic region carried out by the 
level sets algorithm for 110 number of iterations. 

     
(a)                                             (b) 

Figure 2: (a)Segmentation by level sets for extraction region of 
cysts from the entire image (b)contour showing final level sets 
function. 

2.3. Texture Analysis 

 Feature extraction is a method to extract the desired features 
and representing the data for further processing. This plays a 
crucial part in machine vision in understanding and describing the 
objects extracted after segmentation [11]. The resulting 
representation can be used as an input for classification techniques 
to classify the medical data into normal or abnormal. In this step, 
the features pertaining to the dental images are extracted using 
statistical texture analysis. Texture is represented as the spatial 
distribution of gray levels in the neighborhood pixels. Each pixel 
is characterized by its position and tonal properties referred as 
texture elements or texels. Thus image texture is described by the 
spatial relationship and its primitives. Texture constitute the 
repeated pattern of local deviations in the image intensity finely 
distinguishing the objects subjectively at the given resolution. 
Hence the general rule is to group this connected or similar set of 
pixels occurring repeatedly in the image region satisfying certain 
the gray level properties is assigned as textured region. Typically, 
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texture deals with the properties representing the surface or shape 
of an object. In this phase the dental x-ray images are analyzed 
based on one of the statistical texture description using co-
occurrence matrix called gray level co-occurrence matrix(GLCM) 
[3].  

 Texture is spatial quantity which is represented by the two 
dimensional matrix known as gray level co-occurrence matrix. 
The occurrence matrix gives the interdependencies of the gray 
level intensities to extensively analyze texture [3]. 

 The gray level co-occurrence matrix P[ i, j] is defined as how 
frequently the pixels with the gray level i and j are occurring in 
the window separated by the distance vector[6]. Distinct features 
are extracted by GLCM are entropy, energy, contrast correlation 
and homogeneity for the dental panoramic images. This GLCM 
estimates the similarity measures among these co-occurrence 
matrices and five features are selected for this course of study 
which are discussed in this paper. 

Entropy defines the randomness present in an image. It is a 
measure of disorder of an image. It is inversely proportional to the 
energy of GLCM. If the image is inhomogeneous, the GLCM 
matrix P will have small values. Hence entropy will be low if 
energy is high in the GLCM matrix. It is difficult to understand 
subjective wise as mathematically it given by 

 

Energy cost for the uniformity of the image representing second 
angular moment. A monochrome or homogeneous image usually 
has less gray level distributions hence a co-occurrence matrix, P 
will predominantly have high values for energy feature. In this 
context, Energy is, the opposite of entropy. Image exhibits its 
distinct energy forces acting internally and externally on the 
images[8]. In this sense, Energy is useful in representing 
orderliness. That is the reason for finding Energy in texture 
measures. 

                         𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = ∑ ∑ 𝑝𝑝(𝑖𝑖, 𝑗𝑗)2𝑗𝑗𝑖𝑖                 (2)[8] 

Contrast is accounted for difference moment of the co-occurrence 
matrix P representing the local variations and brightness 
distribution in the image. 

 
Homogeneity represents inverse difference moment. This term 
attains the highest values when most of the GLCM elements are 
concentrated towards the main diagonal of the GLCM matrix P. 
Hence it is inversely proportional to the GLCM contrast.  

 
The correlation feature is a measure of gray-level linear 
dependencies in the image [7]. 

        𝐸𝐸𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑒𝑒 = ∑ ∑ (𝑖𝑖,𝑗𝑗)𝑝𝑝(𝑖𝑖,𝑗𝑗)−𝜇𝜇𝑥𝑥𝜇𝜇𝑦𝑦
𝜎𝜎𝑥𝑥𝜎𝜎𝑦𝑦𝑗𝑗𝑖𝑖                 (5)[8] 

Table 1: Feature extracted for cystic images 

Features 
/Images 

Image1 Image2 Image3 Image4 Image5 

Energy 0.0872 0.783 0.1 0.087 0.0987 
Entropy 7.7096 7.5304 7.6366 7.7872 7.6889 
Contrast 0.4477 0.4529 0.5305 0.5208 0.4895 

Correlation 0.9466 0.9267 0.9208 0.932 0.9161 
Homogeneity  0.8693 0.8824 0.8688 0.8581 0.8513 

 

Table 1: Feature extracted for non-cystic images 

Features 
/Images 

Image
1 

Image2 Image3 Image4 Image5 

Energy 0.117
3 

0.1046 0.1119 0.0999 0.0991 

Entropy 7.546
9 

7.4637 7.4786 7.6337 7.6255 

Contrast 0.53 0.555 0.5686 0.5572 0.5833 
Correlation 0.921

6 
0.9249 0.9174 0.9342 0.9307 

Homogeneity  0.872
9 

0.8585 0.8614 0.8614 0.8601 

 

2.4. Image Classification 

Image classification is one of the application of medical image 
processing and has a great significance in the field of pattern 
recognition. Most of the times, the jaw bone cysts and lesions have 
close similarity which is hard to differentiate just viewing the 
images where the patient is allowed to undergo deferential 
diagnosis. Hence this common problem can be taken as 
classification problem where the main purpose of classifier is to 
differentiate the normal and abnormal pixels based on the texture 
features. Support vector machines is one of the most successful 
method proved for pixel classification 

Support vector classification is one of the advance approach 
used in statistical recognition which is computationally faster than 
other classifiers. SVM designs a model which group the pixels into 
normal and abnormal pixels yielding binary classification. In this 
approach, the optimal classification can be obtained by increasing 
the margin or the empty space between the two classes. The width 
of the margin is defined as the distance between the discrimination 
hypersurface in n-dimensional feature space and the closest 
training patterns which are known as support vectors. Thus support 
vectors specify the discrimination function in hyperplane. Earlier 
SVM is employed for dealing only linear classification yielding 
two separate classes. Later this limitation was overcome by 
supporting non linearity classification where combing two separate 
classes yielding multi class classification [3]. 

 Support vector classification involves designing a model for 
two separable classes. Hence training is required for the classifier 
where the kernel function is chosen appropriately to yield better 
performance of the classifier [7]. A large amount of training data 
set is required for the learning algorithm to obtain high accuracy. 
Figure 3 shows the basic steps involved in generic classification 
algorithm. 
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Figure 3: Model for building Generalized Classification 

3. Conclusion 

Dental x-ray images exhibit complex nature with respect to 
distribution of pixel intensities. This paper presents a new 
algorithm for determination of texture using on co-occurrence 
matrix(GLCM). The selection of feature plays a vital role in any 
classification. Five distinct features are extracted using GLCM 
namely energy, contrast, entropy, correlation and homogeneity. 
These features are given to the classifier to classify into presence 
or absence of cysts for the given dental image. The classification 
is made by support vector machines. This yield a binary 
classification which group the given image set into 
cystic(abnormal) image or non-cystic(normal) image. Totally 30 
images were used for training and testing the classifier, in which 
20 images are abnormal (or cystic images) and 10 (non-cystic) 
images are normal. The proposed classification algorithm 
accounted for 68% of accuracy. Hence to improve the accuracy 
large dataset are used to train the network which constitute the 
future scope of this proposed work. 
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 The availability of traffic data and computational advances now make it possible to build 
data-driven models that capture the evolution of the state of traffic along modeled stretches 
of road. These models are used for short-time prediction so that transportation facilities 
can be operated in an efficient way that guarantees a high level of service. In this paper, 
we adopted a state-of-the-art machine learning deep neural network and the divide-and-
conquer approach to model large road stretches. The proposed approach is expected to be 
a tool used in daily routines to enhance proactive decision support systems. The proposed 
approach maintains spatiotemporal correlations between contiguous road segments and is 
suitable for practical applications because it divides the large prediction problem into a set 
of smaller overlapping problems. These smaller problems can be solved in a reasonable 
time using a medium configuration PC. The proposed approach was used to model 21.1- 
and 30.7-mile stretches of highway along I-15 and I-66, respectively. The resulting 
predictions were better than predictions obtained using partial least squares regression.  
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1. Introduction  

The growing economy and an increasing number of vehicles 
on the road have brought about traffic problems that increase 
travelers’ inconvenience. Traffic congestion features prominently 
among these problems, and has become an everyday concern in 
many urban areas, bringing with it negative environmental effects. 
During periods of congestion, cars cannot run efficiently, resulting 
in air pollution, carbon dioxide (CO2) emissions, and increased 
fuel use. In 2007, wasted fuel and lost productivity cost Americans 
$87.2 billion. This number reached $115 billion in 2009 [1]. 
Congestion also increases travel time. In 1993, driving under 
congested conditions caused a delay of about 1.2 minutes per 
kilometer of travel on arterial roads [2]. Since then, this problem 
has grown worse, as evidenced by a report from the Texas 
Transportation Institute that indicates that the number of wasted 
hours due to traffic congestion increased fivefold between 1982 
and 2005 for Americans.  

In the past, the solution to these problems was constructing new 
roads, but that era of build-out ended due to its social and economic 
effects. Subsequently, Transportation Management Centers 
(TMCs) were deployed to solve traffic problems. Most of these 
TMCs operate in reactive mode, applying management strategies 
only after conditions in their regions change. Today, due to 
advances in technology, applying predictive traffic control 
strategies offers a cost-effective solution to improving traffic flow. 
Predictive traffic control is a proactive approach where traffic 
problems, such as congestion, are anticipated and countermeasures 
are applied prior to their occurrence. 

Data-driven, short-term prediction of traffic characteristics, 
such as flow, density, and speed, is essential for applying 
predictive traffic control strategies. However, because of unstable 
traffic conditions and complex road settings, short-term prediction 
is not a straightforward task [3]. Applying mathematical models 
that are based on macroscopic and microscopic theories of traffic 
flow is difficult so data-driven modeling is considered a good 
approach to model complex traffic characteristics. Thanks to 
computational advances that make data collection and processing 
easy and rapid, a promising research area based on data-driven 
algorithms has emerged.  
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The use of deep learning neural networks for traffic state 
prediction was demonstrated to be promising by Elhenawy and 
Rakha [4]. In this paper, we describe new research on the 
prediction of traffic speeds and flows for basic freeway segments 
using a data-driven approach. Predictions are based on the current 
traffic state data, weather conditions, visibility levels, and seasonal 
predictors (i.e., day of the week and time of the day). State-of-the-
art deep neural networks were trained and tested to predict traffic 
states for a larger spatial and temporal horizon. The proposed 
approach allows for identification of traffic problems up to 2 hours 
in advance, and implementation of solutions up to several miles 
away. In order to make the proposed approach suitable for practical 
applications at TMCs, a principal component analysis (PCA) was 
used to reduce the dimensionality of the inputs to the deep neural 
network. Moreover, we used the divide-and-conquer approach to 
divide the large prediction problem into a set of smaller 
overlapping problems. 

Following the introduction, in Section 2 related work is 
discussed. Section 3 defines the short-term prediction problem. 
Section 4 briefly presents a background of the methods used in this 
paper. The model calibration is described in Section 5. The study 
sites and the preprocessing of the traffic state data are discussed in 
Section 6. In Section 7, the results of the experimental work are 
outlined. Finally, the paper’s conclusions and recommendations 
for future work are described in Section 8. 

2. Related Work 

Over the past few decades, traffic characteristic prediction 
models have been developed by researchers from different areas, 
such as transportation engineering, control engineering, and 
economics. The developed prediction approaches can be classified 
into three broad categories: parametric models, nonparametric 
models, and simulations. Parametric models include time-series 
models, stochastic differential equations, etc. Nonparametric 
models include a variety of techniques that range from simple 
methods like k-nearest neighbor (k-NN) to complex support vector 
regressions (SVR) and artificial neural networks (ANNs).  

The time-series technique is a parametric model used widely in 
traffic flow prediction. The autoregressive integrated moving 
average (ARIMA) model was used very early to predict short-term 
freeway traffic flow [5]. After that, different advanced versions of 
ARIMA were used to develop more-accurate prediction models. 
Voort et al. integrated the Kohonen self-organizing map and 
ARIMA into a new method called KARIMA, which uses a 
Kohonen self-organizing map to cluster the data and then models 
each cluster using ARIMA [6]. Lee et al. used a subset ARIMA 
model for the one-step-ahead forecasting task, which returned 
more stable and accurate results than the full ARIMA model [7]. 
Williams and Hoel used seasonal ARIMA (SARIMA) to analyze 
data from two freeways, and the results showed that one-step 
seasonal ARIMA predictions outperformed heuristic forecast 
benchmarks [8]. 

Due to both the highly nonlinear nature of traffic characteristics 
and the availability of data, nonparametric methods have also 
attracted researchers’ attention. For traffic flow prediction, there 
are many versions of the k-NN algorithm that show a good 
prediction accuracy. Davis and Nihan argued that k-NN can 
capture linear and nonlinear relationships and is therefore able to 

model the nonlinear transition between free-flow and congested 
traffic [9]. However, the results of their empirical study showed 
that k-NN was no better than a simple univariate time-series 
forecast.  Sun et al. considered the traffic prediction model as a 
nonlinear system with historical and current traffic characteristics 
as inputs and future traffic characteristics as outputs [10]. They 
used the local linear regression model to approximate the nonlinear 
relationship between system inputs and outputs to predict future 
traffic characteristics. Young-Seon et al. proposed a short-term 
traffic flow prediction algorithm combining the online-based SVR 
with the weighted learning method for short-term traffic flow 
predictions [1]. ANN is considered one of the best tools to model 
highly nonlinear relationships between inputs and outputs, and 
many papers have adopted different ANN models, such as the 
Bayesian neural network [11] and radial basis function neural 
network [12], for predicting traffic flow. For more information, 
Vlahogianni et al. [13] provide a good review of the proposed 
techniques as well as the challenges of short-term prediction. 

Recently, a number of algorithms have been developed to train 
neural networks with many hidden layers. These deep learning 
neural networks are state-of-the-art machine learning techniques 
used to solve complex problems. However, this technique requires 
a huge amount of data for the training to return good results. In 
recent years, deep neural networks have attracted the attention of 
researchers in the transportation field as a super-tool to model 
traffic evolution. Huang et al. used a deep belief network to learn 
the important features for flow prediction and then passed those 
features to the regression output layer [14]. In another paper, the 
problem of traffic forecasting at peak hour and after an accident is 
approached using a generic deep learning framework based on 
long short term memory units [15]. Polson and Sokolov used a 
deep neural network to predict traffic flow, demonstrating that the 
deep neural network is capable of giving precise short-term 
prediction at the sharp traffic flow regime [16]. Lv et al. used a 
stacked autoencoder model to learn features that capture the 
nonlinear spatial and temporal correlations from the traffic data, 
then forwarded these features to the output layer to predict the 
traffic flow [17]. In an another recent study by Ma et al., 
spatiotemporal speed matrices were considered as images and used 
to train a convolution neural network, and then this network was 
used to predict large-scale, network-wide traffic speed with high 
accuracy [18]. 

3. Problem Definition  

In this research, we are interested in predicting the traffic states 
of several segments of a freeway for up to a 2-hour horizon. This 
is not an easy task, since the evolution of traffic states is a complex 
spatiotemporal process. In order to define our prediction problem, 
we first define the spatiotemporal speed/flow matrix, 𝑆𝑆𝐼𝐼𝐼𝐼𝐼𝐼 , where 
I is the number of the stretch’s segments and T is the day’s time 
intervals. The spatiotemporal traffic state prediction problem can 
be stated as follows. Let 𝑠𝑠𝑖𝑖𝑡𝑡  be the observed elements of the 
spatiotemporal state matrix at the time interval 𝑡𝑡 = 1, 2, … , 𝑡𝑡0 and 
segment 𝑖𝑖 = 1, 2, … , ℎ of the studied stretch of road. Given the 
spatiotemporal observed traffic state submatrix that ends at 
time 𝑡𝑡0, the forecasted weather conditions, and the visibility level, 
our goal is to predict the spatiotemporal traffic state submatrix that 
spans the time interval [𝑡𝑡0 + 1, 𝑡𝑡0 + ∆]  for some prediction 
horizon ∆. 

http://www.astesj.com/


M. Elhenawy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 678-686 (2017) 

www.astesj.com     680 

 

Figure 1. Illustration of the problem where a model is needed to predict the 
speed evolution in time (x-axis ) and space (y-axis ). 

The general form of the solution for the problem above is 
shown in Equation 1 [19]; 

 𝑦𝑦𝑡𝑡0+∆ = 𝐺𝐺�𝑋𝑋𝑡𝑡0 , 𝑒𝑒𝑡𝑡0 ,Θ� + 𝑒𝑒𝑡𝑡0+∆ (1) 

where: 

𝐺𝐺 the chosen model 

𝑦𝑦𝑡𝑡0+∆ the prediction at horizon ∆ 

𝑋𝑋𝑡𝑡0 the inputs’ predictors, including the observed 
elements of the spatiotemporal state submatrix at 
the time interval 𝑡𝑡0, time of day, day of week, 
and the forecasted weather conditions and 
visibility 

Θ estimated model parameters 

𝑒𝑒𝑡𝑡0+∆ errors (unexplained variability) due to the 
absence of factors we cannot observe  

We propose using a deep neural network for this prediction 
problem for the following three reasons. First, the stochastic nature 
of the input-output data makes it possible to find two different 
responses for the same input. In other words, the response 
corresponding to any input predictor is a distribution rather than a 
single point in the response space. Second, the spatiotemporal 
response is multivariate and the input-output relationship is 
nonlinear. Third, there is no closed mathematical form (model) that 
can be used to explain the relationship between the input predictors 
and the response. 

4. Methods 

4.1. Discriminatively Pre-Trained Deep Neural Networks 

In machine learning, ANNs are powerful tools used to estimate 
or approximate unknown linear and nonlinear functions, and are 
used for both classification and regression problems. 

 An ANN consists of an input layer, hidden layers, and an 
output layer. Each layer consists of several processing units, called 
neurons. In this paper, we used a multi-layered, feed-forward 

ANN, which is commonly used for classification/regression 
analysis. In a multi-layered, feed-forward ANN, the neurons make 
use of directed connections, which allow information flow in the 
direction from the input layer to output layer. A neuron k at layer 
𝑚𝑚  receives an input xj  from each neuron j at layer m − 1. The 
neuron adds the weighted sum of its inputs to a bias term, then 
applies the whole thing to a transfer function and passes the result 
to its output toward the downstream layer. Given the training 
dataset, the ANN can use a learning algorithm such as back 
propagation to learn the weights and biases for each single neuron 
[20]. In general, training a deep neural network that has more than 
one hidden layer is challenging because the gradient vanishes as it 
propagates back. Over the past 10 years or so,  many algorithms 
have been proposed to train deep neural networks, the 
discriminative pre-training method being one of the most simple 
[21]. The discriminative pre-training algorithm starts by training a 
neural network that has only one hidden layer. The input predictors 
and the responses are used in the supervised pre-training. Once the 
one-hidden-layer network has been trained, the algorithm inserts a 
new hidden layer before the output layer. The expanded whole 
network keeps the weights and biases of the input layer and the 
previously pre-trained hidden layer as initial weights for the next 
pre-training cycle. This algorithm continues growing the network 
until the desired depth is reached. Finally, the whole network is 
fine-tuned using a backpropagation algorithm. 

4.2. Partial Least Squares Regression 

Multiple linear regression (MLR) is a good tool to model the 
relationship between predictors and responses. MLR is effective 
when the number of predictors is small, there is no significant 
multicollinearity, and there is a well-understood relationship 
between predictors and responses [22]. In many scientific 
problems, the relationship between predictors and responses are 
poorly understood, and the main goal is to construct a good 
predictive model using a large number of predictors. In this case, 
MLR is not a suitable tool. If the number of predictors becomes 
too large, an MLR model will over-fit the sampled data perfectly 
but fail to predict new data well. 

When the number of the observations is less than the number 
of predictors, the chance of multicollinearity increases and 
ordinary MLR fails. Several approaches have been proposed to 
overcome this problem. For instance, principal component 
regression is used to remove the multicollinearity by projecting X 
into the orthogonal component and then regressing X’s scores on 
Y. These orthogonal components explain X but may not be 
relevant for Y. 

Partial least squares regression (PLSR) is a more recent 
technique that generalizes and combines features from principal 
component analysis and MLR. It is used to predict Y from X and 
to describe their common structure. PLSR assumes that there are a 
few latent factors that account for most of the variation in the 
response. The general idea of PLSR is to try to extract those latent 
factors, accounting for as much of the predictors’ X variation as 
possible, while at the same time modeling the responses well. A 
number of variants of PLSR algorithms exist, most of which 
estimate the coefficients of the linear regression between 𝑋𝑋 
and 𝑌𝑌 as 𝑌𝑌 = 𝑋𝑋𝛽𝛽� + 𝛽𝛽0�. Some PLSR algorithms are designed for 
the case where 𝑌𝑌 is a column vector, while others are suitable for 
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the general case, in which 𝑌𝑌 is a matrix. One example of a simple 
PLSR algorithm is the nonlinear iterative partial least squares 
(NIPALS) algorithm [23]. 

4.3. Principal Component Analysis (PCA) 

The stretch-wide prediction problem is a multivariate problem 
that may involve a considerable number of correlated predictors. 
PCA is a popular technique for dimensionality reduction that 
linearly transforms possibly correlated variables into uncorrelated 
variables called principal components. 

PCA is usually used to reduce the number of predictors 
involved in the downstream analysis; however, the smaller set of 
transformed predictors still contains most of the information 
(variance) in the large set. The principal components are the 
Eigenvectors of the dataset covariance matrix. The following steps 
show how to find 𝑘𝑘 principle components given 𝑁𝑁 data vectors in 
the space 𝑅𝑅𝑛𝑛 where 𝑘𝑘 ≤ 𝑛𝑛. 

1. Normalize input data vectors. 
2. Compute the covariance matrix 𝑆𝑆 for the normalized 

dataset. 
3. Compute the Eigenvectors and the associated 

Eigenvalue of the covariance matrix 𝑆𝑆. 
4. Sort the Eigenvectors in order of decreasing 

Eigenvalues. 
5. Reduce the size of the data by choosing the first 𝑘𝑘 

Eigenvectors. 
6. Construct a good approximation of the original 

dataset by multiplying the transpose of the matrix 
consisting of the 𝑘𝑘 Eigenvectors with the original data 
matrix. 

The first principal component is the normalized Eigenvector, 
which is associated with the highest Eigenvalue. The first principal 
component represents the direction in the space that has the most 
variability in the data, and each succeeding component accounts 
for as much of the remaining variability as possible.  

5. Model Calibration 

5.1. Divide-and-Conquer Approach 

One major challenge in traffic state short-term prediction using 
the spatiotemporal state matrix is the dimension of the predictor 
and response vectors and the large number of required parameters 
that must be estimated. As the stretch of road grows, the deep 
neural network needs a great deal of time for training or suffers 
from memory problems. To deal with these issues, this study 
adopts a divide-and-conquer approach model. 

The divide-and-conquer paradigm suggests that if the problem 
cannot be solved as is, it should be decomposed into two or more 
small problems of the same type, which are then solved. The final 
solution to the difficult big problem is the combination of solutions 
to the smaller problems. 

We applied divide and conquer in a straightforward manner to 
our prediction problem by dividing the input predictors of the 
spatial-temporal state matrix into smaller overlapping windows. 
The same method was applied to the responses, as shown in Figure 
2.  

 

Figure 2. Illustration of divide-and-conquer approach, where l is the prediction 
horizon and h is the width of the predictors’ windows. 

The overlap of the windows is important for determining a 
smooth predicted speed. In the experimental work done in this 
paper, we set the window length equal to four segments and the 
overlap between contiguous windows equal to two segments. 
Because of this overlap between windows, each segment has two 
predicted traffic states at the testing phase, and the final predicted 
traffic state for overlapped segments is the average. 

5.2. Training and Testing Phase 

The model calibration process consists of a training phase and 
a testing phase. In the training phase, the deep neural network’s 
weights are estimated using the training dataset. In the testing 
phase, the constructed deep neural network’s accuracy is tested 
using an unseen dataset called the testing dataset. The training 
phase in our approach includes the following steps: 

1. Partitioning (dividing) the whole stretch into small 
windows, each with four segments. 

2. Preparing the 𝑋𝑋 and 𝑌𝑌 matrices for each window by 
reshaping the traffic state, weather, and visibility 
inside the windows, with widths of ℎ  and 𝑙𝑙 
respectively.  

3. Shifting the window to the right and repeating Step 2 
to get another raw 𝑋𝑋 and 𝑌𝑌, as shown in Figure 3.  

4. Using PCA to find 𝑋𝑋�, which is the scores of the matrix 
𝑋𝑋. 

5. Using 𝑋𝑋� and 𝑌𝑌  matrices as the inputs and outputs, 
respectively, to train the one-hidden-layer neural 
network. Once the one-hidden layer network is 
trained, the algorithm discards the output layer and 
keeps the first hidden layer with its trained weights. 
Then, it stacks another hidden layer with a new output 
layer on top of the first layer and randomly initializes 
the weights of the new layers. The grown network is 
retrained again using the same 𝑋𝑋� and 𝑌𝑌 matrices. This 
algorithm continues growing the network until the 
desired depth is reached. Finally, the whole network 
is fine-tuned using the backpropagation algorithm. 
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Figure 3. Illustration of preparing X and Y matrices for one window. 

The testing phase is always simpler and does not require a great 
deal of time. This phase includes passing the testing data through 
the neural network after reducing it using the same principal 
components. The last step in testing is putting the predicted pieces 
together to find the prediction for the whole stretch. 

6. Case Study 

The performance of the proposed algorithm was tested on two 
real datasets collected from Interstate 66 (I-66) in Virginia and 
Interstate 15 (I-55) in California. This section describes the study 
sites and the preparation of the data. 

6.1. Virginia Study Site 

The selected I-66 eastbound study site is located between 
Gainesville and Arlington in Northern Virginia. There are 36 
segments along the selected 30.7-mile stretch of freeway. This 
corridor has four lanes in each direction, with the leftmost lane 
designated as an HOV-2 lane during morning and afternoon peak 
hours. This is the major commuting corridor between Northern 
Virginia and Washington, DC. INRIX probe data from 2011 to 
2013 were used to develop the prediction models, and data 
reduction was conducted to extract the daily traffic speed matrices. 
One-minute average speeds (or travel times) are available in the 
raw data for each roadway segment. Initially, the daily speed data 
were sorted by time and location from the raw data into a two-
dimensional matrix. In order to reduce the stochastic noise and 
measurement error, the speed matrices were aggregated by 15-
minute intervals. The missing data in the aggregated speed 
matrices were estimated using the moving average from a 3 × 3 
window.  

 
Figure 4.  Virginia study site (I-66) (source: Google Maps). 

6.2. California Study Site 

The 2013 and 2014 loop detector data from I-15 southbound 
were used to develop traffic prediction models for the California 
study site. The layout of the I-15 freeway corridor and the locations 
of loop detectors are presented in Figure 4. There are 43 loop 
detectors along the 21.1-mile stretch of the corridor. Data 
reduction was conducted on the loop detector data collected from 
the test site to extract the daily traffic data matrices of speed and 
flow. The speed and flow matrices were 15-minute aggregated 
matrices. 

 

Figure 5. California study site (I-15) (source: Google Maps) 

7. Prediction Experimental Results 

This section describes the evaluation criteria and then shows 
the experimental results of the proposed traffic state prediction for 
the Virginia and California study sites.  

7.1. Evaluation Criteria  

Relative and absolute prediction errors were calculated to 
compare the models using shallow networks, those using deep 
neural networks, and those using PLSR. The relative error was 
computed as the Mean Absolute Percentage Error (MAPE) using 
(2). This error is the average absolute percentage change between 
the predicted and the true values. The corresponding absolute error 
is presented by the mean absolute error (MAE) using (3). This error 
is the absolute difference between the predicted and the true 
values.  

 MAPE = 100
IxJ
∑ ∑

�yi
j− yı

ȷ� �

yi
j

I
i=1

J
j=1  (2) 

 MAE = 1
IxJ
∑ ∑ �yi

j −  yı
ȷ� �I

i=1
J
j=1  (3) 

where: 

J = total number of observations in the testing data set  

I = total number of elements in each observation  

y = ground truth traffic state 

𝑦𝑦� = predicted traffic state  

In the following experimental work, leave-one-out validation 
was used to cross-validate the prediction errors. During each fold 
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of the leave-one-out validation, one month was kept out for testing 
and the other months were used to train the model such that each 
month was used only once for testing. The leave-one-out 
validation subsequently reported the final prediction errors as the 
average errors of all folds. 

7.2. I-66 Results 

In this section, we present the results of applying the PLSR 
model, shallow network model, and deep neural network model to 
predict the speed for up to 120 minutes in the future for the I-66 
stretch. The dataset for the I-66 road stretch contained only speed 

data. The input to the neural network is the score matrix 𝑋𝑋�, which 
is obtained from the predictors’ matrix 𝑋𝑋  using PCA. In our 
previous study [24], we trained different one-hidden-layer 
networks with different numbers of neurons, ranging from 3 to 31, 
in the hidden layer. The different networks were compared using 
the MAPE and MAE, and the results showed that nine neurons was 
a good choice. Accordingly, in this experimental work, the number 
of neurons in each hidden layer was set equal to nine. The MAPE 
and MAE for the speed at different prediction horizon are shown 
in Figure 6. 

   

(a) (b) 

Figure 6. Speed prediction errors for I-66 in Virginia: (a) MAE; (b) MAPE. 

 expected to be high, 
and the variability in the response could be explained using a linear 
model such as PLSR. However, as the prediction horizon 
increased, the relationship between the predictors and responses 

became nonlinear and the PLSR did not predict well. The neural 
network, on the other hand, had the ability to estimate a nonlinear 
function, and predicted well. It should also be noted that, as the 
number of hidden layers increased, the average errors decreased. 
In order to visually inspect differences among the four models, we 
plotted the average of the errors of all folds and estimated the 95% 
confidence interval, as shown in Figure 7. 

 
Figure 7. The speed MAPE and 95% confidence interval for the four developed models I-66 in Virginia). 
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                                                      (a)                                    (b) 

Figure 8. Speed prediction errors for I-15 in California; (a) MAPE; (b) MAE. 

 

                                                           (a)                                             (b) 

Figure 9. Flow prediction errors for I-15 in California; (a) MAPE; (b) MAE

 As shown in Figure 7, at the 15-minute prediction horizon, all 
models are quite similar where their four confidence intervals 
intersect. At a larger prediction horizon, we can group the four 
models into three different groups. The first group includes the 
PLSR model; the second group includes the one-hidden-layer 
neural network model; the third group includes both the two- and 
three-hidden-layers neural network models. This figure suggests 
that the three-hidden-layers neural network is the best model, 
particularly at the 120-minute prediction horizon, as its confidence 
interval does not intersect with the one-hidden-layer neural 
network’s confidence interval.  

7.3. I-15 Results 

In this section, we discuss the results of applying the proposed 
approach to a different dataset to predict the traffic states 
(speed/flow) for up to 120 minutes in the future for the studied 
stretch if I-15. We modeled the traffic state using shallow network 
models, the PLSR model, and deep network models. The prediction 
errors for both speed and flow at different prediction horizons are 
shown in Figure 8 and Figure 9, respectively.  

 

Figure 8 compares the shallow network and the two deep 
networks for the speed prediction, with the top panel showing the 

MAPE and the bottom panel showing the MAE. The PLSR model 
is shown as well for the sake of comparison. As the figure 
illustrates, the deep neural networks had smaller prediction errors 
compared to the shallow neural network. Moreover, the three-
hidden-layers network did not remarkably reduce the average 
prediction error. However, the confidence intervals of the various 
models still need to be considered before deciding on a preferred 
model. Figure 8 also shows that at the 15-minute and 30-minute 
prediction horizon PLSR performed quite well, as there was high 
correlation between the input predictors and the responses. 
However, for the longer prediction horizons, neural networks 
returned better results than PLSR. 

The flow prediction errors shown in Figure 9 indicate that the 
deep neural network had smaller prediction errors compared to the 
shallow neural network. Moreover, the three-hidden-layers 
network had the lowest prediction errors. Figure 9 also shows that 
the prediction errors for PLSR were the worst among all the 
models, especially for the long prediction horizons. 

differentiate between the models with close 
average errors. In this figure, we can visually inspect whether the 
four models are, in fact, different by plotting the average of the 
errors of all folds and estimating the 95% confidence interval.  
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Figure 10. The flow MAPE and 95% confidence interval for the four developed models (I-15 in California). 

As shown in Figure 10, the confidence intervals of the two- and 
three-hidden-layers neural networks intersect, indicating that they 
are not significantly different. However, the three-hidden-layers 
model is preferred because it does not intersect with the one-
hidden-layer model at the 15-minute prediction horizon, and its 
confidence interval is far from that of the one-hidden-layer 
model’s confidence interval.  

8. Conclusions and Future work 

In this paper, we adopted discriminatively pre-trained deep 
neural networks to build a traffic state short-term prediction model. 
We compared a shallow neural network, a two-hidden-layers 
neural network, a three-hidden-layers neural network, and PLSR. 
The four models were used to predict traffic states for two different 
freeway road stretches. We used the divide-and-conquer approach 
to overcome the central processing unit time and memory 
requirements for long roadway stretches and large prediction 
horizons. The models were compared using MAE and MAPE 
measures. Experimental results showed that the three-hidden-
layers neural network was the best model for traffic state short-
term prediction and that PLSR was the worst among the four 
models. However, PLSR performed well at the 15-minute 
prediction horizon, as evidenced by its high correlation between 
the responses and predictors at that horizon. 

Adding other factors, such as work zones and incident 
information, to the prediction models is planned in future studies. 
Adding these factors may explain some of the variability that 
cannot be accounted for using the current prediction models.  

Note that the models proposed in this paper do not consider the 
response of travelers if they are receiving predicted traffic 

information disseminated by the agencies operating the network. 
Studying the interaction of informed travelers and including 
travelers’ responses as an input factor to the prediction models is 
an area for further work. Another area for future work is network-
wide traffic prediction, for which models to predict the traffic on 
different roadway segments in a network will be developed. For 
network-wide prediction, we can make use of newly available 
technologies along with new big data techniques to integrate travel 
behavior and enhance traffic predictions. Moreover, online 
learning algorithms that continue to learn from each new incoming 
observation are needed to capture the dynamics of traffic patterns 
inside cities, which change over time. 
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 Wheelchair controller design is very important for handicapped users such as quadriplegia, 
amputee, paralyzed and elderly. The safe use, easiness, and comfort are an important factor 
that can directly affect the user’s social efficiency and quality of life. In this paper, the 
design, implementation, and test of a new low-cost hybrid wheelchair controller for 
quadriplegics and paralysis patient have been proposed. Two sub-controllers are combined 
together to build the hybrid controller which are the voice controller and the head tilt 
controller. The voice controller consists of two voice recognition (VR) modules. The first 
module uses the dynamic time warping (DTW) and the second used both the hidden Markov 
model (HMM) and the DTW to process the user's voice and recognize the required 
commands. This controller has been tested with three global languages English, German, 
and Chinese at two different noise levels 42 and 72 dB. The voice controllers can be used 
for motion commands as well as for controlling other parameters like lights, light signals, 
sound alarm, etc. The second sub-controller is the head tilt controller. It consists of two 
sophisticated orientation detection modules BNO055 to detect and track the user's head 
and the wheelchair-robot orientation. The controller has an auto-calibrated algorithm to 
calibrate the user head orientation with reference wheelchair orientation to adjust the 
control commands and the speed of the system motors in case of ascending or descending 
a hill or when passing non-straight roads. The head tilt controller was tested successfully 
for indoor and outdoor applications. 
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1. Introduction   

Quadriplegia, paralyzed, hand amputees and elderly users lost 
the ability to control their hands and they need a special control 
system to use an electrical wheelchair which is normally controlled 
via joystick. Thus, they still need the help of others to move and 
realize their daily activities. Nowadays the population of this type 
of users increases dramatically due to rapid increases in accidents 
and elderly people. The main goal of the presented work is to help 
this type of patients to control the electrical wheelchair without the 
need of others help. The active body regions for quadriplegia 
patients include the head, neck, shoulders and some chest muscles. 

One of the effective control signals in this body regions is the user's 
voice. It can be used as a simple solution to control the intelligent 
application using voice recognition (VR) technology. The VR 
technology means the processing and converting of the user audio 
signal to an electrical signal, which can be used by a computer or 
microcontroller as a control signal. Two main strategies have been 
used to build VR-based systems. The first uses a computer 
program to implement the voice recognition and then the computer 
controls the target system. The second uses embedded modules to 
implement the VR tasks. In the proposed work the second 
approach is preferred due to small size, low cost, and less power 
consumption [1-6].   

Other signals which can be used for quadriplegia patients can 
be acquired from the user’s skin surface in the active body regions 
that are still under the user control such as shoulders, face and head 
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scalp using different bio-signal acquisition techniques, like 
electromyography (EMG) [7-8], electroencephalography (EEG) 
[9-10], and electrooculography (EOG) [11].  These methods have 
many drawbacks. The bio-signals are highly affected by the 
interferences and noises from the power sources and also from 
other body bio-signals [12-14]. The acquisition of the EEG, EMG, 
and EOG need to use and connect the user's body with special 
electrodes which may be uncomfortable and limit the user motion.  

Head tilts and body movements have been used by other 
researchers. User’s head tilts around basic axes x, y and z-axes 
were used to control the motion of the wheelchair. Several 
scenarios have been used to achieve this goal. Ultrasound and 
infrared sensors and detectors have been used to track the head 
motion with reference to the sensor array [15-18]. Cameras and 
optical sensors have been used to detect the head orientation and 
used it as a control signal [19]. Nowadays, accelerometer, micro 
electrical mechanical system (MEMS) based inertial and 
orientation sensors are used to detect the objects motion and 
gesture recognition [20-24]. Most of the above work used open 
loop control systems with thresholds for the control commands. 
Some applications use fixed speed for each motion command 
which is not sufficient for a real-time application. 

In this paper, the design, implementation, and test of a hybrid 
low-cost controller for wheelchairs have been proposed. It has two 
sub-controllers which are the voice and head tilts to give the user 
more flexibility in the selection of the comfortable control method. 
The presented work is innovative in the sense that it uses two 
different voice recognition modules that are combined together in 
the voice controller. At the same time, the head tilts controller uses 
two orientation detection modules to calibrate the control 
commands of the user’s head with the wheelchair reference 
orientation in case of ascending or descending a ramp. The 
proposed solution is safe, comfortable, and easy to use compared 
with previous other solutions which used only the head orientation 
without taking in consideration the wheelchair orientation and the 
road slope. 

The system has a simple design. A headset with microphone is 
used to pick up the voice commands and send them to the voice 
recognition modules VR1 and VR2. Also, the first orientation 
module is fixed on the headset to detect the user's head tilts and 
send the orientation data to the microcontroller to take the required 
control commands. The user can simply control the wheelchair by 
his voice using specific commands or he can use his head tilt to the 
front, back, left, right and middle for forward, backward, left, right 
and stop commands respectively. The system uses the powerful 
ARM EFM32GG990F1024 microcontroller (Silicon Laboratories 
Inc., USA) which makes the system work standalone, without the 
need of using any computers and also enables a low cost, small 
size, and low energy consumption design. 

2. Methodology 

The system consists of two input units and two output units 
connected to the core microcontroller. The input units are the two 
VR modules for voice controller and also the two orientation 
detection modules for the head tilts controllers. The output control 
signals will be sent to the motor driver unit of the wheelchair to 

implement the motion commands and to the system LCD display 
to show the system status and the active controller. The 
microcontroller is responsible for receiving the data from the 
input unit, processing the received data, taking the required 
control commands and sending them to the output units. Fig. 1 
shows the block diagram of the system. All system units will be 
explained in detail in next sub-section.   

 

 

Fig. 1: Block Diagram 

2.1. Microcontroller Unit (MCU) 

The Silicon Labs EFM32GG990F1024 ARM microcontroller, has 
been selected as the core processor for the presented system. The 
low energy consumption (200 µA/MHz in running mode; 50 
µA/MHz in sleep mode), makes it one of the most energy efficient 
microcontrollers. The EFM32GG990F1024 has a 32-bit central 
processing unit (CPU) and can operate at the speed of up to 48 
MHz. The main reason and embedded features for selecting this 
microcontroller are: 

• 5 universal synchronous/asynchronous receiver/transmitter 
UART/USART ports are available and can be used separately. 
Tow UART ports have been used for communication with the 
voice recognition modules. Also, another UART port is used 
for the communication with the motor driver unit. The 
remained UART/USART ports can be used for future system 
requirements.   
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•   The controller has Two I2C bus interfaces: The proposed system 
requires only one I2C bus for communication with the two 
BNO055 orientation modules. The remaining I2C interface 
can be reserved for future works. 

•   3 pulse counters: the system requires two pulse counters to 
communicate with the motor encoders to calculate the speed 
feedback of the system motors. 

•   Wake up time: It has a short wake-up time of 2 µs. The wake-
up time is the time required to change the energy mode from 
different sleep modes to active mode. 

Several other unique embedded features have been built in the 
EFM32GG990F1024 microcontroller found elsewhere [25]. 

2.2. Voice Controller 

The voice controller consists of two voice recognition modules 
which are the VR1: SpeakUp Click module (MikroElektronika 
D.O.O., Serbia) and the VR2: Easy VR module (Veear, Italy). The 
two modules VR1 and VR2 connected together with the main 
MCU and build a strong voice controller. The voice controller 
uses both, dynamic time warping (DTW) and hidden Markov 
model (HMM) algorithms to perform the voice processing and it 
can work with speaker dependent SD or speaker independent SI 
voice recognition modes. This controller has already been tested 
with Jaguar lite robot. In this paper, the same controller will be 
integrated with a wheelchair. More details about the previous 
work and the used module can be found elsewhere [4, 6, 26-28].   

2.3. Head Tilts Controller  

The head tilts controller consists of two BNO055 orientation 
detection modules (Bosch Sensortec, Germany). The BNO055 
module consists of 3 triaxial MEMS sensors which are an 
accelerometer, a gyroscope, and a magnetometer. All 3 sensors 
are combined with a 32-bit microcontroller in a single package to 
produce a nine degree of freedom (9DOF) orientation detection 
module. The module output has different data formats and 
measuring units such as Euler angles, quaternion vector, linear 
acceleration, gravity vector, and magnetic field strength [29]. The 
Euler angles have been used in the proposed system to measure 
the user's head and the reference wheelchair orientation.     

2.4. Motors Driver Unit and Motors 

Meyra Ortopedia Smart 9.906 (MEYRA GmbH, Germany) 
has been used for system tests. The Meyra wheelchair uses CAN 
bus for communication between the joystick and the motion 
controller. In the presented work, the original joystick control 
system has been replaced with the voice and head tilt controller. 
Sabertooth 2x32 Amp (Dimension Engineering LLC., USA; see 
Fig. 2) has been used for the wheelchair motor driving. It 
communicates with the main ARM microcontroller using a 
UART bus (settings: 115,200 kbps, N, 8, 1). 

Two DC motors SRG0531 (AMT Schmid GmbH & Co. KG, 
Germany) have been used to drive the wheelchair. Each motor has 

a gearbox including a helical gearset on the input side and spur 
gear set on the output side. The operation voltage of the motor is 
24 V with a rated power from 220 to 400 Watt. The total load 
capacity is 160 kg and it can run with an output speed from 105 
to 200 RPM (revolutions/minute). The motor operates at low-
level noise which is less than 58 dB. It has an electromagnetic 
brake work with 12/24 V [30]. 

 

Fig. 2: Sabertooth 2x32 motor driver unit 

3. System Description 

The microcontroller communicates with the voice controller 
modules VR1 and VR2 via the general-purpose input/output 
GPIO pins and UART communication ports respectively. The 
voice command is picked up and feeding to the VR1 and VR2 
using a sensitive microphone with an internal impedance of 1 k 
Ohm at 1 kHz, frequency range of 50-13000 Hz and a sensitivity 
of -34 dB. The VR modules process the voice commands and send 
the recognition results to the microcontroller. “OR” function has 
been used to combine the recognition results of the VR modules 
which allow the system to response when any one of the both VR 
modules recognizes correctly. A false positive (FP) cancellation 
function has been programmed and added to the “OR” function to 
cancel the voice recognition results if the two modules show a 
different command recognition. The FP cancellation function 
converts the FP errors to a false negative FN error which mean the 
system cannot recognize the voice command.  

The head tilts controller can be activated using the voice 
command “Orientation”. Two BNO055 orientation detection 
modules have been used to track and read the orientation data of 
the user's head and the wheelchair. The first module is fixed on a 
headset for reading the head orientation; the second is fixed on the 
wheelchair chassis to read the reference wheelchair orientation. 
The user's head tilts around the principal axes x and y activates 
the control commands of the head tilt controller. The orientation 
detection modules have been programmed to send orientation 
information in Euler angles format (Pitch, Roll, and Yaw) to the 
microcontroller using inter-integrated circuit I2C bus.  

The use of the second module for reference orientation 
detection plays an important role in the control commands 
calibration in the case of ascending or descending a hill. The 
microcontroller will compare the tilt angles (Euler angles) of the 
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user's head with the wheelchair tilt angles instead of comparing 
with ground original (x, y, and z) axes. This increases the system 
safety, and easy use when the system passes through ramps or 
non-straight roads. When only the head orientation module is used 
for controlling the wheelchair without using the reference 
wheelchair orientation, the user needs to increase the head tilt 
angle proportional to the value of hill slope angle in the ascent and 
vice versa the descent to compensate the hill slope. The same 
procedure happens in case of a side slope in the road. The user 
needs to increase the head tilt more to the right when the slope of 
the right side is greater than left and vice versa. In the presented 
system only two Euler angles have been used which are the Pitch 
and Roll for motion control. The Yaw angle has been neglected to 
allow the user turn his head free around the z-axes when he is 
driving the wheelchair. 

3.1. System motor controlling 

The wheelchair speed and direction control have been 
implemented through controlling the left (M2) and the right (M1) 
motor rotation speed and direction. The head tilts controller 
controls the speed of the wheelchair motors depending on the x, 
and y position of the user's head with reference to the origin point 
(x=0°, y=0°). If the user increases his Pitch tilt angle in the x-axis 
and keeps the Roll at -5°<y<5°, the both wheelchair motors will 
rotate in the forward direction at the same speed. If the user tilts 
his head in the forward direction with right side tilt (see Fig. 3) to 
move the wheelchair forward with a right curve direction. In this 
case, the left motor (M2) speed will increase (M2= x + y) and the 
right motor (M1) speed will decrease (M1= x - y) depending on 
the value of the head tilt in the x and y-axes. The same procedure 
applies when the user needs to go forward with a left curve where 
the speed of the right motor will increase and the speed of the left 
motor will be decreased. A similar situation will be applied for 
backward commands.           

 
Fig. 3: Head tilts control motor speed 

The user can rotate the wheelchair left or right at the same 
point by tilting his head left or right and keeping the value of the 
x-axis at -10°<x<0°.  The forward command is activated when the 
Pitch head tilt angle become at 0°<x<25°. This tilt range will keep 
acceptable user viewing in the front direction. The backward 
command is activated when the Pitch tilt angle become at -
45°<x<-10°.  

3.2. Sub-Controller selection 

The system design allows the user easily to select and change 
between the voice and head tilt as a motion controller. The system 
will start by listening for the user voice command to activate the 
required controller. If the user wants to select the voice controller 
hen need to give the voice command “voice”. The voice controller 
controls the motion of the wheelchair using a group of motion 
commands which are forward, left, right, stop, backward, speed 
one and speed two. Another group of voice commands has been 
used for activating the control of lights, signals and sound alarms 
which are light-on, light-off, signal-on, and signal-off. When the 
user needs to activate the head tilts controller he must give the 
voice command “orientation”. Then the wheelchair motion is 
guided by the user’s head tilts and the voice controller will still be 
used to turn on the lights, light signals, and sound alarms. The user 
can change the motion controller at any time by giving a voice 
command with the name of the required controller (“voice” or 
“orientation”). Fig. 4 shows the flowchart of the presented system. 

 

Fig. 4: System flowchart 
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4. Experimental Results 

4.1. Voice Controller 

In the previous work, the voice recognition modules VR1 and 
VR2 have been tested individually and also combined with “AND” 
and “OR” algorithms [6] in two different noise level environments 
with 42 dB and 72 dB. Seven voice commands to control the 
motion of the wheelchair have been selected for the test which are: 
forward, left, right, stop, backward, speed one and speed two 
(more detailed results can be found elsewhere [4, 6]). 

In the presented work, 8 new voice commands have been used 
to 1) select the motion controller, 2) control the maximum speed 
of the wheelchair and 3) control the lights. The used commands 
are: voice, orientation, speed-one, speed-two, light-on, light-off, 
signal-on, and signal-off. Since the voice controller was tested 
before [4, 6], the SD voice recognition mode has been selected to 
control the wheelchair, which is the best choice for medical and 
rehabilitation application. It makes the wheelchair respond only 
to a specific user and not respond to any person saying the same 
trained commands.  

“OR” with FP cancellation function has been used in the voice 
controller tests. The function has been tested before and the results 
show that the VR accuracy has been increased ≈ 3% and the FP 
error has been reduced to ≈ 0% with FN error rate of 5.2 % in 72 
dB noisy environments [4, 6].    

The voice commands “forward”, “speed one” and “speed two” 
have been used when the head tilt controller is activated to control 
the user's head tilts to speed ratio. This is important to let the user 
increase or decrease the system speed sensitivity proportional to 
the head tilts angle value. The “forward” voice command sets the 
tilt to speed ratio as 0°-25° tilts angles have a 0-2 km/h speed with 
≈ 80 m/h speed for each individual tilt degree. The command 
“speed one” increases the speed ratio to (0°-25° / 0-4 km/h) with 
≈ 160 m/h speed for each tilts degree. The command “speed two” 
increases the tilts to speed ratio to (0°-25° / 0-6 km/h) with ≈ 240 
m/h speed for each tilt degree. Fig. 5 shows the tilt to speed ratio 
of the tested voice commands.    

 
Fig. 5: System tilts to speed ratio 

4.2. Head Tilts Controller  

The head tilts controller has been tested for indoor as well as 
for outdoor environments. 

 Indoor Head Tilts Controller Tests 

 Several different tasks have been executed to test the system 
for the indoor motion control. The first task is used to test each 
control command for the head tilts controller. The users 
performed the test two times. The first is without previous training 
and the result titled NTU, and the second is after training the user 
for approximately 30 minutes and titled TU. Seven control 
commands have been tested by the users using head tilts around 
the x and y-axis. The tested commands are: forward, backward, 
left, right, stop, forward-left, forward-right. Each user tests each 
control command 10 times. The system speed to tilts ratio has 
been fixed at 2 km/h which is the primary system speed to tilt ratio. 
The test results before and after 30 mints training for the control 
command tests are explained in Fig. 6. 

 

Fig. 6: Commands success rate of the head tilt controller for 
trained user TU and non-trained users NTU 

The results in Fig. 6 show the control commands success rate. 
The success rate is the correct implementation of the tested 
command in speed and direction from the start to the end point. 
The test results revealed that the success rate is increased when 
the user is trained before using the system.  

The second test for indoor environments is used to check the 
flexibility of driving the wheelchair at a narrow area.  This test 
includes implementing two tasks which are: 1) driving the 
wheelchair through a narrow corridor and 2) driving the 
wheelchair through a furnished hall. The test has been performed 
in a laboratory environment at the University of Rostock. Five 
trained users implemented the two tasks of the test 5 times. The 
results show a successful implementation of the two tasks using 
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the head tilts controller. All 5 users completed the tasks 1 and 2 
without collisions and followed the required paths correctly. Fig. 
7 shows the test paths.   

1,
50

m
1,

27
m

 

1- Passing a narrow corridor 
1,

50
m

1,
27

m

 

2- Passing a pathway in furnished hall 

Fig. 7: Tasks for system indoor tests 

 Outdoor Head Tilts Controller Tests 

The auto-calibrated algorithm of the head tilts controller has 
been tested for outdoor environments. The test was designed to 
check the performance of the algorithm, especially in the case of 
ascending or descending a hill. The algorithm is used to cancel the 
effect of road slope on the user's head tilt angle. The tests was 
performed on a small narrow and long ramp with a height of 80 
cm and a slope angle of 7 degrees. The test included two tasks, 
the first is to pass the ramp without activating the algorithm while 
the second is to pass the ramp with the auto-calibrated algorithm. 
Five users performed the test using fixed tilt to speed ratio of 25° 
tilt angle to 2 km/h for both tasks.  

The test results revealed that the auto-calibrated algorithm 
enhances the performance of the head tilts controller for driving 
the wheelchair while passing the ramp and makes it similar to 

driving the wheelchair with normal head tilt angles on a straight 
road. The test of the system without activating the auto-calibrated 
algorithm for ascending a hill show that the control of the 
wheelchair is more difficult. In the ascending of the hill the user 
needs to tilt his head 7 degrees more down (same ramp slope) 
compared to the motion with the auto-calibrated algorithm to 
compensate the hill slope (7°) and vice versa. Fig. 8 shows the 
tests of the system with and without the auto-calibrated algorithm.    

 
a) Without auto-calibrated algorithm, 7° more in the head tilts 

 

 
b) With auto-calibrated algorithm 

Fig. 8: System tests for passing an 80cm height and 7° slope 
angle ramp with and without the auto-calibrated algorithm. 

 Hysteresis and Wrong Head Orientation Function 

During the test of the system, the head tilt controller is faced 
with a harmful situation with hysteresis around the stop command 
area. This problem occurs when the user brings his head into the 
stop area and moves his head involuntarily out of the stop area for 
less than 50 ms without intending the system to move. This 
problem makes continuous discrete motion-stop commands that 
can cause concern and bother the user and also unwanted motion 
may occur. A new function has been added to the head tilt 
controller to avoid this hysteresis by increasing the number of 
measurements for the desired control command from the head 
orientation sensor. Instead of using only one readout in the range 
of 0º<tilt angle<25º for the forward command, the system uses 10 
continuous measurements at the region of 0º<tilt angle<25º for the 
forward command tilt area in order to implement the forward 
command. This procedure cancels the effect of the involuntary 
head movement and makes the start of the motion more smoothly. 

Another function has been built and embedded in the head tilt 
controller to stop the system and protect the user if the head 
orientation goes out of the programmed range of the control 
commands tilts angles. The function stops the wheelchair and 
suspends the control commands of the head tilt controller until the 
headset returns to the center stop region (0°>x>-10°, 5°>y>-5°). 
This function protects the user when the headset falls down or the 
user loses consciousness. 
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The two functions have been tested with the system and the 
results revealed a successful performance for both of them. The 
hysteresis function increased the reaction time of the system ≈ 50 
ms in the initial motion only which do not really affect the system 
performance.    

 Orientation Sensor Error Handling 

Orientation sensor error handling is one of the most important 
tasks in the present study since the system's motion can cause the 
loss of the instantaneous updating of orientation data. This can 
affect the microcontroller performance and may cause restarting 
or hanging in the system. An error handling function has been 
programmed to avoid missing orientation data. The error handling 
function tracks changes in the orientation data and sends alert 
information to the user if there are any communication problems 
with orientation modules. It also resets and recalibrates the 
orientation sensors after a limited number of unchanged readings.  

The function has been tested with the system and the test 
results show a success rate of 100% for tracking the information 
data, resetting and calibrating the orientation detection modules. 
Fig. 9 shows the flowchart of the system's error handling function. 

Start

Check if one or 
Both sensor stop updating 

information data 

End

No

Read orientation data for head 
and reference modules 

Reset the Orientation modules  

Yes

Send orientation data to the 
microcontroller  

 

Fig. 9: Error handling function of the head tilts controller 

5. Conclusions 

In this paper, the design, implementation, and testing of a 
hybrid wheelchair controller for quadriplegic and paralysis users 
has been proposed. Two sub-controllers, which are the voice and 

head tits controller, have been used to allow the user to select and 
change the active controller for more comfortable wheelchair 
driving. The test results of the voice controller revealed that it has 
a better performance using “OR” and FP cancellation function 
compared with “AND” and individual tests. The results revealed 
a ≈ 3% increase in the VR accuracy which reached 98.2% in 42 
dB noise environments with a 0% FP errors and 1.8% FN errors 
which are important features for biomedical and rehabilitation 
application. The voice controller is ideal for the control of lights, 
light signals, sound alarms, rather than control the wheelchair 
motion, especially in narrow indoor areas.   

The head tilts controller tests revealed that it can be used for 
both indoor as well as outdoor environments. The indoor tests 
showed accurate control and good performance in a narrow area 
with a successful implementation of task 1 and task 2. The outdoor 
tests showed that the system is ideal for non-straight roads and 
especially for ascending and descending a hill with the auto-
calibrated algorithm.  

Hysteresis, wrong head orientation function and orientation 
sensor error handling function have been successfully added to 
the head tilts controller. All the functions have been tested and the 
results show that they enhance the performance of the controller 
and make the driving of the wheelchair more safe and comfortable. 

The head tilts controller tests revealed that previous training 
of the user is required before using it to have a better human 
system interaction, good adaptation, and enhancing the system 
performance.   

The voice and the head tilt controllers have been combined 
together successfully, the user can select or change the wanted 
controller easily using voice commands.   
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 This work depicts the preparation of Ni-C ultrafine composite from used engine oil.  The 
used oil was emulsified with detergent loaded with Ni (OH)2. The loaded emulsion was 
sprayed on electric plasma generated between two C electrodes to a DC main 28 V and 70-
80 A. The purged Ni-doped carbon fume was trapped on a polymer film moistened with 
synthetic adhesive to fix the trapped smoke. Characterization of the deposit was made using 
SEM. XRD examined the crystal morphology. Carbon density in the cloud was calculated. 
The average size and thickness of the deposited composite is 120-160 nm. Aliphatic 
hydrocarbons readily decompose to gaseous products. Solid carbon smoke originates from 
aromatic compounds. Plasma heat blasts the oil in short time to decompose in one step.  
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Plasma Heat Decomposition 

 

 

1. Introduction 

Teng [1] reported the use of plasma arc technology to 
produce fluid of carbon ultrafine particles dispersed in distilled 
water. Carbon is simultaneously heated and vaporized in a 
chamber furnace. Carbon vapor was cooled to prepare a 
carbon/water ultrafine slurry. The problem of heat dissipation 
from electrical appliances became a significant issue. To 
ameliorate this problem, there are four approaches commonly 
taken [2] enlarged the heat exchanger area and structure, [3] 
fabricated the heat exchanger using materials with higher thermal 
conductivity, [4] increased the working fluid flow rate to the heat 
exchanger, and [5] improved the heat transfer performance of the 
heat exchange working fluid. Akoh [6] prepared superfine fluids 
using the VEROS method. Teng [7] improved the VEROS 
technique and developed successful and effective preparation of 
Ag, Fe fine fluids. Bo [8] showed that plasma-enhanced chemical 
vapour deposition (PEVCD) has emerged as a key method to 
generate vapor-gas; and determine the development of VG with 
required properties. The paper summarized the state-of-the-art 
research on PECVD growth of VG ultrafine sheets. It provided 
guidelines on the design of plasma sources and operation 
parameters.  Also to offer a future good challenges that would 

help commercial applications of VG. The authors studied the 
influence of feedstock gas temperature and pressure on VG 
growth.  The effect of pretreatment and the growth of VG patterns 
on cylindrical and carbon ultrafine tube (CNT) substrates was 
shown. After discussion conclusion showed challenges and 
future directions for PEVCD growth of VG. 

In the year 2014, defects-free graphene and with highest 
electron mobility was successfully prepared. Mayer [9] used 
adhesive tape to separate graphene sheets from graphite. It was 
reported that hydrazine followed by annealing in argon/hydrogen 
gases was successful to reduce graphite oxide. It was shown that 
almost intact carbon framework allowed efficient removal of 
functional groups. Some molten salts attack graphite particles to 
form a variety of carbon ultrafine structures including graphene 
[10]. Hydrogen cations, dissolved in molten lithium chloride, 
were discharged and intercalated and peeled to graphene sheets 
[11]. The graphene ultrafine sheets produced displayed a single-
crystalline structure with a lateral size of several hundred 
ultrafine meters and a high degree of crystalline and thermal 
stability [12]. In 2014 defect-free, not oxidized graphene-
containing liquids were made from graphite using mixers that 
produce local shear rates greater than 10×104 [13]. Mubarak [14] 
reported that the chemical vapor deposition (CVD) had been 
found a potential way to produce high quality  and at high yield 
of CNTs.  El Mel et al., [15]    
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Industrial nitrogen gas was used as a propellant to spray the 
emulsified oil on the plasma. The gas was supplied in cylinder 
with the following specifications 

Nitrogen and trace inserts                          99.998%  

Oxygen                          < 0.001% 

Density (g cm-3)                                          1.2506 

Sp. Gravity (g.cm-3)                           0.9737 

Viscosity (g cm-1s-1)                                   1.809x10-4       

The chemicals used are technical pure grade. Nickel hydroxide 
salt was synthetically prepared by precipitation by adding 10% 
ammonium hydroxide to nickel sulfate solution. The 
precipitated Ni(OH)2 was filtered, washed and dried.  

2. Emulsification of the used engine oil 

About 100 g of the used engine oil was placed in a conical 
flask of a thermostated agitator maintained at 80°C. The flask 
was fitted with an electrical mechanical stirrer. After the oil has 
acquired the required temperature, sodium sulphonate detergent 
containing nickel hydroxide suspended in distilled water was 
added step wise while stirring for 4 hours. The emulsion was then 
transferred to a separating funnel and left over night.  

 

 

3. Method of preparation of the Ni-doped carbon ultrafine 
particles. 

Determination of the extent of engine oil emulsification was 
determined by weighing the separated portion of the not 
emulsified oil. Fig. 2 shows partial (2a) and full (2b) 
emulsification of the used oil. Fig. 2 her 

4. Methods of measurement of the physic-chemical 
properties 

Determination of nickel in the oil suspension or in the 
prepared composite was carried out by dissolving 1 g of the oil 
or 250 mg of the catalyst in 1 N nitric acid. Nickel content was 
determined using spectrophotometer Unicom 7400   Fig.3 shows 
a schematic diagram of the Electric Plasma device used for 
thermal decomposition of the engine oil. Particle size and shape 
of the product were determined using the light-scattering size 
analyzer, SEM. Crystal morphology was examined by X ray 
diffraction (XRD). 

5. Results 

The specifications of the engine oil are given in Table 1. It 
can be seen that the spent oil has lower viscosity, foam and 
gelation index and higher phosphorus content.  
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Fig. 4 shows the extent of emulsification of the spent engine 
oil (SEO) as affected by the weight of commercial anionic 
detergents containing 10 % Ni as Ni(OH)2.  It is seen that the 
extent of emulsification of the spent engine oil increases linearly 
with the corresponding increase of the detergent. Anionic 
detergent is far efficient to emulsify engine oil as compared to 
the cationic detergent to emulsify the spent engine oil. 

 
Fig 5 Effect of detergent type on the extent of emulsification of spent engine oil. 

Table 1.  The specifications of the engine oil used in this study 

 API.                   SN API.SN + 
RC 

Viscosity 
Grade 

0W20, 0W30, 5W20, 
5W30, 10W30                  
0W8 

(spent) 

Others Multigrade 
variations of 
0W, 5W and 
10W 

Sculpture, 
max % 

  0.5                         0.45 NA 0.5 

High 
temp. 
deposits, 
max mg 

  35                           46     45 35 

Foam 1 min settling           <1 
min 

10 min. 
settling 

1 min. 
settling 

Gelation 
Index 12                                   6 NR 12 

Emulsion 
Retention   NA                         NA    NA No Water 

Separation 

P, max% / 
min% 0.08/0.06                  0.06 NA / 

0.06 0.08 / 0.06 

Table 2 shows a comparative data on the effect of mass of 
anionic and cationic polymers as a detergent for emulsifying the 
used engine oil. It is shown that anionic polymer is more power 

Table 2 The effect of mass of the polymer on the emulsification extent of Em. 
at room temperature 

% 
emulsification 

Anionic 
polymer 

Cationic 
polymer 

20 18 20 

40 30 30 

60 38 50 

80 50 72 

100 60 100 

 

Fig. 6 shows the rate of discharge of oil from the spraying 
nozzle as affected by the pressure of propellant nitrogen gas. It is 
seen that convenient rate of discharge amounting to 2.5-3.0 g/min 
is achieved with 3 – 3.5 KPa. Such rate was found suitable to 
generate and decompose the Em. together with the Ns solutioFig. 
5 Effect of the pressure of the propellant nitrogen gas on the rate 
of discharge of the emulsified engine oil 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6 The rate of the oil discharge from the spraying nozzle as affected by the 

propellant nitrogen gas 

Fig. 7 shows a photograph of the electric plasma generated 
between the carbon electrodes. 

 
 Fig. 7    A photograph of t electric plasma exerted between two carbon 

electrodes 
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Table 3 The carbon density in the plasma hood 

No. Oilg/
min. 

∑C, 
mg/min 

H, mm r, mm at H, mm  ȓ2 
mm2 

V, cm3 Cc, mg/ 

cm3/min 

Cc, ug/ 
cm2/min Ho H1 ȓ 

1 1 275 100 10 
20 
20 
25 
30 

50 
60 
70 
80 
90 

30 
40 
45 
55 
60 

900 
1600 
2025 
3025 
3600 

94.247 
167.5 
212.0 
318.2 
375.04 

2.917 
1.642 
1.297 
0.864 
0.7332 

297 
164 
129 
86.4 
73.3 

2 1.5 412.5 175 10 
20 
30 

50 
70 
90 

30 
45 
60 

900 
2025 
3600 

164.0 
369.2 
656.3 

2.515 
1.1172 
0.6285 

251 
111.7 
62.85 

3 2 550 200 10 
20 
30 

50 
70 
90 

30 
45 
60 

900 
2025 
3600 

187.5 
421.9 
750.0 

2.933 
1.303 
0.7333 

293.3 
130.3 
73.33 

4 2.5 687.5 250 10 
20 
30 

50 
70 
90 

30 
45 
60 

900 
2025 
3600 

234.4 
527.4 
937.6 

2.933 
1.3035 
0.7339 

293.3 
130.35 
73.39 

5 3 825 300 10 
20 
30 

50 
70 
90 

30 
45 
60 

900 
2025 
3600 

281.3 
632.9 

1125.13 

2.933 
1303.5 
0.7332 

293.3 
130.3 
73.32 

 
Table 3 shows the mean value of the weight of carbon particles 
disseminated in the cone of a plasma heat as a function of the 
weight of inserted oil and the dimensions of the cone. 

Fig.8 shows the XRD diffraction patterns of nickel-carbon 
composite species It is seen that the diffraction peaks of Ni confirm 
the existence of well crystalline Ni metal. Raman spectrum of Ni 
doping C appeared with ID/IG=0.63 

Fig. 9 shows the weight of the deposited carbon -Ni composite 
on the polymer film as a function of the weight of the sprayed 
engine oil as a function of the weight of the sprayed emulsified 
engine oil.  

 
Fig. 8 The XRD diffraction patterns of nickel-carbon composite species It 

It can be seen that the weight of the deposited C-Ni amounts 
to 10 ug/cm2 and increases gradually with the increase of the 
weight of sprayed engine oil up to 350 mg whereby the maximum 

WCNIO is attained (45.5 ug/cm2). Fig.  10 shows the SEM of the 
deposited C-Ni composite material. 

 
Fig. 9 The weight of the deposited C-NiO (WCNiO)  

 
Fig. 10 SEM photograph of the deposited C—Ni composite 
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6. Mathematical Model 

A mathematical model has been proposed to simulate the 
formation of C-Ni particles in the hood of the plasma heat 
vicinity based on the following assumptions: 

1. The chemical analysis of the used engine oil (Ou) and 
the projected plasma heat at the hood vicinity (hv) are 
kept constant throughout the experiments. 

2. Solid carbon particles generate at a constant weight 
percentage of 27.5 % of the weight of the oil as 
determined experimentally.  

3. The weight of carbon generates in nearly no time;        
Wtc = 0.275 Wto. 

4. Ejection of the emulsified engine oil takes place in the 
plasma core at a constant discharge rate for a given 
driving pressure. 

5. No extra air was fed into the hood vicinity of the 
plasma arc 

6. The carbon particles dissemination is distributed 
symmetrically at a given horizontal level in the hood. 

 
Fig. 11 A Schematic proposal of the caron-Ni smoke in the blasma hook. 

 
The average concentration of C-Ni / cm3 in the hood at a given 
horizontal level Hx =   

 0.275 (Wto)p 
                                               VHx                                            (1) 
  
Volume V of a right cone (hood) with a height H,      

V=   1/3 π r2Hx      (2) 

Wto is the weight of discharged oil at constant pressure p.  
The average C-Ni concentration/ cm3 in the hood: 
 

 0.275 (Wto)p 
                                            1/3 π r h x               (3) 

Carbon particles disseminate in the hood volume under a 
convection model of heat transfer. Convection above a hot 
surface occurs because hot air expands and becomes less dense 
and rises upwards. Convective transfer involves the combined 
processes of diffusion (conduction) and advection transfer by 
bulk fluid flow. Natural buoyancy forces alone are entirely 
responsible for the C-Ni fluid motion upon heating the mass 
transfer of carbon. 

Where k is a transfer coefficient, A is the total surface area of the 
carbon particles, Tp is the temperature at the plasma core and THx 
is the temperature at the level Hx in the hood. The convective 
transfer coefficient is dependent upon the physical properties of 
the fluid (here air). Values of h have been measured and tabulated 
in the literature for commonly encountered fluids and flow of 
situations [18]. The mathematical presentation model of the 
release, development and change of air-born solid fluid (C-Ni 
particles) as a function of variables such as time, temperature, 
pressure, distance, and concentration has been processed using 
“the experimental design” program. Results are under 
publication elsewhere  

Ǭc = kA (TTHx)… ……(4) 
 
Temperature gradient of the plasma heat vicinity comply the 
curve given in Fig. 12 
 

 
Fig. 12 Temperature gradient of blasma heat as a function of distance 

7. Discussion 

Engine oil is composed of hydrocarbons, poly alpha olefins 
(PAO), and poly internal olefins(PIO). The organic compounds 
consisting entirely of carbon and hydrogen [17]. The oil contains 
73-80% weight/weight aliphatic hydrocarbons (primarily alkanes 
and cycloalkanes with l-6 rings); 11-15% monoaromatic 
hydrocarbons; 2-5% diaromatic hydrocarbons; and 4-8% 
polyaromatic hydrocarbons. Additives for lubrication, (≈  20% of 
the oil), consist primarily of zinc diaryl, molybdenum disulfide, 
zinc dithiophosphate, metal soaps, and other organo metallic 
compounds. The Canadian Environmental Protection Agency 
reported that up to 15% of the additives are detergents and 
dispersants [18]. Other used mineral-based crankcase oil may 
contain compounds of  barium, phosphorus, zinc, and some 
chlorine and bromine as a result of oil additives [18]. Inorganic 
compounds of sulfur, aluminum, arsenic, calcium, chromium, 
copper, iron, magnesium, manganese, potassium, silicon, 
sodium, tin are detected. Organic solvents of toluene, benzene, 
xylene,and  ethylbenzene are present although most of the 
organic compounds may be destroyed during combustion of 
crankcase oil as fuel [19]. In general, sources of dirt, sand and 
dust from the air, soot, contaminate unburned fuel in the motor 
oil. Water if detected is formed from condensation of the 
combustion products. Particulates of metal wear that the oil filter 
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cannot trap together with the corrosion by-products and degraded 
additive elements [20, 21]. All these contaminants enter the 
engine oil and creat more wear debris and cause more damage 
than they would separately. 

Heating engine oil at high temperatures undergoes a 
decrease in viscosity grade and degradation reactions of multi 
sequence order. Decomposition begins with the formation of 
compounds having more simple molecular chemical formulae. 
According to the infrared spectra, the paraffinic-naphthenic 
fractions of new and used oils are substantially similar to each 
other. The aromatic fractions of the used oil contain oxygen 
groups that can be removed only by catalytic hydro treating [22]. 
The aromatic fractions contain oxygen groups detrimental to the 
thermal-oxidative stability of the oil. [23]. The decomposition 
process proceeds in a multi sequence order to finally produce the 
free elements of the engine oil (C, H, O). In 1959, Chevron 
developed a new method of refining base oils (Hydro cracking) 
where many of the paraffin and wax molecules are broken up into 
mineral oil molecules. The process removed the aromatics, 
sulphur and nitrogen compounds from the oil [22,23].  

In 1993, Chevron invented the Hydro-Isomerization process, 
where wax and paraffin molecules are reshaped into useful 
lubricants instead of simply being broken up into smaller 
molecules. In 2004 accounts for almost half of all base oils [22].  
Iso-dewaxing produces much higher-performance oil and allowed 
to start with low quality oil. In addition, oil manufacturers add 
what's called an additive package [23]. Additive packages contain 
several different chemicals with different purposes.  

Results of weight loss upon charring of oil emulsion revealed that 
NiO may catalyze one or more of the decomposition reactions. 
The temperature of the electric plasma exceeds some thousands 
and it promotes decomposition reactions to complete to end in one 
step in nearly no time. Generated carbon fumes, doped with 
nickel, deposit on a cold surface of polyurethane film positioned 
over the spark zone. Frequent deposition of C-Ni composite on 
the polymer surface would form a layer with measurable 
thickness. Thickness development is a time dependent process. 
The particle size and shape are critical for to build up the 
composite layer. Characterization of the crystal structure of the 
deposit was carried out by SEM. Crystal morphology was 
examined by XRD. Results revealed that the thickness of the 
deposited composite film was few microns. The average size of 
the crystals of composite ultrafine material ranged from 50-90 
nanometer whereas thickness of the layer was 120 – 160 nm 
depending on the experimental conditions. Finer size was 
obtained with a rate of oil discharge of 0.5 g/min. It increases with 
the increase of the oil discharged rate ≥ 5 g oil/min. Results were 
explained in the premise of a model which assumes that engine 
oil decomposed in a multistep reactions ending with the formation 
of ultrafine carbon fumes doped with nickel vapor. The weight % 
of the solid fumes generated from decomposition process of the 
engine oil amounts to 65%. The mathematical model given in 
page 3 estimates the hypothetical weight of carbon disseminated 
in the experimental test rig. It was studied based on multi 
sequence reactions. Results will be published later on.  

8. Conclusion 

 The output results conclude the following. 

1. Used engine oil is a useful material that can be utilized to 
prepare C-Ni composite. 

2. The plasma heat is an effective heat source to decompose the 
used engine oil.  

3. Decomposition process is a multi-sequential reaction 
involving generation of solid carbon particles and gaseous 
products.  

4. Plasma decomposition blasts oil to undergo decomposition in 
nearly no time and in less decomposition reactions. 

5. The particle size of the produced carbon -Ni was 50-90 nm 
whereas the thickness of the formed layer amounts to 120-
160 nm 

6. Doping of carbon ultrafine particles with Ni has been 
successfully carried out by loading the oil emulsion with Ni 
Hydroxide. 
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In order to increase the diagnosis accuracy of schizophrenia (SCZ) 
disease, it is essential to comprehensively employ complementary 
information from multiple types of data. It is well known that a 
network is a general method for analyzing relationships between 
patients, with its nodes representing patients and its edges showing 
relationships between them. In this study, we constructed a fused 
network using three types of data including genetic, epigenetic and 
neuroimaging data from a study of schizophrenia patients. We 
developed a network-based prediction approach taking advantage of the 
whole network of patients rather than just individual clusters in the 
network. The majority neighborhood of a node in the network was 
exploited as a feature for discriminating SCZ from healthy controls. 
Compared with other 9 graph-based label prediction methods, our 
network-fusion based label prediction method shows the best 
performance according to the prediction accuracy. The prediction 
power of our proposed method was also tested under different 
parameters settings and an optimal parameter was found for achieving 
the best performance. The method is also computationally efficient and 
can be extended to identify other clinical outcomes.
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1 Introduction

This paper is an extension of work originally pre-
sented in the IEEE International Conference on Bioin-
formatics and Biomedicine (BIBM 2016) [1].

Currently, there is a lack of objective ways for
the diagnosis of schizophrenia (SCZ) [2]. It is gen-
erally diagnosed according to criteria set in either
the American Psychiatric Associations fifth edition of
the Diagnostic and Statistical Manual of Mental Dis-
orders (DSM 5), or the World Health Organizations
International Statistical Classification of Diseases and
Related Health Problems (ICD-10). These criteria use
the self-reported experiences of the patients and re-
port abnormalities in their behaviors, followed by a
clinical assessment by a mental health professional.
However, symptoms associated with schizophrenia
occur along a continuum in the population and must
reach a certain severity before a diagnosis is made [3].
Although in psychiatry as in all of general medicine
there is an irreducible element of the subjective [4],

we should try our best to reduce the subjective part of
medical and psychiatry practice. This goal is well rec-
ognized by the National Institutes of Mental Health
as well [5].

Like many other complex diseases, SCZ is caused
by a combination of genetic, biological, and envi-
ronmental factors, creating a difficult challenge for
diagnosis and defining subtypes. In addition, SCZ is
a highly heritable disorder [6]. The current belief is
that there are a number of genes that contribute to
susceptibility or pathology of SCZ, but none of them
exhibits full responsibility for the disease. It is be-
lieved that SCZ is caused by a number of genetic and
environmental factors [7].

Recently, high-throughput studies are rapidly ac-
cumulating a wealth of ’omics’-scale data, which en-
able comprehensive monitoring of a biological sys-
tem. Meanwhile, there are remarkable medical im-
ages accumulated in hospitals, such as images from
functional magnetic resonance imaging (fMRI). fMRI
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is a fairly new tool that has been used to measure brain
activation utilising the dependency of the magnetic
properties of haemoglobin on the amount of oxygen
it carries. Blood-oxygen-level-dependent (BOLD) sig-
nals measure the alterations in cerebral blood flow
that mark functional brain activity [8]. The intrin-
sic BOLD contrast makes fMRI an invaluable non-
invasive instrument for the investigation of the under-
lying physiological disturbances that lead to manifest
psychiatric disorders. It is anticipated that successful
application and analysis of fMRI in neurological dis-
orders can be used to characterise and diagnose men-
tal illnesses such as Alzheimers disease, SCZ, bipolar
disorder, mild traumatic brain injury and addiction.
It is a valuable way to combine genetic, epigenetic
and imaging data for the diagnosis of SCZ disease.
Many studies have demonstrated that the integra-
tion of fMRI and SNP information will give a more
comprehensive analysis of schizophrenia. For ex-
ample, Yang et al. [9] proposed a hybrid machine
learning method to identify schizophrenia patients
from healthy controls by combining genetic and fMRI
data, and this method achieved better classification
accuracy than using either data alone. Castro et al.
[10] developed a multiple kernel learning approach
that employed both the phase and the magnitude
of complex-valued fMRI data for the classification,
showing improved classification accuracy compared
with using only the magnitude of fMRI data. Cao
et al. proposed a sparse representation clustering
(SRC) model [11, 12] to simultaneously select SNPs
and fMRI voxels as biomarkers for schizophrenia fol-
lowed by a classifier such as support vector machine
(SVM). The integrative model was tested on 20 SCZ
patients and 20 healthy controls, demonstrating that
the complementary information from both fMRI and
SNP data can be utilized to improve diagnosis [13].

The above mentioned SCZ studies, however, only
used two types of data: SNPs and fMRI data. DNA
methylation is one of several epigenetic mechanisms
and can be used by cells to control gene expres-
sion. There are a number of mechanisms controlling
gene expression in eukaryotes, but DNA methyla-
tion is a frequently used epigenetic signaling tool,
which can fix genes in the “off “ position [14]. In
addition, the integration methods used in the above
mentioned research directly used features extracted
from data as predictors. Alternatively, network-based
classification methods mainly employ the topologi-
cal features as predictors. With the rapid develop-
ment of systems biology, network-based classifica-
tion or prediction methods have been widely used
[15, 16, 17, 18, 19, 20, 21].

In our study, we combined three types of data in-
cluding SNPs, DNA methylation and fMRI to con-
struct networks, which were subsequently be fused
for diagnosis of SCZ. Specifically, for each type of
data, we first constructed a patient network, called
a single network. Thus for three types of data, we

constructed three single networks. Then we fused
two or three single patient networks into one sub-
ject network. As a result, we created four fused net-
works: three fused networks from the combinations
of two data types and one fused network from three
data types. Finally, we employed the neighborhood
majority of the nodes in the network to predict un-
known labels, that is, identifying whether a subject is
a schizophrenia patient.

2 Data Preparation

In this study, participant recruitment and data col-
lection were conducted at the Mind Research Net-
work. Three types of data (SNP, DNA methylation
and fMRI) were collected from 208 subjects includ-
ing 96 schizophrenia patients (age: 34 ± 11, 22 fe-
males) and 112 healthy controls (age: 32 ± 11, 44
females). All of them were provided written in-
formed consents. Healthy participants were free of
any medical, neurological or psychiatric illnesses and
had no history of substance abuse. By the clinical in-
terview of patients for DSM IV-TR Disorders or the
Comprehensive Assessment of Symptoms and His-
tory, patients met criteria for DSM-IV-TR schizophre-
nia. Antipsychotic history was collected as part of
the psychiatric assessment. After a series of quality
controls, we selected 184 subjects, including 80 SZ
cases (age: 34 ± 11, 20 females and 60 males) and
104 healthy controls (age:32 ± 11, 38 females and 66
males). After pre-processing, 27,508 DNA methyla-
tion sites, 41,s236 fMRI voxels and 722,177 SNP loci
were obtained for the subsequent biomarker selec-
tions [22, 23, 24, 25, 26, 27].

2.1 SNPs data collection and preprocess-
ing

A blood sample was obtained for each partic-
ipant and DNA was extracted. Genotyping
for all participants was performed at the Mind
Research Network using the Illumina Infinium
HumanOmni1-Quad assay covering 1,140,419 SNP
loci. Bead Studio was used to make the fi-
nal genotype calls. Next, the PLINK software
package(http://pngu.mgh.harvard.edu/∼purcell/plink)
was used to perform a series of standard quality con-
trol procedures, resulting in the final dataset span-
ning 722,177 SNP loci. Each SNP was categorized
into three clusters based on their genotype and was
represented with discrete numbers: 0 for ‘BB‘(no mi-
nor allele), 1 for ‘AB‘ (one minor allele) and 2 for ‘AA‘
(two minor alleles).

2.2 DNA methylation data collection and
preprocessing

DNA from blood samples was assessed by the Illu-
mina Infinium Methylation27 Assay. A methylation
value, beta (β), represents the ratio of the methylated
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probe intensity to the total probe intensity. A se-
ries of quality controls (QC) on the beta values were
applied to remove bad samples and probes, such as
1) Beta value QC: Change any beta value to NaN,
if p>0.05. 2) Bad sample/ bad marker removing:
Samples with >5% of missing (NaN) values; mark-
ers with >5% of missing (NaN) values. This resulted
in the identification of good methylation data from
224 subjects, 27,508 markers (some have missing val-
ues <5%). After QC, we used the K nearest neighbor
(KNN) method [28]to impute for the missing values.

2.3 fMRI data collection and preprocess-
ing

The fMRI data were collected during a sensorimotor
task, a block-design motor response to auditory stim-
ulation. During the on-block, 200msec tones were
presented with a 500 msec stimulus onset asynchrony
(SOA). A total of 16 different tones were presented in
each on-block, with frequency ranging from 236 Hz to
1318 Hz. The fMRI images were acquired on Siemens
3T Trio Scanners and a 1.5T Sonata with echo-planar
imaging (EPI) sequences using the following param-
eters (TR = 2000 msec, TE = 30 msec (3.0T)/40
msec (1.5T), field of view = 22cm, slice thickness
= 4mm, 1mm skip, 27 slices, acquisition matrix =
64 × 64, flip angle =90◦.). Data were pre-processed
in SPM5 (http://www.fil.ion.ucl.ac.uk/spm) and were
realigned, spatially normalized and resliced to 3× 3×
3mm3, smoothed with a 10×10×10mm3 Gaussian ker-
nel to reduce spatial noise, and analyzed by multiple
regression considering the stimulus and their tempo-
ral derivatives plus an intercept term as regressors. Fi-
nally the stimulus-on versus stimulus-off contrast im-
ages were extracted with 53×63×46 voxels and all the
voxels with missing measurements were excluded.

3 Methods

3.1 Overview

We employed a network-based semi-supervised learn-
ing (SSL) scheme, which improves the predictive
power by using unlabeled data [29, 30, 31, 32]. It
is compuationally efficient and the learning time
depends nearly linearly on the number of network
edges. Also, the accuracy is comparable with other
methods such as kernel-based methods with a longer
learning time [18, 33]. Moreover, the network struc-
ture can facilitate the interpretation of gene-gene in-
teractions and/or region- region connections in the
brain [34, 35, 36], which is one of the advantages of
network-based SSL.

Based on a fused network, our label prediction
method mainly consists of three procedures: network
construction, network fusion and label prediction us-
ing network-derived features.

3.2 Network Construction

Based on the features selected from SNPs, DNA
methylation and fMRI data, a subject network can be
constructed. Suppose we have n samples and m mea-
surements (e.g., DNA methylation). A subject similar-
ity network is represented as a graph G = (V,E). The
vertices V correspond to the subjects {x1,x2, ...,xn} and
the strengths of the edges E are the weighted value
of the similarity between subjects. The edge weights
are represented by an n × n similarity matrixW, with
each Wij indicating the similarity between subjects xi
and xj . ρ(xi ,xj ) is represented as the Euclidean dis-
tance between subjects xi and xj . In order to calculate
edge strength, a Gaussian function was taken on the
Euclidean distance between subjects:

Wij =

 exp(−ρ(xi ,xj )2

σ2 ), if i ∼ j
0. otherwise

(1)

If i is in j
′

s K-nearest-neighborhood and vice
versa, nodes i, j can be connected by an edge. In our
study, we constructed three individual networks for
SNPs, DNA methylation, and fMRI data.

3.3 Network Fusion

We fuse multiple networks into one network, using
mean fusion in our study. Multiple networks, de-
noted by Gm = (Vm,Em,wm),m = 1,2,3, . . . ,N , are con-
structed from multiple types of data. They have the
same network nodes and the edge strength in the
fused network is the mean value of edge strength of
all individual networks.

G = (V ,E,w), with V = ∪mVm,E = ∪mEm,

and w(i, j) =
1
N

N∑
m=1

wm(i, j). (2)

Using this graph fusion method, we fused two or
three single patient networks into one subject net-
work. As a result, we created four fused networks:
three fused networks from the combinations of two
data types and one fused network for three data types.

3.4 Label Prediction Based on Neighbor-
hood Majority

A network is a map of interactions, with the links
measuring the association between objects or sub-
units. A labeled subject is marked either by 0 or 1,
representing two possible labels: healthy or disease,
respectively. The edges have an essential role in influ-
encing the propagation between the subjects to pre-
dict the true label of the unknown subject. We as-
sumed that the labels of two subjects are more likely
to be the same if the two subjects are more closely
related to each other. Therefore, the labels can be
predicted based on the similarities between subjects
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with their genomic profiles and/or imaging features.
Edges in network-based SSL represent the similarities
between subjects that can be extracted from different
data including SNPs, DNA methylation and fMRI data
(Figure).

Network-based classification methods can be clas-
sified into two types [21]: direct annotation schemes,
which infer the class label of a node based on its
connections in the network, and module-assisted
schemes, which first identify modules of related
nodes and then annotate each module based on the
known labels of its members. Neighborhood count-
ing is a simple and direct method for label prediction,
which determines the label of a subject based on the
known label of subjects lying in its immediate neigh-
borhood. Here, we used neighborhood majority to
predict the unknown labels. We first calculated the
neighborhood majority of a query subject. Then, the
subject is assigned the same type of label as the one of
its immediate neighbors with greatest neighborhood
majority (Figure).
For a query subject i, the majority of its immediate
neighbors can be defined as:

Mk =
Nk∑
j=1

Wij (3)

where k represents subject class index and Nk is the
number of subjects in class k. Then the label of sub-
ject i is defined as:

y(i) = y(argmax
k
Mk) (4)

4 Results and Discussions

We employed a network-based classification method
to predict whether new subjects are schizophrenia pa-
tients. After preprocessing the three types of collected
data: SNPs, DNA methylation and function MRI data,
we chose 184 subjects with all three types of data.
We used 5-fold cross validation to evaluate our pre-
diction method. A two-step feature selection method
was applied to the labeled data sets. At first, for SNPs
and DNA methylation data sets, we preselected the
features based on the genes in KEGG pathways and
this procedure yielded 14,875 SNPs and 6,935 DNA
methylation sites. Then, for three types of data, we
utilized the t-test to select the significantly differen-
tial features (p≤0.01) between normal and disease sta-
tus. The preselected features were used to construct
a subject-subject network. A single-type network was
built for each data type. That is, three single-type
networks were generated. Next, a network fusion
method was used to build fused networks from two
or three single-type networks. Thus we can get four
fused networks: three fused networks from the pair-
wise combinations of two data types and one fused
network from three data types. In our previous study
[37], it has been shown that the technique of data fu-
sion will improve the classification performance of

network based classifiers. Therefore, in this paper, we
focus on the study of the fused network from three
types of data. Based on the fused network, we uti-
lized nodes’ features in a network to predict the label
of a testing subject. This process is illustrated in Fig-
ure. Our prediction method is called MMN, which is
a majority-neighborhood-based classification method
by mean fusion.

We also compared the performance of our model
with that of several other network based classifica-
tion methods, with fixed parameter settings (σ2 =
510, andK = 20). We compared 10 network based
methods, whose differences consist in the procedure
of network fusion and the algorithm of classifica-
tion. For network fusion, two alternative methods
are the mean fusion as used by our model, and Sim-
ilarity Network Fusion (SNF) [38]. For classifica-
tion procedure, we used five different classification
methods: majority-neighborhood based classification
(MN), which is adopted by our model, spectral clus-
tering (SPC) [39, 40], support vector machine (SVM)
[41], local and global consistency (LGC) [32], and la-
bel propagation (LP) [42]. SPC is a module-assisted
classification approach based on spectral clustering,
which is efficient in capturing global structure of a
graph [43]. SVM utilizes 11 node features extracted
from the network for label classification, and these
11 node features are: betweenness centrality, close-
ness centrality, degree centrality, Bonacich Power cen-
trality scores, the (Harary) graph centrality, informa-
tion centrality, the load centrality, the vertex prestige
scores, the stress centrality, and clustering coefficients
[44]. LGC utilizes both the local and the global con-
sistency of a new patient in a patient-patient net-
work for classification. LP predicts the clinical out-
come of the new patient based on a network structure
called label propagation. Thus, we have 10 different
models, which are MMN (our model), SMN, MSPC,
SSPC, MSVM, SSVM, MLGC, SLGC, MLP, and SLP,
respectively. To evaluate the performances of these
10 network-based label prediction methods, we com-
puted some widely used metrics, e.g., true positive
rate (TPR), true negative rate (TNR), negative pre-
dictive value (NPV), false positive rate (FPR), false
negative rate (FNR), false discovery rate (FDR), accu-
racy (ACC), and F1 (F1 = 2TP/2TP+FP+FN) of each
method. The classification performances of all these
models are listed in Table 1.

From these results it is evident that our model,
MMN performs significantly better than other net-
work based classification methods, in terms of some
key metrics, e.g. ACC, FDR, etc. Also, it seems
that those mean fusion based methods (MLP, MLGC,
MMN, MSPC, MSVM) works slightly better than thef
corresponding SNF based methods (SLP, SLGC, SMN,
SSPC, SSVM), which demonstrates the advantage of
mean fusion over SNF. In summary, mean fusion is
more suitable than SNF for classification, and MMN
works significantly better than other graph-based
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Table 1: The performances of different graph-based label prediction methods
Methods TPR TNR NPV FPR FNR FDR ACC

SLP 1 0 NA 1 0 0.568 0.432

MLP 1 0 NA 1 0 0.568 0.432

SLGC 1 0 NA 1 0 0.568 0.432

MLGC 1 0 NA 1 0 0.568 0.432

SMN 0 1 0.568 0 1 NA 0.568

MMN 0.588 0.756 0.698 0.244 0.412 0.332 0.686

SSPC 0 1 0.568 0 1 NA 0.568

MSPC 0.338 0.726 0.6 0.274 0.662 NA 0.556

SSVM 0 1 0.56 0 1 NA 0.56

MSVM 0.388 0.754 0.614 0.246 0.612 0.424 0.598

Table 2: The performances of our label prediction method MMN with different σ2(K = 20)
σ2 TPR SPC NPV FPR FNR FDR ACC F1

100 0.54 0.688 0.65 0.312 0.464 0.408 0.624 0.566

150 0.54 0.688 0.65 0.312 0.464 0.408 0.624 0.576

200 0.564 0.716 0.672 0.284 0.438 0.374 0.65 0.582

250 0.552 0.726 0.674 0.274 0.45 0.378 0.652 0.592

300 0.564 0.746 0.684 0.254 0.438 0.352 0.668 0.603

350 0.564 0.746 0.684 0.254 0.438 0.352 0.668 0.598

400 0.564 0.756 0.686 0.244 0.438 0.342 0.674 0.607

450 0.564 0.756 0.686 0.244 0.438 0.342 0.674 0.602

500 0.588 0.756 0.698 0.244 0.412 0.332 0.686 0.625

510 0.603 0.758 0.707 0.242 0.399 0.329 0.694 0.630

520 0.612 0.746 0.71 0.254 0.388 0.336 0.692 0.632

530 0.612 0.746 0.71 0.254 0.388 0.336 0.69 0.632

540 0.612 0.738 0.708 0.282 0.388 0.366 0.686 0.628

550 0.612 0.738 0.708 0.262 0.388 0.346 0.684 0.628

560 0.612 0.738 0.708 0.262 0.388 0.346 0.686 0.628

570 0.612 0.738 0.728 0.262 0.388 0.344 0.686 0.628

580 0.612 0.738 0.708 0.262 0.388 0.346 0.686 0.628

590 0.612 0.738 0.708 0.262 0.388 0.346 0.686 0.628

600 0.612 0.738 0.708 0.262 0.388 0.346 0.686 0.631

650 0.6 0.738 0.702 0.262 0.402 0.35 0.68 0.620

700 0.6 0.738 0.702 0.262 0.394 0.346 0.68 0.624

750 0.6 0.738 0.702 0.262 0.402 0.35 0.68 0.620

800 0.588 0.738 0.694 0.262 0.414 0.352 0.674 0.617

850 0.588 0.738 0.694 0.262 0.414 0.352 0.674 0.612

900 0.588 0.728 0.692 0.272 0.414 0.364 0.668 0.611

950 0.588 0.728 0.692 0.272 0.414 0.364 0.67 0.608

methods.

At first, we want to compare two different network
fusion methods: mean fusion and SNF [38]. For each
classification approach, we used both network fusion
methods. So according to the network fusion, the 10
prediction methods implemented in our study are all
grouped into pairwise comparisons. For example, in
SLP and MLP, the first letter S in the method symbol

SLP denotes SNF fusion method and the first M in the
method symbol MLP means mean fusion approach.
It is the same for other pairs of prediction methods:
SLGC and MLGC, SMN and MMN, SSPC and MSPC,
SSVM and MSVM. Table 1 shows the performances of
different prediction algorithms between two network
fusion methods. As can be seen in Table 2, for the
prediction methods based on LP and LGC, there are
no differences in performances between two network
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Table 3: The performances of our label prediction method MMN with different K(σ2 = 510)
K TPR SPC NPV FPR FNR FDR ACC F1

37 0.513 0.708 0.648 0.292 0.488 0.41 0.625 0.546

20 0.603 0.758 0.707 0.242 0.399 0.329 0.694 0.630

18 0.563 0.727 0.678 0.273 0.438 0.371 0.657 0.592

12 0.538 0.728 0.67 0.272 0.463 0.389 0.646 0.57

9 0.525 0.752 0.665 0.248 0.475 0.347 0.654 0.578

7 0.538 0.742 0.669 0.258 0.463 0.34 0.656 0.581

Figure 1 The Schematic of Schizophrenia Diagnosis

fusion approaches. For SSPC and MSPC, the only
one group of module-assisted prediction methods,
their accuracies are close to each other and neither got
good performance. The results are similar to another
pair of prediction methods: SSVM and MSVM. The
major difference between SPC-based pair is that the
mean-fusion-based method MSVM obtained higher
accuracy than SNF-based method SSVM. However,
the comparison results between SMN and MMN dif-
fer greatly from other graph-based prediction method
pairs. For each of the performance metrics, MMN per-
forms better than SMN, especially the ACC. Actually,

the network fusion method used in this study uses
uniform weight, i.e., equal weight for each of multi-
ple individual networks. In the future, we will try to
develop a weighted mean fusion method, which can
assign an optimal weight for each individual network.

Above all, our prediction method MMN performs
the best among all those graph-based label prediction
methods and it is computationally efficient.

When computing the edge strength for construct-
ing networks, there are two parameters σ,K related to
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the prediction accuracy. When selecting an optimal
σ , we fixed the parameter K (K=20) and evaluated the
performances with σ2 ranging from 100 to 950. The
results are shown in Table 2 and we can see that when
σ2 is too small or too large, the prediction accuracy
decreases and MMN performs best with σ2 = 510.
When selecting an optimal K , σ2 was fixed at 510
with K changing in the range 7, 9, 12, 18, 20, 37
corresponding to 1/25, 1/20, 1/15, 1/10, 1/9, 1/5
of the number of the samples. As shown in Table 3,
our methods achieves the best accuracy with K = 20,
which is about 1/10 of whole sample (nodes) size.

5 Conclusions

We combined SNPs, DNA methylation and fMRI data
into a single comprehensive network using a simple
network fusion approach. A network-based label pre-
diction method was applied to the network for pre-
dicting schizophrenia patient. Compared with other 9
graph-based label prediction approaches, our predic-
tion method shows the best performance. However,
our network fusion method used a uniform weight
based combination of each network and in the fu-
ture we will find an optimal weight based method to
improve the prediction accuracy. In addition, Kim
et al.[19] incorporated genomic knowledge when in-
tegrating multi-omics data for predicting the clini-
cal outcome of cancer, which improved the predictive
power. Therefore, we will also incorporate other prior
knowledge into the construction of patient connection
networks.
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With silicon technology further scaling, the switching activities 
together with GHz operation frequency greatly affects the power 
integrity by generating large IR-drop noises. Excessive IR-drop causes 
functional failures such as timing failure, abnormal reset and SRAM 
flipping. The PGN needs to be optimized to reduce IR-drop. The 
traditional EDA optimization routine repeats the steps such as 
generating layout, extracting parameter and simulation, which greatly 
increases the cost of integrated circuit design. This paper proposes a 
novel fast optimization flow optimizing the PGN based on the 
improved Gauss-Seidel method (IGS), which calculates the accurate 
IR-drop distribution according to the initial voltage distribution and 
the 3-D parasitic resistance distribution of PGN. The proposed 
optimization flow compares the calculated IR-drop distribution with 
the IR-drop distribution constraints, and changes the parameters of 
power straps until the performance of PGN meets the requirement of 
constraints without full chip simulation, which reduces the time cost of 
PGN optimization. This paper also provides the comparison between 
the IGS-based optimization flow and traditional EDA optimization 
routine. The difference of IR-drop distributions calculated by the 
proposed optimization flow and traditional EDA optimization routine 
is less than 4.7%. And the PGN optimization time has been reduced by 
96.2% on average for ITC99 benchmark s9234, s13207, s35932 and 
b19. According to the results and analysis, the IGS-based optimization 
flow is reliable to improve the performance of PGNs.

Keywords:
Integrated Circuit
Power Ground Network
IR-drop

1 Introduction

For advanced technologies like 28nm and below, bil-
lions of CMOS gates are integrated into a modern
SOCs. As a result, the density of power ground net-
work (PGN) has been greatly increased, which causes
extra IR-drop. Due to the parasitic resistance and
inductance of PGN, as well as the high current con-
sumption, IR-drop can reach multiple hundreds mil-
livolts, which becomes a significant challenge for IC
design and test [1]. Excessive IR-drop causes func-
tional failures such as timing failure, abnormal re-
set, and SRAM flipping. Hence, it is necessary to op-
timize the PGN and reduce IR-drop. The details of
PGN optimization routine, which improves its perfor-

mance, consists of two parts, including the calculation
of the IR-drop distribution for different PGN param-
eters, and checking whether the performance of PGN
meets the IR-drop constraints.

The traditional optimization routine of PGN is
based on EDA tools such as Synopsys IC CompilerTM

and Cadence EDITM, which uses full chip simulation
to calculate the IR-drop distribution. However, when
the parameters of PGN are changed, the traditional
EDA optimization routine repeats the steps such as
generating layout, extracting parameter and simula-
tion, which greatly increases the cost of integrated cir-
cuit design. Therefore, it is difficult to calculate the
IR-drop distribution for the PGN in a short time. Also,
EDA tools only understand 1-D IR-drop constraints,
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which is the maximum allowable IR-drop value. For
example, when the IR-drop constraint is a 2-D IR-drop
distributions, EDA tools cannot understand the con-
straint and determine whether the calculated IR-drop
distribution meets the requirement of the constraint.
So the traditional optimization routine cannot pro-
vide efficient and high quality PGN optimization re-
sults. Therefore, the optimization flow with ability
efficiently calculating IR-drop distribution and com-
paring the performance of PGN with complex IR-drop
constraints is of great value.

1.1 Previous Work

Several types of optimization methods to reduce IR-
drop have been presented in literatures. The opti-
mization methods proposed in [2] and [3] reduce the
IR-drop by adjusting power straps such as changing
the place of power straps, increasing the density of
power straps where current noise is high, and ampli-
fying the power strap area. However, the excess power
straps lead to serious placement and routing problem
for chips. Also it is technically difficult to increase
power straps in the tape-out process. [4] presents the
analysis method of Graphene-Based power distribu-
tion networks. A Walking pads method is presented
in [5] and [6], which reduces IR-drop by changing the
position of power supply pads according to critical
path. But the changed power pads lead to distribu-
tion problem. Also, the optimization methods based
on TSVs have been analysed. A thermal-aware power
network design method for the power pad optimiza-
tion is presented in [7]. [8] and [9] present the opti-
mization method to reduce IR-drop by modifying the
parameters and position of TSVs, which highly in-
creases the area of chips. The optimization methods
presented in [10] and [11] change the size of TSVs to
reduce IR-drop. However, the size of TSVs is constant
in the 28nm technologies. The optimization method
presented in [12] inserts compensation cells when the
delay of critical path exceeds the allowed value to re-
duce IR-drop. All the researches mentioned above re-
duce IR-drop and optimize the PGN of chips finally.
But there are a few disadvantages of these methods as
follows.

• These methods reduce IR-drop based on other
parts of integrated circuits rather than the PGN,
which leads to appended problems such as clock
delay and increasing area power dissipation.

• These methods ignore the effect of power straps
in PGN, which have a non-negligible impact on
the IR-drop. Power straps take a large area of
PGN, whose width and density are adjustable.

• These methods are used to reduce IR-drop in-
stead of optimizing PGN, so they cannot op-
timize the PGN according to the IR-drop con-
straints.

Previous work refers to the Random Walk algo-
rithm in [13], which is widely used to calculate the

voltage distribution. And the Representative Ran-
dom Walk algorithm presented in [14] establishes a
relatively simple conductance model according to the
width and density of the real PGN, then calculates the
IR-drop distribution of the model, which is efficient to
estimate the IR-drop distribution. But this algorithm
cannot get accurate IR-drop distribution and calculate
the voltage of each node in PGN. [15] presents the
multiple triple method, which costs too much com-
puting resource due to the high integration of the
PGN. The Gauss-Seidel Method is presented in [16] to
calculate the IR-drop distribution using recursive cal-
culation. But this method only calculates the IR-drop
distribution of the 2-D PGN and ignores the conduc-
tance of power rails and TSVs. Thus it cannot cal-
culate the IR-drop distribution of the real PGN accu-
rately. An IR-drop measurement system on chips is
presented in [17]. This method adds a sensor on the
basic circuit to measure the power supply noise. The
unit level sensor provides a accurate IR-drop distribu-
tion of power rails, which produces extra noise. Also,
the method adding a fully digital on-chip distributed
sensor network is presented in [18]. The extra sen-
sor network monitors the power supply noise across
the chip continuously and generates a trace for di-
agnosis of the noise-induced failure. These methods
spend a lot of time to repeat the full chip simulation,
and change the circuit configuration. And they can-
not provide a accurate voltage distribution of PGN to
meet the requirement of IR-drop constraints automat-
ically. So they cannot be used in the actual PGN.

1.2 Contributions and Paper Organiza-
tion

In this paper, a novel fast optimization flow based on
the improved Gauss-Seidel (IGS) method is proposed.
The IGS method takes the conductance of power rail
and TSV into consideration compared with the Gauss-
Seidel method presented in [16]. The proposed IGS-
based optimization flow has the following advantages.

• It optimizes the PGN by adjusting the parame-
ters of power straps.

• It uses improved Gauss-Seidel method to cal-
culate the IR-drop distributions for different
power straps without repeating the steps such
as generating layout, extracting parameter and
simulation.

• It calculates the voltage of each node in the PGN
accurately.

• It automatically optimizes the PGN with less
manual operation and full chip simulation com-
pared with the traditional EDA optimization
routine, which saves a lot of time.

• It can provide satisfactory parameters of power
straps according to 2-D IR-drop constraints.

www.astesj.com 712

http://www.astesj.com


Q. Ye et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 711-721 (2017)

This paper is organized as follows. In Section 2,
the IGS method is presented to calculate the IR-drop
of the PGN. The novel fast optimization flow of the
PGN is presented in Section 3. The analysis of the re-
sults is shown in Section 4. Finally, the conclusion is
presented in Section 5.

2 The Improved Gauss-Seisel
Method

2.1 The Gauss-Seidel Method for the 2-D
Conductance Network

In this part, the Gauss-Seidel method, which calcu-
lates the IR-drop distribution for the 2-D conductance
network, is presented. Figure 1 shows a representative
node i and the neighboring nodes j in a 2-D conduc-
tance network. The conductance between the node i
and j is defined as gi,j , and the voltage of node i is de-
fined as Vi . The leakage current of node i is defined
as Ii . According to the Kirchhoff Voltage and Current
Law, the following equation is educed, in which Ni
represents the gather of neighboring nodes of node i:

Vi =
∑
j∈Ni

gi,j∑
j∈Ni gi,j

Vj −
Ii∑

j∈Ni gi,j
(1)

Figure 1: A representative node in the 2-D conductance Network
with four neighboring nodes.

So the voltage of node i is calculated according
to the leakage current of node i and the voltages of
all neighboring nodes. Equation (1) is applied to all
the nodes in the 2-D conductance network. A typ-
ical structure of power straps is shown in Figure 2.
This model considers the network composed of power
straps as the 2-D conductance network. And the in-
tersection of power straps is regarded as a node in
the calculation. The total number of nodes in the
model network is N2. The conductance between the
neighboring nodes (i,j) and (k,l) is defined as G(i,j) =∑

(k,l)∈N(i,j) |g(i, j)(k, l)|. And V(i,j) represents the gather
of neighboring nodes of node (i,j). The voltage of

nodes in the 2-D conductance network is calculated
as:

V(i,j) =
∑

(k,l)∈N(i,j)

g(i,j)(k,l)

G(i,j)
V(k,l) −

I(i,j)
G(i,j)

(2)

Figure 2: A typical structure of the 2-D conductance network.

The voltage distribution of the conductance net-
work depends on the node leakage current, the volt-
ages of neighboring nodes, and the neighboring con-
ductance. The voltage of each node in the 2-D con-
ductance network is calculated via Equation (2). Algo-
rithm 1 details the Gauss-Seidel method, which uses
recursive computation to calculate the voltage distri-
bution. The leakage current of each node and the con-
ductance between neighboring nodes should be pro-
vided before calculation. The initial voltages of nodes
connected to power pad is VDD, which is constant,
and the initial voltages of other nodes is 0. According
to the initial voltage distribution and the conductance
network, the voltage distribution of the first time re-
cursive computation is calculated via Equation (2). In
this way, the new voltage of every node is presented.
The second time recursive computation is based on
the voltage distribution calculated by the first time re-
cursive computation. So this method provides a accu-
rate voltage distribution with multiple recursive com-
putation.

Algorithm 1 The GAUSS-SEIDEL Method in the 2-D
conductance network

1: Calculate related conductance value and leakage
current;

2: V (0)=the initial value;
3: for each n ∈ [1, P ] do
4: for each (i, j) ∈Q do

5: V
(n+1)
(i,j) =

∑
(k,l)∈N(i,j)

g(i,j)(k,l)

G(i,j)
V

(n)
(k,l) −

I(i,j)
G(i,j)

6: end for
7: if max(abs( V (n) −V (n−1) ))< e ; then
8: break
9: end if

10: end for
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Combining Algorithm 1, the first time recursive
computation is finished in Line 4, and the new volt-
age distribution is applied to the second time recur-
sive computation. In the process of recursive compu-
tations, the dynamic range of some parameters like
the total leakage current, the total area, and the to-
tal conductance of the chip should be determined. In
Algorithm 1, the parameter P on the Line 3 is the max-
imum times of recursive computation, which is set by
users. The parameter Q represents all nodes in the
power straps. The parameter e is the judgment factor
to set the end of recursive computation. If the differ-
ence between adjacent computation is less than e, the
recursive computation stops. The result calculated by
the last time recursive computation is the output of
Algorithm 1. Also, the parameter e can be used to ad-
just the accuracy and the time consumption of the re-
cursive computation. With smaller judgment factor,
the calculated voltage distribution is closer to the real
distribution, i.e., the result is more accurate. And the
results shows that the maximum value of the differ-
ence between the results calculated by the IGS-based
optimization flow and traditional EDA optimization
routine. Also, the smaller judgment factor leads to
the increase of the iterations, which causes more time
consumption of the recursive computation. However,
the Gauss-Seidel Method ignores the conductance of
power rails and TSVs, which influences the accuracy
of voltage distribution.

2.2 The Improved Gauss-Seidel Method
for the 3-D Conductance Network

The basic structure of the PGN is shown in Figure 3,
which consists of three parts including power straps,
TSVs, and power rails. In the PGN, the power straps
connected to TSVs supplies power to TSVs. And some
power rails are connected to the logic gates to feed
the gates. In the actual PGN structure, the power
straps can be placed in different metal layers while
power rails only can be placed in one metal layer,
which does not influence the analysis and calculation.
This paper chooses a double layers PGN to analyse
as shown in Figure 3. The leakage current only ex-
ists in power rails. The power straps and power rails
with different width and density, as well as the TSVs,
lead to complex conductance distribution. So the im-
proved Gauss-Seidel method is proposed to calculate
the IR-drop distribution of the 3-D PGN. The Gauss-
Seidel method calculates the voltage distribution of
the PGN, which is regarded as a 2-D conductance net-
work. But the actual PGN has a 3-D structure consist-
ing power straps, TSVs and power rails. Compared
with the Gauss-Seidel method, the improved Gauss-
Seidel method adopts a 3-D conductance network as
the computation model to calculate the IR-drop distri-
bution of the PGN, which is closer to the real structure
of the PGN.

The first step of Algorithm 1 is calculating the con-
ductance between neighboring nodes and the leakage
current of nodes in the 2-D PGN. It is also suitable for

the algorithm of the 3-D PGN. The initial voltage of
power straps directly connected to the power is VDD,
which is a constant in recursive computation. The ini-
tial voltage of other power straps is 0, which updates
in each recursive computation. The total leakage cur-
rent is measures by EDA tools, which exists in the
power rails directly connected to logic gates. It is an
important content to accurately calculate the equiv-
alent conductance of metal lines in the related PGN,
which depends on the volume and resistivity of metal
lines. The resistivity of metal lines is provided in the
standard library of chips. Figure 4 shows the equiv-
alent transformation between the 3-D PGN and the
conductance network. Each metal line is equivalent to
a conductance and the metal lines network is equiva-
lent to a conductance network. And the intersection
area is regarded as a node in the equivalent trans-
formation. The equivalent conductance networks are
added to the basic conductance network to constitute
the complete conductance network. And a 3-D con-
ductance network is built in this way. There are three
kind of nodes in the real PGN. The nodes formed
by the horizontal and vertical power straps are de-
fined as nodea. The nodes formed by the power straps
and TSVs are defined as nodeb, The nodes formed by
power rails and TSVs are defined as nodec. And the
conductance between nodea is defined as ga. The con-
ductance between nodeb is defined as gb and the con-
ductance between nodec is defined as gc. The conduc-
tance of TSVs between nodeb and nodec is already pro-
vided as a constant.

Figure 3: A two metal layers construction of the PGN consisting
of power straps, TSVs and power rails.

To calculate the conductance distribution of the
PGN, the total length and density of power straps
should be provided. The total length of power straps
is set to L and the density is set to N. The distance
of neighboring nodeb is defined as lrail . The width of
power straps is defined as W. And the width of power
rails is defined as w. The electrical conductivity of the
metal lines is defined as k. Then the conductance is
calculated as:

ga = k · N − 1
L
·W (3)
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(a) The equivalent conductance of metal lines at the power straps
intersection.

(b) The equivalent conductance of metal lines at the intersection
of power straps and TSVs.

(c) The equivalent conductance of metal lines at the intersection
of power rails and TSVs.

Figure 4: The equivalent transformation between the 3-D PGN and the conductance network.

gb = k · lrail ·W (4)

gc = k · N − 1
L
·w (5)

The total length of chips and total leakage current,
which are measured by EDA tools, are required to cal-
culate the voltage distribution of chips. The param-
eters of power straps are constant except the width
and density. In the PGN, which is placed in the 3-
D system of coordinate as shown in Figure 3, the
power straps and power rails are placed in different
layers, which are connected by TSVs. The nodes in the
power straps are defined as (i,j,1) and the nodes in the
power rails are defined as (i,j,0). The conductance be-
tween neighboring nodes (i,j,k) and (l,m,n) is defined
as G(i,j,k) =

∑
(l,m,n)∈N(i,j,k) |g(i, j,k)(l,m,n)|(k,n = 0,1).

And Ni,j,k represents all the neighboring nodes of
node (i,j,k). The leakage current only exists in power
rails, so I(i,j,1) = 0 and I(i,j,0) , 0. The voltage of nodes
in the power straps is calculated as:

V(i,j,1) =
∑

(l,m,n)∈N(i,j,1)

g(i,j,1)(l,m,n)

G(i,j,1)
V(l,m,n) (6)

And the voltage of nodes in the power rails is cal-
culated as:

V(i,j,0) =
∑

(l,m,n)∈N(i,j,0)

g(i,j,0)(l,m,n)

G(i,j,0)
V(l,m,n) −

I(i,j,0)

G(i,j,0)
(7)

The voltage distribution is calculated via Equa-
tion (6) and (7). Algorithm 2 details the steps of the
improved Gauss-Seidel method, which uses recursive
computation to calculate the voltage distribution of
the actual PGN. The conductance and leakage current
of chips are provided before the algorithm.

The initial voltage of nodes connected to the power
pad is VDD, which is a constant in the recursive com-
pute process. And the initial voltage of other nodes
is 0. According to the initial voltage distribution and
the conductance distribution, the result of first time
recursive computation is calculated via Equation (6)
and (7). In this way, the new voltage distribution of

the PGN is presented. Then the voltage distribution
calculated by the first time recursive computation is
applied to the second time recursive computation. By
such analogy, the improved Gauss-Seidel method pro-
vides a accurate voltage distribution with multiple re-
cursive computation. As well, the parameter P on the
Line 3 is the maximum times of recursive computa-
tion, which is set by users. The parameter Q1 repre-
sents all nodes in the power straps, and the param-
eter Q2 represents all nodes in the power rails. The
parameter e is a judgment factor to set the end of re-
cursive computation in Algorithm 2. If the difference
between adjacent computation is less than e, the re-
cursive computation stops. The result of last time re-
cursive compute is the output of Algorithm 2.Simi-
lar to the Algorithm 1, the judgement factor of Algo-
rithm 2 determines the computational accuracy and
the time consumption of the recursive computation.
And the efficiency of the IGS method is inversely pro-
portional to the value of the judgment factor. And the
efficiency is proportional to the node number of the
PGN as shown in Figure 4.

Algorithm 2 The Improved GAUSS-SEIDEL Method
in the actual PGN

1: Calculate related conductance value and leakage
current;

2: V (0)=the initial value;
3: for each n ∈ [1, P ] do
4: for each (i, j,1) ∈Q1 do

5: V(i,j,1) =
∑

(l,m,n)∈N(i,j,1)

g(i,j,1)(l,m,n)

G(i,j,1)
V(l,m,n)

6: end for
7: for each (i, j,0) ∈Q2 do

8: V(i,j,0) =
∑

(l,m,n)∈N(i,j,0)

g(i,j,0)(l,m,n)

G(i,j,0)
V(l,m,n)−

I(i,j,0)

G(i,j,0)

9: end for
10: if max(abs( V (n) −V (n−1) ))< e ; then
11: break
12: end if
13: end for
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3 The Novel Fast Optimization
Flow Based on the Improved
Gauss-Seisel Method

To optimize the PGN efficiently, a novel fast opti-
mization flow based on the improved Gauss-Seidel
method is proposed, which calculates the voltage dis-
tribution for the PGN automatically without repeat-
ing full chip simulation. This proposed optimization
flow optimizes the PGN according to IR-drop con-
straints, which considers the conductance of power
rails and TSVs. The flow diagram of this optimization
flow is shown in Figure 5 and the specific steps are
detailed in Algorithm 3. The proposed IGS-based op-
timization flow involves a three-part process of mea-
surement, calculation and verification. The optimiza-
tion process is divided into three steps. Firstly, EDA
tools are used to measure the total length and leak-
age current of chips. Secondly, the dynamic range of
power strap parameters is limited, and the IR-drop
distribution of power straps is calculated by the im-
proved Gauss-Seidel method. Finally, this proposed
optimization flow understands the 2-D IR-drop dis-
tribution constraints, and compare the IR-drop distri-
bution calculated by the IGS method and the IR-drop
constraints to verify whether the performance of the
PGN meets the constraints. The detailed steps of this
optimization flow are described below.

Figure 5: The flow diagram of the novel fast optimization flow
diagram based on the improved Gauss-Seidel method.

3.1 Measuring the Total Length and Total
Leakage Current of Chips

At the beginning of the proposed optimization flow,
the total length and total leakage current of chips are
provided to calculate the voltage distribution and the

conductance of the PGN, which is measured by EDA
tools directly. As the total leakage current is a con-
stant when chips work at a unique frequency, EDA
tools are used to place and route only once in the pro-
posed optimization flow.

3.2 Voltage Distribution Calculation

The PGN of chips consists of three parts including
power straps, power rails and TSVs as shown in Fig-
ure 3. The width and density of power rails are in-
variable while the width and density of power straps
are adjustable. And the IR-drop can be reduced by
adjusting the width and density of power straps. Be-
fore the optimization, the maximum density and min-
imum density of power straps are defined asNmax and
Nmin. And the maximum width and minimum width
of power straps are defined as Wmax and Wmin. So the
parameter group of power straps (Wα ,Nβ) should sat-
isfy the condition that Wα ∈ (Wmin,Wmax) and Nβ ∈
(Nmin,Nmax). Each parameter group represents a kind
of power strap distribution of the PGN.

To traverse all possible parameter groups, the tra-
verse gradients of the power strap width and den-
sity are defined as ∆w (∆w � |Wmin −Wmax|) and ∆n
(∆n� |Nmin −Nmax|). The traverse gradients are de-
termined by the actual requirements of the optimiza-
tion process, which determine the optimization preci-
sion. The object of the optimization flow is to detect
the PGN with satisfactory power straps, whose per-
formance meets the requirements of the IR-drop con-
straints. All parameter groups are listed in a matrix
as follows:

(Wmin, Nmin) (Wmin+∆w,Nmin) ··· (Wmax, Nmin)
(Wmin, Nmin+∆n) (Wmin+∆w,Nmin+∆n) ··· (Wmax, Nmin+∆n)

(Wmin, Nmin+2∆n) (Wmin+∆w,Nmin+2∆n) ··· (Wmax, Nmin+2∆n)
...

...
. . .

...
(Wmin, Nmax) (Wmin+∆w,Nmax) ··· (Wmax, Nmax)


The first element (Wmin, Nmin) in matrix is the

initial parameter group. Combining the parameter
group with the total width and total leakage of chips
measured by EDA tools, the voltage distribution is cal-
culated using the improved Gauss-Seidel method.

3.3 Verifying Whether the Voltage Distri-
bution Satisfies IR-drop Constraints

The IR-drop constraints provide the minimum allow-
able voltage of IR-drop distribution in the PGN, which
is presented in Algorithm 3 as V (MIN ). And the V (IGS)

in Algorithm 3 indicates the minimum value of the
IR-drop distribution calculated by the IGS method.
If the result calculated by the IGS method meets the
requirements of the IR-drop constraints, the corre-
sponding parameter group is the result of the opti-
mization flow, otherwise the next parameter group is
applied to the IGS method to calculate the IR-drop
distribution until the satisfactory IR-drop distribution
is obtained.
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Algorithm 3 The Novel Fast PGN Optimization Flow
1: ****** Measurement ******
2: Place and route;
3: Measure total length and total leakage current of

the chip;
4: Input the Range of Power Strap and IR-drop Con-

straints;
5: Define parameters combinations matrix M;
6: for each (Wα ,Nβ) ∈M do
7:

8: ****** Calculation ******
9: Calculate related conductance value and cur-

rent drain;
10: V (0)=the initial value;
11: for each n ∈ [1, P ] do
12: for each (i, j,1) ∈Q1 do

13: V(i,j,1) =
∑

(l,m,n)∈N(i,j,1)

g(i,j,1)(l,m,n)

G(i,j,1)
V(l,m,n)

14: end for
15: for each (i, j,0) ∈Q2 do

16: V(i,j,0) =
∑

(l,m,n)∈N(i,j,0)

g(i,j,0)(l,m,n)

G(i,j,0)
V(l,m,n) −

I(i,j,0)

G(i,j,0)
17: end for
18: if max(abs( V (n) −V (n−1) ))< e ; then
19: break
20: end if
21: end for
22:

23: ****** Verification ******
24: if V (IGS) −V (MIN ) > 0 ; then
25: break
26: end if
27: end for
28: Output Optimization Result;

The way to compare the IR-drop distributions cal-
culated by the IGS method and the IR-drop con-
straints depend on the contents of the IR-drop con-
straints. For example, if the IR-drop constraints only
contain the maximum allowable value of IR-drop dis-
tribution, the maximum value of the IR-drop distri-
bution calculated by the IGS method should be ex-
tracted. And if the maximum value of the calculated
result is less than the maximum allowable value of
IR-drop distribution, the proposed optimization flow
stops and outputs the satisfactory power strap param-
eters of the PGN, otherwise the optimization flow con-
tinues. The proposed IGS-based optimization flow
can understand the 2-D IR-drop distributions con-
straints such as the area ratio of different IR-drop re-
gion, and determine whether the calculated IR-drop
distribution meets the requirement of the constraints.
Because of the feature of the PGN, the increased width
and density of power straps causes the decrease of the
power strap equivalent resistances, which reduces the
IR-drop finally. Therefore, when a satisfactory PGN is
determined, the performance of PGNs with the wider

and greater density power straps also meets the re-
quirements of the IR-drop constraints. So the result of
the proposed optimization flow is not unique. For the
convenient comparison in the next section, the result
of the proposed optimization flow is the PGN with
the minimum parameter group, which satisfies the IR-
drop constraints. But in actual conditions, all PGNs
with wider and greater density power straps are ac-
ceptable.

Benchmark Gate Number Leakage Current
s9234 2027 152mA

s13207 2573 76.19mA
s35932 12204 114.29mA

b19 67619 152.1mA

Table 1: Logic Gate Number and Leakage Current of Benchmarks

4 Experimental Results

4.1 Benchmarks Under Test

The experiments are based on the 28nm Synopsys Cell
Library. In the experiment, the recursive parameter
e is set to 10−7V to ensure the accuracy of the IR-
drop distribution. The experiments are performed
on ITC99 benchmark s9234, s13207, s35932 and b19,
which are presented on ISCAS conference as the ded-
icated test circuits. The number of logic gates and
leakage current of the selected benchmarks are shown
in Table 1. And the selected benchmarks have dif-
ferent sizes from thousands to ten thousands to tes-
tify the wide suitability of the IGS-based optimiza-
tion flow. The power panels are placed at the cen-
ter, which are connected to the power straps directly.
The VDD is set to 1.05V. The working frequency of the
benchmarks is set to 125MHz. The IR-drop is calcu-
lated by multiplying the equivalent conductance and
the leakage current of the node. And the wavelength
of the 10GHz electromagnetic wave is 3cm. So the
size of the chips is the small electrical size even the
operation frequency reaches 10GHz. As a result, the
equivalent conductance of the PGN is approximate in
the 0.1 10GHz range. At different operating frequen-
cies, the IGS-based optimization flow uses EDA tools
to measure the leakage current at step one, which is
determined by the operating frequency. And the mea-
sured leakage current is the input of the following
steps. So the change of the operating frequency does
not influence the application of the proposed opti-
mization flow. The benchmarks are optimized accord-
ing to 2-D IR-drop distribution constraints on the area
ratio of different IR-drop region, and the details of the
contributions are shown in Table 2. The rule of set-
ting IR-drop distribution constraints is based on the
requirements of the blocks on chips. There are a few
IP cores in the SoC, which are sensitive to the slack.
As a result, the IR-drop of the area with these IP cores
needs to be limited strictly. So the IR-drop constraints
sets a large IR-drop value of the area with sensitive
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Benchmark
The 2-D IR-drop Constraints on Area Ratio

0-20mV 20mV-40mV 40mV-60mV 60mV-80mV 80mV-100mV
s9234

>5% >15% <80% 0
s13207
s35932

>5% >15% <80%
b19

Table 2: The 2-D IR-drop Constraints on the Area Ratio of Different IR-drop region for Benchmarks

Benchmark
The Optimized Power Strap Width and Density Time Consumption

Optimization Result by IGS Optimization Result by EDA Width Difference IGS EDA simulation Time-
Strap Width Strap Density Strap Width Strap Density in Percentage time saving Ratio

s9234 0.34um 10 0.36um 10 5.5% 82.1s 1254s 12 93.4%
s13207 0.5um 15 0.54um 15 7.4% 48.2s 1835s 14 97.3%
s35932 0.66um 19 0.62um 19 6% 93s 2631.1s 21 96.5%

b19 1.06um 20 1.08um 20 2% 165.2s 6932s 11 97.7%

Table 3: Optimization Result and Time Overhead

components and a small IR-drop value of other area.
The accuracy of improved Gauss-Seidel method is

analyzed to validate the reliability of the proposed op-
timization flow. The PGNs are optimized by the IGS-
based optimization flow and traditional EDA opti-
mization routine according to the IR-drop constraints.
The IR-drop distributions calculated by two methods
are compared to verify the efficiency of the proposed
optimization flow. The time overhead of two opti-
mization methods is also compared.

4.2 Verifying the Accuracy of Improved
Gauss-Seidel Method

The proposed optimization flow is based on the im-
proved Gauss-Seidel method. The IR-drop distri-
bution, which is calculated by the improved Gauss-
Seidel method, is a key factor to identify the perfor-
mance of the PGN, so the accuracy of the improved
Gauss-Seidel method determines the reliability of the
proposed optimization flow. The IR-drop distribu-
tions of PGNs calculated by the improved Gauss-
Seidel method and traditional EDA optimization rou-
tine are compared with the same IR-drop constraints
to find the coherence of two methods. If the differ-
ence of two results is acceptable, the improved Gauss-
Seidel method can be used to calculate the IR-drop
distribution directly. Each benchmark is optimized
by both optimization routines in the same condition.
The IR-drop distributions of the PGN, which are cal-
culated by the IGS method and traditional EDA opti-
mization routine, are shown in Figure 6. Because of
the different size of benchmarks, the IR-drop distri-
butions are put into three dimensional coordinates to
compare respectively.To highlight the gaps of the IR-
drop distributions, the difference between two results
is also presented in Figure 6. in Figure 6, X axis and Y
axis denote the position of the nodes in power straps,
and Z axis refers to the IR-drop value and the percent-
age of the difference as noted. The maximum value
of the difference between the two results calculated
by the IGS method and traditional EDA optimization
routine is less than 4.7%, which proves that there is

a high coherence between the two results. So the IGS
method can calculate the IR-drop distribution of the
PGN accurately.

Figure 7 shows the IR-drop distributions of the
PGNs optimized by the IGS-based optimization flow
and traditional EDA optimization routine according
to the 2-D IR-drop constraints. The maximum value
of the difference between two results is less than 5%.
The result shows that the IGS-based optimization flow
optimizes the PGN according to the IR-drop con-
straints on the area ratio of different IR-drop region
successfully.

4.3 Analysis of Optimization Results and
Time Overhead

In the optimization example, the width and density
range of the power straps are set to Nmin = 10, Nmax =
30, Wmin = 0.2um, Wmax = 2um. And the varia-
tion gradient of the parameter groups is defined as
∆w = 0.02um and ∆n = 1. The 2-D IR-drop distribu-
tion constraints on the area ratio of different IR-drop
region are set to prove the effectiveness of the op-
timization flow based on the improved Gauss-Seidel
method. The optimized PGNs of the proposed op-
timization flow are compared with traditional EDA
optimization routine results to analyze the accuracy
of optimization flow as shown in Figure 7. The opti-
mization results and time overhead of two optimiza-
tion methods are shown in Table 3. The maximum
difference of width between two optimization meth-
ods is 7.4%, and the density of PGNs optimized by the
proposed optimization flow is the same as the density
of PGNs optimized by traditional EDA optimization
routine. So the IGS-based optimization flow provides
highly consistent results with traditional EDA opti-
mization routine, and is reliable to optimize the PGN
according to the IR-drop constraints.

Time overhead is an important factor to judge the
validity of the proposed optimization flow. The time
overhead analysis of the optimization flow based on
improved Gauss-Seidel method and traditional EDA
optimization routine is shown in Table 3. In Table 3,
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(a) The IR-drop distributions calculated by the IGS op-
timization flow and traditional EDA optimization rou-
tine for s9234.

(b) The difference in percentage between the IR-drop distribu-
tions calculated by the IGS optimization flow and traditional
EDA optimization routine for s9234.

(c) The IR-drop distributions calculated by the IGS op-
timization flow and traditional EDA optimization rou-
tine for s13207.

(d) The difference in percentage between the IR-drop distribu-
tions calculated by the IGS optimization flow and traditional
EDA optimization routine for s13207.

(e) The IR-drop distributions calculated by the IGS op-
timization flow and traditional EDA optimization rou-
tine for s35932.

(f) The difference in percentage between the IR-drop distribu-
tions calculated by the IGS optimization flow and traditional
EDA optimization routine for s35932.

(g) The IR-drop distributions calculated by the IGS op-
timization flow and traditional EDA optimization rou-
tine for b19.

(h) The difference in percentage between the IR-drop distribu-
tions calculated by the IGS optimization flow and traditional
EDA optimization routine for b19.

Figure 6: The IR-drop distributions calculated by IGS and traditional EDA optimization routine as well as the difference between two
results for benchmark s9234 s13207 s35932 b19. It shows that the IGS result is close to the standard result provided by traditional EDA
optimization routine. And the maximum value of difference is less than 4.7%, so the IGS method is reliable to calculate the IR-drop
distribution.

the time consumptions of the IGS-based optimization
and traditional EDA optimization routine are listed
in Column 7 and 8. And the number of steps of the
traditional EDA optimization routine is listed in Col-
umn 9, while the IGS-based optimization flow needs
only one step to get the optimization result. To get an

appropriate optimization result, traditional EDA opti-
mization routine repeats the steps such as generating
layout, extracting parameter and simulation when the
parameter group of power straps is changed, which
greatly increases time overhead. The optimization
flow based on the improved Gauss-Seidel method only
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(a) S9234 (b) S13207

(c) S35932 (d) B19

Figure 7: The IR-drop distribution coherence between the IGS calculation and traditional EDA optimization routine results for bench-
mark (a) s9234 (b) s13207 (c) s35932 and (d) b19. The maximum IR-drop difference is within the range of 5%, which shows the proposed
IGS method successfully optimizes the PGN to satisfy the IR-drop constraints.

uses EDA tools once for place and route in the whole
process. So when benchmark has a large size, tradi-
tional EDA optimization routine optimization spends
a lot of time. For example, the time overhead of
the proposed optimization flow to optimize bench-
mark b19 is 165.2s. Considering the universal judg-
ment factor, the computation time does not increase
significantly. But traditional EDA optimization rou-
tine spends 630s to simulate the full chip once, and
spends 6930s to finish the optimization. The PGN op-
timization time has been reduced by 96.2% on average
for ITC99 benchmark s9234, s13207, s35932 and b19
by the IGS-based optimization flow. The improved
Gauss-Seidel method adopts a 3-D conductance net-
work as the computation model to calculate the IR-
drop distribution of the PGN, which is closer to the
real structure of the PGN. In the application of the
proposed optimization flow, the IGS-based optimiza-
tion flow works together with the EDA tools, and the
IR-drop constraints can be set flexibly and multiply.
The IGS-based optimization flow can understand the
complex IR-drop constraints, and optimize the par-
ticular area with the sensitive components emphat-
ically to avoid the problems such as timing failure,
abnormal reset and SRAM ?ipping. On the premise
of increasing the complexity of the IR-drop distribu-
tion constraints, the time consumption is reduced by
15 to 40 times compared to the traditional EDA op-
timization routine to optimize the benchmark s9234,
s13207, s35932 and b19. So the proposed optimiza-
tion flow can improve the accuracy of the IR-drop dis-
tribution calculation compared with the past work,
and avoid the functional failure by setting complex
block-wise IR-drop constraints.

5 Conclusion

In this paper, a novel fast optimization flow of PGNs
based on the improved Gauss-Seidel method is pre-
sented. In this optimization flow, the improved
Gauss-Seidel method is provided to calculate the IR-
drop distribution of the PGN according to the initial
voltage distribution and the parasitic resistance distri-
bution of the PGN. The IR-drop distributions calcu-
lated by IGS method and traditional EDA optimiza-
tion routine are compared to verify the accuracy of
IGS method. The difference between two results is
less than 4.7%, which proves that the IGS method is
reliable to calculate the IR-drop distribution of the
PGN. The proposed IGS optimization flow can under-
stand 2-D IR-drop distribution constraints and pro-
vide highly consistent results with traditional EDA
simulation routine. And the IGS optimization flow
only uses EDA tools once for place and route once in
the whole optimization process while traditional EDA
simulation routine repeats the steps such as generat-
ing layout, extracting parameter and simulation when
the parameters of power straps is changed. So the
IGS optimization flow saves 96.2% of the traditional
EDA simulation routine time overhead on average for
benchmark s9234, s13207, s35932 and b19.
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Reliable, available and accurate localization of people and vehicles is one 
crucial requirement for intelligent transportation systems (ITSs). This has 
led to a variety of technical approaches in recent years. Towards an exact 
positioning via Global Navigation Satellite Systems (GNSSs) the visibility 
of satellites is an important factor. In this paper, we review the literature 
regarding the positioning under non-line-of-sight conditions and analyze 
a range of topics from explicit modeling to empirical data collection. The 
variety of research indicates a growing interest in robust localization in 
urban areas. Furthermore, we develop a taxonomy of the technical design 
for GNSS applications dealing with non-line-of-sight and a typology of the 
measuring instruments. Both is based on an extensive analysis and review 
of the state-of-the-art. In doing so, we characterize the current research 
road map. Thus, the goal of this work is to provide a starting point in 
terms of the state-of-the-art for further research activities in robust GNSS 
positioning and the opportunity for technological innovations to ITS.
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1 Introduction

This paper is an extension of work originally presented in
the international conference on Intelligent Transportation
Systems 2016 [1].

Localization and navigation are two key features for our
industrial and globally connected world. Reliable knowing
the ego position at any time around the globe – in real-time
– is a necessary prerequisite for many applications, which
include movement from one point to another. One partic-
ular field is the area of autonomous driving (AD) which
opens up a lot of new and interesting applications. AD
as a system innovation involves technological, social and
infrastructural changes. Right now, several technical sys-
tems have been presented that operate on level two (partial
automation) of the SAE1 scale. In order to reach the next
level of automation, that also involves higher awareness of
the automated vehicle, further technological innovations are
needed. Here, robust and reliable GNSS is considered a
key-technology. Moreover, the ongoing progress of urban-
ization causes a steady extension of satellite based naviga-
tion to urban canyon environments [2]. Within inner cities,
users would like to navigate seamlessly without any obsta-
cles in both outdoor and indoor [3].
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Figure 1: Number of relevant GNSS publications from 2007
to 2016.

However, the dense urban area causes several errors
to satellite navigation-based positioning and thus decreases
the potential for various positioning applications [4]. Due
to the fact that the urban environment provides perfect sur-
faces for reflections, non-line-of-sight (NLOS) situations
are a source for the worst errors in cities. This effect is also
known outside of cities such as airports [5] or in harsh nat-
ural environments such as mountains or forests with dense
foliage.

*Julia Breßler, Technische Universität Chemnitz, 09107 Chemnitz, Germany & julia.bressler@wirtschaft.tu-chemnitz.de
1 https://www.sae.org/misc/pdfs/automated driving.pdf
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Traditional approaches are not able to identify and elim-
inate several stochastic and deterministic errors in satel-
lite based navigation under both, urban and indoor, con-
ditions [6], [7]. In [8] various approaches to address the
urban canyon problem by minimizing the negative influ-
ences to the navigation solution are described. Moreover,
[4] presents four different methods for improving position-
ing performance and categorizes in

• usage of several common radio signals such as ra-
dio signals, Wi-Fi or new technologies such as Long
Term Evolution (LTE) or 5G,

• integration of different sensors such as dead reckon-
ing (DR), mainly low-cost inertial sensors and odom-
etry data from vehicles [9],

• techniques for the detection or modeling of the sur-
rounding environment of the localization object [10],
[11], [12], [13].

However, no cost-efficient system which provides a re-
liable sub-meter-level positioning in urban areas based on
one single method is known, today. Consequently, we ex-
pect that future applications will combine multiple solutions
to increase the accuracy and reliability. That means the
most sophisticated localization system requires the combi-
nation of the single advantages of heterogeneous techniques
within one system.

According to [14], the main aspects of cost-efficient
GNSS-based localization system are availability (e. g. by
using more satellite systems [15]), accuracy [16] and re-
liability. Some approaches improve one particular aspect
without evaluating the potential negative influence to the
other criteria. We believe, than an innovative localization
system should strive to increase all three aspects at once
while keeping costs at a reasonable level. For this reason,
navigation and real-time positioning in challenging environ-
ments still requires a lot of efforts in research [17] and in-
dustry.
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Figure 2: A typical situation in an urban area. The recep-
tion of each satellite signal depends on the position of the
receiver and the satellite with respect to each other. Satel-
lites S2 and S3 are in line-of-sight (LOS), satellite S4 is
blocked and satellite S1 has non-line-of-sight (NLOS). This
is a schematic representation of the electronic waves emit-
ted by the satellites.

Based on [18], we focus on intelligent urban position-
ing (IUP) which includes new techniques for the detection
of non-line-of-sight (NLOS) signal propagation. Thus, we
will outline the current roadmap of scientists who deal with
GNSS positioning under NLOS conditions. Within this sur-
vey, we intend to present a systematic overview of rele-
vant data for NLOS handling. An explicitly in-depth as-
sessment by benchmarking of the entire techniques is not
aimed. However, we discuss topics such as measurement
data generation. This survey is motivated, by the develop-
ment of conference proceedings and journal publications of
GNSS positioning as depicted in Figure 1, which has been
stagnating since 2013. In fact, we present a subproblem of
GNSS localization: the techniques for handling NLOS as
well as the evaluation methods of the scientists. The paper
is structure as as follows: in section 2 we first describe the
NLOS phenomena by itself in order to prepare the introduc-
tion of an appropriate taxonomy. In section 3, we present a
taxonomy of different NLOS handling techniques and eval-
uation methods. In the subsequent section an outlook to fu-
ture trends and new approaches is given. The paper closes
with a comprehensive conclusion in section 5.

2 Non-Line-of-sight

When using GNSS localization there are various influenc-
ing factors, which might decrease the quality of a position
estimate in urban scenarios. [8] claims two important chal-
lenges: Multipath and NLOS situations. Both phenomena
appear in several application domains where electromag-
netic wave propagation between a sender and a receiver is
used. This includes the signal reflection from surrounding
buildings, a poor satellite visibility or an unfavorable satel-
lite constellation. For the sake of clarity, we deliberately
distinguish between multipath and NLOS. If a satellite sig-
nal is received via multiple paths at the antenna, that is, via
the direct path (also known as line-of-sight or LOS) and the
NLOS path, it is characterized as multipath. If it is solely
received via the reflection path it is simply characterized
as NLOS. In inner cities with high buildings and narrow
streets the receiver performance is usually affected by both,
multipath and NLOS. Thus, both effects are the dominant
sources for unwanted disturbances [19]. Figure 2 depicts a
typical situation within an urban canyon. It is worthwhile
to mention, that advanced antenna concepts (e.g. based on
dual polarization [20], antenna arrays [21] or choke ring de-
signs) are able to exclude the NLOS part from a multipath
signal. However, this no longer works if only the NLOS sig-
nal is received. Moreover, these effects cannot be removed
by differential techniques [7]. Thus, an efficient and explicit
estimation/identification step is required.

In [14] the NLOS problem is divided into eight individ-
ual sectors. Based on the aforementioned work, we abstract
three different levels: the technical design for the detection
of NLOS; the objective of the approach itself; and the ap-
plication domain (see Figure 3).

• The technical design level consists of four different
sub-levels—error analysis, hardware sensors, envi-
ronmental modeling, fault detection/outlier classifi-
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cation. This level summarizes all technical imple-
mentations and designs.

• Objective includes the sub-levels handling and scope.
It describes how the contained information within the
NLOS signal is used. For example, if it is just ig-
nored or exploited to a certain extend. Moreover, we
separate between autonomous (stand-alone) and co-
operative architectures.

• The level application domain comprises the main ar-
eas where GNSS-based localization techniques are
used for the positioning process.

In the subsequent text, we use the combination of techni-
cal design and the level of objectives (especially handling)
as categories for our survey. This includes the analysis of
current NLOS methods under the aspects of availability, ac-
curacy and reliability.

Technical design

Fault detec-
tion / outlier
classification

SBAS

RAIM

RANSAC

Environmental
modeling

3D maps

Shadow maps

Elevation
maps

Sensors

Fish eye
camera
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FIR camera

Error analysis
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noise ratio

Position
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Objective
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Autonomous
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Handling

Detection
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Mitigation

Application domain Handling

Aviation

Road
transport

Figure 3: Overview of created taxonomy in reference to
[14].

3 Classification & Taxonomy
In this section we will create a taxonomy, in which the lev-
els of handling, objectives and techniques are linked (see
Figure 3). Based on these levels, we will assign different
research activities. In addition, we provide two further cate-
gorizations based on an inductive approach. We summarize

current research approaches, which lead us to the taxonomy
stages. For the sake of clarity, we present a table which cat-
egorizes the evaluation methods found in literature. Finally,
we present an overview that summarizes current approaches
which address NLOS.

3.1 Taxonomy of NLOS Handling Ap-
proaches including Techniques

After analyzing the literature, we came to the conclusion
that there are four different high-level solutions to the
NLOS problem. This includes: ignorance of the NLOS ef-
fect, mitigation of NLOS signals, identification of NLOS
signals as well as avoiding NLOS. The latter one is equiv-
alent to avoiding to go to cities or denied environments.
Ignorance means, the disregard of multipath effects and
NLOS signals at all. Although, this approach is not con-
structive in the sense of a modern localization system as
highlighted in the introduction section, we included it for
the sake of completeness. By mitigation we subsume ap-
proaches which basically assume that the effect of multipath
can be minimized through the usage of improved features
of hardware. In contrast, there is the field of identification.
Here, we include approaches which aim to identify NLOS
signals in order to use this information for further process-
ing. In a second step, the identified NLOS signals can be
eliminated or exploited.

It is worth mentioning that some approaches use differ-
ent methods but generate similar results. For example, the
sub-level receiver-based correlator design might mitigate
the influence of NLOS without exact identification of the
defect signal, while a similar work, which belongs to the
sub-level modified receiver processing strategy, performs
an identification followed by a subsequent elimination of
that signal from the positioning process.

Mitigation

The work of [22] proposes two categories of mitigation
techniques: antenna design and receiver-based correlator
design. We augment this classification with two additional
categories in our taxonomy, that is, weighting and using
quality parameters. Due to the nature of these techniques,
the algorithms are only able to decrease the influence of the
NLOS error to the positioning solution without explicitly
modeling which signals are received under NLOS or LOS
conditions. Hence, they are for example not suitable for
explicit modeling of pseudorange signal characteristics.

• Receiver-based correlator - different designs or im-
plementations of the correlator at the HF-level are a
key feature of work within this category and can be
found in [23] and [24].

• Antenna design - based on a special design of the an-
tenna, the NLOS part within a multipath signal can be
extracted before the signal arrives the receiver. Rep-
resentatives of this approach are: [8], [25], [26], [27]
and [28]. Recurring on [8], six antenna designs can
be distinguished, where the angle of arrival measure-
ment (AOA)is rated the most performant technology.
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Although the AOA principle provides a high perfor-
mance, it is worth mentioning that this antenna design
is not widely adopted yet.

• Weighting - refers to the so-called elevation cut-off
angle for different satellites. In general, low elevated
satellites are more affected by NLOS than satellites
with a high elevation. For this reason measurements
from these satellites will be excluded before a posi-
tion solution is computed. Implementations of that
technique can be found in [29] and [30].

• Using quality parameters - the approaches in this
category indirectly use different indicators such as
signal-to-noise ratio (SNR), Doppler frequency, etc.
to assess the probability of a measurement being a
NLOS signal. Based on a user-defined threshold in
this domain, the potential NLOS signals are either
excluded or tagged in order to apply a weighting. Im-
plementations of this can be found in [31], [32], [33],
[34], [35], [36] and [37].

Identification

We split the top-level category identification (as proposed
by [8] and [38]) into the sub-levels elimination and exploita-
tion. For both sub-levels, the identification of NLOS sig-
nals is a necessary condition. Regarding the elimination of
NLOS signals, the concept initially presented in [4] is ex-
tended with a further category named environmental mod-
eling. Thus, the final four sub-levels of the category elimi-
nation are:

• Environmental modeling - describes the explicit
modeling of potential external influences such as
buildings or infrastructure of cities: [12], [39], [18],
[40], [41], [42], [43], [44], [45], [46], [47], [48], [49],
[50], [51]. We also propose to include approaches
such as a sky-positioning camera within this category.

• Integration with inertial navigation systems (INSs) -
combines the benefits of two heterogeneous systems
into one localization system: [14], [52], [53], [54],
[55], [56], [57], [58].

• Modified receiver processing strategies - describes
approaches were the receiver architectures is modi-
fied in order to achieve better signal processing as-
pects: [59], [60], [61], [62], [63], [64], [65], [66],
[67], [68].

• Using multi-constellation GNSS - for increasing the
overall amount of available satellite signals to choose
from and thus improving the dilution of precision
(DOP) metric: [13], [69], [70].

The level exploitation includes a large amount of ap-
proaches and consequently comprises several categories.
The handling-technique is used to obtain further impor-
tant information about accuracy, availability and reliability.
Accordingly, the technique is appropriately utilized. This
changes the view of NLOS: from a negative effect to an
important information provider. Also, we have gathered

techniques that allow to provide necessary information. In
[43], the two categories signal-to-noise ratio and shadow
matching are proposed. The category signal delay match-
ing (SDM) was introduced in [4]. The other categories are
taken from [14] and augmented with different collections
of papers as shown in the following listing. It should be
highlited, that recent research approaches usually propose a
combination of the individual techniques. The categories of
the sub-level exploitation are divided in:

• Signal-to-noise ratio - approaches sorted to this cate-
gory aim to use the information about different SNR
levels in several environments: [27], [47], [71], [72],
[73], [74].

• Ray tracing - this technique uses several models (e.g.
3D city models) to predict an intersection of the LOS
signal path with a building between a satellite and the
receiver. In case of an intersection, the probability for
NLOS is considered high: [4], [22], [71].

• SDM or signal delay matching - describes a technique
to predict and observe parameters such as delta code
phase delay. The observed parameter is then com-
pared to a known model as shown in [4].

• Shadow matching - shadow matching is a pattern
matching approach which utilizes a 3D city model
in order to predict whether a satellite will be visible
or not. Based on the decision whether a signal was
directly received, the most likely position candidate
from the 3D map can be selected: [11], [75], [76],
[77], [78], [79] and [80].

• 3D building model - this level encompasses all ap-
proaches based on 3D building models which do not
rely on ray tracing or shadow matching: [4], [22],
[71], [81], [82], [83].

• Consistency checking - The rationale behind this ap-
proach is, that LOS measurements usually produce a
more consistent navigation solution (e.g. in data fu-
sion systems) than NLOS measurements [8]. There-
fore, different combinations of satellite signals are
used to compute individual position candidates which
are afterwards compared to each other or another ref-
erence: [29], [84], [85], [86] and [87]. The technique
of innovation filtering is also included in this category
[8].

• Pseudorange residual - the least squares method aims
to minimize the residuals produced by all considered
measurements. The result is a more consistent (i.e.
balanced) positioning solution as shown in [71].

• Carrier phase - this category is similar to the SNR
level. However, this time the observed parameter is
the carrier phase [88].

• Time delay and Doppler frequency - This category
is similar to the SNR level. However, this time the
observed parameters are the time delay and Doppler
frequency: [89], [90] and [91].
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Figure 4: Classification of the NLOS problem into four different levels. Additionally, the level identify is divided into
the two sub-levels eliminate and exploit. The different sub-levels are inspired by [4], [38], [8], [14] and extended by own
categories.

Some approaches found in literature cannot be clearly
assigned to one of the aforementioned categories. More-
over, papers which cover more than one technique are also
missing at this stage. For the sake of completeness, we
would like to add these papers to this survey. For example,
techniques which utilize cooperative methods to exchange
GNSS raw data in order to mitigate the influence of de-
graded satellite signals can be found in [92] and [93]. Other
approaches try to detect jumps of the mean value within
the measurement domain over time [94]. Moreover, various
forms of receiver autonomous integrity monitoring (RAIM)
have been investigated [95]. A further class of complex
algorithms utilizes Dirichlet process mixtures (DPM) for
multipath mitigation [96], [97].

3.2 Evaluation Methods

In the introduction, we mentioned the characterization of
the scientific road map in the context of NLOS. Similarly, to
the handling methods, we now want to present the analysis
of the evaluation methods. At this point, we ask ourselves
how the technical approaches for NLOS mitigation, identi-
fication and modeling are assessed. Therefore, we provide
an overview of the used experimental setups. The focus is
clearly on papers, which address NLOS or multipath han-
dling. We proceed in an inductive manner. This means, we
try to derive relevant categories from the reviewed papers.
Within 53 papers we found static and dynamic measure-
ment campaigns, which were destined for either vehicles
(trucks, aircrafts, drones, cars, etc.) or persons. Moreover,

these measurement campaigns can be categorized into sim-
ulation and real-world data collections. Table 1 illustrates
our results and allows a classification. The row no infor-
mation summarizes items that do not report the evaluation
method. The classification is focused on real-world data
collection for vehicles. We observed that real-world data
collection campaigns for persons is constantly increasing
since 2013. In contrast, simulations are underrepresented in
connection with the exploration of identification and miti-
gation strategies of NLOS. We assume different obstacles
in the process of transferring real world phenomena into
a simulation model. The influences and dependencies be-
tween constantly changing environments during a dynamic
maneuver are highly complex. Hence, the majority of the
investigated papers use real-world data to cover most rele-
vant side effects. During the characterization of the eval-
uation methods we also realized that a comparison of the
results can hardly be produced. This is mainly due to a lack
of a common dataset, which allows consistent benchmark-
ing of the used methods and techniques.

3.3 Recent solutions for positioning under
NLOS conditions

In this section, we will look at the different categories of our
Survey for current research projects. Similarly, we test the
statement by [8] that the combination of techniques is es-
sential. The study of the reviewed work showed 7 research
projects in the period from 2013 to 2015, which dealt with
the NLOS problem. The methodology of the programs can
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be classified into the field of identification. Based on this
current research, we analyzed solutions in form of technical
design, scope and data collection. Due to this sampling we
found:

• one approach with a cooperative scope [56]. This ap-
proach was evaluated by simulation.

• six approaches, which are specialized in environmen-
tal modeling with 3D ([4], [18], [22], [43], [47],
[71]). Here, real-world data was collected. Thus,
building boundary data, digital terrain models and
building models were used.

Table 1: Types of Measurement Data

Real Data
collection

Static
measurement

Dynamic
measurement

Via vehicle [8], [14], [33],
[50], [80], [98],
[99]

[4], [14], [30],
[33], [35], [92],
[47], [48], [50],
[51], [58], [67],
[68], [70], [74],
[81], [82], [83],
[85]

Via person [18], [22] [43], [49], [66],
[71]

(No informa-
tion)

[28], [29], [31],
[32], [34], [37],
[73], [84], [86],
[87], [88]

Simulation Static
measurement

Dynamic
measurement

Via vehicle [90] [14], [27], [56],
[68], [91], [94]

Via person
(No informa-
tion)

[25], [41], [89], [95]

Furthermore, this analysis reveals that these projects
used a combination of technical designs in order to iden-
tify the NLOS signal. For example, [18] used building
models, consistency checking, signal geometry and signal
strength information within one algorithm. In addition, we
were able to determine which criteria were used to evaluate
the research projects. In all studies, accuracy was the main
objective, while some studies focused on the availability as-
pect as well. Only four studies addressed the performance
indicator reliability.

Furthermore, an assumption from our introduction was
confirmed. Thus, the costs represent a significant influenc-
ing factor on the techniques, which were used. Four out
of the seven research programs address the low-cost aspect:
[4], [18], [43] and [47]. For this reason, we conducted fur-
ther meta-analysis on the criteria for NLOS handling tech-
niques by investigating the following sources: conference
proceedings as well as journal publication from the years
2013 to 2016. It became clear that accuracy was given to

59%, availability to 27% and reliability to 14% as obser-
vation and influencing factors for the assessment of NLOS
approaches. Figure 5 illustrates this evolution. In addition,
we observed an increase in low-cost conditions for NLOS
techniques since 2014. Basically, these criteria can be con-
sidered evaluation standards for a common benchmarking
of NLOS handling techniques.

2013

2014

2015

2016 reliability
availability
accuracy

Figure 5: Evolution of evaluation criteria from 2013 to
2016.

4 Current Development

Despite the steadily growing field of satellite navigation for
pedestrians, in combination with other techniques a seam-
less navigation independent from the environments, the ma-
jority of usage is for various vehicles on roads. This fact
is shown in the rows for vehicle of Table 1. On the other
hand, there are some gaps of research and experience with
satellite-based navigation for pedestrians. Another fact is
the ongoing development of autonomous vehicles in the
near future. A reliable and accurate navigation system is
one of the enabling-technologies for improved mobility. For
this purpose the vehicle have to trust the navigation solu-
tion, independently of harsh environments or good visibility
of satellites. In theory, there are several techniques to ful-
fill this task. However, we expect that the combination of
multiple approaches will result in a safe navigation system
that can be used in case of outage or partial degradation of
a sub-system.

Although, this survey paper focuses on an analysis of
the state-of-the-art of GNSS positioning under NLOS con-
ditions, we would like to mention that there are a couple
of national and European initiatives which aim to improve
satellite navigation in challenging areas. For example, the
goal of the German research project smartLoc2 is to de-
velop a robust positioning algorithm based on the factor
graphs framework as used in the robotics community. The
main motivation is to enable low-cost receivers to be used
in urban areas by deliberately modeling the LOS and NLOS
statistics inside of the navigation algorithm. By that ap-

2http://www.smartLoc.eu
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proach, an appropriate integrity as well as an improve ac-
curacy is expected. The algorithm is designed to explicitly
handle temporal mulit-modalities of the GPS pseudoranges
as caused under NLOS conditions. Similarly, the European
research project InDrive3 proposes to use a software GNSS
receiver in combination with a Bayesian data fusion frame-
work in order to estimate and identify NLOS signals already
at the correlator level. In contrast to a standard GNSS re-
ceiver which typically solely emits one PVT solution per
epoch, the InDrive concept allows to provide multiple solu-
tions in case of temporal ambiguities. Due to the probabilis-
tic interface on the output side, later stages (e.g. inside of
a complex system architecture as in autonomous vehicles)
can be used to finally select the most appropriate solution
candidate based on further information (e.g. from digital
maps or other exteroceptive sensors).

5 Conclusion
In this paper we addressed a specific segment or phe-
nomenon of robust localization: NLOS. With our survey ap-
proach, we intend to present a systematic search for specific
data relevant to the NLOS handling. Starting from the work
presented in [14] and an analysis of several papers we have
developed a taxonomy of handling NLOS in GNSS posi-
tioning. Thereby we integrated the fields of handling, the
technology used and the intended objective. Afterwards, we
identified types of evaluation methods and analyzed which
are primarily used. Finally, we looked at current research
programs and their technical design, data collection, han-
dling, scope and application domain.

The output of Table 1 and the classification in Figure 4
give a good impression of the usage of satellite-based nav-
igation. The majority of the reviewed papers are related
to outdoor environments for any kind of vehicles. Many
of them used real-world data to compare their solutions.
As the used reference data (ground truth) is not the same
within the data sets, an absolute comparison regarding the
algorithmic performance is difficult. Hence, a quantitative
comparison of the various solutions should be addressed in
future work. Then, we applied the taxonomy of handling
and evaluation methods to current research projects. It be-
came clear that cooperative handling approaches as well as
real-data measurements belong to the current standard. In
addition, we were able to characterize the evaluation cri-
teria of the researchers for their chosen technique and to
outline an essential condition for the technique. Thus, we
could determine the current researcher roadmap for dealing
with NLOS. The roadmap is defined by the choice of sev-
eral cooperating NLOS handling techniques in coordination
with the respective research objective (mitigation, exploita-
tion or elimination). Then, the evaluation of this technique
is carried out under the conditions of low-cost, due to the
availability, accuracy and reliability of the GNSS localiza-
tion system. Real data are usually used for this purpose.
In the future, we would like to use a common dataset to
benchmark the used methods and techniques. These steps
are needed to create technological innovations for our in-
dustrial and globally connected world - especially for sys-

tem innovations in the area of ITS.
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A B S T R A C T
This paper discusses a step climbing strategy using a wheelchair and a

teleoperated care robot that avoids collisions between the wheelchair’s

front wheels and the step wall. In our method, the two vehicles are

connected and use the velocity difference between them to climb steps. Since

the wheelchair’s front wheels, or another part of the wheelchair, tend to

collide with the step being mounted while the wheelchair front wheels are in
the lifted position, we investigated a system that permits switching between

teleoperation and autonomous control to avoid this problem. In our

proposed system, the wheelchair step climbing process is performed under

autonomous control, while the robot step climbing process is performed

under teleoperation control by a remote caregiver. Theoretical analysis and

accompanying calculations were performed to clarify the most suitable

lifting position for wheelchair front wheels when climbing, and our

experimental results show the overall effectiveness of this system.

A R T I C L E I N F O
Article history:

Received: 27 April, 2017
Accepted: 06 June, 2017
Online: 16 June, 2017
Keywords:

Robot

Wheelchair

Step climbing collision 
Avoidance step wall

1 Introduction

This paper is an extension of work originally presented in

The 2016 IEEE International Conference on Simulation,

Modeling, and Programming for Autonomous Robots [1].

For disabled people, using wheelchairs is an effective

means for locomotion. However, since it is difficult for

wheelchairs to negotiate steps, user movements are often

restricted. Some reasons for the wheelchair’s difficulty in-

clude driving wheel slippage and/or vehicle imbalance. Nu-

merous research programs aimed at improving wheelchair

mobility on steps have been conducted, and the following

potential solutions have been investigated: additional legs

[2], multiple wheels and variable wheelbases [3], a combi-

nation of an adjustable center of gravity (COG) and mul-

tiple wheels [4], tracked vehicles [5], an additional driving

wheel system [6], and changing the wheelchair posture to

facilitate climbing [7]. In addition, Yoshikazu Mori studied

a new step climbing and descending strategy using a man-

ual wheelchair equipped with linear actuator mechanisms

and a light portable ramp [8].

This study’s research group has previously investigated

a cooperative step climbing method that can be used by a

robot and a manual wheelchair connected via a passive link

[9], and by using a teleoperated robot controlled by a care-

giver through an intranet and a conventional or electric drive

wheelchair [10][11]. Our step climbing system, which is

capable of reducing the burden imposed on the caregiver,

takes advantage of the wheelchair user’s ability to judge

external information (e.g., obstacles and distances between

vehicles and steps), and the caregiver’s ability to teleoperate

the system through an intranet.

To operate this step climbing system, both the

wheelchair user and the caregiver will need sufficient train-

ing, particularly for the period when the wheelchair’s front

wheels are close to the step, which is where the risk of

a collision between the wheels and step is high. Further-

more, since this system uses autonomous control during the

wheelchair step climbing process, it was necessary to im-

plement a support system that can switch between teleoper-

ation and autonomous control.

While the primary purpose of this paper is to describe

our proposed support system for avoiding collisions be-

tween the wheelchair front wheels and step during stair as-

cents [1], we will also describe the concept behind our step

climbing method, and provide a detailed theoretical analy-
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sis, similation and the results of an experiment describing

its use.

Other reports of multiple vehicles cooperating to cross

irregular terrain include those of Asama et al. [12], who

considered a forklift system, and Gaston et al. [13], who

studied stair climbing robots using a mechanism similar to

that of Asama et al.

Based on our preliminary measurements of the friction

coefficients for the robot under wet and dry conditions on

asphalt, concrete, wood, and interior flooring, the ground

surface considered in this research was assumed to have

a friction coefficient within the range of 0.6 to 0.9. The

heights of steps located at the entrances of typical buildings

and other structures were also measured, and a target step

height of 120 mm, which accounts for more than 80% of

the observed heights, was set.

This remainder of this paper is organized as follows:

Section 2 describes the concept of cooperative step climb-

ing, and Section 3 describes the robot and wheelchair used.

Section 4 describes the step climbing process, and Section

5 provides a theoretical analysis of our proposed method.

Section 6 describes an experiment using our proposed sys-

tem and the results, and our conclusion is given in Section

7.

2 Concept behind wheelchair care

robot

As described above, since it is difficult for wheelchairs

to climb steps, wheelchair user movements tend to be re-

stricted. Most wheelchairs have two casters employed as

front wheels and two driving rear wheels, and the cen-

ter of gravity of a wheelchair with a seated user is high.

Thus, when a wheelchair attempts to climb a step, high

potentials for driving wheel slippage (Figure 1 (a)) and/or

tipping over the vehicle (Figure 1 (b)) arise. In addition

to step climbing situations, wheelchair users face difficul-

ties at numerous other times. For example, it is difficult

for a wheelchair user to open a door (Figure 2 (a)) or pick

up an object that is on the floor or placed on a high shelf

(Figure 2 (b)). Thus, under most current circumstances,

most wheelchair users need a human assistant. However,

taking care of a wheelchair and its user is hard work.

Figure 1: Reasons why wheelchairs are weak against steps:

(a) driving wheel slippage, and (b) possibility of tipping

over when the rear wheels transverse the step

(a) (b)

Figure 2: Obstacles for wheelchair users other than step

climbing: (a) door opening, and (b) picking up objects

(a) (b)

The aim of this research is to create a teleoperated robot

system that can be used by caregivers to provide assistance

to vulnerable but esteemed persons (such as their elderly

parents) from a distant location. In the next section, we

will begin by evaluating a method for avoiding collisions

between the front wheels of a wheelchair and a step wall.

3 Wheelchair and robot

The robot used in this research is “Tateyama”, which is

a wheeled robot developed in this laboratory (Figure 3).

Figure 3: The wheelchair and robot

Table 1: Robot specifications

Overall length 230 to 800 mm

Overall height 747 mm

Radius of front wheels (rB f ) 25 mm

Radius of middle wheels (RB) 145 mm

Radius of rear wheels (rBr) 19 mm

Wheelbase (WB f ) 190 to 440 mm

Wheelbase (WBr) 270 mm

Distance of center of gravity from

the middle wheel axes (lrB) 93 mm

Height of the mass above

the middle wheel axes (hmB) 286 mm

Distance of Joint 2

from the rear axes (lLB) 90 mm

Height of Joint 2

above the rear axes (hLB) 532 mm

Mass of the robot’s body 55 kg

Mass of upper links

(from Joint 2 to 4) 2.55 ×2 kg

Mass of forearm links

(form Joint 4 to hand) 0.8 ×2 kg

Length of Link 2 (l2) 330 mm

Length of Link 4 (l4) 300 mm

Length of the hand (l6) 105 mm

Length from Joint 4

to the connecting position (l4C) 370 mm
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Table 2: Wheelchair specifications

Overall length 1060 mm

Overall height 985 mm

Radius of front wheels (rA) 63 mm

Radius of rear wheels (RA) 300 mm

Wheelbase (lA) 430 mm

Hand rim position (lLA) 250 mm

Distance of center of gravity from

the rear wheel axles (lrA) 149 mm

Height of mass above

the rear wheel axles (hmA) 371 mm

Height of push-handle (hLA) 435 mm

Mass (wheelchair + driver) (MA) 92.7 kg

Figure 4: Model of wheelchair and robot

hLB

RB

hmB

rB frBr

lLBlrB
l2

l4
l6

l4C

RA

lA

rA

hLA
Joint 2 Joint 4

Joint 6

φ2
φ3

φ4

hmA

lrA

lLA

WB fWBr

Figure 5: Robot manipulator

Joint 1
Joint 2

Joint 3

Joint 5

Joint 4

Hand mechanism

(Joint 6)

Figure 6: Rotary motion control of the robot shoulder us-

ing the robot body: (a) Front body of the robot, and (b)

side view of stopper on the robot chest

Stopper

Stopper

Stopper

(a) (b)

The process begins with the wheelchair and robot de-

ployed in a forward-and-aft configuration to traverse the

step (Figure 4). When the wheelchair and the robot en-

counter a step, the robotic hands grasp the rotary shaft

of the wheelchair push handle [14]. Table 1 and Table 2

list the specifications of the robot and wheelchair, respec-

tively. The wheelchair and robot move at a constant speed

(0.76 km/h). This robot is equipped with three pairs of

wheels, and each pair consists of left and right wheels. The

front pair are casters, whereas the middle and rear pairs are

driving wheels. The front and rear pairs can be folded.

Figure 7: Human pushing an object

Arms touching

the body

Figure 8: Sides of the robot: (a) in wheelchair climbing

position, and (b) in robot climbing position

(a) (b)

Joint 6

Front bar

Rear bar

Front bar

Rear bar

Figure 9: Stopper actions: (a) lifting the robot wheels, and

(b) preventing the robot from falling down

(a) (b)

The robot has manipulators attached to the left and right

joints of its upper half. Since each arm has five degrees of

freedom (5-DOF) and the hand has 1-DOF, the arm has a

total of 6-DOF (Figure 5). In this paper, the length of the

upper arm link (from Joint 2 (shoulder) to Joint 4 (elbow))

is l2; the length of the forearm link (from Joint 4 to Joint

6) is l4C . The manipulator joint angles are −90 deg ≤ φ2 ≤

+90 deg and 0 ≤ φ3 ≤ +100 deg. The right and left hands

each have two fingers (Joint 6) in order to grasp and hold

items (Figure 5).

The robot is equipped with a stopper mounted on the

front part of its body (Figure 6 (a)), as described below,

and is capable of limiting the passive rotational travel of the

manipulators when it is pushing the wheelchair (Figure 6
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Figure 10: Working devices of the entire system: (a) teleoperation mode, and (b) autonomous control mode

(a) (b)
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(b)). This enables the robot to imitate the operation of a hu-

man pushing an object (Figure 7). The robot does not need

to exert force around the shoulder axes because its upper

arms push against the chest (i.e., the stopper) when pushing

the wheelchair [11]. The motors mounted on the robot are

connected to Faulhaber MCDC3003-S and MCDC3006-

S motion controllers (Faulhaber-Global, Schnaich, Ger-

many). These are connected to a notebook personal com-

puter (PC) mounted on the robot. The shape of the Integral-

ME wheelchair (NOVA, Carson, Ca) used in this study is

typical among wheelchairs available on the market (Fig-

ure 3). The rear-wheel drive wheelchair is equipped with a

TRD-1 electric drive unit (Acritech Co., Ltd.). Two motion

controllers are added for the electric drive unit. The motion

controllers on the wheelchair are connected to the notebook

PC installed on the robot via a ZigBee wireless communica-

tions module. The wheelchair has a push handle mechanism

on its back (Figure 8 (a)) that is equipped with a rotary shaft

in order to permit passive rotation of the handle. When the

robot hands grasp this shaft, the two vehicles are connected.

The stopper of the wheelchair is composed of front and rear

bars. During the robot climbing process, the sides of the

robot are opened, and the right and left manipulators are

inserted into the stopper (Figure 8 (b)). The dual manipula-

tors of the robot are equipped with touch sensors that allow

them to detect contact with the stopper. The robot pushes

the front bars by using the forearm links of the manipula-

tors to lift its front wheels (Figure 9 (a)). The rear bars are

used to prevent the robot from tipping over backward when

its center of gravity shifts behind the contact point between

the middle wheels and the ground (Figure 9 (b)).

The robot control mode can be switched between

network-based teleoperation and autonomous control by the

caregiver. In Figure 10, (a) is a system configuration di-

agram that shows the working device in the teleoperation

mode, and Figure 10 (b) shows the system diagram of the

autonomous control mode. These system configuration dia-

grams show only the working devices in each mode. When

engaged in wheelchair step climbing, this system uses the

autonomous control. For robot step climbing, the system

uses the teleoperation mode.

3.1 Teleoperation

The robot is equipped with a camera, and the video im-

agery transmitted from it and the Motion Manager 5 op-

erating window are displayed on the robot’s notebook PC.

The screen on this notebook PC uses RealVNC (RealVCN

Ltd., Cambridge, UK) software to transmit imagery as-is

over the intranet to the display of the caretaker’s PC (robot

operator). The caregiver can control the robot by operat-

ing Motion Manager 5 (Faulhaber-Global) from his PC. The

caregiver and the wheelchair user both wear headsets. The

caregiver’s headset is connected to his/her PC, and the chair

user’s headset is connected to the robot PC via Bluetooth.

The caregiver and the wheelchair user verbally telecommu-

nicate via the Skype (Microsoft Corp., Redmond, Wa) com-

munication application. Keyboard commands, which are

activated by pushing the buttons of a joypad, correspond

to the controller manipulations necessary to teleoperate the

robot. Switching between teleoperation and autonomous

control is carried out by the controller.
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3.2 Autonomous control

To lift the front wheels of the wheelchair, the robot stops

while the wheelchair drive continues moving (see Section

4). However, network teleoperation is difficult for this pro-

cess because the wheelchair’s raised front wheels tend to

collide with the step when they are in near proximity with

each other (Figure 11).

An accelerometer system and an ultrasonic sensor sys-

tem were added onto the chair, and a support system for the

caregiver was created. The accelerometer system detects

the incline of the chair, and the ultrasonic sensor system

measures the distance between the chair and the step.

Both sensor systems are connected to the robot’s PC by

a ZigBee wireless communication module. Since the sup-

port system for the caregiver is capable of performing the

wheelchair step climbing process automatically, the care-

giver (robot operator) does not need to control the vehicles

in the autonomous control mode. However, the caregiver

can watch the live video from the robot’s camera, and the

wheelchair user and the caregiver are in direct verbal com-

munication, so if the vehicles encounter a problem, the care-

giver switches from autonomous to teleoperation control to

handle it.

Figure 11: Collision between the front wheels and step

4 Step climbing process

When the vehicles encounter a step, the robot hands grasp

the rotary shaft of the wheelchair’s push handle mechanism,

thus linking the two vehicles [14]. Joints 2, 4, and 6 are al-

lowed to rotate passively (Figs. 5 and 8). In this study,

Stages 1 and 2 signify the processes in which the wheelchair

front and back wheels, respectively, ascend the step. Simi-

larly, Stages 3 and 4 signify the processes in which the robot

front and other wheels, respectively, climb the step.

Both vehicles move automatically during the

wheelchair step climbing process (Stages 1 and 2) by using

the caregiver’s support system. After that, the caregiver

switches from autonomous control to teleoperation, and the

robot step climbing process (Stage 3 and 4) is carried out.

The ascent process is described below (the states shown in

Figure 12 correspond to (1) through (16) below.

[Stage 1]

(1) From Stage 1 to Stage 2, the vehicles are under

autonomous control. The wheelchair and the robot move

forward until the ultrasonic sensor system detects a suit-

able position where the wheelchair front wheels do not col-

lide with the step. (2) The robot stops and the wheelchair

continues forward until the accelerometer system detects

the wheelchair inclination level that would place the front

wheels on the step. (3) At this point, the wheelchair cen-

ter of mass is in front of the contact point between the rear

wheels and the ground. If it shifts to behind the contact

point as the wheelchair tilt increases, the stopper of the

robot limits the passive rotation around Joint 2, which pre-

vents the wheelchair from tipping over backward (Figure 6

(b)). (4) Both vehicles move forward, and the front wheels

of the wheelchair are placed on the step.

[Stage 2]

(5) Both vehicles continue to move forward. (6) The

back wheels of the wheelchair come into contact with the

step. (7) The robot continues to push the wheelchair so

that the rear wheels of the wheelchair climb up onto the

step. The robot supports the wheelchair during this pro-

cess to prevent the wheelchair from tipping over backward.

(8) Both vehicles move forward, and the wheelchair’s rear

wheels climb the step.

After the wheelchair’s rear wheels have reached the up-

per level of the step, the robot control mode is switched

from autonomous to teleoperation control by the caregiver.

The caregiver directs the vehicles to stop.

Figure 12: Step climbing process (Stages 1 through 4)

Stage 1

Stage 2

Stage 3

Stage 4

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

[Stage 3]

(9) The robot’s front and rear wheels are folded, its
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sides are opened, and the manipulator forearm links are in-

serted into the wheelchair stopper (Figs. 8 (a) and (b)). The

wheelchair stops while the robot moves forward, and the

manipulator forearm links comes into contact with the front

bars of the wheelchair stopper (Figure 9 (a)). (10) The robot

continues to push the wheelchair using the forearm links,

and the front wheels of the robot are lifted. (11) When the

robot center of mass shifts behind the contact point between

its middle and the ground, the robot’s tilt increases and it

begins to tip over backward. However, at that point, part

of the manipulator forearm links come into contact with the

rear bars of wheelchair stopper, which limits the extent of

rotation (Figure 9 (b)). Thus, the wheelchair prevents the

robot from tipping over backward. (12) Both vehicles move

forward, and the front wheels of the robot are placed on the

upper level of the step.

[Stage 4]

(13) Both vehicles continue to move forward. (14)

When the robot middle wheels come into contact with the

step, the wheelchair pulls it forward. The robot rear wheels

are lowered and provide climbing help. Then, the robot

middle wheels begin to climb the step. (15) Both vehicles

continue to move forward. (16) The robot middle wheels

can now climb the step. Once the robot middle wheels

have reached the upper level of the step, both vehicles are

stopped, and the robot’s rear wheels are folded upward.

5 Theoretical Analysis

When the distance between the step and the wheelchair is

too short to lift the front wheels, the wheels will collide with

the step (Figure 11). In this section, we clarify the require-

ment for avoiding a collision between the chair front wheels

and the step.

In Figure 13, ΣB is the basic coordinate system for the

robot and wheelchair, where p0 is the origin as well as the

contact position between the robot middle (driving) wheels

and the ground. The position of the step edge is pse, where

pi (i = 1–7) are the joints (p1: axes of the robot middle

wheels, p2: shoulder joints, p3: elbow joints, p4: robot

hands (location where the hands hold the wheelchair push

handle), p5: axes of the wheelchair rear wheels, p6: axes

of the wheelchair front wheels and, p7: the tread of the

wheelchair front wheels).

The position vectors for the joints in system ΣB are ex-

pressed as B pi = [xi zi]
T (i = 1 − 7). The position vectors

of the step edge are B pse = [L h]T .

In the local coordinate system, in the case that Σi paral-

lels Σ0, 0 p1 = [0 RB]T , 1 p2 = [lLB hLB]T , 2 p3 = [l2 0]T ,
3 p4 = [l4C 0]T , 4 p5 = [lLA −hLA]T , 5 p6 = [lA −RA+ rA]T ,

and 6 p7 = [rA 0]T (Figure 13).

Moreover, φi is the angle of Σi formed by Σi−1. In this

system, φ1 is zero in Stage 1 because Σ1 parallels Σ0, and

φ3 is zero when the wheelchair is pulled by the robot be-

cause the elbow joints are controlled passively. In addition,

φ5 = 0 is always zero because Σ5 parallels Σ4. Hence, the

wheelchair inclination is Σ5
k=1
φi = φ2 + φ4.

Figure 13: Wheelchair and robot model
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In the basic coordinate system ΣB, the homogeneous trans-

formation matrices BT5, BT6 are given below.

BT5 :





















cos φ24 − sinφ24 x5

sin φ24 cos φ24 y5

0 0 1





















(1)

BT6 :





















cosφ246 − sinφ246 x6

sin φ246 cosφ246 y6

0 0 1





















(2)

Here, φ24 = φ2 + φ4, φ246 = φ2 + φ4 + φ6. Equations (3)

and (4) show the positions of the wheelchair rear and front

wheels axes, B p5 = [x5 y5]T , B p6 = [x6 y6]T , respectively.

B p5 :

[

x5

y5

]

=

[

cos φ24 − sinφ24

sin φ24 cosφ24

] [

lA

−hLA

]

+ (l2 + l4C)

[

cos φ2

sin φ2

]

+

[

lLB

hLB + RB

]

(3)

B p6 :

[

x6

y6

]

=

[

cos φ24 − sinφ24

sin φ24 cosφ24

] [

lA + lLA

rA − RA − hLA

]

+ (l2 + l4C)

[

cos φ2

sin φ2

]

+

[

lLB

hLB + RB

]

(4)

Similarly, from a calculation of the transformation matrix
BT7, B p7 = [x7 y7]T is given below.

B p7 :

[

x7

y7

]

= rA

[

cos φ246

sin φ246

]

+

[

cos φ24 − sinφ24

sin φ24 cosφ24

] [

lA + lLA

rA − RA − hLA

]

+ (l2 + l4C)

[

cos φ2

sin φ2

]

+

[

lLB

hLB + RB

]

(5)

Here, when B p7 is the bottom position of the wheelchair

front wheels, Σ6
k=1
φi = −90 deg. Hence, cosφ246 = 0 and

sin φ246 = −1.

www.astesj.com 737

H. Ikeda et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 732-740 (2017)

http://www.astesj.com


Meanwhile, y5 = RA in Stage 1 because y5 is the height

of the wheelchair rear wheel axes (Figure 13). Hence,

Equation (6) is obtained from (3).

lLA sin φ24−hLA cos φ24+(l2+l4C) sinφ2+hLB+RB = RA (6)

Thus,

sinφ2 =
hLA cosφ24 − lLA sinφ24 + RA − RB − hLB

l2 + l4C

(7)

and

cos φ2 =

√

1 − sin2 φ2 (8)

Equation (6) is substituted for y7 of (5) when B p7 is the bot-

tom of the front wheels.

y7 = −rA + lA sin φ24 + (−RA + rA) cosφ24 + RA (9)

where

sin φ24 =

√

1 − cos2 φ24 (10)

From Equations (9) and (10), we obtain Equation (11).

cos φ24

=
(RA − rA)(RA − rA − y7) + lA

√

2(RA − rA)y7 + lA
2 − y7

2

(RA − rA)2 + lA
2

(11)

We substitute y7 = h for Equation (11) if the system detects

the step height h, and can then ascertain the necessary min-

imum inclination of the wheelchair in order to put the front

wheels on the step.

When the height of the front wheel axes is lower than

the step height, the requirement needed to avoid a collision

between the wheelchair front wheels and the step is Equa-

tion (12) (Figure 14 (a)).

‖B ps −
Bp6‖ > rA (0 < x6 < L, 0 < y6 < h) (12)

Here,
B ps = [L y6]T (13)

is a vector whose horizontal position is on the step wall (L),

and the height is the same as the wheelchair front wheel

axes (y6).

Similarly, when the front wheel axes are above the step,

Equation (14) shows the requirement to avoid a collision

(Figure 14 (b)).

‖B pse −
Bp6‖ > rA (0 < x6 < L, h ≤ y6) (14)

Then, using Equations (12) and (14), the system avoids

a collision between the wheelchair front wheels and the

step by detecting the chair inclination (φ2 + φ4), the

distance from the step (L), and the step height (h).

Figure 14: Collision between the front wheels and a step.

(a) 0 ≤ y6 ≤ h, (b) h < y6

B p6 = [x6 y6]T

B pse = [L h]T

rA

B p6 = [x6 y6]T

B ps = [L y6]T

(a) (b)
LL

Figure 15: Step height and distance capable of avoiding

collision
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The requirement for avoiding a collision between the

wheelchair front wheels and the step (Equation (12), Fig-

ure 14 (a)) is more difficult than the case where the front

wheel axes are above the step (Equation (14), Figure 14

(b)). Thus, we performed a numerical calculation to clarify

the lifting position of the front wheels using Equation (12).

Equation (12) is solved using (4), (7), (8), (10), (11), and

(13). Here, y7 is the minimum bottom height of the front

wheels (Figure 13) needed for the system to lift the wheels

up to the step height (h).

Substituting y7 = h for Equation (12), the shading in

Figure 15 shows a combination of the step height (h) and

the distance (L) that enables it to avoid the collision, where

the horizontal axis indicates h (step height) and the vertical

axis indicates L (distance from the robot’s rear wheel axes

to the step wall). By selecting the distance (L) in the shad-

ings when the step height is (h), the wheelchair front wheels

can avoid collision during climbing.

6 Experiment

An experiment was carried out in a situation involving a

step 120 mm high and a friction coefficient µ = 0.72. The

wheelchair user was on one floor of the National Institute of

Technology, Toyama College, and the caregiver (robot op-

erator) was on another floor. The movement speeds of the

vehicles were constant (0.76 km/h). The wheelchair user

and the robot operator were both able-bodied adult males.

We assumed that the system knew the step height was below

120 mm.

In Stages 1 and 2, when using autonomous control, the

wheelchair front wheels did not bump into the vertical wall

of the step and the front wheels and rear wheels were able to

traverse the step successfully (Figure 16). Here, L = 2.07

m. Operation changed from autonomous to teleoperation

control following Stage 2, and the caregiver was able to

move the robot forward into a suitable position for climb-

ing the step. Next, the robot successfully climbed the step

(Stages 3 and 4). In Stages 3 and 4, the system was operated

by the caregiver who was watching video imagery from the

robot’s camera. However, the operation was difficult be-

cause the robot inclined during its step climbing process

and the mounted camera lost sight of the wheelchair. This

and other experiments have shown that we need to construct
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a fully autonomous control system that can handle robot

climbing as well as wheelchair climbing.

Figure 16: Step climbing experiment

7 Conclusion

This report describes a support system for a robot oper-

ator that can be used to perform wheelchair step climb-

ing. The support system was designed and constructed in a

way that permitted switching between teleoperation and au-

tonomous control. We then conducted a theoretical analysis

to show the requirements for preventing the wheelchair’s

front wheels from colliding with the step, which involved a

numerical calculation to clarify the position for lifting the

wheelchair’s front wheels.

In experiments carried out with the system, autonomous

control for wheelchair step climbing and teleoperation con-

trol for robot step climbing were both demonstrated to be

effective. However, teleoperation control by a caregiver

was complicated by the need to watch video imagery from

the robot camera. This indicates that the system needs au-

tonomous control system for the robot as well.

Nevertheless, it is notable that our theory for collision

avoidance between the step wall and wheelchair’s front

wheels during the step climbing was confirmed, and that

both vehicles were able to climb a step using the theory and

system.

In the future, we will construct a fully autonomous con-

trol system will be able to perform step climbing for both

the wheelchair and the robot, and we will analyze a suitable

step climbing trajectory for both vehicles.
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 In this paper first discussion approach will stress out the integration of model predictive 
control in maximum power point tracking MPPT and as progressing a second approach 
identified as fuzzy logic controller FLC and perturb & Observe P&O algorithms are 
analyzed. All are interrelated to MPPT model for a photovoltaic module, PVM, to search 
for and generate the maximum power; in this case what’s called Pmax. As per the first 
technique the focus is on the optimal duty ratio, D, for a series of multi diverse types of 
converters and load matching. The design of the MPPT for a stand-alone photovoltaic 
power generation system is applied where the system will consist of a solar array with 
nonlinear time varying characteristics, and a converter with appropriate filters. The 
integration of model predictive control will be addressed first in this paper. The second fold 
will implement an MPPT system that use the FLC and compare it with a P&O) algorithm 
through the utilization of Simulink. 
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1. Introduction 

It has been obvious that maximum power point tracking algorithm 
is currently playing a vital role to enhance the efficiency of the 
solar panel as less than 40% of energy incident is being converted 
into electrical energy. Due to the growing dependency and the 
increasing need in acquiring electricity, and due to the limitations 
in supply and the uprising prices of conventional sources (such as 
the continuous increase in electrical bills, generation, distribution, 
and maintenance of the electrical plants, fluctuating petroleum 
prices, etc.), photovoltaic (PV) energy vitality turns into a 
promising option as it is inescapable, openly accessible, 
environmentally promising, and has less operational and upkeep 
costs. Along these lines, the interest of PV era systems is by all 
accounts expanded for both standalone and grid-connected modes 
of PV systems. As a result, an efficient maximum power point 
tracking (MPPT) technique is vital for tracking the MPP at all 
environmental conditions and then push forward the PV system to 
functionally be operable at that MPP point. Undesirably, 
photovoltaic generation systems have two note-worthy issues: the 
conversion efficiency in electric power generation is somehow 
low (normally below 17 percent particularly under low irradiation 

conditions), and the amount of electric power generated by solar 
arrays changes persistently with climate conditions. Numerous 
MPPT methodologies have been recommended in the literature; 
the Perturb and Observe (P&O), the Incremental Conductance 
(IC), the Artificial Neural Network, and the Fuzzy Logic methods, 
etc.  It has been noticed that the efficiency of the PV is influenced 
by the following two parameters: the panel’s irradiance and 
temperature which are stochastic and unpredictable. In any PV 
module a DC/DC converter is accountable for transferring 
maximum power to the load.  

Unfortunately and since the MPP point must be sought, this 
can be achieved in either computation models or search 
algorithms. Figure 1 illustrates an MPPT module diagram.  

 
Figure1.MPPT module diagram 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Imad Elzein, Belarusian National Technical University, 
Minsk, Belarus | Email: imad.zein@liu.edu.lb 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 741-748 (2017) 

www.astesj.com  

 Special Issue on Recent Advances in Engineering Systems 

 

https://dx.doi.org/10.25046/aj020394  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020394


I. Elzein et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 741-748 (2017) 

www.astesj.com   742 

We have to stress out that the voltage across the power 
conditioning unit (DC-DC converter) is fed to get an isolated load. 
The input-output (I/P-O/P) voltage relationship for converter 
conduction mode is given by duty cycle. As a result, the 
forthcoming of this paper is an extension of a previous research 
outcome that was originally presented in the International 
Conference on Smart Systems and Technologies (SST 2016) to 
recompense for the parametric variations that took place due to 
the effect of temperature and irradiance variations, where a 
controller was utilized to be adaptive to environmental changes. 
The extension of the already published paper will be expanded 
towards proposing an innovative fuzzy logic controller (FLC) for 
DC–DC converters that yield to an effective element of MPPT 
system so that it integrate itself into enhancing the photovoltaic 
modules to work under changeable operating conditions as well 
as dealing with the nonlinear properties of DC-DC power 
converters [1]. 

2. Overview of model predictive control 

MPC is a model in view of line control approach with the 
following accompanying modules: a prediction horizon, a 
receding horizon procedure, and a regular update of the model and 
re-computation of the optimal control input [2,3,4,5]. A block 
diagram of MPC system is shown in Figure. 2. A process model 
is used to predict the current values of the output variables. The 
residuals, the differences between the actual and predicted outputs, 
serve as the feedback signal to a Prediction block. The predictions 
are utilized as a part of two types of MPC calculations that are 
performed at each sampling instant: the first is the set-point 
calculations and the second is the control calculations.  

The set points for the control calculations, which are called 
targets, calculated from an economic optimization based on a 
steady-state model of the process, conventionally, a linear model. 
In MPC the set points are customarily computed each time the 
control calculations are conducted. 

 
Figure 2.Block diagram for MPC 

3.  Nonlinear predictive control 

The basic principle of model predictive control is shown in 
Figure 3. At a denoted time (t) certain measurements are provided, 
which will trigger the controller to predicts the future dynamic 

behavior of the system over a prediction horizon Tp and 
furthermore determine (over a control horizon Tc≤ Tp) the input 
under the condition a predefined open-loop performance objective 
is optimized. 

 
Figure 3.Principle of model predictive control 

When neither disturbances exist nor mismatching model plant 
presence is evident, and if the optimization problem could be 
solved for infinite horizons, then we can apply the input function 
found at time t=0 to the system for all times t ≥ 0.As a matter of 
fact, this is not feasible generally. Because of the factors of 
disturbances and the stressing model-plant mismatch, the real 
system behavior is going to differ from the predicted behavior. To 
integrate a feedback scheme, the open-loop manipulated input 
function acquired will be ready for implementation as the next 
measurement becomes available. The time difference between the 
recalculation/measurements can vary, however often it is assumed 
to be fixed, i.e. the measurement will take place every δ sampling 
time-unit. Using the new measurement at time (t + δ), then the 
whole process for the  prediction and optimization is going to be 
repeated to find a new input function with the control and 
prediction horizons moving forward. Knowing that in Figure 3 the 
input is depicted as arbitrary function of time. For numerical 
solutions of the open-loop optimal control problem it is often 
necessary to parameterize the input in an appropriate way. This is 
normally achieved by employing a finite number of basic 
functions; as an example the input could be approximated as 
piecewise constant over the sampling time δ. The computation of 
the applied input (based on the predicted system behavior) permits 
the inclusion of constraints on states and inputs as well as the 
optimization of a given cost function. In general the predicted 
system behavior will differ from the closed-loop one; and thus 
further cautionary should be taken into account to achieve closed-
loop stability. 

We consider the stabilization problem for a class of systems 
described by the following nonlinear set of differential equations: 

                       �̇�𝑋(𝑡𝑡) =  𝑓𝑓�𝑥𝑥(𝑡𝑡),𝑢𝑢(𝑡𝑡)�,      𝑋𝑋(0) =  𝑥𝑥0 ,            (1) 

subject to input and state constraints of the form: 

                   𝑈𝑈(𝑡𝑡) ∈  𝜇𝜇  ∀𝑡𝑡 ≥ 0   𝑥𝑥(𝑡𝑡) ∈ 𝑋𝑋, 𝜇𝜇  ∀𝑡𝑡 ≥ 0              (2) 

Where x (t) ∈ 𝑋𝑋 ⊆ ℝ𝑛𝑛 𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢(𝑡𝑡) ∈ 𝜇𝜇 ⊆ ℝ𝑚𝑚 denotes the 
vector of states and inputs, respectively. The set of feasible input 
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values is denoted by X. In the simplest form 𝜇𝜇and X are given by 
box constraints of the form: 

                   𝜇𝜇: = {𝑢𝑢 ∈ ℝ𝑚𝑚|𝑈𝑈𝑈𝑈𝑈𝑈𝑎𝑎 ≤ 𝑢𝑢 ≤ 𝑈𝑈𝑈𝑈𝑎𝑎𝑥𝑥}                 (3) 

𝑋𝑋: = {𝑥𝑥 ∈ ℝ𝑛𝑛|𝑋𝑋𝑈𝑈𝑈𝑈𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑋𝑋𝑈𝑈𝑎𝑎𝑥𝑥}, 

Here umin, umax and xmin, xmax are given constant vectors. 

We assume that the purpose of the control object (1) is to 
ensure that the equalities 

  lim
𝑡𝑡→∞

‖𝑥𝑥(𝑡𝑡) − 𝑟𝑟𝑥𝑥(𝑡𝑡)‖ = 0; 

                                lim
𝑡𝑡→∞

‖𝑢𝑢(𝑡𝑡) − 𝑟𝑟𝑢𝑢(𝑡𝑡)‖ = 0                      (4) 
   

Where a given vector functions; 𝑟𝑟𝑥𝑥(𝑡𝑡) and 𝑟𝑟𝑢𝑢(𝑡𝑡) define a 
desired motion of the object. 

We introduce the concept of quality control, setting a 
functional to control the movement of the object (1). 

                𝐽𝐽0= 𝐽𝐽0 (𝑥𝑥(𝑡𝑡),𝑢𝑢(𝑡𝑡))                             (5)   

Any optimal control problem is to find such a control action 
of a given class (if the task takes into account the feasible set U), 
which ensures the achievement of goals (4) taking into account 
the constraints 𝑥𝑥(𝑡𝑡) ∈ 𝑋𝑋  and ∀𝑡𝑡 ∈ [0, ∞)  and minimizes the 
functional (5). 

 To explain the basic tenets of the theory of predictive control, 
along with a mathematical model (1) of the control object, a 
system of differential equations of the form: 

              𝑋𝑋�̇𝑖𝑖(𝜏𝜏) = 𝑓𝑓̅�𝜏𝜏, �̅�𝑥(𝜏𝜏),𝑢𝑢�(𝜏𝜏)��̅�𝑥�
.

𝜏𝜏 = 𝑡𝑡 = 𝑥𝑥(𝑡𝑡)               (6) 

Is considered, where𝑋𝑋� ∈ 𝐸𝐸𝑛𝑛  - the state vector, 𝑢𝑢� ∈ 𝐸𝐸𝑚𝑚 - the 
vector control, 𝜏𝜏 ∈ [𝑡𝑡,∞). We assume that the function 𝑓𝑓h̅as the 
same properties as the function 𝑓𝑓 and vectors,𝑋𝑋�and𝑢𝑢� taking the 
value of the admissible sets,𝑋𝑋and 𝑢𝑢respectively. 

In addition, let us assume that the function  𝑓𝑓 ̅ is set in such a 
way that for any admissible control𝑢𝑢�(𝜏𝜏) ≡ 𝑢𝑢(𝜏𝜏) vector functions  
𝑥𝑥(𝜏𝜏)  and   �̅�𝑥(𝜏𝜏), satisfy the system (1) and (6) respectively; and 
are close to each other at a rate for each  𝜏𝜏 ∈ [𝑡𝑡, ∞) . 

The system of differential equations (6) is called predictive 
model in relation to the mathematical model (1) of the control 
object. 

A practical view of photovoltaic energy conversion station is 
presented in Figure 4, where the source of energy, represented by 
the solar array PHVS with filter C delivers power to DC-DС 
power converter, such as buck, boost or buck-boost converters; 
which depends on specific architecture of the entire system to 
select one of the above-mentioned types. For instance, if PHVS is 
considered to supply power to a DС distribution network (i.e. a 

space station power network) than power interface will provide 
conditioned DС power. In case the main utilization was for smart-
home application with AC power distribution network then 
independently controlled DС-АС inverter with built in PWM 
control may be used. The interface links between PHVS and the 
consumer grid may include other elements such as energy-storage 
devices (i.e. batteries or super capacitors), which require specific 
controllers to run “charge-discharge” mode of operation. We have 
to bear in mind that control designs for interfaces devices are 
ignored. 

The objective of DС-DС converter on PHV station MPPT 
system is to regulate the output voltage 𝑉𝑉0  (Figure 4) under wide 
range of operations and PHV nonlinearity characteristics, caused 
by existing atmospheric conditions and load variation. The 
controller task is to deliver output signal D (Figure 4) to follow 
MPPT [6] and constraints of the circuit. 

DС-DС boost converter schematic is in a view of lumped 
parameter circuits used for control design and represented in 
Figure 5.  

The coil non-linearity’s is neglected, and the switch is also 
considered ideal. At each switching instant, the stray inductor and 
parasitic capacitor are also neglected. After this assumptions the 
lumped parameter switched model 𝑋𝑋𝑙𝑙  represent the linear 
inductance value associated to the coil L, which losses are 
accounted for 𝑟𝑟𝑙𝑙 , 𝑥𝑥𝑐𝑐  , 𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟с represent capacitance and equivalent 
series resistor of C. 

Output load presented by resistor 𝑅𝑅0.  The switching stages of 
the converter are formalized through the switch S, representing 
the dual operated semiconductor component [7]. The converter 
operation characterizes by switching period 𝑇𝑇𝑠𝑠 (corresponding 
frequency𝑓𝑓𝑠𝑠).  

The DС component of the output voltage regulated through 
the duty cycle D[k], (Figure. 4), which is defined by: 

                                D[k] =𝑡𝑡1[𝑘𝑘]
𝑇𝑇𝑠𝑠

                            (7)                                                      

Where 𝑡𝑡1[𝑘𝑘 ] represents the time interval during the kth 
switching period;𝑇𝑇𝑠𝑠  during which S is in the position 1 for the 
boost converter, connecting to the supply 𝑈𝑈𝑠𝑠. 

 
Figure 4.Photovoltaic station model predictive control block diagram 
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Figure 5 Lumped parameter model of the boost converter 

x (t) = [𝑈𝑈𝑙𝑙(𝑡𝑡)   𝑢𝑢𝑐𝑐(𝑡𝑡)]𝑇𝑇              (8) 

as the state vector, where 𝑈𝑈𝑙𝑙(t) is the inductor current  and 𝑢𝑢𝑐𝑐(t) is 
the capacitor voltage, and with a given duty cycle  D[k] for the 
kth period, the systems can be described by the following 
continuous-time state-space equations: 

�̇�𝑥(t)=𝐺𝐺1x(t)+𝑔𝑔1𝑢𝑢𝑠𝑠(𝑡𝑡),      k𝑇𝑇𝑠𝑠≤ t < (k + D[k]) when S=1      (9)   

�̇�𝑥(t) =𝐺𝐺2x(t)+𝑔𝑔2𝑢𝑢𝑠𝑠(𝑡𝑡)(k + D[k]) 𝑇𝑇𝑠𝑠 ≤ t < (k+1)𝑇𝑇𝑠𝑠when S=0 

Where 𝐺𝐺1 ,𝐺𝐺2 ,𝑔𝑔1,𝑔𝑔2are given by: 

                      𝐺𝐺1 = �
𝑎𝑎11 𝑎𝑎12
𝑎𝑎21 𝑎𝑎22�  For the boost converter.    (10)                        

Output of the converter  𝑢𝑢𝑜𝑜  is equal to 

                        𝑢𝑢𝑜𝑜(𝑡𝑡) =𝐵𝐵1𝑇𝑇x(t),   k𝑇𝑇𝑠𝑠≤ t< (k + D[k])𝑇𝑇𝑠𝑠, 

                        𝑢𝑢𝑜𝑜(𝑡𝑡) =𝐵𝐵2𝑇𝑇x(t),  (k + D[k])𝑇𝑇𝑠𝑠≤ t<(k +1)𝑇𝑇𝑠𝑠    (11) 

                                               𝐵𝐵1=� 0    𝑟𝑟0  𝑟𝑟2
𝑟𝑟0+𝑟𝑟𝑐𝑐

�
𝑇𝑇
                        (12) 

                                               𝐵𝐵2 =� 𝑟𝑟0  𝑟𝑟2
𝑟𝑟0+𝑟𝑟2

𝑟𝑟0  
𝑟𝑟0+𝑟𝑟𝑐𝑐

�
𝑇𝑇
            (13) 

4.    Fuzzy logic controller approach for photovoltaic Station  

A standout amongst the most noteworthy problems in PV 
module and MPPT effectiveness is DC-DC converter. As of late, 
there has been expanding eagerness for the advancement of 
proficient control procedures to enhance dynamic conduct of DC–
DC converters by utilizing conventional PID based controllers 
and fuzzy logic controller (FLC), and other well dealt and known 
controllers which have been utilized to control buck, boost, and 
buck–boost converters. 

Carrying out, many leaders in this domain have additionally 
proposed to utilize the FLC in circumstances where it could be 
valuable in (1) there is no exact mathematical model for the plant 
and (2) there are experienced personnel whom they can control a 
plant and give subjective control rules in regards to vague and 
fuzzy instances. The tracking of the maximum power point is of 
twofold: (a) through rough search, with a major move to improve 
the response of the MPPT controller, (b) the fine phase where the 

step is small, thus ensuring the system stability and decrease the 
maximum oscillations around the MPP [8]. 

 

As we move towards the components of fuzzy logic controller 
we need to address the three major components of FLC which are 
Fuzzification (input variables) that encompass transforming crisp 
values into grades of membership for linguistic terms of fuzzy sets; 
Fuzzy Inference which is involved in the transformation from a 
given input to an output using fuzzy logic inference rules; and  
Defuzzification which  converts the degrees of membership of 
output linguistic variables into numerical values [9]. A general 
view of fuzzy inference system is shown below in figure 6. 

 

 
 

 
Figure 7 demonstrates the block diagram of fuzzy logic controller 
that is intended to control the DC-DC power converter with 
respect to MPPT of a photovoltaic system.   Referring to Figure. 
7 the inputs (error (e) and the difference in error (de) of the system 
are defined as follows [10] : 

 
Figure 7.Fuzzy logic controller diagram 

 
           de(k) = e(k) - e(k-1)                          (15)  

 
Knowing that U ref = reference output voltage, U0= DC–DC 

converter actual output voltage (at kth sampling time). 
 
The fuzzy logic controller (FLC) output is considered as a 

change in duty ratio; du (k). 
 
Where, duty ratio d (k), is expressed at the kth sampling time 

as follows: 
                                     d(k) = d(k-1) + du(k)             (16) 

http://www.astesj.com/


I. Elzein et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 741-748 (2017) 

www.astesj.com   745 

A more detailed structuring of a fuzzy logic controller is 
shown below in figure 8. 

 

 
 

 
5.    Simulations and results for FLC and P&O MPPT 
techniques  
 

A new adaptation and simulation of a PV system using fuzzy 
logic controller with an MPPT is addressed. As shown in figure.8, 
the input variables (E, CE)  of the fuzzy controller are resulting 
from the actual signals (e, ce) through applying a  product term in 
consequent scale gains (SE, SCE), which get converted in the form 
of linguistic variables utilizing  fuzzy subset. 

A sample of fuzzy rules are shown in table 1 and used to 
control the buck converter in a form to reach the maximum power 
point MPP of the photovoltaic PV generator, where the entries are 
a sort of  fuzzy sets in the form of error (E), change of error (CE) 
and change of duty ratio (ΔD) to the converter.     

Table 1. Fuzzy rules 

  E 
CE 

NB NS ZO PS PB 
NB ZO ZO NB NB NB 
NS ZO ZO NS NS NS 
ZO NS ZO ZO ZO PS 
PS PS PS PS ZO ZO 
PB PB PB PB ZO ZO 

 

Figure 8 shows an approach for a main PV model structure 
composed of PV array, a DC-DC converter in the form of buck or 
step down converter along with MPPT controller which is 
connected to a load. This setup is manipulated inside the 
Matlab/simulink setting. Sunntech STb134.12/Tp represented the 
PV and its technical data is showing in table 2. Six PV modules 
connected in series formed the PV array which its total capacity 
is 810 W.  The 105v DC input voltage was stepped down to 48v 
to fit the battery voltage level using a buck converter [11-14]. 

In addition, and to implement the fuzzy logic controller FLC, 
FL toolbox in Matlab/Simulink will be selected and the simulation 

of fuzzy logic controller for MPPT to be conducted and as we 
progress an evaluation comparison with a Perturb & Observe 
(P&O) for MPPT controller was performed.     

Table 2.PV module specs 

 
 

Figure 8a. Simulink implementation of the stand-alone PV system 

 
Figure 8b. FLC MPPT algorithm 

Figure 9 demonstrates the outcome of the simulation result of  
PV generator O/P power, operating current & voltage, and 
eventually the duty ratio “D” through the use of a buck converter 
and these results were obtained at a standard test conditions (STC) 

Electrical 
specifications Values 

Open-circuit voltage 22.3 V 
Short-circuit voltage 8.20A 
Optimum operating 
voltage (Vmpp) 17.5 V 

Optimum operating 
current (Impp) 7.71A 

Maximum power at 
STC (Pmax) 135W 

Current temperature 
coefficient of Isc (0.055 ±0.01) %K 
Voltage temperature 

coefficient -(75±10) 𝑈𝑈𝑉𝑉/𝐾𝐾 
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among the fuzzy logic controller “FLC” and the P&O based 
MPPT. To take the discussions a step forward obviously the 
outcome of the FLC MPPT had reduced clearly the response time 
of the PV system. On the other hand as we compare the above to 
P&O MPPT system P&O showed an impact of energy losses.  
Figure.9b is derived from comparing the MPPT signals at a 
frequency of 10HZ “STC”. As we used the P&O technique there 
was an evidence of a continuous oscillation at the operation point 
and this was due to the incessant perturbation that took place at 
the operating voltage to reach the maximum power point “MPP”. 
As compared to the FLC technique such oscillation wasn’t 
existing in FL based MPPT technique, whereas the signals of the 
other parameters which were namely the power “P”, voltage “V”, 
current “I”, and duty ratio “D” continued to stay constant, which 
would cause an impact on the reduction of power loss. 

 
Figure 9a. Comparing P&O and FL signals 

Figure 11 displays the simulation of the increase in cell 
temperature from “25°C” to “50°C” which was taking place at a 
“2 sec” time period.  

 
             Figure 9b.Comparing MPPT methods at 10Hz frequency at the         
             (STC) condition 
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         Figure 10. FL and P&O methods at fast increasing irradiation  

From the simulation results we can clearly see that irradiation 
stayed constant on a 1000w/m2 value. In nutshell, Figure 11 
shows that the output power with a decreased linearity as we 
applied both MPPT algorithms namely the fuzzy logic and Perturb 
and Observe. At the same time P&O MPPT method resulted in 
low deviation from the maximum power point MPP. 

6.    Conclusion 
The employment of MPPT for PV stations and their 

applications were addressed in the form of two schemes; a first 
scheme was an adaptation of a model predictive control (MPC) 
for a PV station that is considered to be a promising technique to 
maximize the efficiency of the power utilization. 

 
Figure 11. FL and P&O methods at fast increasing temperature 

The second scheme of the paper was focusing on the 
implementation and simulation of fuzzy logic controller for 
MPPT to seek the maximum power point and comparing it to 
P&O. From the simulation results, FLC provided a reliable 
response as compared to the P&O controller in regards to main 
performance of MPPT. 
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 The analysis of human sit down position is a research area allows for preventing health 
physical problems in the back. Many works have proposed systems that detect the sitting 
position, some open issues are still to be dealt with, such as: Cost, computational load, 
accuracy, portability, and among others. In this work, we present an alternative approach 
based on an embedded system to acquire the position-related variables and machine 
learning techniques, namely dimensionality reduction (DR) and classification. Since the 
information acquired by sensors is high-dimensional and therefore it might not be saved 
into embedded system memory, for this reason the system has a DR stage based on principal 
component analysis (PCA) is performed. Subsequently, the posed detection is carried out 
by the k-nearest neighbors (KNN) classifier between the matrix stored in the system and 
new data acquired by pressure and distance sensors. Thus, regarding using the whole data 
set, the computational cost is decreased by 33 % as well as the data reading is reduced by 
10 ms. Then, sitting-pose detection task takes 26 ms, and reaches 75% of accuracy in a 4-
trial experiment.  
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1. Introduction  

The area of analysis and detection of human sit down during 
workdays and in classrooms has been explored by several studies 
that uses electronic devices and a wide range of sensors. Mostly, 
such studies aim at detecting of sitting static positions and 
determining their influence on the normal development of daily 
activities [1] [2].  In [3], authors explain that keeping bad/incorrect 
postures habits may cause attention problems, and loss of motor 
and brain skills for problem solution and decision making, as well 
as physical health problems such as muscle rigidity, fatigue and 
muscle pain [4]. The recognition/detection of sitting poses can be 
conducted by develop mainly two approaches: Image-processing-
based and sensor-based approach [5]. The latter requires presure 
sensors able to be located on different weight-supporting surfaces 
by taking into account the pressure distribution over the whole 
surface.  

The most common human positions in chair have been 
categorized in different manners. For instance, in [6], after 
performing several experiments, it is determined that there are 10 
typic poses. Another study [5] considers 5 poses to develop the 
detection system. Despite that different systems have been 
proposed for sitting-pose detection, some open issues are still to be 
dealt with, such as: Cost, computational load, accuracy, portability, 
and among others. 

In this work, we present an alternative approach based on a 
embedded electronic system to acquire the position-related 
variables and machine learning techniques, namely dimensionality 
reduction (DR) and classification. To design our detection system, 
we start with a comfortable chair that helps a user to readily reach 
a good posture so that his/her body keeps the natural state wherein 
the spin position and the space between the vertebrae do not 
change and the muscles of the waist and back relax. Otherwise, 
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when changing to an incorrect position, intervertebral discs are 
narrowed and ligaments are stressed causing pain and discomfort 
[7]. The correct chair selection  si necessary to be taken int account 
the human height, for this reaseon it must be able to adjust in order 
to provide a support for the user's lumbar region to be able to 
execute his task with comfort [7]. 

The selection is done of set of poses is highly dependent on the 
detection system design. Particularly, we set 4 poses detected 
through direct visualize method. 

Once data are acquired by installed sensors inside the chair 
seat, we perform a data analysis stage using machine learning 
techniques. Such a stage involves a classification step using the 
well-known K-Nearest Neighbors (K-NN) multilabel classifier 
that depends of a metric used for the calculus of the Euclidian 
distance between two points for select the k neighbors nearest in 
terms of p attributes [11]. As well, due to the high dimension of 
acquired data (four dimensions) , we perform a DR step based on 
Principal Component Analysis (PCA) [8]. To implement our 
system, we opt by an Arduino platform because it is not only a 
powerful embedded system but is by construction highly versatile. 
In addition, there is a great amount of free code available at internet 
[9] [10] [12]. 

The electronic system proposed is aimed at detecting different 
poses that student may make during studying time. It works as 
follows: we use strength and ultrasonic sensors, which send the 
information to an embedded system. Such sensors are 
appropriately located and distributed on the chair.  

The microprocessor inside the arduino does not have sufficient 
resources to storage big size of data and limited RAM memory for 
reading program, also the system is embedded to the chair and does 
not have communication for a computer. For this reason, we need 
to development a stages of machine learning. 

To process the acquired data, we first apply PCA to represent 
the initial data –arranged into a data matrix - in lower-dimensional 
space [13]. Subsequently, we perform the KKN [14] [15] 
algorithm on the reduced data matrix. Doing so, we determine the 
poses that users (students) have made during a pre-established time 
period. To assess the accuracy of our system, we perform 
quantitative comparisons with a standard system running the same 
algorithms over the original higher-dimensional data matrix. As a 
result, regarding using the whole data set, the computational cost 
is decreased by 33 % as well as the data reading is reduced by 10 
ms. Then, sitting-pose detection task takes 26 ms, and reaches 75% 
of accuracy in a 4-trial experiment. 

The remaining of this paper is structured as follows: Section II, 
on one hand, presents the design of the electronic system and 
explains the data acquisition process. On the other hand, it outlines 
the data analysis made to detect sitting poses. Section III gathers 
the obtained results. Finally, Section IV draws the concluding 
remarks and future work.  

2. Materials and Methods  

     The design of the Human Position detection in a chair system 
proposed in this work can be divided into two main stages: 
Acquisition and data analysis. An explaining diagram of the 
proposed system is shown in Figure 1. 

2.1. Considered sitting poses and data settings 

     To establish the poses to be considered for our study, we use 
direct observation for setting the types of sitting made by a study 
group. The analysis is done over a University student group, who 
are monitored during their studying activities at library, as shown 
in Figure 2. As a conclusion, we find that there is a sitting pattern 
evidenced in 4 poses, similarly as proved in another study [16]. 

 
Figure 1. Explaining diagram of the proposed system. It mainly involves stages 

for data collection and analysis. 

 

Figure 2. Sample picture of the student’s type of sitting. Four poses are determined: 
Upright (red), leaning forward without back support (yellow), bowed forward 
(green), and tilted backwards (blue) 
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Table I gathers the name and description of all the considered 
poses. Figure 1. Comparatively, Poses a) (in red) and c) (in green) 
are better than the remaining ones since they have lumbar support, 
preventing from extra loads on the intervertebral discs of the spine, 
while relaxing the hip and back muscles.  

TABLE I. DESCRIPTION FOR THE POSITIONS 

# Pose Brief description 
a)  Upright The back and thighs form an 

angle of 90◦. 
 

b)  Leaning forward 
without back support 

The lower back have no 
support. Slope of up to 40º. 
 

c)  Bowed forward  It has lumbar support. Slope of 
up 40º. 
 

d)  Tilted backwards Upper back against the chair 
backrest. Relaxed. 
 

 

     Data are acquired from observing 7 students (4 men and 3 
women). Each of them is monitored for a while and making the 4 
considered poses depicted in Figure 3. Our system linearly picks 
samples over a period of 1 minute. The processor works at 16MHz 
with own clock. 

 
Figure 3. Sitting poses to be performed by the students from study group. 

2.2. Electronic System Design 

We design the circuit using as a main element the Arduino 1 R3 
as embedded system. Three strength sensors (FSR-402) and one 
ultrasonic sensor (HCSR-05) are connected to Arduino through a 
transmission line that carries data while the user is sitting on 
strength sensors surface. Sensors are utilized as follows: Strength 
sensors are placed together on the chair being adapted inside the 
seat, while the ultrasonic sensor is placed on top of backrest as 
shown in Figure 4 

 
Figure 4. Sensor distribution on the chair. The figure shows the front (a) and 

backhand (b) view of fabric. 

2.3.  Data Analysis 
     The acquired data are arranged into a data matrix M (training 
set) which is m x n, where m is the number of samples or data 
points and n is the number of attributes or variables representing 
each data point. Initially, since 4 sensors are used, we get n = 400 
and m = 4 for the higher-dimensional matrix M. Then, such a 
matrix is reduced by using PCA [10]. Particularly, we extract a 
new, 2-dimensional matrix. Over the reduced matrix, we run a K-
NN classification algorithm. It depends on a metric used as a 
distance to measure how similar are the data points. Here we 
consider the Euclidean distance [11]. The data matrix N (test set) 
which is j x l, where j=100 and l=4. 

     Since strength sensors tend to be very sensitive, during data 
collection, the outliers must be clearly identified, especially those 
generated in the descent to the chair and sitting movements before 
establishing a fix sitting pose. We perform a manual outlier 
removal procedure. A total of 100 data points per position are 
considered for training the system. PCA is used to find the most 
relevant variables following a variance criterion. We obtain that 
sensors 3 and 4 represents the 86.66% of the data representation 
(see Figure 5). To perform the DR procedure, we set the resultant 
dimension as 2. So, we can draw 2D scatter plots as shown in 
Figure 6. 

 
Figure 5.  Eigenvalues bar diagram and explained variance plotting for the 

original higher-dimensional data matrix 
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     The considered variables are those for the strength sensor S3 
and proximity sensor S4. Another matrix size reduction should 
still be performed to prevent from saturating the RAM of the 
microcontroller [17] [18]. Following a K-NN scheme the number 
of rows (samples) can be reduced by excluding the data points 
being close from the average data distribution. Doing so, we get 
that the new number of rows becomes 80. Here we name the new, 
reduced matrix is named S that shows at the figure 6 

 
Figure 6. Scatter plot of reduced matrix. Each color represents one of the 
considered classes (poses) as follows: Pose 1 in blue, pose 2 in orange, pose 3 in 
gray and pose 4 in yellow. 

The S matrix is stored in the embedded system RAM, in this 
way is faster the access to registers in relation to data EEPROM 
memory, but the CPU had overload when integrated all sensors 
and KNN algorithm. For this reason, we implemented a restart 
system after the electronic system has classified each five same 
times the user postures on the chair.      

The flow diagram of the implemented approach is graphically 
described in Figure 7. 

 
Figure 7. Flow diagram of the proposed data classification approach used for 

sitting-pose detection 

The most important part in this work, is the embedded KNN 
algorithm inside an 8-bit microcontroller. After obtain the reduced 
matrix in 82 points with a position label, it necessary create a 
hexadecimal type file which must compilate in RAM memory. In 

the principal program, we call the file to read and compare each 
matrix's point with new data acquired for the accelerometer sensor 
and determinate the shorter distance and predict the position with 
the matrix label. The picture 8 shows a pseudocode that describes 
the K-NN function implemented [19]. 

 
Figure 8. K-NN pseudocode write in C language 

3. Results 

The tests were conducted on both a standard computer (PC) 
and the proposed system. Ten data points per pose taken at 
random were tested considering the matrices N and S. The former 
matrix is only tested on the PC. 

 Results were obtained for all the analyzed poses a. Using 
matrix N, for pose 1, an average accuracy rate (AAC) of 72% 
success rate was reached. Likewise, for poses 2, 3 and 4 the AAC 
was 86%, 63% and 77%, respectively. Figure 9 shows the ACC 
boxplots. Given its simplicity, the system outcomes are 
comparable with those reported in literature. As a result, the rules 
for x  and y  to reduce the dimension were: 

𝑥𝑥 = �(−0.0945 ∗ 𝑖𝑖) + (0.7541 ∗ 𝑖𝑖) + (0.6487 ∗ 𝑖𝑖)
𝑡𝑡

𝑖𝑖=0
+ (−0.0384 ∗ 𝑖𝑖) , 

and 
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𝑦𝑦 = �(−0.0232 ∗ 𝑖𝑖) + (0.0274 ∗ 𝑖𝑖) + (0.0239 ∗ 𝑖𝑖)
𝑡𝑡

𝑖𝑖=0
+ ( 0.9991 ∗ 𝑖𝑖) . 

  

     Using S, AAC is of 68% for pose 1, 83% for pose 1, 67% for 
pose 3 and 83% for pose 4. These results can be graphically 
appreciated in Figure 10. 

 

     Results regarding memory usage of the embedded system 
processor are significant good. When inputting the higher-
dimensional matrix M 99% of the flash memory of 8Kbytes is 
used, and therefore there would not be enough space for typing 
more script lines. On the contrary, using the lower-dimensional 
matrix S, only the 30% of the memory is used, leaving enough to 
add lines of programming space. As a result, regarding using the 
whole data set, the computational cost is decreased by 33 % as 
well as the data reading time is reduced by 10 ms. Then, sitting-
pose detection task takes 26 ms, and reaches 75% of accuracy in 
a 4-trial experiment. 

4. Conclusions and Future Work 

     This work presents an alternative approach to deal with the 
problem of sitting-pose detection, which is based on a sensor 
network to acquire the position-related variables and machine 
learning techniques. Particularly, dimensionality reduction (DR) 
and classification techniques are considered. In this regard, both 
K-NN and PCA show to be suitable. 

    For future work, other issues are to studied such as real-time 
applications, computational load optimization and the use of 
different classification techniques to reach better performance.  
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 Using smart parking systems has become very important, and particularly so for 
metropolitan areas, because of the benefits for drivers in many aspects, such as time, 
frustration, stress, and anger, in addition to the increased consumption of fuel while 
searching for a vacant parking space.  This paper proposes a review of recent advances in 
sensing and communication technology concerning smart parking systems. It includes a 
brief study of the selected topics and provides an implementation process of those selected 
systems. Moreover, this work proposes a design approach for a smart car parking system 
prototype based on utilizing CCTVs (nodes), it is also illustrates the algorithms used for 
computer vision detection through simulation and real environments, as the system has 
been deployed in both these environments. Furthermore, the system has been tested and 
evaluated by stakeholders via a user-centred design process by applying a qualitative 
research; the promising results demonstrate the effectiveness of our prototype. Finally, this 
paper discusses the benefits of engaging the stakeholders to develop the prototype. 
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 Introduction 

Installing a parking system at any car park can be expensive, 
but recently, many researchers have been exploring techniques, 
such as vehicular ad hoc networks (VANET), or integrated RFID 
with Wireless Sensor Networks (WSN). As the Internet of Things 
(IoT) has evolved, further possibilities to provide services have 
emerged. Here, IoT can connect objects, such as smart-phones, 
sensors, and actuators, as nodes (in our case, CCTV cameras). The 
development of IoT may transform a number of domains 
dramatically, for example, automation, transportation, healthcare, 
and financial services. IoT can also be applied to new concepts and 
developments for smart homes to provide improved comfort, 
security, and quality of life. Some parking systems need extensive 
infrastructure investment, for example, digging holes in the ground 
at each parking spot to install a sensor. However, we are proposing 
an approach that can utilise an existing system instead, i.e., CCTV 
(node) coverage. The proposed system has many advantages. 
Firstly, it is cost efficient, as it is using the existing CCTV cameras 
(nodes). Secondly, no infrastructure changes are needed for the 
parking lots. Finally, and according to the interviews with 
stakeholders that were done during the evaluation process using 
the User-centred Design (UCD) method, the prototype can be 

useful for small and large parking areas whether the parking area 
is active or not where the user can easily identify and locate the 
vacant parking spots on the fly.  This paper presents a prototype of 
a low-cost and flexible smart parking monitoring system using an 
embedded micro-web server, with IP connectivity for accessing 
and controlling devices and appliances remotely [1]. 

 Contributions 

We introduce a novel IoT parking system porotype based on 
computer vision and build a model of the system operation. 

The general approach to design a usable Interactive 
Technology (IoT) smart parking system for stakeholders (end-
users). The methodology for accomplishing this goal was to apply 
User Centred Design (UCD), which included observation, surveys 
with stakeholders, and in-depth interviews with users.  This article 
and research contribution covers different aspects: 

• It review and presents a related works of different 
parking systems.  

• Design, implement, verify, validate, test and evaluate 
a smart parking system utilizing CCTVs (camera 
nodes) facilitating provision of mobile services in 
indoor and outdoor environments within a university 
campus as an example. 
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• In the field of IoT, facilitating the parking systems 
process by enabling a camera (thing) to be a smarter 
thing using a Galileo board (microprocessor) by 
providing a solution by links smart objects to the 
Internet.  

• In the field of HCI, the knowledge and insights about 
UCD and how it can be put into practice to design a 
usable and effective IoT Parking System. 

 Related Work 

To provide an overview of the different technologies used by 
others, the following is a summary of the systems we have 
reviewed. Foshini et al. discussed the design and implementation 
of an M2M application in the field of road traffic management 
study which used an integrated IoT retractable bollard barrier 
management system to allow vehicular access to restricted city 
areas, based on a standard infrastructure and software components  
[2]. Pala and Nihat used RFID for finding the nearest vacant 
parking space and reporting to the driver [3]. Tang et al. developed 
a system using crossbow motes that have a low unit cost; the 
system enabled a car to detect entry to the car park and guide the 
driver to an empty parking space by signs displayed to the driver 
[4]. Benson et al. proposed that an RF transceiver and micro 
controller system could monitor the availability of car-parking 
spaces and send this information to drivers and car park 
administrators [5]. Funck et al. proposed a system using CCTV 
cameras fitted in car parks to automatically detect car parking 
spaces. However, all these methods have the problem that 
sometimes they are not accurate [6]. Panayappan et al. described a 
parking system using VANET, which located available parking 
spaces. The system depended on roadside units to relay parking 
messages and GPS coordinates to locate parking positions [7]. 
Kianpisheh et al. presented a smart parking system using ultrasonic 
sensors. For each individual car park, a sensor was fixed in the 
ceiling above each parking space. Such ultrasonic sensors operate 
based on echolocation. The sensor emits a sound, which is 
reflected back to the sensor; the presence of a vehicle changes the 
timing of the reflection [8]. Mathur et al. discussed a centralized 
solution, with cars equipped with ultrasonic sensors driving past 
parking spaces to collect occupancy data and upload the data to a 
database; the cars that require parking query the database [9]. In 
2010, Hazrin et al. proposed a smart parking using SMS services 
to communicate with drivers. A parking reservation system was 
developed whereby users could reserve a parking spot with an 
SMS message, including GPS information [10]. Bong et al. 
proposed a system with image processing algorithms, the 
motivation being to minimise the cost. The system was called Car-
Park Occupancy Information System (COINS) [11].  
Klappenecker et al. modelled a parking lot as a continuous-time 
Markov chain. The parking area was modelled as a grid, and 
schemes for information aggregation and dissemination over the 
grid were proposed [12]. Jain et al. proposed a system with a Gate-

PC Controller and Embedded Gate Hardware, RFID System, 
Modular Parking Management Platform [13]. Lee et al. proposed 
the use of a combination of magnetic and ultrasonic sensors for the 
accurate and reliable detection of vehicles in a parking lot, also 
describing a modified version of the Min-max algorithm for the 
detection of vehicles using magnetometers [14].  

 Research Methodology and Background 

Our general approach is based on UCD. This includes 
observations of user behaviour, surveys with stakeholders, and in-
depth interviews with users (ranging from the parking users to 
system operators and facilities management staff).  

 This is carried out in parallel with technical probes, i.e., 
incremental development and integration of system components. 
At present, we have a low-fidelity prototype where parking and 
CCTV nodes are emulated in an office environment (using toy 
cars) and then actual parking spaces. We explore the desired 
services informed and shaped by our user groups. We strive 
towards using open source software as far as possible, and in our 
preliminary sketches of the system, we may also be using Google 
APIs, including both maps and calendar functions that can be used 
for reserving parking spaces based on the user’s planned activity 
on campus. It is thought that a minimally intrusive system that 
users’ experience as augmenting their activity may be more likely 
to succeed. To address this, we are using part of the University of 
Limerick campus as a living lab to engage with users and evaluate 
a range of services. The campus has full coverage with open Wi-
Fi, 3G, CCTV and a range of architecturally complex spaces with 
buildings interspersed with car parking [1]. 

  Hardware and Software Requirements 

• Micro-controller Intel Galileo board or, as in our case, 
desktop computer with Linux. 

• CCTV cameras (nodes) A,B,C, etc. 
• Parking Server Computer (PS). 
• Software components with Java and Intel OpenCV 

library, Parking Server PS (LAMP stack)  
 

Figure 1 below shows a Galileo board, which is used to run the 
OpenCV code directly. Also, the code can be compiled and run  
using the live-video streaming link for the live scene of the parking 
areas to monitor the parking status in real time. 

 

 

 

 

 

 

 

 

 
 Figure 1: Galileo board 
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 Application Architecture Layers   
 From the high level of the IoT based smart parking system; 
there are three main layers ; As shown in Figure 3. 

• Application layer:  the main purpose of this layer is data 
processing and service providing. 

• Transmission layer: which is about transferring data over 
long distances and for wide areas. 

• Perception layer: the system aims to collect and process 
the data from the physical world  (in our case is using 
computer vision technology)  

 

 

 Design Goals 

 Based on our literature review and having access to the existing 
infrastructure on campus, we set out to explore a smart parking 
system based on CCTVs/Web-cams (nodes) that can provide 
drivers with convenient and simple parking service information. 
The prototype has been evaluated and tested using stakeholders, 
and the UCD process has been used to gather the end-users’ needs 
and requirements. The process is also used to improve the 
prototype iteratively. 

 The system must fulfil a range of criteria. Firstly, it has to 
provide real-time navigation support to the driver, for example, by 
utilizing Google maps. Secondly, it has to provide a friendly 
parking information service to both the parking user and the 
parking facility’s operator/owner. Finally, using CCTV cameras 
(nodes) for this purpose as well as for security purposes, it is an 
economical option. The main function the system will perform is 
to gather information about the parking status in real-time, and 
help drivers to navigate directly to vacant parking spaces [1]. 
Figure 3 and Figure 4 shows (admin GUI ) when run the system in 
outdoor and indoor environments  

 
Figure 3: smart parking IoT application architecture 

 

 User-Centred Design and its Influence on our Porotype  

 The UCD methodology in this process is used as a framework 
of processes in which the needs of stakeholders of a product or 
service are given extensive attention at each stage of the design 
process. It begins by defining the problem, which in our case is 
congestion during peak times and the effect on drivers, as it 
appears difficult for the driver to find a parking spot [1].  

 Another aspect to this research-study is carried out to explore 
the approach of UCD with a focus on stakeholders’ involvement 
in the development of a smart parking technology prototype. We 
tried to alleviate this everyday issue of finding a parking space 
through the proposed prototype.  Although some of the 
stakeholders’ suggestions may involve some costs, the 
stakeholders have been identified and a thorough investigation of 
their needs has been conducted. By performing tasks and needs 
analyses, designers can develop alternative design solutions to be 
evaluated by users. The data analysis was based on a qualitative 
content analysis from a interaction design perspective.  

 

  Prototype of the Proposed System 

There are three main components: 

• firstly, an app installed on the user’s smartphone that 
connects the user with a parking server (PS);

Figure 5: snapshot of Testing scenario in in-door environments from 
admin GUL (monitoring (parking status on real-time) 

 

Figure 4: snapshot of testing scenarios in out-door environment covered 
by one node from admin GUI (monitoring (parking status on real-time ) 

 

 

Figure 2 : Prototype CCTV camera node with the cover 
shield to protect the Galileo board 
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• secondly, an IoT cams (which in our prototype is a Web 
Camera) nodes that is connected to a microcontroller 
(Intel Galileo);  

• and lastly, a PS (Parking Server) hosting a database.  

 When the user installs the app on their Smartphone, they are 
given unique ID. The app can also hold a user’s profile and 
preferences including all the information entered by the user during 
the registration with the system and the server. This allows the app 
to provide services that match a user’s parking preferences with 
actual available spaces in the actual parking scenario at UL [1]. 

 Our main scenario is the aforementioned openly accessible 
areas.  Each parking lot is divided into areas that are covered by 
nodes, as shown in Figure 4 below.  

Our prototype uses IoT camera nodes. An IoT cam can be set 
to report changes to the scene as a grid of polygons. At the same 
time, the user can interact with the system through the app. The 
IoT cam uses a DHCP connection to connect with the PS, which is 
on a fixed IP.  

 A simple blob-detection algorithm (using Intel’s OpenCV 
library) is used for computer vision, which monitors and reports 
changes in a defined grid of polygons (i.e. if parking spaces are 
vacant or occupied). IoT cams connect to the PS, which aggregates 
the data and updates the database of available car parking spaces 
in close to real-time. It should be possible to define and redefine 
parking areas by system operators. The system will operate in close 
to real-time, so we can aim to improve the parking experience 
rather than forcing and regimenting it. Status information 
regarding the parking area within the coverage of any IoT cam 
(nodes) is continuous, and changes are sent to the PS. We are using 
both scenarios (indoor and outdoor environments); the first is only 
to test the feasibility of the system, which depends on toy cars in a 
model parking lot, as shown in Figure 3, while the second 
prototype was tested on real cars with an actual car parking area, 
as shown in Figure 4 (both snapshots were taken from admin GUI). 
The camera, in a simulated environment (CCTV), is fixed in 
position with a side view of the parking space. The height of the 
camera must be sufficient to obtain a clear plan view of the parking 

 

 

 

 

 

 

 

 

 

 

 

 

 

space, as in Figure 1. The IoT cam is positioned with an angled 
view of the parking space acquiring a fixed scene [1]. 

 Interaction with MySQL Database 

We are using a LAMP server as the open-source platform, 
which uses Linux as the operating system, Apache as the 
Web server, MySQL as the relational database management 
system, and PHP for scripting. 

The system has real-time communication between the mobile 
app and the server, using a RESTful API. Each car park can be 
identified with labels, for instance, (Node A, Space 1, 2, 3, 4 etc.), 
so when a driver enters the parking area, they can easily identify 
each parking space. The main technique of the system is to monitor 
the system through IoT cams, while the video is processed by 
analysing the live streaming of data and changes are stored in a 
MySQL database. Figure 7 illustrates the UML use-case 
diagramor the interaction of the prototype Open CV Algorithms 
(1)(2)(3)(4). 

 

 

 

 

 

 

 

 

 

 

 

Figure 6:  The operations triggered by the car-in and car-out events. 

Figure 7: UML -USE CASE Diagram for the protpype 

http://www.astesj.com/


M. Fraifer et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 755-764 (2017) 

www.astesj.com     759 

 OpenCV Algorithms and Senescing Techniques   

• The code depends on the OpenCV library, which has 
been used for video processing, to detect vacant parking 
spaces. 

• The code retrieves frames from streaming video by 
applying a prospective transform Matrix on source 
images. 

• For each pixel (x,y)  of the destination image, the 
functions compute the coordinates of the corresponding 
“donor” pixel in the source image and copy the pixel 
value. A perspective transformation is then applied to the 
image. The function warpPerspective transforms the 
source image using the specified [3x3] matrix: 
 

dst(x,y)=src (𝑀𝑀11x+𝑀𝑀12y+𝑀𝑀13X

𝑀𝑀31x+𝑀𝑀32y+𝑀𝑀33X
,𝑀𝑀21𝑥𝑥+𝑀𝑀22𝑦𝑦+𝑀𝑀23

𝑀𝑀31𝑥𝑥+𝑀𝑀32𝑦𝑦+𝑀𝑀33
)    (1)                                    

 

          Where: 

            src:  input image 
            dst: output image 
           M :  3x3  transformation matrix. 

• Image loading, including erosion, smoothing, noise 
reduction, blurring, contrast fix, and brightness are 
applied to the uploaded images to get a uniform output 
from the camera input image.   

dst(x,y) = min
(xˊ,yˊ):𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞 (x,y)≠0

src(x + xˊ + y + yˊ)        (2)                         

• We are using the ISODATA method (Iterative Self 
Organizing Data Analysis Technique) for thresholding of 
image segmentation to get a high degree of accuracy and to 
consistently find the contours for each polygon (car) [2].  

• A fixed-level threshold is applied to each array element. 
(THRESH BINARY) 

As below 

   dst(x,y)= �𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚   𝑖𝑖𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠(x, y) > 𝑡𝑡ℎ𝑠𝑠𝑟𝑟𝑠𝑠ℎ
0                                  𝑜𝑜𝑡𝑡ℎ𝑟𝑟𝑠𝑠𝑒𝑒𝑖𝑖𝑠𝑠𝑟𝑟

               (3)                                                        

 

 

src : input array (single-channel, 8-bit or 32-bit floating point). 
dst : output array of the same size and type as src. 
thresh: threshold value. 
 
maxval: maximum value to use with the THRESH BINARY  
and THRESH BINARY INV thresholding types. 

 

• One layer of the algorithm has been applied to detect vacant 
spaces in the parking lot using a contour method (rectangular 
detection) to identify the number of cars in the parking lot. 
The findRect method matches the detected shapes to the shape 
of a parked car, detecting the cars as rectangles.  

• Rectangle X and Y coordinates as in (4), where variables are 
points, namely, first point and second point, and then a 
rectangle is drawn around the image. 
 

       Point (x,y) → Point2f (x∗ 2−𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖 ,y*2−𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖)                 (4)            

• This data is sent to the MySQL database through a MySQL 
connector, with a list of all parking areas, number of possible 
spaces, etc., so the system can count how many parking spots 
are available. Using the marked parking spaces as bearings, 
the code can identify the central position of a car as illustrated 
in the pseudocode below. 

 
 Illustration the stages of Implementation of the Code 

The algorithm passes through different stages; starting by getting 
the prospective transform matrix of the image.  Then the code 
retrieves frames from streaming video using the prospective 
transform Matrix as clarified in the pseudo code below. 
 
Pseudo code for the detection algorithm 

// If a contour is detected in the parking spot, the contour 
represents a parked car (occupied parking spot)  
If (contours.size() != 0 )  
{  
 
  // checking each contour  
  For (int idx = 0; idx < contours.size(); idx++)  
    {  
 
      //To get the boundaries of the rectangular contour.  
      Rect contourRect=Imgproc.boundingRect(contours.get(idx));  
 
      // If bounding rect is between the two aspect ratio x,y.  
     If   
     ((contourRect.width < min_x)||(contourRect.height <      
min_y)||(contourRect.width > max_x)||(contourRect.height >   
max_y))  
   continue;  
 
     // To get the aspect ratio.  
    double ratio = [(double)contourRect.height     
/(double)contourRect.width];  
   if ((ratio < x)||(ratio > y))  
   continue; 
    If (the detected contour is a car)  
   End If 
     {  
     // Draw a rectangle of the car.  
     R = rectangle of car,  
    // Get the position of each car. Pi = central position of car(i),  
 
    // Give each occupied parking spot an ID.  
   ParkID(i) = occupied_parking_spot(i),  
   End If  
   End for  
 
   } 
} 
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Figure 8: OpenCV algorithm design 

 System Implementation  

A smart parking system based on CCTV (computer vision) has 
been proposed and tested in this paper. There are two Java 
applications; one is called SPSystemApp (OpenCV) and the other 
is called SPMobileApp (GUI). The interaction between them is via 
the MySQL database. The main purpose of the first application is 
to detect the status or changes of the car park and send this 
information periodically to the database in real time. At the same 
time, the GUI retrieves these changes for the user.  

 

Figure 3 shows the implementation of the system, which shows 
red and green buttons where the user can reserve the parking space. 
The test cases used to evaluate the functionality of the system are 
listed in Table 1. 

Table 1. Testing the system with different functions 

 

 The System and its Maximum Effectiveness 

Regarding the implementation of the work of the system on the 
Galileo board (microcomputer ); Which distinguishes its use 
during its work in real time in addition to being a small board next 
to each camera (node)  and do not need to connect video over the 
Internet to a central computer, where the delay here in the live 
broadcast to nearly half a minute or more. What also distinguishes 
our use of the motherboard in this system is the possibility of 
operating it in a real car par. We used a special cover to protect the 
processor from atmospheric conditions as shown in the picture. 
Again, we want to clarify that this article came as part of a research 
with several purposes to demonstrate the proof of concept and the 
prototype of the system of a complete illustration of the general 
perception to take advantage of the work of cameras not only in 
the parking lot, but also anywhere to include temporary parking on 
both sides of roads and others Through our experience of the 
reality of the work of the system  and found that its work is in the 
best conditions and give good results identical to the reality of the 
case in terms of the number of cars and their location and the 
possibility of detection by the system if the speed of the Internet is 
not less than 120 Mbps ; to be able to stream data with a smooth 
and fast way to emulate reality and thus the quality of images 
through video broadcast in real time of the parking lot , which is 
dedicated to a particular camera (node)  or more. Also,  The image 
resolution required is no less (1400X960) pixels .To enable the 
system to operate with acceptable efficiency. The system handles 
(capturing, analyzing and grabbing frames from the connected 
nodes) up to 22 frames per second ; This is what distinguishes 
using OpenCV in this research. 

 System Requirements and Implantation Techniques 

The system can detect vacant spaces using two different methods. 
The first method is using the IoT-Cam, where it pushes any 
changes in vacancy to the server (the microcontroller/server (in 
this scenario) while the PS can get the parking area status. The 
second way is using smart cameras that just capture an image, and 
all the processing happens on the server where the server can get 
an image from the camera providing the server is able to get smart 
camera status.  

The IoT cameras (web cameras nodes) are connected via Wi-
Fi to the Internet, so we can get the IP-number for live streaming 
of the video, which covers a certain area of the parking space; 
When the code is executed online, it assigns the link to the IoT cam 
to get the video stream analysed on the Galileo board or via the 
Linux machine.. 

 System Reliability in Different Scenarios 

Below is a collection of screenshots for application during use; The 
captured images were placed within the Android framework for 
clarity. Several scenarios have been considered;  For example, the 
first user booked a certain parking place number 7 as in Fig x.a ; 
Upon arrival he found the place vacant,  In this scenario, the user 
has only to click on the button called a complaint. Although such 

 
Test scenario 

Result 

MySQL connector can make a database update 
record according to status change 

Pass 

Can the user reserve a specific parking space Pass 
View the number of available parking spots in real-
time 

Pass 

Parking area status will update info to PS when a 
car leaves the car park 

Pass 

Able the user to register in the system using GUI Pass 
Ability to do several tasks ( Registration/reserve) Pass 

Figure  9:  a,b,c Shows ( a snapshots )AVD with a reservation scenario ( it 
shows the interactive process by giving another parking spot 
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behavior is unlikely to occur. Because it will usually apply fines to 
prevent such violations as any other system which provides 
services to the public as it shows in Fig x.b Which shows a second 
option to the user automatically. 

14.a  System Efficiency  

 With regard in the reliability of our prototype. The system has 
been tested for several different times and for several different 
scenarios. The first tests were done in the laboratory (indoor 
environments) .While other tests were conducted in a real 
atmosphere. The tests carried out in the selected paper for the 
conference were carried out with a group of stakeholders and the 
number of them was 12 completed in the laboratory. All tests were 
ethically proven, and approved by ethical committee in the 
university. In terms of tests and reliability of experimental system. 
The system worked well and especially when the cars in both 
cases (toys and real) was properly parked. We noticed that those 
cars that are not parked along the lines of the stand cannot be 
detected by the system. The dark atmosphere makes the system fail 
to perform its functions, so we mentioned the need to light the 
parking lot in order to increase its efficiency. It is worth 
mentioning here. We connected the system to one of the cameras 
in a nearby parking lot .by Enabling VLC media player for Real 
Time Streaming Protocol (UDP); latency was quite 
high somethings, So there is some delay in the video displayed 
directly. 

 Based on the speed of the Internet and the quality of the images 
transmitted from the parking lot be the quality of the system and 
its efficiency and reliability. 

 We noticed that the system is delayed in this scenario to 
approximately 35 to 45 seconds. Sometimes the image is frozen in 
a fixed format as a result of the speed of the Internet or low 
performance of the processor. As the main purpose of this research 
is to clarify the potential of the work of the system in ideal 
circumstances.  

14.b Various Activities for Application and Features 
Available 

Regarding the real implementation process of the system, the 
stakeholders themselves, who are students, staff, and visitors 
contributed voluntarily from the experience of the system in 
practice. This is what distinguishes this work. As the method used 
in the design process is User-centred Design (UCD).The images 
below illustrate the practical tests of the system [10a] [10b] [10c ] 
Low-fidelity prototype (paper prototyping) technique was used; as 
it is a method in the UCD process to ensure that stakeholders meet 
with satisfaction and acceptance. Then; The application is 
designed to run on the Android system. In a simple way, the 
application contains several activities. The most important is the 
possibility of registering in the system. 

 Where it is easy for the subscriber to enter his personal data 
including the number plate of his/her car. The car number has been 
added to its registration rules through suggestions for some 
stakeholders to follow the violators of the parking laws that want 
to apply such a system to facilitate the service to find a vacant 
position. The second activity relates to the possibility of seeing 
vacant positions in real time with the advantage of the possibility 
of reserving a particular position. The application is linked to a 
database as described above. 

 And each interaction with the system appears in the picture 
short message as shown in the figure below. 

 As previously reported, all trials were completed as shown in 
the table below. All the tests were in the appropriate conditions in 
terms of speed of the Internet and the quality of cameras and the 
weather and lighting. In addition to the emphasis on who was 
driving cars for the purpose of testing the need to be in a straight 
position parallel to the place allocated and not be tilted even a little 
and these are one of the biggest disadvantages of the system now. 

 Graphical user interface GUI for User and Admin 

The system has a car parking mobile app as a key component, 
with a user interface for everyday use. Through the app, car 
parking information and services can be delivered to the user in a 
functional and user-friendly way and that are relevant to the user’s 
present goals and location and according to the user’s dynamic 
profile. Below is a collection of screenshots of the application 
during use. 

 

 

 

 

 

 

 

 

 

 

When a user registers with the system, they are given a unique 
ID. The emulator used  (an Android Virtual Device (AVD) ) as in 
Fig[9 ] and Fig[10, 11].also the figure below shows real the app on 
a real device . 

 

Figure 10:  GUI shows the status of parking area 
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Figure 10 run the app on real device 

 Also, should someone else have deliberately or by mistake 
taken a pre-booked space, the system is currently able to allocate 
the user another parking space by the user clicking on the complain 
button as illustrated below in Figure 8(a,b,c)  where red indicates 
an occupied and green a vacant spot.   

 

Figure 11 : run the app on real device for registration process 

The figure below shows different snapshots of the admin GUI 
which is designed to help the system administrator to monitor the 
work and performance of the system. 

 

Figure 12 : Snapshot 1 of the admin GUI (monitoring parking status on 
real-time) 

 Discussion 

 This smart parking system requires cooperation from multiple 
users searching for parking spaces at the same time, but there is no 
barrier to the parking spots. In addition, there are some situations 
where the system may not work. So far, the system is not designed 
for use at night, as the car park in our scenario is a scarce resource 
only during office-hours. If night-time operation was required, 
night vision cameras or artificial illumination would have to be 
used.  [1] 

 To create a potentially successful parking locator system, we 
first considered user needs and requirements [15]. Users are not a 
homogenous group, and an individual user’s goals can change 
rapidly. The heterogeneity of users may range from 
residents/workers, short/long-term visitors, deliveries, services 
and emergency access. As a whole, users may engage in a range of 
disparate and dynamic activities and roles. In addition, accidents 
and temporary disruptions that may render dedicated parking 
spaces temporarily unusable, which presents the problem of 
getting the system quickly updated to reflect any changes.  

 In addition, if a car is parked across two spaces, then the system 
may detect this as two separate shapes, neither of which is the 
correct shape to be a car and may be ignored [1]. 

 Evaluation and Testing Our Prototype upon Empirical 
Study via  Qualitative  Research 

 In particular, intended smart parking solutions for urban 
environments necessarily and primarily need to involve all the 
stakeholders in an early phase of the solution development. The 
stakeholders involved in the UCD process were in general 
enthusiastic, and they were happy to be able to contribute to the 
system development. That is in line with research that found that 
users who are involved in the process indicated that the system was 
designed to meet their needs. The prototype was evaluated and 
tested in two iterations using the UCD methodology. The first 
iteration on the UCD process was informed by 15 participant 
interviews. This qualitative study builds on a case study to propose 
a methodological framework for the implementation of a smart 
parking IoT system.  

Figure  13: snapshot 2 of admin GUI (monitoring parking status on real-
time ) 
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The majority of participant stakeholders were impressed by the 
prototype and believed that the system would be useful, at least to 
alleviate the issue of finding parking spaces. They believed that 
even if the system is able to tell the users that there are no vacant 
spaces available, which would be useful information instead of the 
driver wasting time and fuel searching for a space when none is 
available. However, they had a variety of ideas regarding how to 
improve the prototype. We took this into consideration in the 
figure (9) above as a general prospective for our IoT parking 
system prototype.  

 Empirical Study and Ideas from Stakeholders Used to 
Improve the Prototype:  

 Our findings from the empirical data indicate that there is a real 
need for a smart parking system to alleviate the issues when 
finding a parking spot. Some stakeholders suggested letting all 
drivers know about the fully occupied parking areas via large 
information screens while others suggested using small screens 
connected to our prototype instead of the apps at each parking 
space/area to help the drivers avoid crowding and congestion. In 
addition, some recommended utilising large screens at each 
entrance to the university to provide information to the drivers. 
Also, interviewees recommended enabling the user to click on a 

button to confirm that he/she has arrived. Furthermore, 
stakeholders suggested applying rules about carpooling to 
convince the students and staff to set up a car-sharing system (a 
website would be created to support this).  Moreover, some 
suggested using the system to cover all the parking spaces to let 
the driver know about the parking status. Besides, some 
stakeholders advised strongly against using a reservation option in 
the app. (It should be used to get information about the status of 
parking spaces, they believed, so they need it only to allow them 
to go directly to the less occupied ones). And to make the system 
more accurate, there was a suggestion from stakeholders regarding 
security staff - many stakeholders suggested that there was a need 
for crew safety, which are employed by the Buildings and Estates 
department to intervene if a driver finds someone has taken his/her 
place. 

Finally, the ultimate problem may emerge from users, whose 
mistakes or deliberate ignorance may challenge the system. This 
raises the question of whether the system serves the users or if the 
users are serving the system. While it is technically possible to 
design a system that leaves almost no room for a user’s ad-hoc 
behaviour, such a system may be too complex to be deployed (e.g. 
physical barriers preventing entry or exit from unauthorized 
individual locations) [1]. 

Figure 14: General outline of the IoT prototype using different nodes 
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 The Final Visualization of our Model System 
 According to the qualitative research with stakeholders, we can 
conclude that the system would be beneficial for two cases. On the 
one hand, it would be useful when the parking area is large and by 
guiding a driver to vacant spaces. Figure 4 represents the model, 
and a general perception of the system in the final image was that 
different size lots are desired so the user can easily can recognize 
the vacant parking space. On the other hand, it is also beneficial in 
a case when a parking area is small and active. 

Conclusion and Future Work 

 To conclude, the objectives of this research have been achieved. 
The aggravation involved in searching for vacant parking spaces 
can been minimised by informing the driver about the status of 
parking areas. Although much work has been done on smart 
parking, the work reported in this paper is based upon IoT cams 
(nodes). We propose a novel architecture for low cost and flexible 
smart parking using CCTVs (nodes). The system is intended to use 
previously installed CCTV cameras at any parking space instead 
of using dedicated systems, which would be more expensive. 

 Upgrades are currently being done to ensure better reliability 
and scalability for the proposed system. Some adjustments are 
being done which focus on making the algorithms effective to 
cover more parking spots. More iterations of UCD will be applied 
to the process regarding evaluation of our prototype in order to 
improve the quality of service. Also, In our future work, we will 
consider the security aspects of our prototype system as well as 
implement the system in large scales in real environments. 
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 We propose the use of the pitch rate of free-form speech recorded by smartphones as an 
index of voice disability. This research compares the effectiveness of pitch rate, jitter, 
shimmer, and harmonic-to-noise ratio (HNR) as indices of voice disability in English, 
German, and Japanese. Normally, the evaluation of these indices is performed using long-
vowel sounds; however, this study included the recitation of a set passage, which is more 
similar to free-form speech. The results showed that for English, the jitter, shimmer, and 
HNR were very effective indices for long-vowel sounds, but the shimmer and HNR for read 
speech were considerably worse. Although the effectiveness of jitter as an index was 
maintained for read speech, the pitch rate was better in distinguishing between healthy 
individuals and patients with illnesses affecting their voice. The read speech results in 
German, Japanese, and English were similar, and the pitch rate showed the greatest 
efficiency for identification. Nevertheless, compared to English, the identification efficiency 
for the other two languages was lower. 
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1. Introduction 

This paper is an extension of the work originally presented in 
IEEE Engineering in Medicine and Biology Society(EMBS) 2016 
[1], with the main addition being the evaluation of German and 
Japanese samples, in addition to the previously evaluated English 
data.  

In recent years, the widespread use of smartphones has created 
interest in pathological analysis that utilizes voice data [2-4]. Voice 
analysis by smartphones has the advantages of being non-invasive 
and requiring no specialized equipment; therefore, it can be 
performed easily and even remotely. 

It is known that changes in voice characteristics due to various 
illnesses can be observed. For example, patients with Parkinson’s 
disease often also suffer from dysarthria and stuttering. 
Additionally, patients with illnesses affecting the vocal cords or 
larynx may have hoarse voices. 

To date, jitter, shimmer, and the harmonic-to-noise ratio (HNR) 
have been proposed as indices to describe the degree of voice 

disability [5–8]. Previous research on the use of these indices in 
the analysis of illness has shown that patients with depression 
pronounce vowels with higher shimmer and jitter values. 
Additionally, it has been shown that the frequencies of the first and 
second formants of depression patient speech are lower than those 
of healthy individuals [9]. In other research, the Lyapunov 
exponents and Kolmogrov entropy of the voices of depression 
patients were measured using chaos analysis methods [10]. 
Additionally, Zhou et al. have proposed new feature values derived 
from the Teager energy operator for the classification of voices 
under stress [11].  

Research in the relationship between mental illness and voice 
has been conducted by analyzing the speaking rate [12-14], as well 
as the switching pause and percent pause [13, 15] of depression 
patients. 

The objective of this study is to identify and evaluate 
characteristics that can be used to discriminate between voices of 
healthy individuals and those of disorder patients based on voice 
recordings of free-form speech. 
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For this purpose, we focused on pitch degradation as an index 
representing sonic perturbations in patients’ voices. As a measure 
of this feature, we devised the concept of the pitch rate to express 
the ease of pitch detection in voices.  

2. Materials and Methods 

2.1. Voice acquisition 

For the voice evaluations, we used the Disordered Voice 
Database and Program, Model 4337, from KayPENTAX, a 
division of Pentax Medical Inc. This database contains recordings 
of the voices of approximately 700 persons (healthy individuals 
and patients), with two types of sounds from each individual: the 
long-vowel sound "ah" (lasting approximately 3 s for healthy 
individuals and approximately 1 s for patients) and a read speech 
from the "Rainbow passage" (approximately the first 12 s).  

The voice recordings of read speech from 715 individuals 
contain samples from 53 healthy individuals and 662 patients. The 
voice recordings of long vowels from 711 persons include samples 
from 53 healthy individuals and 658 patients. The various 
disorders in the patients are (duplication observed): hyperfunction 
(288), paralysis (77), Anterior-Posterior squeezing (182), gastric 
reflux (54), vocal fold edema (46), and ventricular compression 
(109). The format used for recording had a sampling frequency of 
either 25 kHz or 50 kHz with 16-bit quantization. 

Conventionally, long-vowel sounds are used in the evaluation 
of jitter, shimmer, and HNR.  

Among the data of 658 patients, no jitter, shimmer, or HNR 
could be detected in 13 patients regarding the long-vowel sound 
"ah". Therefore, we used the data of 698 persons, including 53 
healthy individuals and 645 patients. 

The long-vowel sound "ah" does not change fundamentally 
between languages. In contrast, reciting a passage involves 
language differences based on the actual words used and 
pronunciation. In our research, we used the read speech of passages 
in Japanese and German, in addition to English, to investigate the 
language dependence of the proposed indices. Details regarding 
German and Japanese speech are provided below. 

German speech was evaluated using the "Saarbruecken Voice 
Database" (http://stimmdb.coli.uni-saarland.de/) from the Institute 
of Phonetics of Saarland University. This voice database is 
available for free download, and it includes samples from over 
2000 people. In our research, we used the samples of healthy 
individuals and patients with dysphonia saying "Guten morgen, 
wie geht esIhnen?" ("Good morning, how are you?") from this 
database. The number of voice files used was 632 from healthy 
individuals and 101 from patients with dysphonia. These samples 
had a sampling frequency of 50 kHz with 16-bit quantization.  

Japanese speech was evaluated using voice samples from 
"Assessment of Motor Speech for Dysarthria" [16]. This CD 

contains voice samples from patients with dysarthria caused by 
various illnesses and from healthy individuals. All samples 
included recordings of readings from Aesop's fable "The North 
Wind and the Sun"; however, the samples from dysarthria patients 
also contained free-form speech. For this reason, the patient files 
were classified into a read-speech group and a free-form speech 
group. For consistency, only the read-speech samples of "The 
North Wind and the Sun" were used in the comparisons between 
patients and healthy individuals. Meanwhile, the free-form speech 
samples were compared to the read-speech samples of the same 
patients and evaluated to determine the presence of any differences 
between them. In this collection of samples, speech samples of the 
same patient were categorized and saved under multiple illnesses, 
so the duplicate voice files were erased. As a result, the total 
number of voice files from healthy individuals and patients was 6 
and 35, respectively. These voice files had a sampling rate of 44.1 
kHz with 16-bit quantization. 

2.2. Evaluation method  

 Using the aforementioned data, we calculated the pitch rate, 
jitter, shimmer, and HNR, and compared the results of healthy 
individuals and patients. To evaluate the performance of each 
index in discriminating between patients and healthy individuals, 
we used the area under the curve (AUC) in the receiver-operating 
characteristic (ROC) plot, the sensitivity, and the specificity. 

2.3. Evaluation index  

 We used the Praat software version 5.4.10 
(http://www.fon.hum.uva.nl/praat/) to analyze the jitter, shimmer, 
and HNR. While shimmer measures the fluctuations in voice 
loudness, jitter measures the fluctuations in voice pitch and is 
affected by the tension and hardness of the vocal cords. The HNR 
is a measure of stability of the harmonic structure and indicates 
voice disorders, in particular, the degree of hoarseness. In this 
study, we used ppq5 for jitter, apq5 for shimmer, and harmonicity 
for HNR. In addition to these evaluation indices, we have 
introduced the pitch rate, which was devised by us, as an index for 
voice disability. 

2.4. Pitch rate  

Conventionally, jitter, shimmer, and HNR have been used as 
the measure representing the disturbance of the periodicity of 
speech waves. However, these cannot be measured with respect to 
the portion of the data in which the fundamental frequency cannot 
be detected. Furthermore, we focused on the ease of detection of 
the pitch rather than its value. The pitch detection ratio (pitch rate) 
is defined as the percentage of frames in which the fundamental 
frequency can be detected.  

In normal voice recordings, there are silent intervals between 
utterances. In these intervals, the pitch cannot be detected. This 
means that the pitch rate is affected by the length of such intervals. 
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Therefore, to calculate the pitch rate, the data of these intervals 
must be excluded from the voice data. For this purpose, we used 
the Sensibility Technology software, version 3.0 (AGI Inc., Tokyo, 
Japan) [17-19]. 

After the speech interval data were extracted, the data were 
separated into frames of length L. However, each frame was offset 
from the previous frame by L/4 (i.e., 3/4 of each frame overlapped 

with the previous frame). We set L to equal 46.44 ms, which 
corresponds to 512 data points at a sampling rate of 11025 Hz. 

The pitch was calculated for each frame using the methods 
described below [20, 21]. First, the voice signal waveform (Figure 
1a) was processed by a fast Fourier transform (Figure 1b). Next, 
the Fourier spectrum autocorrelation was calculated, and the 
corresponding peaks were determined. Each peak was assigned a 
sequential number, and the change in frequency, ∆Frequency (i.e., 
F1, F1, F3…) was determined (Figure 1c). Lastly, the peak number 
was plotted on the X axis, the change in frequency was plotted on 
the Y axis, and a linear regression of the form Υ=α Χ+β was 
determined (Figure 1d). If the linear regression had a coefficient of 
determination R larger than the threshold θ1, and the absolute value 
of the y-intercept β was smaller than the threshold θ2, then the pitch 
was considered as detected. Furthermore, if the pitch was detected, 
the slope of the linear regression α represented the pitch value. 

 

                 (1) 

The pitch rate of every speech interval was determined by 
dividing the total number of frames by the number of frames in 
which the pitch was detected (which were subsequently analyzed). 
The frames that were analyzed were selected by the following 
methods. First, the value of the average power of the entire speech 
interval was determined. Next, the average power of each frame 
was calculated; if it was at least θ3% higher than the average power 
in the entire speech interval, the frame was selected for analysis. 
In the research presented in IEEE EMBS 2016, we established a 
threshold for the absolute power was to select frames for analysis: 
if the average power of a frame exceeded this threshold, that frame 
was selected for analysis. However, in this study, we defined a 
relative value for this threshold. It must be noted that because of 
this change, the number of values provided in the Results section 
is different from that stated in IEEE EMBS 2016.  

After the pitch rate was calculated for each speech interval, the 
average pitch rate of all speech intervals included in the voice files 
was determined; this average value was considered as the pitch rate 
for the corresponding voice files. 

While jitter and shimmer are measures representing small 
disturbances of the periodicity within the range in which pitch can 
be detected, the pitch rate can be described as a measure 
representing a large disturbance of periodicity, such that the pitch 
cannot be detected. 

If the intensity or the pitch varies continuously, the jitter and 
shimmer are affected. On the other hand, even if the intensity or 
the pitch fluctuates, the pitch rate is not affected, as long as the 
fluctuations are sufficiently small to detect the pitch. That is, the 
pitch rate is robust against fluctuations. Even if the amplitude, 
period, or the harmonic structure is greatly disturbed, the pitch rate 
diminishes. That is, the pitch rate can be described as a 
compositive index that included jitter, shimmer, and HNR. 
Therefore, it can be considered to be a rough indicator in 
comparison with conventional indicators. 

(a) 

(b) 

(c) 
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Figure 1. The pitch detection process. Details are listed in the text. (a) Voice 
signal, (b) frequency spectrum, (c) autocorrelation of the frequency 
spectrum, (d) plot of peak number and frequency shift exhibiting linear 
regression. 
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The purpose of this study is to distinguish patients based on 

free-form speech rather than long-vowel sounds. Because more 
uncertainties are included in free-form speech compared with long 
vowels, we consider that a rough indicator is more adequate for 
free-form speech. 

3. Results 

3.1. Ability to discriminate based on long-vowel sound 

TABLE 1.  The mean values for healthy individuals and patient in the data 
of  the long-vowel sound "ah"  

Index 
Healthy  

Individuals 
(n=53) 

Patients 
(n=645) P-value 

Jitter (ppq5) 0.0016±0.00066 0.0061±0.0078 1.23∙10−39 

Shimmer (apq5) 0.012±0.0062 0.039±0.0293 7.04∙10−55 

HNR (harmonicity) 23.94±2.86 15.18±6.19 4.76∙10−34 
 

Table 1 shows the mean values for healthy individuals and 
patients in the data of the long vowel sound “ah”. 

With respect to jitter, the mean values for healthy individuals 
and patients were 0.0016 (Number of Subjects (n) = 53, Standard 
Deviation (SD) = 0.00066) and 0.0061(n = 645, SD= 0.0078), 
respectively. Based on the t-test, significant differences were 
observed between the two groups (t(695) = −14.05, p = 1.23∙10−39). 

Regarding shimmer, the mean values for healthy individuals 
and patients were 0.012 (n = 53, SD = 0.0062) and 0.039 (n = 645, 
SD = 0.0293), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(329) = 
−19.01, p = 7.04∙10−55).  

With respect to the HNR, the mean values for healthy 
individuals and patients were 23.94 (n = 53, SD = 2.86) and 15.18 
(n = 645, SD = 6.19), respectively. Based on the t-test, significant 

differences were observed between the two groups (t(97) = 18.77, 
p = 4.76∙10−34). 

Figure 2 shows the ROC curves, which demonstrate the 
discrimination between healthy individuals and patients using 
these indices. The horizontal axis represents 1-specificity (false 
positive rate) and the vertical axis represents sensitivity (true 
positive rate). 

Table 2 shows the AUC for the ROC curve, sensitivity, and 
specificity for these indices. The best discriminability was 
achieved by the shimmer in terms of AUC and sensitivity and by 
the HNR regarding specificity. For all the indices, the AUC was 
approximately 0.9, showing a strong discriminability between 
healthy individuals and patients. 

TABLE 2.  The discriminability of the indices (for the long-vowel sound 
"ah") 

Index AUC Sensitivity Specificity 

Jitter (ppq5) 0.900 0.802 0.887 

Shimmer (apq5) 0.911 0.811 0.868 

HNR (harmonicity) 0.897 0.778 0.925 

 

3.2. Ability to discriminate based on read speech in English 

TABLE 3.  The mean values for healthy individuals and patients in the data 
of  read speech of "rainbow passage" 

Index 
Healthy  

Individuals 
(n=53) 

Patients 
(n=662) P-value 

Pitch rate 0.903±0.047 0.643±0.25 8.98∙10−39 

Jitter (ppq5) 0.0084±0.0016 0.014±0.0076 2.84∙10−39 

Shimmer (apq5) 0.042±0.010 0.057±0.026 4.55∙10−14 

HNR (harmonicity) 13.12±2.18 11.41±3.48 1.91∙10−6 
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Figure 3 ROC curves used for discriminating between healthy individuals and 
patients using the pitch rate, jitter, shimmer, and HNR in the "Rainbow passage" 
read speech data. 

Figure 2 ROC curves used for discriminating between healthy individuals and 
patients using the jitter, shimmer, and HNR in the data of the long-vowel sound 
"ah". 
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Regarding the total speech time, the average values of healthy 
individuals and patients were 10089.23 ms (n = 53, SD = 734.33), 
and 9270.70 ms (n = 662, SD = 1394.42), respectively. As a result 
of the t-test, there was a significant difference between them (t(86) 
= 7.15, p = 2.71∙10−10). 

Table 3 shows the mean values for healthy individuals and 
patients in the data of read speech of “Rainbow Passage”. 

With respect to pitch rate, the mean values for healthy 
individuals and patients were 0.903 (n = 53, SD = 0.047) and 0.643 
(n = 662, SD = 0.25), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(394) = 
22.285, p = 8.98∙10−39). 

With respect to jitter, the mean values for healthy individuals 
and patients were 0.0084 (n = 53, SD = 0.0016) and 0.014 (n = 662, 
SD = 0.0076), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(321) = 
−15.09, p = 2.84∙10−39). 

With respect to shimmer, the mean values for healthy 
individuals and patients were 0.042 (n = 53, SD = 0.010) and 0.057 
(n = 662, SD = 0.026), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(117) = −8.58, 
p = 4.55∙10−14). 

Regarding the HNR, the mean values for healthy individuals 
and patients were 13.12 (n = 53, SD=2.18) and 11.41(n=662, 
SD=3.48), respectively. Based on the t-test, significant differences 
were observed between the two groups (t(75) = 5.166, p = 
1.91∙10−6). 

TABLE 4.  Discriminability of the indices (for read speech of "rainbow 
passage") 

Index AUC Sensitivity Specificity 

Pitch rate 0.902 0.962 0.713 

Jitter (ppq5) 0.827 0.588 0.943 

Shimmer (apq5) 0.706 0.761 0.566 

HNR (harmonicity) 0.655 0.636 0.660 

 

Figure 3 shows the ROC curves, which demonstrate the 
discrimination between healthy individuals and patients using 
these indices. 

Table 4 shows the AUC for the ROC curve, sensitivity, and 
specificity for these indices. The pitch rate had the best values for 
the AUC and sensitivity. However, the jitter had the best value for 
specificity. Compared to Table 1, the AUC for the shimmer and 
HNR was considerably reduced. 

3.3. Ability to discriminate based on read speech in German 

Regarding the total speech time, the average values of healthy 
individuals and patients were 1561.81 ms (n = 632, SD = 331.24) 
and 1920.62 ms (n = 101, SD = 488.37), respectively. As a result 
of the t-test, there was a significant difference between them (t (115) 
= −7.13, p = 9.67 ∙10−11). 

TABLE 5.  The mean values for healthy individuals and patients in the data 
of read speech of "Guten Morgen, wie geht es Ihnen?" 

Index 
Healthy  

Individuals 
(n=632) 

Patients 
(n=101) P-value 

Pitch rate 0.826±0.094 0.701±0.180 6.55∙10−10 

Jitter (ppq5) 0.0101±0.0028 0.0122±0.0056 0.00039 

Shimmer (apq5) 0.036±0.012 0.045±0.019 4.48∙10−5 

HNR (harmonicity) 14.89±2.29 14.47±3.27 0.22 
 

Table 5 shows the mean values for healthy individuals and 
patients in the data of read speech of “Guten Morgen, wie geht es 
Ihnen?”. 

With respect to the pitch rate, the mean values for healthy 
individuals and patients were 0.826 (n = 632, SD = 0.094) and 
0.701 (n = 101, SD = 0.180), respectively. Based on the t-test, 
significant differences were observed between the two groups 

(t(109) = 6.78, p = 6.55∙10−10).  

With respect to jitter, the mean values for healthy individuals 
and patients were 0.0101 (n = 632, SD = 0.0028) and 0.0122 (n = 
101, SD = 0.0056), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(632) =−3.66, 
p = 0.00039). 

Regarding shimmer, the mean values for healthy individuals 
and patients were 0.036 (n = 632, SD = 0.012) and 0.045 (n = 101, 
SD = 0.019), respectively. Based on the t-test, significant 
differences were observed between the two groups (t(112) = −4.25, 
p = 4.48∙10−5).  

With respect to the HNR, the mean values for healthy 
individuals and patients were 14.89 (n = 632, SD = 2.29) and 14.47 
(n = 101, SD = 3.27), respectively. Based on the t-test, no 
significant differences were observed between the two groups 
(t(116) = 1.230, p = 0.22). 

As shown above, in all indexes other than the HNR, there were 
significant differences between healthy individuals and patients. 
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Figure 4 ROC curves used for discriminating between healthy individuals and 
patients using the pitch rate, jitter, shimmer, and HNR in data containing read 
speech of "Guten Morgen, wie geht es Ihnen?"(German). 
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Figure 4 shows the ROC curves, which demonstrate the 
discrimination between healthy individuals and patients using 
these indices.  

TABLE 6.  Discriminability of the indices (for read speech of "'Guten 
Morgen, wie geht es Ihnen?'") 

Index AUC Sensitivity Specificity 

Pitch rate 0.725 0.672 0.703 

Jitter (ppq5) 0.598 0.734 0.475 

Shimmer (apq5) 0.628 0.736 0.475 

HNR (harmonicity) 0.519 0.927 0.218 
 

Table 6 shows the AUC for the ROC curve, sensitivity, and 
specificity for these indices. For the AUC and specificity, the pitch 
rate was the most suitable. In terms of sensitivity, the HNR showed 
the best value. However, the value of the AUC tended to be lower 
than in the case of English. 

3.4. Ability to discriminate based on read speech in Japanese 

Regarding the total speech time, the average values of healthy 
individuals and patients were 26144.17 ms (n = 6, SD = 2995.73) 
and 18676.11 ms (n = 35, SD = 5145.64), respectively. As a result 
of the t-test, there was a significant difference between them (t(39) 
= 3.43, p = 0.0014). 

TABLE 7.  The mean values for healthy individuals and patients in the data 
of  read speech of " Kitakaze to Taiyo " 

Index 
Healthy  

Individuals 
(n=6) 

Patients 
(n=35) P-value 

Pitch rate 0.831±0.051 0.668±0.232 0.00078 

Jitter (ppq5) 0.011±0.0026 0.013±0.0084 0.12 

Shimmer (apq5) 0.040±0.014 0.0625±0.035 0.013 

HNR (harmonicity) 13.64±2.46 11.85±3.59 0.25 
 

Table 7 shows the mean values for healthy individuals and 
patients in the data of read speech of “Guten Morgen, wie geht es 
Ihnen?”. 

Regarding pitch rate, the mean values for healthy individuals 
and patients were 0.831 (n = 6, SD = 0.051) and 0.668 (n = 35, SD 
= 0.232), respectively. Based on the t-test, significant differences 
were observed between the two groups (t(36) = 3.67, p = 0.00078). 

With respect to the jitter, the mean values for healthy 
individuals and patients were 0.011 (n = 6, SD = 0.0026) and 0.013 
(n = 35, SD = 0.0084), respectively. Based on the t-test, no 
significant differences were observed between the two groups 
(t(26) = −1.61, p = 0.12). 

Regarding shimmer, the mean values for healthy individuals 
and patients were 0.040 (n = 6, SD = 0.014) and 0.062 (n = 35, SD 
= 0.035), respectively. Based on the t-test, no significant 
differences were observed between the two groups (t(19) = −2.76, 
p = 0.013).  

With respect to the HNR, the mean values for healthy 
individuals and patients were 13.64 (n = 6, SD = 2.46) and 11.85 
(n = 35, SD = 3.59), respectively. Based on the t-test, no significant 

differences were observed between the two groups (t(39) = 1.17, p 
= 0.25). 

As shown above, there was a significant difference between 
healthy individuals and patients only in the pitch rate. 

Figure 5 shows the ROC curves, which display the 
discrimination between healthy individuals and patients using 
these indices. 

TABLE 8.  Discriminability of the indices (for read speech of "Kitakaze to 
Taiyo") 

Index AUC Sensitivity Specificity 

Pitch rate 0.752 0.833 0.686 

Jitter (ppq5) 0.562 1 0.343 

Shimmer (apq5) 0.733 1 0.486 

HNR (harmonicity) 0.624 1 0.314 
 

Table 8 shows the AUC for the ROC curve, sensitivity, and 
specificity for these indices. For the AUC and specificity, the pitch 
rate was the most suitable. The sensitivity was 1 for all indices 
other than the pitch detection rate. As with German, the value of 
the AUC tended to be lower than in English. 

Patient speech in Japanese included both read speech and free-
form speech; these were separated manually. The differences 
between free-form speech and the recitation of a passage were 
investigated using these voice samples. 

With respect to jitter, the mean values for reading and free-
form speech were 0.013 (n = 35, SD = 0.007) and 0.013 (n = 35, 
SD = 0.008), respectively. Based on the t-test, no significant 
differences were observed between the two groups (t(68) = −0.304, 
p = 0.762). The correlation coefficient between them was 0.88. 

With respect to shimmer, the mean values for reading and free-
form speech were 0.059 (n = 35, SD = 0.030) and 0.067 (n = 35, 
SD = 0.034), respectively. Based on the t-test, no significant 
differences were observed between the two groups (t(68) = −0.95, 
p = 0.348). The correlation coefficient was 0.88. 
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Figure 5 ROC curves used for discriminating between healthy individuals and 
patients using the pitch rate, jitter, shimmer, and HNR in the data containing read 
speech of "Kitakaze to taiyo" (Japanese). 
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With respect to the HNR, the mean values for reading and free-
form speech were 12.30 (n = 35, SD = 3.23) and 11.65 (n = 35, SD 
= 3.56), respectively. Based on the t-test, no significant differences 
were observed between the two groups (t(68) = −0.806, p = 0.423). 
The correlation coefficient was 0.85. 

With respect to pitch rate the mean values for reading and free-
form speech were 0.668 (n = 35, SD = 0.232) and 0.582 (n = 35, 
SD = 0.277), respectively. Based on the t-test, no significant 
differences were observed between the two groups (t(68) = 1.41, p 
= 0.162). The correlation coefficient was 0.79. 

4. Discussion and Conclusion 

In this article, we propose a method for predicting whether a 
voice sample belongs to a healthy individual or a patient based on 
the pitch rate of a speech interval in English, German, and Japanese 
speech. Similar studies conducting comparative analyses of 
healthy individuals and patients have been performed using the 
same samples [22, 23]. However, those studies utilized voice 
samples of the long-vowel sound “ah.” Instead, our research 
focused on the detection of illness via a smartphone using free-
form speech in the form of reciting a set passage.  

As shown in Table 2, in the case of the long-vowel sound, the 
jitter, shimmer, and HNR all resulted in an AUC of approximately 
0.9, showing that these indices have good discriminability. 
However, as shown in Table 4, in the case of read speech, the 
discriminability diminished. In particular, for the shimmer and 
HNR, the AUC decreased considerably, to approximately 0.7 or 
lower. 

In contrast, in the case of read speech, the pitch rate resulted in 
an AUC exceeding 0.9, demonstrating better discriminability 
between healthy individuals and patients than the conventional 
indices. However, in the case of the long-vowel sound, the pitch 
rate for both healthy individuals and patients was approximately 
1.0, making it unsuitable for discrimination between healthy 
individuals and patients. 

As stated above, the AUC of the pitch rate for the English 
passage was 0.902, which was a favorable outcome. In German 
and Japanese, the pitch rate showed the highest identification 
efficiency, as was the case in English. However, the AUC values 
were 0.725 and 0.752 for German and Japanese, respectively, 
which is more than 0.15 lower that the AUC value for English. In 
English, the average pitch rate values for healthy individuals and 
for patients were 0.903 and 0.643, respectively. The corresponding 
values in German were 0.826 and 0.701 and in Japanese 0.831 and 
0.668, respectively. These results demonstrate that the healthy 
individual pitch rates in German and Japanese are lower than the 
healthy individual pitch rates in English and the patient pitch rates 
in German and Japanese are higher than the patient pitch rates in 
English. Differences in patient pitch rates may be due to 
differences in the severity of illnesses among the patients in the 
databases. 

However, the question of why healthy individuals reciting in 
English have a higher pitch rate than in the other two languages 
remains. This could be owing to the characteristics of the 
languages, and the differences in the contents of the recited 
passages could also be a factor. Furthermore, the different 
sampling frequency used for each database and differences in the 
noise from the recording environment could be factors 
contributing to the pitch rate discrepancy. 

Regarding the difference in the speech contents, in German, for 
example, the passage used was a greeting used in daily life, which 
is close to free-form speech. The influence of these differences was 
examined in Japanese patient speech through a comparison of free-
form speech and read speech. The results showed that all indices—
jitter, shimmer, HNR, and pitch rate—had a strong correlation of 
about 0.75 to 0.85 between free-form speech and read speech.  In 
addition, there was a significant difference between free-form 
speech and read speech only in the pitch detection rate. The 
average value of the pitch detection rate was 0.582 in the case of 
free-form speech and 0.668 in case of read speech, and the free-
form speech tends to be lower. Perhaps the German pitch detection 
rate is lower than that of English because the content of the speech 
is close to free conversation. 

Additionally, the average total speech time for the German 
passage used was 1561.81 ms for healthy individuals, which is 
extremely short compared to the English passage (10089.23 ms) 
and the Japanese passage (26144.17 ms). However, because the 
average pitch rate value was calculated for each utterance, the 
difference in the total length of the voice samples is not expected 
to have an effect on the results. 

 The thresholds θ1,θ2, and θ3, used for the pitch rate calculation 
algorithm described in section 2.4 had the same value for every 
language. In a separate pilot study, it was determined that if the 
thresholds are set at an appropriate value for each separate 
language, the AUC for German and Japanese exceeds 0.8. 
Therefore, these thresholds may need to be tuned separately for 
each language. These points will be further evaluated in future 
studies. 

Although we have demonstrated that for read speech, the pitch 
rate has high discriminability, it must be noted that read speech and 
everyday conversation in telephone calls are not equivalent. In the 
read speech data used here, both the healthy individuals and the 
patients read the same sentences. However, in everyday 
conversation, the content is diverse. For example, the percentage 
of consonants varies in each case and the pitch rate decreases when 
there are more consonants. It has been reported [24] that compared 
with read speech, spontaneous speech can better classify patients 
with major depressive disorders. We believe that further studies 
are required on the effects of the speech content on the pitch rate 
or the differences between read speech and spontaneous speech.  

Although long vowels can be recorded by using a smartphone, 
it is necessary that day-to-day recording is performed regularly. It 
has been reported [25] that the frequency of voice recording in 
such conditions gradually decreases compared with telephone calls. 

In this study, we used the algorithm proposed in [20, 21]. The 
pitch rate itself is naturally affected by the performance of the 
algorithm. However, if the algorithms are used to process the same 
pitch, although there may be variations in the absolute pitch rate 
values, we believe that the relative magnitude relationship between 
healthy individuals and patients will not change. This means that 
it is likely that differences in the algorithm do not adversely affect 
the discriminability between healthy individuals and patients. This 
is also a topic for future study. 

In this study, each analysis was performed for well-recorded 
speech signals using a PC processor. However, when analyzing 
real speech recorded in real conditions using smartphones, the 
analysis might be influenced by the audio transducer or processor 
of the smartphone. These points are under verification. 
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The voice database used in the study contained data from 
patients with diverse disorders. It can therefore be argued that 
although we have suggested an index to broadly discriminate 
between healthy individuals and patients, this index cannot be 
applied to diagnose a specific disorder. In the future, we aim to 
develop algorithms for diagnosing specific disorders. 
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 The host immune system is a key player in anticancer therapy response and resistance. 
Although the impact of host immune response in the ‘war against cancer’ has been studied 
and it has been the basis for immunotherapy, understanding of its role in attenuating the 
action of conventional anticancer therapies is an area that has not been fully explored. In 
spite of advances in systemic therapy, the 5-year survival rate for adenocarcinoma is still 
a mere 13% and the primary reason for treatment failure is believed to be due to acquired 
resistance to therapy. Hence, there is a need for identifying reliable biomarkers for guided 
treatment of lung and colon adenocarcinoma and to better predict the outcomes of specific 
anticancer therapies.  In this work, gene expression data were analyzed using public 
resources and this study shows how host immune competence underscores the efficacy of 
various anticancer therapies. Additionally, the result provides insight on the regulation of 
certain biochemical pathways relating to the immune system, and suggests that smart 
chemotherapeutic intervention strategies could be based on a patient’s immune profile.  
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1. Introduction  

Cancer immunology has been studied and researched over many 
years to unravel the key mechanisms that determine therapeutic 
synergy or antagonism for cancer patients based on individual host 
immune environments. Traditional chemotherapy and other 
targeted therapies have been effective in combating many types of 
cancer. However, the efficacy of these interventions is determined 
by off-target effects within the host immune system [1]. Review of 
the literature shows that host immune response is key to the 
success of anticancer therapies through a process known as 
immune-surveillance [2]. 

 Studies have shown that type-1 interferon can convert tumor 
associated macrophages (TAMs) into tumor-antagonizing 
macrophages by up-regulating the expression of dendritic cells in 
breast cancer. This results in increased CD8+ T cell population 
with reduced tumor growth and metastasis. As such, the 
combination of chemotherapy together with drugs that repolarize 

TAMs may be exploited to achieve greater patient responses and 
prevent resistance mechanisms within the immune system [3]. 
Some chemotherapeutics skew the polarization of macrophages 
directly, or indirectly via regulating cancer cell secreted factors [4].  
FOXP3 expressing regulatory T cells (Tregs) are well-known for 
their immunosuppressive function in tumors [5]. They are a subset 
of CD4+ T cell population, which are involved with adaptive 
immune response. Tregs are known to be sensitive to 
cyclophosphamide and their depletion improves the potency of 
platinum-containing chemotherapeutic drugs against lung 
adenocarcinoma [6].  

Another study has shown that Interleukin-17 (IL-17) producing 
CD4+ T cells limit the ability of 5-Flouro Uracil (5-FU) to delay 
the growth of subcutaneous thymoma cells. In contrast, IL-17 
elevates the therapeutic efficacy of doxorubicin in sarcoma. 
Hence, the mode of action of these CD4+ T cell is paradoxical and 
depends widely on the cancer type [6]. However, their 
manipulation may be a useful strategy to determine the efficacy of 
chemotherapy.  
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Host immune response is known to significantly regulate the 
response of anti-angiogenic therapies [7]. Studies suggests that 
TAMs counteract the potency of anti-angiogenic agents; one such 
example is anti-angiopoietin 2 (ANGPT2), which decreases the 
blood vessel density of tumor and promote its remission. 
Interestingly, it also prevents the TIE2-expressing macrophages 
from associating with endothelial cells [8]. Together, these 
findings support the rationale for combining anti-angiogenic drugs 
with macrophage-targeting strategies to increase the efficacy of the 
former, particularly in tumors that develop resistance to anti-
VEGF therapy. Despite the scientific progress in the field, a 
complete understanding of the role of the host immune system’s 
response in improving the efficacy of anticancer therapies is 
greatly needed. There has been no systematic analysis carried out 
to evaluate the efficacy of different anticancer treatments based on 
host immune profile and subsequent application of this knowledge 
to develop reliable biomarkers to predict how well patients will 
respond to a treatment interventions.  

Lung cancer continues to be the leading cause of death in 
industrialized countries and most commonly occurring disease 
among smokers. It can be broadly categorized into small cell lung 
cancer (SCLC) and non-small cell lung cancer (NSCLC). About 
80-89% of patients suffer from the latter with most common being 
lung adenocarcinoma (LUAD), which has the average survival rate 
of 12-15% [9]. It develops on the outer parts of the lung or ‘in-situ’ 
and tends to grow slower than other types of cancer resulting in 
late-stage detection and a paucity of late stage treatments.  

Colon adenocarcinoma (COAD) is the third most common 
cause of cancer mortality worldwide and fourth in the United 
States. Even though the 5-year survival rates have improved over 
the last 3 decades with ~95% in stage-I, it still remains low for 
stage III (~61%) and reaches only 8% for patients in stage IV.  The 
treatment regimen involves mainly two classes of chemotherapy- 
alkylating agents and antimetabolites. However, the therapy is 
often insufficiently effective, with some patients exhibiting strong 
chemo-resistance. Therefore, host immune-competency plays a 
vital role to promote immunosurvelliance and disease regression 
[10]. 

Chemotherapy is one of the most common interventions for 
cancer care. It uses certain drugs to kill cancer cells or to stop them 
from growing and spreading to other parts of the body. This 
therapy works by damaging the DNA inside the nucleus of the 
transformed cells. While some drugs damage cells at the point of 
cell division, others damage the cells during DNA replication prior 
to division. Based on these differences in the mechanism of action, 
the chemo drugs can be classified into three main therapy types 
[11]: 

(i) Alkylating agents: This class of drug directly targets DNA 
to repress a cell from reproducing. These drugs are not cell cycle 
specific and can be used for wide range of cancers. 

(ii) Antimetabolites: This class of drug interferes with DNA 
and RNA synthesis by substituting for the normal building blocks 
of nucleotides. These agents damage cells during the S phase of 
cell cycle, when the cell’s chromosomes are being copied. 

(iii) Mitotic inhibitors: This class of drug is primarily derived 
from plant alkaloids and other natural products, and they operate 

by stopping mitosis in the M phase of the cell cycle by disrupting 
microtubule formation. 

(iv)  Anti-Angiogenesis: This class of drug is most widely used 
in the domain of vascular-mediated therapy [12], which is another 
class of treatment strategy that involves the impairment of tumor 
nutrition by targeting tumor blood vessel.  

 The single gene analysis method has been instrumental in our 
understanding of cell-biological processes, especially in 
elucidating the correlation between mutation and cancer. However, 
with increased understanding of the disease etiology, we have 
come to realize that it is not usually a single gene but a set that 
contribute to the clinical manifestation of cancer. Hence, it is more 
relevant to study the changes initiated by a set of genes, which can 
dramatically alter various cell biological and metabolic pathways. 
Along this vein the commonly used approaches to analyze a 
geneset are by over representation or aggregate score calculation. 
The latter is more reliable as it calculates the aggregate score for 
each geneset based on the gene-specific scores for that geneset and 
overcomes the limitations of over-representation analysis, which 
relies on the cutoff used in generating the geneset and can vary 
considerably depending on the gene list [13]. 

High throughput data like RNA-seq and microarray have 
fueled knowledge-based approaches like Gene Set Enrichment 
Analysis (GSEA), with access to publically available datasets for 
gene expression and clinical outcomes from TCGA. GSEA is 
widely used in studies that compare and contrast two conditions 
(for example disease vs. normal states) and usually focuses on a 
handful of genes that are either up or down regulated in the 
process. Therefore, in the present study we used GSEA to extract 
significant information at the level of functionally related geneset 
between the two clinical conditions (Fig 1.). 
 While GSEA provides a ‘bird’s eye view’ of interactions 
between the drug treatment and the geneset significantly 
overrepresented in the phenotype being compared, not all the 
members in the geneset contribute equally to attain significant 
enrichment. As described by Subramanian et al., there are leading 
edge subsets of genes within the set that appear in the ranked-list 
before the point at which the running sum reaches its maximum 
deviation from zero [14]. These sets of genes are called ‘leading 
edge genes’ as they contribute more to the enrichment score of a 
geneset during geneset enrichment analysis. A gene that is in many 
of the leading edge subsets is more likely to be of higher 
significance or interest compared to other genes. called ‘leading 
edge genes’ as they contribute more to the enrichment score of a 
geneset during geneset enrichment analysis. A gene that is in many 
of the leading edge subsets is more likely to be of higher 
significance or interest compared to other genes. 

 In the current study, we used publically available datasets from 
TCGA for lung and colon adenocarcinoma samples along with the 
therapy regimen and response type - Progressive Disease (PD) 
(ineffective therapy with continued growth and spreading of 
cancer), and Complete Remission (CR) (state of disappearance of 
all signs of cancer in response to a treatment regimen) - to come  
up with putative biomarkers specific for both cancer types and 
different anticancer therapies using GSEA. Finally, to determine 
the prognostic ability of these biomarkers, we performed survival 
analysis.  
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2. Material and Methods 

2.1.  Data Access and Processing 

 The Cancer Genome Atlas (TCGA) public resource was used 
to download RNAseq gene expression datasets (level 3) for lung 
adenocarcinoma (LUAD) and colon adenocarcinoma (COAD). 
The expression set was quantified using RSEM method (RNA-seq 
by expectation maximization). Additionally, the genesets were 
obtained from MsigDB (http://software. broadinstitute.org/gse 
a/msigdb), which was explicitly integrated with the GSEA tool 
[15]. Five geneset categories, namely, hallmark, canonical 
pathways (CP), GO genesets (C5), oncogenic signatures (C6) and 
immunologic signatures (C7) were selected from the MsigDB 
collection, which included genes involved in cancer, immunology 
and biochemical pathways. The information relating to therapeutic 
interventions including drug name and response type for these 
patients was obtained from Nationwide Children’s Hospital, which 
serves as the Biospecimen Core Resource (BCR) for TCGA.  

 The clinical data for lung adenocarcinoma consisted of four 
therapies discussed in the previous section, whereas alkylating 
agents and antimetabolites were the most preferred intervention for 
colon adenocarcinoma [16]. The drug information and patient 
response were then mapped with gene expression data using the 
TCGA ID as the primary identifier as shown in Table 1.  
Table 1. Four therapy-classes were identified based on the information obtained 
from BCR for TCGA- LUAD tumor samples. Each named-drug used on the patients 
are listed under respective therapy-class. 

 
2.2 GSEA 

2.3 Leading Edge Genes  

 We performed leading edge analysis on the enrichment results 
from GSEA, to identify genes that were significantly enriched 
across the PD vs. CR in LUAD and COAD. The leading edge 
analysis was carried out for genesets that were significantly 
enriched in the GSEA (FDR < 0.25, p-value < 0.05) across 
different geneset categories (C5, CP, hallmark, C7 and C6) and for 
all anticancer therapies. The leading edge genes obtained from the 
analysis were merged for each geneset category into the PD 
upregulated and CR upregulated groups. 

2.4 Functional Association of Leading Edge Genes with GO terms 
(FAGO)  

 In order to extract functional annotation for the leading edge 
genes we used ClueGo, a Cytoscape plugin [17] that gives 
biological interpretation and systematic organization for a large list 
of genes. The list of leading edges genes for each anticancer 
therapy (for both PD and CR separately) was provided to ClueGo 
to obtain a list of gene-clusters that are functionally associated with 
a specific GO functional categories including biological processes 
(BP), cellular component (CC), molecular function (MF) and 
immune based terms. From a large list of GO terms, the terms that 
had significant p-value and high percentage term association were 
extracted and labeled as ‘functionally associated GO terms’ 
(FAGO). There were several repetitive terms which performed 
similar function. Merging of all such FAGO terms helped us in 
downstream analysis. 
 

2.5 Therapy Associated Biological Functions (TABF)  
  

 Each anticancer therapy has a different mechanism of action to 
stop the cancer cells from growing; each mechanism evokes 
perturbations in a complex system with several immunological 
processes and biological pathways involved. To evaluate the 
efficacy of each intervention, a comprehensive understanding of 
the mode of drug-action and the processes/pathways affected is 
necessary.  Therefore, we searched the literature for concepts 
related to action mechanism in each drug category which were 
known to affect the efficacy of the therapy. These concepts/terms 
were labeled as ‘therapy associated biological functions’ (TABF).  
 

2.6 Mapping of TABF with FAGO terms 
 

Alkylating 
Therapy

Mitotic 
Inhibitor

Antimetabolite
Anti-

angiogenesis
Cholrambucil,  
carmustine, 
dacarbazine, 

temozolomide, 
altretamine, 

cisplatin, 
carboplatin, 
oxalaplatin

Taxol, 
Ixabepilone, 
vinblastine, 
vinorelbine

5- Flourouracil, 
capecitabine, 
floxuridine, 
gemcitabine

Avastin, 
sunitnib 
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To identify relevant biological function affected by a therapy, 
we integrated TABF term for each therapy with related FAGO 
terms. While TABF term provided experimental evidence through 
the literature, FAGO defined concepts used to describe gene 
function. For instance, STAT3 signaling is known to be involved 
with tumorigenesis in all  chemotherapies [18]. Here ‘STAT3 
Signaling’ is TABF and it is mapped with all the related GO terms 
(FAGO terms) present in PD. 

 
2.7 Extraction of Unique Genes and Survival Analysis  

 
The genes associated with mapped FAGO–TABF terms were 

retrieved for both disease outcome phenotype (PD and CR) as well 
as for all therapy groups. The duplicate gene entries were discarded 
and the list of genes from each therapy were compared to 
determine common and mutually exclusive genes between all 
therapies in both phenotypes (PD and CR). Survival analysis was 
performed for genes unique to each therapy using PrognoScan - a 
survival prediction tool with a collection of publicly available 
cancer survival data [19]. A list of genes specific to each treatment 
and phenotype was provided as input for the PrognoScan tool [20]. 
The survival performance was evaluated based on p-value, where 
a value < 0.05 indicated good overall survival while a greater value 
indicated poor survival. The genes obtained from survival analysis 
were further evaluated for immune related function using Immport 
which is a comprehensive list of immune related genes [21]. 

 
2.8 Study of Expression Variance for Biomarker Prediction 
  
 We performed statistical tests (ANOVA and Wilcoxon signed 
rank test) to detect putative biomarker genes whose expression 
significantly varied across the two phenotypes (PD vs CR) for each 
anticancer therapy in LUAD and COAD samples. 

3. Results 

3.1. Data 

As shown in Table 1. 129 samples along with therapy 
information were obtained from BCR-TCGA for LUAD. 
Alkylating agents had the highest number of samples (60) due to 
its wide drug target spectrum, whereas 42 samples were divided 
amongst alkylating agents and antimetabolite therapy for COAD 
with clinical outcome (PD vs. CR) as shown in Table 1 with 
almost equal number of samples. 

3.2. Gene Set Enrichment Analysis (GSEA) 

Gene sets were filtered based on the p-value cutoff (<0.05) and 
FDR (<0.25), and we found significantly higher enrichment for 
complete remission in all four therapies for LUAD as reported in 
Table 2. High enrichment of oncogenic signatures (C6) in CR 
phenotype were reported for antimetabolite (PD: 0, CR: ~53%), 
mitotic inhibitor (PD: ~5%, CR: ~24%) and anti-angiogenesis 
(PD: 0, CR: ~58%). No significant enrichment was recorded for 
canonical pathway (CP) in both PD and CR for alkylating agents. 
However, in COAD oncogenic signature geneset (C6), PD 
phenotype was highly enriched in both therapies and a similar 
trend was observed for the hallmark geneset category as shown in 
Table 2. That said, the C7 category (immunogenic signatures) was 
equally enriched in PD and in CR for alkylating agents. Between 
lung and colon adenocarcinomas, we found higher overall 
enrichment for PD in COAD as opposed to LUAD.  

Table 1. Distribution of LUAD and COAD samples based on therapy and outcome 
(PD vs CR) obtained from BCR-TCGA. 

 
Table 2. Enrichment percentage for significantly enriched (p< 0.05, FDR < 0.25) 
genesets from GSEA across PD vs. CR in each anticancer therapy for LUAD and 
COAD samples. 

 
3.3. Leading Edge Genes 

      This trend was reversed in the case of COAD, where large 
number of leading edge genes enriched across PD for both the 
alkylating agents (PD:4495, CR:214) and antimetabolite therapies 
(PD:4907, CR:765)  as shown in Figure 2. This result is consistent 
with the GSEA results shown in Table 2. 

3.4. TABF-FAGO term mapping 

We next sought to identify the functions associated with the 
genes within various enriched genesets. The Functionally 
Associated GO-terms (FAGO) for all the genesets were obtained, 
using ClueGO analysis. The number of genes associated with each 
of the GO terms is shown in Table 3. Majority of the FAGO terms 
belong to biological processes (BP) or immune-related processes 

Progressive 
Disease

Complete 
Remission

Progressive 
Disease

Complete 
Remission

PD CR PD CR
Alkylating Agent 13 47 60 7 12 19
Antimetabolite 7 26 33 13 10 23
Mitotic Inhibitor 5 10 15   -----   -----   -----
Anti-
angiogenesis 6 15 21   -----   -----   -----

Total(Response 
Type) 31 98 129 20 22 42

Lung adenocarcinoma (LUAD) Colon Adenocarcinoma (COAD)

Total 
(Therapy 

wise)

Total 
(Therapy 

wise)

Therapy

Alkylating agent 0 4.20% 0.30% 0 26% 1.4% 7.4% 0.4% 0.0% 6%
Antimetabolite 0.2% 0 0 0.9% 0 0.2% 51.3% 1.2% 9.9% 20%

Mitotic Inhibitor 1.9% 4.8% 2.4% 10.7% 38% 8.2% 24.3% 4.7% 8.2% 32%
Anti-angiogenesis 2.5% 0.0% 1.7% 1.4% 14% 10.9% 57.7% 3.8% 5.8% 36%

C5 C6 C7 CP Hallmark C5 C6 C7 CP Hallmark

Alkylating agent 9.2% 20.6% 7.5% 4.0% 16.0% 0.0% 0.0% 8.2% 5.2% 0.0%
Antimetabolite 5.9% 23.2% 6.6% 2.7% 22.0% 1.2% 0.0% 0.1% 0.1% 2.0%

Hallmark

Colon 
Adenocarcinoma 

(COAD)

Lung 
Adenocarcinoma 

(LUAD)
CP Hallmark C5 C6 C7 CP

Complete Remission (CR)Progressive disease (PD)

Progressive disease (PD) Complete Remission (CR)

C5 C6 C7
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for both LUAD and COAD. The TABF terms and mapped FAGO 
terms are reported in Tables 1-12 in Appendix I section and have 
been explained in detail in the discussion section. 

 

3.5. Survival analysis and Biomarker Discovery 

     The set of non-repetitive genes from each TABF-FAGO term 
mapping was extracted for survival analysis. However, due to the 
interest in seeking specific biomarkers for each therapy, only 
genes that were unique and non-overlapping between the 
anticancer therapies were extracted. The result showed 120 
common leading genes across all four therapies for CR and 0 
genes common across PD in LUAD. Similar to the analysis of 
genes unique to the therapy, analysis of these 120 common genes 
was also completed as shown in Figure 3. However with COAD 
data, both alkylating agents and antimetabolite therapies target the 
cell cycle and are involved in its disruption, which explains the 
large number of overlapping genes for both PD (103 genes) and 
CR (l107 genes) as shown in Figure 3.  
Table 3. The number of FAGO terms mapped with TABF terms in each GO term 
category for all the anticancer therapies across PD and CR for LUAD and COAD 
samples. 

 

 

Simultaneously, the number of immune-related genes in each 
case using a comprehensive list of known immune related genes 
from Immport was evaluated. Results show a good percentage of 
immune related genes. Of all these total genes involved in good 
and poor survival, ~39% genes (in CR)  ~48% genes (in PD) for 
LUAD,  and ~42% genes (in PD) and ~14.6% (in CR) for COAD 
were related to immune response as shown in Table 4. 

3.6. Expression Variance 

The gene expression data was used in statistically analyzing 
expression variance across the PD vs. CR for all survival genes 
using ANOVA and Wilcoxon ranked test. The immune-related 
genes, which showed significant expression variance (p-value < 
0.05), are presented in Table 5 for LUAD and Table 6 for COAD. 
In lung adenocarcinoma, the data resulted in 2 immune-related 
biomarkers for alkylating agents and 6 for antimetabolites, 17 
gene biomarkers for mitotic inhibitors, and 33 gene biomarkers  

 

 

Therapy

GO term Category FAGO
TABF-FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping

Biological Process 
(BP)

9 9 100 339 74 21.8 3 0 100 57 13 22.8

Cellular Component 
(CC)

5 0 0 28 0 0.0 0 0 NA 6 0 0.0

Molecular Function 
(MF)

6 0 0 38 3 7.9 0 0 NA 34 4 11.8

Immune system 
process 

6 6 100 70 3 4.3 0 0 NA 27 27 100.0

KEGG 20 3 15 17 4 23.5 0 0 NA 40 8 20.0
Total 46 18 39.13 492 84 19 3 3 NA 164 52 33

Therapy

GO term Category FAGO
TABF-FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping

Biological Process 
(BP)

36 29 80.6 136 37 27.2 22 22 100 76 32 42.1

Cellular Component 
(CC)

7 0 0.0 26 0 0.0 0 0 NA 3 0 0.0

Molecular Function 
(MF)

7 0 0.0 13 4 30.8 0 0 NA 9 9 100.0

Immune system 
process 

25 23 92.0 57 40 70.2 3 3 100 148 49 33.1

KEGG 3 1 33.3 27 6 22.2 1 0 0 30 9 30.0
Total 78 53 67.9 259 87 42 26 25 96.2 266 99 42.4

Therapy

GO term Category FAGO
TABF-FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping FAGO

TABF-
FAGO 

Mapped 
Terms

% mapping

Biological Process 
(BP)

10 4 40.0 10 5 50.0 25 7 28 100 6 6

Cellular Component 
(CC)

12 4 33.3 12 5 41.7 0 0 NA 13 4 30.8

Molecular Function 
(MF)

0 0 NA 0 0 NA 0 0 NA 0 0 NA

Immune system 
process 

36 17 47.2 23 8 34.8 20 11 55 56 17 30.4

KEGG 1 1 100.0 0 0 NA 4 1 25 0 0 NA
Total 59 26 44.0 45 18 40.0 49 19 39.0 169 27 16

Colon Adenocarcinoma (COAD)

Lung Adenocarcinoma (LUAD)

Alkylating agents Antimetabolite
PD CR PD CR

Antimetabolite
PD CR

Mitotic Inhibitor
PD CR

PD CR
Alkylating agents

Anti-angiogenesis
PD CR
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for anti-angiogenesis, as shown in Table 5. For colon 
adenocarcinoma, 5 biomarkers for alkylating agents and 8 
expression biomarkers for antimetabolites were seen in Table 6. 
The expression biomarkers are represented as boxplots in Figure 
5 and Figure 6, where a clear distinction between PD upregulation 
compared to CR for DEF126 in alkylating genes are seen for 
LUAD, while JUNB has very high overall expression with high 
variance for PD as compared to CR. In antimetabolites, we found 
a good differentiation in expression for two groups: PD vs. CR 
response phenotype, for all the 6 genes including SIVA1, DNM1 
and TNFRSF14, which shows a significant variance with high 
expression for CR as shown in Figure 5. The highest number of 
gene expression biomarkers were found in mitotic inhibitors, with 
a mixture of PD and CR upregulated genes with immune-based 
function. SRGN, MAPT, ABR, NPBL, STXPB1, NFE2L1, 
AATF, and VEZF1 were genes with striking difference in 
expression across PD and CR. The anti-angiogenesis therapy had 
17 genes with striking expression variance, with 3 genes 
upregulated for PD and 14 for CR. A significant expression 
variance was seen across PRAKAA2, F13A1, NUPR1, 
RAPGEF4 and STK38L in PD compared to CR.  

In COAD, we found 35 significant immune-related 
biomarkers - NPPB, S100A3, PPBP, LCNL1, PRDX2, 
TNFRSF11A, S100G, LEFTY1, IL13RA2, CXCR1, S100A12, 
FAM3C, CCK, PSMD14, PROK2, IL20RB, S100A9, WNT5A, 
TNFRSF11B, INHBC, APLN, MALT1, IFNE, RLN2, KLRC2, 
NCR1, KLRC3, PSPN, CRLF3, IL15, CDH1, COLEC10, GAST, 
SP1, and CRABP2 were upregulated for PD while two genes, 
IL18RAP and IL24, were significantly upregulated for CR in 
alkylating agents. In antimetabolite therapy, 8 immune-related 
biomarkers were indicated: EIF2AK2, FABP5, FCN2, HRAS, 
IL10, NAMPT, SEMA4G, and TAP2 were upregulated for PD, 
and three genes, IGF2R, NOV, and IL17C, were upregulated for 
CR as shown in Figure 6. 

Table 4. The number of survival analysis genes with known immune function for 
PD and CR in all the therapies for LUAD and COAD.  

 

 

 

 
Figure 5.  Boxplot showing expression variance between immune related genes for all the four anticancer therapies in LUAD.

Poor 
Survival

immune 
related

immune 
%

Good 
Survival

immune 
related

immune 
%

Alkylating 54 18 33.3 6 4 66.7
Antimetabolite 3 3 100.0 193 85 44.0
Mitotic Inhibitor 77 49 63.6 642 211 32.9
Anti-angiogenesis 83 35 42.2 377 179 47.5
Total 217 105 48.3 1218 479 39.3

Poor 
Survival

immune 
related

immune 
%

survival
immune 
related

immune 
%

Alkylating 378 221 58.5 27 3 11.1
Antimetabolite 173 13 7.5 96 15 15.6
Total 551 234 42.5 123 18 14.6

Therapy

Therapy
Progressive Disease (PD) Complete Remission (CR)

Progressive Disease (PD) Complete Remission (CR)
Colon Adenocarcinoma

Lung Adenocarcinoma

Therapy PD_UP CR_UP

Immune genes 
with high 

expression 
variance based on 

anova and 

Total number 
of immune 

related genes 
after survival 

analysis

%

Alkylating 
Agents

DEFB126, 
JUNB

2 22 9

Antimetabolite
HPRT1, PFKP, 

SIVA1,TNFRSF14,RAB
34,DNM1

6 88 6.8

Anti-
angiogenesis

XRCC5,PPP2R
1A,AIPL1

GNB1,TNFRSF25, ID4, 
RAPGEF4, NRP2, 
IL20RA, STK38L, 
IGF2R, PRKAA2, 
NUPR1, GLG1, 

SH3BP4, BNIP3L, 
F13A1

17 213 7.9

Mitotic Inhibitor

MAPK3,BAG1
, SRGN, 
IL10RB, 
MAEA, 
NPY5R, 
CCL25, 
PYDC1

HLF, MAPT, ABR, 
HSPG2, CASP2, 

PPARD, STXBP1, 
TMEM173, HIVEP2, 

IRAK1, MLLT6, HDAC5, 
STIM1, ITPR3, NLK, 

SRC, PRKACA, NFE2L1, 
RIPK1,SLIT1, NOD1, 

NIPBL, DAB2IP, 
DGKZ,VEZF1 ,AATF

33 260 12.6

MitMitotic Inhibitor

Alkylating agents Antimetabolite AntiAnti-angiogenesis
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Figure 6.  Boxplot showing expression variance between immune related genes for alkylating therapies and antimetabolite in COAD. 

 
4. Discussion 

4.1.  GSEA and Leading Edge Analysis 
In this work, we used the public dataset from TCGA for lung 

and colon adenocarcinoma patients who were treated with 
different anticancer drugs. Due to the lack of sufficient pre-
cancerous samples, this study investigated the efficacy of the 
treatment outcomes, which were PD and CR. Since alkylating 
agents were the most commonly used drug therapy for non-small 
cell lung cancer (NSCLC) [22] compared to other therapeutic 
agents, we obtained a high number of study samples for patients 
treated with drugs in this therapeutic category. Anti-angiogenesis 
therapy is relatively new in contrast to the other three therapies 
[23], and consists of around 20 compounds being tested - only a 
few of them have been FDA-approved for commercial use, which 
explains the relatively small sample size for this therapy class. As 
for colon cancer, chemotherapy (alkylating agents and 
antimetabolite drugs) is the preferred choice of treatment. 

A geneset enrichment analysis on two datasets to evaluate 
pathway level differences between the two clinical responses, i.e. 

PD vs. CR, is presented in this study. In case of LUAD, higher 
enrichment for CR samples was seen as opposed to PD in all five 
geneset categories. Since the disease under study is cancer, the 
result explains the large number of genesets enriched for C6, 
which is an oncogenic signature category based on MsigDB as 
shown in Table 2. Also this pattern was consistent across the 
leading edge analysis, where we selected the genes that 
significantly contributed towards the enrichment signal of a 
geneset.  Overall enrichment for CR was higher than PD for 
LUAD as shown in Figure 2. 

This pattern was reversed for COAD where PD samples were 
more enriched than CR, as presented in Table 2, and reflects upon 
the chemoresistant nature of this cancer type. This result was 
translated further to explain the higher leading edge genes 
enriched for PD as compared to CR as shown in Figure 
2.  Moreover, oncogenic signatures were highly enriched 
compared to other geneset categories. However, unlike LUAD, a 
significantly higher enrichment percentage for immunogenic 
signatures (C7) was also observed, which suggests a more 
immuno-active behavior of COAD. This is supported by the 
report from Tougeron et al., [24] which described the immune 
response as vital factor in the progression of colon cancer, and 
there exists a close association between the prognosis of the 
disease and the rate of tumor-infiltrating lymphocytes. These 
results are concordant with a number of TABF-FAGO terms 
related to immune response function, as shown in Table 3. 
4.2 TABF- FAGO term mapping 

The results from Table 3 show the number of FAGO terms 
obtained from ClueGO analysis and mapped with TABF terms for 
both complete remission (CR) and progressive disease (PD). In 
this section we will try to comprehend these associations and their 
biological interpretations. 

Alkylating agents

Antimetabolite Alkylating agents (common)Antimetabolite (common)

Therapy PD_UP CR_UP

Immune genes with 
high expresison 

varicne based on 
ANOVA 

Total number 
of genes from 

survival 
analysis

8 27

EIF2AK2,FABP5,FCN2,HRAS,IL10,NAMPT,SEMA4G,TAP2,ASN
S,ATP6V1A,BLM,CCNB2,FANCG,GLRX2,KIAA0101,LIN9,MAP
KAPK5,MCM10,PA2G4,PIF1,PTGES3,RANBP1,SART3,SDS,TX

NRD2,XPO1,ARPC5

Alkylating

Antimetabolite

5
RPL10,RPL18,RPS12, 

IL18RAP,IL24
61

CHD6,FZD8,HOXA11,K
DM4B,KIDINS220,NCO
A6,PHF8,PTCH1,SSBP3,

IGF2R,NOV,IL17C

SP1,TNFRSF11B,CABP1,S100A3,IL13RA2,IL15,CRABP2,PROK
2,PSMD14,LEFTY1,CCK,IFNE,APLN,MALT1,WNT5A,PRDX2,PP
BP,IL20RB,KLRC3,TNFRSF11A,S100A9,INHBC,NPPB,COLEC10,
S100G,CXCR1,CDH1,RLN2,S100A12,KLRC2,PSPN,PLAUR,AN
GPT2,IRAK4,FGFR1OP2,,TBX2,SLC12A6,ADAM10,MBD2,WA

SL,DGKA,MYL12A,ROCK1,ITPKB,SOCS6,SETX,RASAL2,MAPK6,
RABGEF1,FGD2,C18orf54
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4.2.1 Alkylating agents – Complete Remission  

a. Lung adenocarcinoma 

The TABF-FAGO term mapping results for alkylating agents 
can be comprehended from its mechanism of action. Cytotoxicity 
is one of the most highly correlated topics between cancer and 
immune system. It is a process involved in cell toxication which 
trigger processes like apoptosis, necrosis, and cell lysis. 
Alkylating agents, as described earlier, are cytotoxic agents that 
target the process of cell division. The host immune system has 
its own set of agents that cause cytotoxicity. The main ones are 
lymphocytes, cytotoxicity T-cells and natural killer cells. The 
recent review from Kulawik [25] explains the role of cytotoxic T-
lymphocytes in antitumor response in lung adenocarcinoma. The 
host immune system also plays a crucial role in the antitumor 
response with a population of CD8+ and CD4 + lymphocytes [26], 
neutrophils [27], NK-T, B and T cells triggering the process of 
apoptosis [28]. The process is often amplified with the help of 
macrophages and dendritic cells which contributes towards 
antigen presentation for a successful cytolytic attack [29]. 
Therefore, the TABF terms found from the literature, were 
categorized as: cell cytotoxicity, macrophage activation, immune 
response and myeloid cell activation, regulation of T cell and 
lymphocyte activation, and B cell proliferation and activation. 
These terms are known to contribute synergistically towards the 
efficacy of alkylating therapy and are known to show tumor 
remission. This explains FAGO terms related to cytotoxicity in 
complete remission and TABF-FAGO term mappings involved 
with activation of T-cell, B-cell, macrophage activation, and 
immune response as shown in Table 1- appendix.  

Targeting some signaling pathways can prevent DNA damage 
response and increase the efficacy of chemotherapy. While 
signaling pathways are essential for normal stem cells, their 
dysregulation can lead to tumorigenesis [30]. They form a 
complex interconnected network and can be crucial in regulating 
the cell structure, apoptosis and macrophage polarity [31]. This 
explains signaling pathway related term mapping, upregulated in 
complete remission for alkylating agents. The process of 
leukocyte activation and differentiation is connected with 
inflammatory response, which is beneficial in normal cells, and 
leukocytic adhesion to endothelial tissues marks the beginning of 
the inflammation process. But as much as these processes are 
important in the normal cell functioning, they can be the reason 
of poor survival in cancer and their regulation is crucial for 
improved efficacy of chemotherapy specifically alkylating agents 
[32]. The negative regulation of tumor promoting leukocytes is 
therefore one of the most important processes in improving the 
efficacy of this intervention. The role of leukocytes and 
lymphocytes is paradoxical and their balance mediates the process 
of tumor regression or promotion [33]. 

Cytokines are secretory proteins that are involved in the 
regulation and activation of immune cell. The role of host-derived 
cytokines is insightful in understanding the cytokine-tumor cell 
interactions in the inhibition of cancer development. According to 
the review by Dranoff [34], host-derived cytokines can suppress 
tumor formation by controlling infection, inflammation and 
immunity. Our results were consistent with cytokine-associated 
FAGO terms upregulated in CR for alkylating therapy. The 

review also talks about IL-12 cytokine production by 
macrophages and dendritic cells inhibiting chemical 
carcinogenesis. We found chemical carcinogenesis pathway 
enriched in progressive disease while cytokine-related FAGO 
terms were upregulated to the opposite response (CR), which 
further validates and justifies our results. The host immune 
response can be categorized into two broad categories: innate and 
adaptive, where the former is the first line of defense and involves 
the activation of macrophages, neutrophils, granulocytes etc. 
while the latter activates B and T cell response and production of 
immunoglobulins [35]. The activation of adaptive immune 
response and immunoglobulin production with the process 
involving somatic recombination have shown to sensitize tumors 
to alkylating drugs and increasing the drug efficacy [36] which 
further explains TABF-FAGO term mapping in CR for LUAD. 
b. Colon adenocarcinoma 

Bracci et al., [37] discussed in-depth the relevance of host 
immune-competency for improved efficacy of chemotherapy. 
There are evidences of enhanced T and B lymphocytes in the 
spleen of animal model with colon cancer showing synergistic 
association with chemotherapy drugs like oxaliplatin, 
gemcitabine and 5-FU which explains the upregulation of B and 
T lymphocyte activation, proliferation and other terms related to 
the activation of immune system in CR for both alkylating agents 
and antimetabolite therapy. Mitochondria organization is a key 
player in release of cytochrome-c with subsequent activation of 
caspase-9 and -3 which reduces cell cycle progression and 
carcinogen activation, as well as promoting immunosurvelliance 
[38]. Furthermore, non-coding RNA processing is often 
associated with improved response to chemotherapy in colon 
cancer and are directly involved in DNA methylation, histone 
modification and gene silencing. In turn, they are epigenetically 
targeted for repression of cancer and improved drug therapy [39]. 
All these biological processes explain the upregulation of FAGO 
terms in Table 2- appendix. 

4.2.2 Alkylating Agents – Progressive Disease  

a) Lung adenocarcinoma 
We obtained 18 FAGO terms that were successfully mapped 

with the TABF terms as shown in Table 3-appendix. Holland-Feir 
Cancer Medicine (6th ed.) [40] presents a complete review on 
alkylating agents and the factors affecting its efficacy. Alkylating 
agents induce cell cytotoxicity but its potency is determined by 
the host system. One such finding is the host response to 
alkylation damage by arresting the cell in the G2 phase of the cell 
cycle which in turn activates the DNA repair process, where cells 
enter the mitotic phase despite alkylation damage, which leads to 
therapy resistance. A human tumor cell line has been shown to 
exhibit G2 arrest in response to alkylating damage, resulting in 
resistance to nitrogen mustard [41] which clearly explains the 
upregulation of FAGO term: regulation of cell cycle G1/S phase 
transition in PD for lung cancer. In some cases, transcription 
factors involved in DNA transcription initiation are released in 
response to genotoxic stress (agents involved in DNA damage), 
which stimulate RNA polymerase and promote RNA binding. 
This eventually leads to mRNA synthesis and the process is called 
gene activation, further stimulating DNA repair mechanisms by 
the host system and promoting defense against alkylating agents 
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[42]. We found related FAGO terms upregulated in PD as shown 
in Table 3- appendix, which strongly correlates with the findings 
discussed above.  

The relationship between inflammatory response and cancer 
progression was first discovered in the 19th century by Rudolf 
Virchow and is one of the most widely studied phenomena. There 
exists an established connection between leukocyte chemotaxis 
and inflammation. The movement of leukocytes from blood to 
tissue in response to inflammatory stimuli was observed by 
Metchnikoff in 1891. During inflammation, leukocytes migrate to 
the site of inflammation to fulfill their role in defense response 
[43]. Pathways involved in inflammation and wound healing have 
shown to be associated with promoting tumorigenesis, with 
increased resistance to anticancer treatments. Interestingly, there 
also exists a strong link between complement activation and 
inflammation. Generally, the complement cascade system is 
activated to defend a host against microbes during an 
inflammatory response. The activation of complement and its role 
in tumor progression is evident in studies conducted for different 
cancer types, including lung adenocarcinoma [44], breast [45] and 
thyroid cancer [46]. Consequently, we observed similar processes 
from ClueGO results where genes involved in inflammation, 
complement activation and defense response were activated in PD 
alongside genes responsible for positive regulation of leukocyte 
chemotaxis. 
b) Colon adenocarcinoma 

Colon cancer is strongly linked with inflammatory 
microenvironment composed of intestinal epithelial cells, 
immune cells, etc. which determine the fate of the intervention. 
Moreover, cytokines acts as a mediator between the host immune 
response and malignant cells that activate oncogenic transcription 
factor STAT3 which is a major activator in cancer inflammation 
and promotes cell cycle progression [47].   Holohan et al., 
explains the role of JAK-STAT signaling pathway in cell 
proliferation, tumor progression, and chemo-resistance [48]. We 
found the upregulation of several interleukin factors, e.g. IL-1, 2, 
4, 6, and 10, in progressive disease for colon cancer. IL-6 is a 
major player in inflammatory response in COAD that interacts 
with the membrane-associated gp130 subunit and activates Janus 
kinases (JAKs) with downstream effects on STAT3 [49], which 
explains their role in tumor progression as shown in Table 4-
appendix. 

IL-6 can increase resistance to various chemotherapeutic 
drugs [50, 51] by preventing apoptosis and downstream signaling 
of MAPK cascade [52]. Moreover, the release angiogenesis 
growth factors greatly influence the drug response in solid tumors 
and evidence suggests their involvement in cancer cell survival in 
the presence of chemo drugs [53]. Furthermore, IL-1b is a pro-
inflammatory cytokine which can modulate the response of 
different drug transports [54]. Tumor necrosis factor is a major 
inflammatory cytokine and is well known for its role in tumor 
progression and drug resistance. Therefore, the upregulation of 
this term in the PD category for alkylating agents is well explained 
[55]. Mccubre et al., discusses the effect of the ERK-signaling 
cascade in promoting tumorigenesis and resistance to doxorubicin 
treatment [56]. All these points support our results from TABF-

FAGO term mapping for PD in alkylating agents in Table 4-
appendix [57]. 

4.2.3 Antimetabolite – Complete Remission  

a) Lung adenocarcinoma 

Antimetabolites are another class of chemotherapeutic drug 
that inhibit the action of metabolites and interfere with DNA and 
RNA growth [58]. They replace the normal compounds in the cell, 
resulting in disrupted cell division and specifically targeting the 
synthetic phase of cell cycle [59]. Since antimetabolites disrupt 
cell division and DNA damage, the TABF and FAGO terms 
upregulated for complete remission were very similar to 
alkylating agents. We found FAGO terms related to cell 
cytotoxicity upregulated in CR, and the majority of the FAGO 
terms were similar to alkylating agents.   

Naïve CD4+ T cells can be categorized into four main lineage: 
T helper cells -1, 2, 17 and Treg cells [60]. Th2 promotes tumor 
growth and Th1 produce cytokines like interferon gamma, which 
causes cytotoxic T lymphocytes (CTL) proliferation, resulting in 
tumor elimination and potentiating the action of chemotherapy 
[61].The host immune milieu is rich in cytokine and chemokines 
which can produce immune-stimulatory effects. For instance, 
type-I IFNs can enhance the stimulation of dendritic cells which 
activate Th1 and inhibits Treg activity [62]. Therefore, we saw 
FAGO terms associated with Th cell activation and cytokines in 
Table 5-appendix.  

Signaling pathways are popular targets and critical to the 
success of an anticancer therapy [63]. For instance, activated 
PI3K/Akt/mTOR pathways can regulate cell proliferation, 
growth, and survival, and are important targets for the 
development of potential antitumor agents [64]. According to 
Wang et al [65], the activation of signal transduction pathways 
enhances the cellular response to drug treatment. Hence, we found 
various signaling pathways terms associated with CR.  

The link between skeletal system development and the 
immune system has been recognized recently with an 
interdisciplinary field studying and embracing the relationship 
under the name of “osteoimmunology”. Studies have also shown 
that osteoimmunology can be a potential target for anticancer 
interventions as several systems that are related to host immune 
response are actually related to skeletal function. Such 
information has been useful to understand the improved efficacy 
of anticancer drugs, especially antimetabolites [66]. Receptor 
activator of NF-kB (RANK)/RANK Ligand 
(RANKL)/Osteoprotegerin (OPG) system is involved in the 
regulation of osteoclastogenesis, which influences immune, 
cardiovascular, endocrine, and nervous systems. They stimulate 
the antigen-specific immune response and are involved in 
dendritic cell maturation and survival [67, 68]. Hence, this clearly 
explains the upregulation of TABF-FAGO association in Table 5-
appendix. 
b) Colon Adenocarcinoma 

We observed the upregulation of terms related to T cell 
lymphocyte activation, proliferation and positive regulation of 
immune response, a consistent pattern for CR category in all 
chemotherapies for both lung and colon cancer. Additionally, we 
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found histone modification terms enriched in CR. Histone 
modifications are crucial to gene regulation processes by 
compacting DNA. Histones are often involved in maintaining the 
balance between euchromatin and heterochromatin by undergoing 
post-translational modification at the amino terminal ends. These 
modifications, e.g. methylation, acetylation, ubiquitination, etc. 
[69] are correlated with the efficacy of chemo drugs in numerous 
types of cancer (prostate, breast, colorectal, lung) and 
hematological malignancies. All these TABF terms with their 
mapped FAGO terms are presented in Table 6-appendix. 
4.2.4 Antimetabolites – Progressive Disease  

a) Lung adenocarcinoma 
Almost 90% of genomic DNA is transcribed into RNA, but 

only 2% of this RNA is protein-coding; the remaining “dark 
matter” genomic content is transcribed into non-coding RNA 
(ncRNA) and has been implicated with biological significance 
particularly in cancer. According to Liu et al. [70], ncRNAs play 
a crucial role in tumor progression and resistance to 
chemotherapy. Expression of metastasis-associated lung 
adenocarcinoma transcript 1 (MALAT1), a long non-coding RNA 
(lncRNA) is associated with resistance to chemotherapy and poor 
prognosis in patients in non-small cell lung cancer [71]. Another 
interesting study was conducted by Mader and colleagues [72] 
that showed increased expression of thymidylate synthase (TS) 
resulted in resistance to antimetabolite drug –5 fluorouracil (5-
FU), to incorporate with RNA. Our results for progressive disease 
were in consensus with the discussion as shown in Table 7 -
appendix. 
b) Colon adenocarcinoma 

The upregulated terms in the PD category for antimetabolite 
therapies were similar to alkylating agents - IL1 production, tumor 
necrosis factor production, inflammation, and ERK cascade. This 
is explained by their both being chemotherapy drugs with similar 
modes of action. Slow growth of tumors or G0-G1 cell cycle 
promotes resistance against antimetabolite drugs, which explains 
the connection between the upregulation  of G1/s , G2/M phase 
transition and the progression of disease in Table 8 -appendix. 
Furthermore, literature based study shows TNF-alpha increase 
post-drug recovery and tumor survival in colon cancer from 5-FU 
(antimetabolite drug) by obstructing S phase entry [73]. 
4.2.5 Mitotic Inhibitors – Complete remission  

Mitotic inhibitors are derived from natural plant alkaloids. 
They disrupt microtubules involved in mitotic cell division 
process [74]. Even though the mechanism of action for this 
therapy is very similar to alkylating agents, it was interesting to 
see that the immune response varied with some unique FAGO –
TABF term mapping. The terms that were similar to alkylating 
agents were: T cell and lymphocyte activation, B cell activation, 
positive regulation of immune response and cell signaling. The 
terms similar to antimetabolite therapies were related to system 
development and KEGG signaling pathways. Interestingly, we 
found some striking differences. Firstly, innate immune response 
was more active as compared to adaptive when compared to 
alkylating agents and antimetabolites. Secondly, we found 
significant upregulation of FAGO terms related to cyclic 
adenosine monophosphate (cAMP) processes, which is attributed 

to the fact that cAMP plays a fundamental role in cellular 
response. Regulation of cAMP pathways is associated with ion 
metabolism and apoptosis [75]. They are also known to 
intermingle with other signaling pathways like calcium [76], 
JAK/STAT inhibitors [77], and RAK-mediated MAPK kinases to 
modulate cell processes [78]. The upregulation of cAMP-related 
pathways is favorable for the action of antimitotic drugs [79] 
which justifies the upregulated FAGO terms in CR as shown in 
Table 9 -appendix.  

Another paradoxical phenomenon that was observed in 
antimitotic agents was the upregulation of an inflammatory 
response in CR unlike the other therapies. Even though 
inflammatory response is often associated with tumor regression, 
in some cases it can enhance the action of antimitotic agents. Host 
macrophages secreting inflammatory cytokines have been shown 
to induce the expression of inducible nitric oxide synthase 
(iNOS). This potentiated the effect of paclitaxel to regress cancer 
in solid tumors and promoted apoptosis [80]. Since inflammatory 
response is a critical stage in the wound healing process [81], we 
could see that wound healing was upregulated alongside 
inflammatory response in CR as shown in Table 9 –appendix. 

 Another contradictory observation was upregulation of 
interleukin-10 (IL-10) which is an anti-inflammatory cytokine 
that downregulates cytokine production. The effect of host IL-10 
in tumor progression or regression has been debated over a long 
time. While studies have shown that regulatory T cells (Treg) 
produce IL-10 which downregulates immune response [82], this 
is inconsistent with Mumm et al's [83] claim that IL-10 reduces 
tumor development by inducing cytolytic molecules in CD8+ T 
cells and IFN- gamma dependent mechanisms. The review by 
Teng et al. [84] talks about the significance of stable IL-10, which 
can be beneficial in the regressing tumor. So far, there has not 
been any strong evidence showing a positive correlation between 
host IL-10 expression and survival of cancer patients. Our results 
in Table 9 -appendix highlights the above discussion. 
4.2.6 Mitotic Inhibitors – Progressive Disease  

The key highlight in the PD category was the upregulation of 
terms: antigen presentation and transporter-associated with 
antigen processing (TAP), which are known for their multidrug 
resistance in cancer. The experiment conducted on a human 
cancer cell line by Izquierdol and colleagues [85] present a strong 
correlation between TAP expression and resistance (~ 2 fold) to 
the antimitotic drugs doxorubicin and vincristine. Mitotic 
checkpoints and response to DNA damage have shown resistance 
against these drugs, as they sense microtubule attachment to 
kinetochore. According to Wang et al. [65], the activation or 
dysregulation of these mitotic checkpoints and DNA damage 
response leads to continued cell division and increased resistance 
to taxol (antimitotic drug). Table 10 -appendix shows the FAGO 
terms upregulated in PD for mitotic inhibitors. 

4.2.7 Anti-Angiogenesis  

Angiogenesis is the formation of new blood vessels and is 
known to play an essential role in tumor growth, as blood vessels 
supply oxygen and nutrients for the cancerous cell’s nourishment. 
Angiogenesis inhibitors bind to the vascular endothelial growth 
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factor (VEGF) and prevent them from binding to the receptor in 
order to facilitate the process of vasculogenesis [86]. 
a) Complete Remission  

The mechanism of action for this therapy is different from the 
other three types of chemotherapies discussed previously. There 
is a strong link between host immune response and anti-
angiogenesis therapy. T-cell activation and VEGF share an 
antagonistic relationship where the latter inhibits the production 
of T cells by interfering with thymus development [87]. 
Therefore, T-cell activation has a positive effect on anti-
angiogenesis therapy. To back up this hypothesis, we have the 
case study of semaphorins, axon guidance molecules belonging to 
the class of transmembrane proteins which are known to play a 
role in immune response and organ morphogenesis. Class IV 
semophorin (Sem4A), expressed on dendritic and B-cells, 
enhance T-cell activation and differentiation [88]. Toyofoku and 
colleagues demonstrated in their experiments that mice lacking 
Sem4A exhibit enhanced angiogenesis in response to VEGF or 
inflammatory stimuli [89]. Therefore, deeming Sem4A as an 
inhibitor of VEGF and angiogenesis. Our results are concurrent 
with the above discussion and presented in Table 11- appendix. 

Hypoxia is a process of oxygen depletion in cells which induce 
pro-angiogenic factors along with inflammatory response. 
According the study conducted by Brustugun [90], hypoxia 
caused treatment failure in lung carcinoma. Resistance to 
gefitinib, extensively used in EGFR‐mutated lung cancer, is also 
induced by hypoxia via upregulation of growth factor. Blocking 
chronic inflammation can prevent pro-tumor polarization and 
contribute to anti-angiogenesis effect. Therefore, we see the 
process of negative regulation of hypoxia upregulated in CR. 
Even though the wound healing process is connected with an 
inflammatory response, in the case of anti-angiogenesis therapy 
response wounding is seen to contribute to increased efficacy. 
Activated host healing response is a crucial process after the 
extensive surgery of solid tumors.  Interleukin-6 (IL-6) can act as 
an inflammatory cytokine and also as an anti-inflammatory 
cytokine [91]. There are other cytokines (IL-20) that possess anti-
angiogenesis properties [92] and their regulation enhances the 
efficacy of the therapy as reflected in Table 11- appendix. 
b) Progressive Disease  

We observed several immune-related terms upregulated in 
progressive disease for anti-angiogenesis therapy. We discussed 
the role of VEGF and other growth factors in promoting 
angiogenesis, which results in tumor progression. The results in 
Table 12 from appendix section show the upregulation of all these 
pathways which induce therapy resistance. MHC and antigen 
presentation are associated with a multidrug resistance class of 
proteins especially in lung cancer; the overexpression of the 
transporter protein is known to induce high resistance to therapy 
[93]. But further investigation is needed to understand their 
involvement with cancer progression and resistance. The review 
conducted by Zaidi and Merlino [94] talks about the paradoxical 
role of interferon gamma in producing immune response against 
tumors while also producing tumorigenic effects under certain 
conditions. Hence, response to interferon gamma has a role in 
reducing drug efficacy and promoting tumor progression. Innate 
immunity can release angiogenic factors and promote tumor 

angiogenesis. Therefore, the release of inflammatory cytokines by 
the host innate immune system can further diminish the response 
to drug therapy [95]. The activated DNA repair mechanism has 
shown resistance to cetuximab/Erbitux (an anti-angiogenesis 
drug) used to treat EGFR-expressing tumors [96]. Table 12 in 
appendix shows upregulated FAGO terms mapped with all the 
biological functions discussed above. 
4.3 Survival analysis and Biomarkers 

   The prognostic ability of genes specific to each therapy were 
tested using survival analysis. We found several genes with 
significant overall survival for both LUAD and COAD as shown 
in Table 4, which further validates the role of host immune 
response and therapy outcome. As for the common genes across 
different therapies, there was no complete overlap of genes for 
LUAD in PD; this result is obvious, as all four therapies have 
different modes of action. But, interestingly, there was an overlap 
of 120 genes for CR, shown in Figure 3, with one gene (IL4R- 
interleukin 4 receptor) that showed significant expression 
variance and survival for lung adenocarcinoma. The role of IL4R 
has been paradoxical in cancer immunology and has often been 
debated. In our results, IL4 was seen to be involved with complete 
remission when treated with any of the three therapies: mitotic 
inhibitors, anti-angiogenesis and antimetabolite. This was 
validated further with the experimental evidence of overexpressed 
IL4R contributing towards remission in lung cancer patients [97].  

However, in colon cancer, the two treatments under study 
have similar cell cycle targets. Hence, we found more overlapping 
genes between alkylating agents and antimetabolites as shown in 
Figure 3. While we found only 4 genes (FAM3C, CRLF3, CETP, 
VAV3) that showed significant survival and expression variance 
as shown in Figure 6, the first three showed higher expression for 
disease progression, while VAV3 was seen as CR upregulated. 
We also found literature evidence of VAV3 as one of the 
molecular signatures for colon cancer [98]. IL-17 is often 
associated with tumor promotion and acts as a pro-angiogenesis 
factor, while in some cases it has also been regarded as tumor 
suppressing, as shown by experimental studies from Kryczek et 
al. [99]. Therefore, its role has remained undefined. However, in 
our results, we found IL-17 to contribute towards complete 
remission in antimetabolite therapy for colon cancer. 

5. Conclusion 

The era of translational medicine has opened new horizons for 
personalized therapeutic interventions and spurred the 
development of novel prognostic therapy-based biomarkers for 
each patient’s individual immune profile. It is now evident that 
the tumor–host immune interaction dictates the magnitude, 
quality and efficacy of most anticancer strategies. Despite this, in 
our knowledge, no systematic analysis has been performed to 
study expression and pathway-based differences of multiple 
anticancer therapies depending on patient’s immunocompetence. 

In this study, we used expression based analysis to come up 
with biomarkers with prognostic validity for different anticancer 
therapies in two cancer datasets, LUAD and COAD. We found 
many gene biomarkers, unique to a cancer type or therapy, which 
were either associated with the progression or remission of the 
intervention. Additionally, we also found a number of 
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overlapping genes across different therapies, of which some had 
a controversial status towards cancer promotion or regression. 
Our results predicted the outcome of therapy resistance alongside 
its improved efficacy to some extent.  The scope of this study 
went further to understand some of the pathways and their mode 
of mechanism in-depth for different therapies in both cancer 
types. However, one major limitation of this study is the absence 
of experimental validation for these biomarkers even though the 
majority of the indicated genes in our results have corresponding 
correlations within the literature. Therefore, such information 
would be highly valuable for translational medicine and in making 
an accurate intervention choice. 

This work is an extension of our previous conference paper 
published at BIBM IEEE 2016 [100]. 
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TABF Terms FAGO terms upregulated in CR for Alkylating Agents

Cell cytotoxicity

positive regulation of leukocyte mediated cytotoxicity, regulation of leukocyte mediated cytotoxicity, natural kil ler cell  
mediated cytotoxicity, leukocyte activation involved in immune response, positive regulation of leukocyte activation, 
leukocyte differentiation, regulation of leukocyte differentiation, positive regulation of leukocyte mediated immunity, 
regulation of leukocyte mediated immunity, leukocyte proliferation, positive regulation of leukocyte differentiation, 
myeloid leukocyte differentiation, granulocyte migration, neutrophil  chemotaxis

Marcophage Activation macrophage differentiation

Immune Response and 
Myeloid Cell Activation

positive regulation of immune response, myeloid dendritic cell  activation, activation of immune response, myeloid cell  
activation involved in immune response, mast cell  activation, positive regulation of immune effector process, regulation 
of production of molecular mediator of immune response

Regulation of T cell and 
Lymphocyte Activation

positive regulation of lymphocyte differentiation, positive regulation of T cell  differentiation, positive regulation of 
alpha-beta T cell  activation, lymphocyte activation involved in immune response, alpha-beta T cell  differentiation, CD4-
positive, alpha-beta T cell  differentiation involved in immune response, regulation of alpha-beta T cell  differentiation, 
activated T cell  proliferation, thymic T cell  selection, regulation of T cell  differentiation, regulation of lymphocyte 
activation, positive regulation of lymphocyte activation, T cell  activation, lymphocyte differentiation, T cell  
differentiation, regulation of lymphocyte differentiation, regulation of T cell  proliferation, positive regulation of T cell  
proliferation, T cell  proliferation, regulation of alpha-beta T cell  activation, T cell  costimulation, positive regulation of 
lymphocyte mediated immunity, regulation of lymphocyte mediated immunity, lymphocyte mediated immunity

B cell Proliferation and 
Activation

regulation of B cell  activation, B cell  mediated immunity, B cell  activation, B cell  proliferation

Signaling pathways

Fc-epsilon receptor signaling pathway, Fc receptor signaling pathway, immune response-regulating cell  surface receptor 
signaling pathway, immune response-regulating signaling pathway, immune response-activating signal transduction, 
antigen receptor-mediated signaling pathway, immune response-activating cell  surface receptor signaling pathway, cell-
cell  signaling, cell  surface receptor signaling pathway, cell-activation, cell  migration, cell  chemotaxis, Chemokine 
signaling pathway

Negative regulation of 
leukocyte and 

lymphocyte activation

negative regulation of leukocyte activation, negative regulation of lymphocyte activation, negative regulation of 
leukocyte differentiation

Cytokine activity cytokine activity, cytokine receptor activity, cytokine receptor binding, Cytokine-cytokine receptor interaction, cellular 
response to cytokine stimulus, regulation of cytokine production

Adaptive Immune 
Response and 

Immunoglobulin 
Production

response based on somatic recombination of immune receptors built from immunoglobulin superfamily domains, 
adaptive immune response based on somatic recombination of immune receptors built from immunoglobulin 
superfamily domains positive regulation of adaptive immune response based on somatic recombination of immune 
receptors built from immunoglobulin superfamily domains, regulation of immunoglobulin mediated immune response

TABF Terms FAGO terms Upregulated in CR for Alkylating Agent

ncRNA processing
ncRNA metabolic process, RNA processing, RNA splicing, mRNA processing, gene 
silencing by RNA

mitochondrion 
organization

mitochondrial transport, mitochondrial transmembrane transport, mitochondrial 
electron transport, NADH to ubiquinone, mitochondrial respiratory chain complex I 
assembly, mitochondrial ATP synthesis coupled proton transport

activation of immune 
response

myeloid cell  activation involved in immune response, adaptive immune response based 
on somatic recombination of immune receptors built from immunoglobulin superfamily 
domains, negative regulation of production of molecular mediator of immune response

T cell  differentiation, 
proliferation, 

activation, 
lymphocyte 
aggregation

regulation of lymphocyte mediated immunity, lymphocyte costimulation, T cell  mediated 
immunity, regulation of T cell  proliferation,  positive regulation of alpha-beta T cell  
activation, regulation of CD4-positive, alpha-beta T cell  activation

B cell  homeostasis
regulation of B cell  proliferation, positive regulation of B cell  proliferation, B cell  
proliferation

TABF Terms FAGO Terms upregulated in PD for Alkylating agents

G1/S cell  cycle regulation regulation of cell  cycle G1/S phase transition

Response to DNA damage

DNA-templated transcription, initiation intrinsic apoptotic 
signaling pathway in response to DNA damage, response to 
cycloheximide, transcription elongation from RNA polymerase I 
promoter

Leukocyte chemotaxis
positive regulation of leukocyte chemotaxis

Defense response
defense response, antibacterial humoral response, wound healing

Inflammation inflammatory response

Complement activation complement activation, alternative pathway

KEGG pathways in cancer viral carcinogenesis, cancer carcinogenesis

Glutathione metabolism Glutathione metabolism

TABF Terms FAGO terms Upregulated in PD for Alkylating Agents

negative regulation of 
immune response

negative regulation of production of molecular mediator of immune 
response, negative regulation of adaptive immune response, negative 
regulation of immune effector process

Interleukin production interleukin-1 beta production, interleukin-1, 2,4 ,6 10 production

angiogenesis  positive regulation of angiogenesis, regulation of angiogenesis, blood vessel 
development

MAPK cascade regulation of MAPK cascade, positive regulation of MAPK cascade

ERK1 and ERK2 cascade positive regulation of ERK1 and ERK2 cascade,

cell  proliferation/ 
differentiation

positive regulation of cell  differentiation, positive regulation of 
mononuclear cell  proliferation, cell  differentiation, regulation of cell  
proliferation

cytokine production
regulation of cytokine biosynthetic process, cytokine-mediated signaling 
pathway, cellular response to cytokine stimulus, negative regulation of 
cytokine secretion

Inflammatory response acute inflammatory response, chronic inflammatory response

negative regulation of wound 
healing

response to wounding,  negative regulation of response to wounding, 
regulation of wound healing

interferon-gamma production regulation of interferon-gamma production, positive regulation of interferon-
gamma production

positive regulation of tumor 
necrosis factor production

chemokine production,  positive regulation of tumor necrosis factor 
production, regulation of tumor necrosis factor superfamily cytokine 
production

TABF Terms FAGO terms Upregulated in CR for Antimetabolite

Cell  Cytotoxicity

leukocyte differentiation, negative regulation of leukocyte migration, leukocyte activation involved 
in immune response, monocyte chemotaxis, myeloid leukocyte differentiation, positive regulation 

of leukocyte migration, regulation of leukocyte chemotaxis, positive regulation of leukocyte 
chemotaxis, positive regulation of leukocyte activation, regulation of production of molecular 

mediator of immune response, regulation of leukocyte mediated immunity, positive regulation of 
Cytokine and Chemokine 

Regulation
cytokine receptor activity, cytokine activity, cytokine receptor binding, chemokine receptor activity, 

Cytokine-cytokine receptor interaction, Chemokine signaling pathway

Adaptive Immune Response regulation of adaptive immune response, regulation of adaptive immune response based on 
somatic recombination of immune receptors built from immunoglobulin superfamily domains, 

Regulation of T cell  and 
Lymphocyte Activation

T cell  activation involved in immune response, T cell  differentiation involved in immune response, 
alpha-beta T cell  differentiation involved in immune response, regulation of lymphocyte mediated 

immunity, regulation of T-helper 1 type immune response, stem cell  differentiation

Cell  Signaling cell  surface receptor signaling pathway, G-protein coupled receptor signaling pathway, cell-cell  
signaling, Phospholipase D signaling pathway, PI3K-Akt signaling pathway, immune response-

KEGG Signaling pathway Rap1 signaling pathway, Calcium signaling pathway, G-protein coupled receptor signaling 
pathway, Phospholipase D signaling pathway, PI3K-Akt signaling pathway

System development cardiovascular system development, skeletal system development

TABF Terms FAGO terms Upregulated in CR for Antimetabolite

system development
nervous system development, anatomical structure morphogenesis, 
embryonic morphogenesis, embryonic l imb morphogenesis, regulation 
of growth, organ growth, aorta development

histone modification histone lysine methylation, histone H3-K9 modification, histone H3-K9 
methylation, histone H3-K36 demethylation

T cell  proliferation 
activation, leukocyte 

differentiation, 
lymphocyte 

differentiation

leukocyte cell-cell  adhesion, leukocyte aggregation, lymphocyte 
aggregation, positive regulation of leukocyte proliferation, T cell  
proliferation, lymphocyte activation involved in immune response, 
leukocyte activation involved in immune response, positive regulation of 
leukocyte migration, positive regulation of lymphocyte proliferation

positive regulation 
of immune response

myeloid cell  activation involved in immune response, regulation of 
production of molecular mediator of immune response, positive 
regulation of production of molecular mediator of immune response, 
positive regulation of innate immune response, positive regulation of 
immune effector process
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Table 7. TABF-FAGO terms upregulated in PD for antimetabolites (LUAD) 

 
Table 8. TABF-FAGO terms upregulated in PD for antimetabolite (COAD) 

 
Table 9. TABF-FAGO terms upregulated in CR for mitotic inhibitor (LUAD) 

 
Table 10. TABF-FAGO terms upregulated in PD for mitotic inhibitors (LUAD) 

 
Table 11. TABF-FAGO terms upregulated in CR for Anti-angiogenesis (LUAD) 

 
 

Table 12. TABF-FAGO terms upregulated in PD for anti-angiogenesis (LUAD) 

 
 

TABF Terms FAGO terms Upregulated in PD for Antimetabolite

RNA Processing RNA processing, RNA 3'-end processing

ncRNA processing ncRNA metabolic process

TABF Terms FAGO terms Upregulated in PD for Antimetabolite

JAKSTAT cascade
positive regulation of JAK-STAT cascade, tyrosine 
phosphorylation of STAT protein, regulation of tyrosine 
phosphorylation of STAT protein

G1/s , G2/M phase cell  cycle G1/S phase transition, cell  cycle phase transition, 
mitotic cell  cycle phase transition

interleukin-1 production interleukin-1 beta production, regulation of interleukin-1 
secretion, positive regulation of interleukin-1 production

Inflammtion
inflammatory response, acute inflammatory response, 
production of molecular mediator involved in inflammatory 
response, regulation of inflammatory response

ERK cascade  regulation of ERK1 and ERK2 cascade

IFN production response to interferon-gamma, interferon-gamma production

cytokine production
regulation of cytokine production, response to cytokine, 
cytokine secretion,  cellular response to cytokine stimulus, 
cytokine-mediated signaling pathway

cellular response to 
tumor necrosis factor

Tumor necrosis factor superfamily cytokine production

TABF Terms FAGO terms Upregulated in CR  for Mitotic Inhibitor

KEGG signaling pathway
signaling receptor activity, MAPK signaling pathway, Calcium signaling pathway, NF-kappa B 
signaling pathway, Phosphatidylinositol signaling system, Jak-STAT signaling pathway, cell  

surface receptor signaling pathway, G-protein coupled receptor signaling pathway
B cell  activation B cell  proliferation, B cell  activation,B cell  differentiation

Innate immune response positive regulation of immune response, activation of immune response, regulation of innate 
immune response

regulation of T cell  and 
lymphocyte activation

T cell  activation,T cell  differentiation, alpha-beta T cell  activation, alpha-beta T cell  
differentiation,CD4-positive, alpha-beta T cell  differentiation,T cell  selection, activated T cell  

proliferation,T cell  differentiation in thymus, regulation of T cell  activation, positive regulation of 
T cell  activation, regulation of T cell  differentiation, positive regulation of T cell  differentiation, 

regulation of alpha-beta T cell  activation, lymphocyte proliferation, lymphocyte activation 
involved in immune response, regulation of alpha-beta T cell  differentiation, positive regulation of 
alpha-beta T cell  activation, response to interferon-gamma, positive regulation of immune effector 

process, T cell  proliferation, regulation of T cell  proliferation, positive regulation of T cell  
proliferation, lymphocyte costimulation, T cell  activation involved in immune response

Regulation of cAMP
cyclic nucleotide metabolic process, cyclic purine nucleotide metabolic process, cAMP metabolic 
process, cAMP biosynthetic process, regulation of cAMP biosynthetic process, positive regulation 

of cyclic nucleotide metabolic process, positive regulation of cAMP metabolic process

Inflammatory response Inflammatory response

Cytokine Production
response to cytokine, Cytokine-cytokine receptor interaction, regulation of cytokine production, 

macrophage cytokine production, positive regulation of macrophage cytokine production, 
macrophage cytokine production, positive regulation of macrophage cytokine production

TABF Terms FAGO terms Upregulated in PD for Mitotic Inhibitor

Negative 
regulation of 

cell  death

negative regulation of cell  death, negative regulation of 
apoptotic process, negative regulation of programmed 

cell  death
Mitotic 

Checkpoint and 
DNA damage 

response

DNA damage checkpoint, mitotic DNA damage checkpoint, 
negative regulation of cell  cycle G1/S phase transition, 

mitotic G1 DNA damage checkpoint

TABF Terms FAGO terms Upregulated in CR for Anti-angiogenesis

Negative regulation of inflammatory 
response

regulation of inflammatory response, negative regulation of inflammatory 
response

macrophage activation macrophage differentiation

Negative regulation of angiogenesis regulation of vasculature development, regulation of angiogenesis, negative 
regulation of angiogenesis

myeloid cell  activation myeloid cell  differentiation , myeloid leukocyte differentiation, regulation of 
myeloid cell  differentiation

regulation of T cell  and lymphocyte 
activation

T cell  activation, regulation of T cell  activation, T cell  differentiation, lymphocyte 
differentiation, regulation of lymphocyte activation, regulation of lymphocyte 
activation, lymphocyte proliferation

Apoptosis cell  death, apoptotic process

Cell  signaling cell  surface receptor signaling pathway, cell-cell  signaling, cell-substrate 
adhesion, cell-cell  adhesion

Organ morphogenesis skeletal system development, cardiovascular system development, heart 
development, embryo development, organ morphogenesis

B cell  proliferation and activation B cell  activation, B cell  differentiation

Regulation of interleukin 6 interleukin-6 production, tumor necrosis factor production, regulation of 
interleukin-6 production

Regulation of cytokines cytokine activity, cytokine receptor binding, cytokine metabolic process, Cytokine-
cytokine receptor interaction

Wounding Response to wounding

Hemopoiesis hemopoiesis, regulation of hemopoiesis, negative regulation of hypoxia

Regulation of leukocyte
myeloid leukocyte differentiation, regulation of myeloid cell  differentiation, 
regulation of myeloid leukocyte differentiation, negative regulation of leukocyte 
differentiation, regulation of leukocyte chemotaxis

TABF Terms FAGO terms Upregulated in PD for Anti-angiogenesis

Angiogenesis Angiogenesis, anatomical structure morphogenesis

Growth Signaling 
Pathway

epidermal growth factor receptor signaling pathway, vascular endothelial growth factor receptor 
signaling pathway

Negative regulation of 
apoptosis

negative regulation of cell  death, negative regulation of programmed cell  death, cell  division, cellular 
macromolecular complex assembly, chromosome organization, cellular macromolecule catabolic 
process, cell  cycle, cell  cycle process, chromosome segregation, cellular developmental process, cell  
migration, regulation of cellular process

Antigen Processing & 
Presentation

antigen processing and presentation of endogenous peptide antigen, antigen processing and 
presentation of exogenous peptide antigen via MHC class I, TAP-independent, antigen processing and 
presentation of exogenous peptide antigen, antigen processing and presentation of exogenous peptide 
antigen via MHC class II, antigen processing and presentation of peptide antigen via MHC class I, 
antigen processing and presentation of exogenous peptide antigen via MHC class I, antigen 
processing and presentation of endogenous peptide antigen

Regulation of innate 
immune response

activation of immune response, immune response-regulating signaling pathway, regulation of innate 
immune response, positive regulation of innate immune response, activation of innate immune 
response, organ or tissue specific immune response

DNA repair DNA ligation, DNA metabolic process, DNA repair, translation

Defense Response
response to radiation, cellular response to stress, defense response to Gram-positive bacterium, 
response to other organism

KEGG pathways in cancer Pathways in cancer
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 This paper is an extension of work originally presented at the 2nd International Conference 
of the Portuguese Society for Engineering Education and aims to describe an 
interdisciplinarity teaching experiment involving three subjects of the scientific area of 
Mathematics and a fourth one in the area of Management. Using only one project, the 
students developed skills, in an integrated way, in the fields of the subjects involved. The 
structure of the project is described in detail. It is shown how the knowledge obtained in 
the different subjects is needed and how it connects together to answer the proposed 
challenges. We report the progress of the students’ work, the main difficulties and the skills 
developed during this process. We conclude with a reflection on the main problems and 
gains that may arise in similar projects. 
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1. Introduction 

This paper is an extension of work [1], originally presented at 
the 2nd International Conference of the Portuguese Society for 
Engineering Education.   

 The Bologna reform aims to make the European Higher 
Education more comparable and compatible, unifying three 
different levels of study, for Bachelors, Master and Doctoral 
awards, across all member countries [2, 3]. 

This reform seeks to promote the student-centred approaches 
and the effective implementation of more active learning practices 
[4]. 

According to these authors, the Bologna process emphasizes 
that efforts should be made to include learning activities with 
“meaning” for students, providing them additional motivation. 
These authors state that one of the methodologies to achieve these 
objectives is based on interdisciplinary project approaches [4].  

This paper aims to describe an interdisciplinarity teaching 
experiment involving three subjects of the scientific area of 

Mathematics and a fourth one in the area of Management, in a 
Portuguese school of engineering.  

Societal, environmental, economic, and philosophical 
problems are often so complex that it is impossible to fully 
understand them from a single perspective. Multiple viewpoints 
can help to solve these complex problems and challenges by 
converging synergistic team efforts [5]. 

In line with this idea, many employers recognize the need to 
hire graduates that are able to work as members of a team as well 
as being able to understand certain core disciplinary competencies 
and to adapt to different contexts. Because of that, in recent times 
the theme of interdisciplinarity has gained popularity in different 
circles. Despite the skepticism in some education environments, 
the supporters of its application to school contexts have been 
increasing, especially with its introduction in university curricula 
and research agenda [5, 6]. 

In this field, Klein, quoted by Jacobs [5], makes an important 
clarification of concepts, presenting a distinction between multi- 
inter- and trans-disciplinarity that we highlight below: The 
multidisciplinarity is made by a juxtaposition of knowledge, 
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methodologies or information from different disciplines even 
though the knowledge structure and the identity of the original 
disciplines remains unquestionable; on the other hand, 
interdisciplinary approaches emphasize integration and 
interaction, promoting the disciplinary transformation at 
methodological and theoretical levels; finally, in transdisciplinary 
approaches, research questions and practices are framed by 
problems arising from the life-world and studied in different 
points of view [5, 7]. 

“Interdisciplinarity is a means to integrate knowledge and 
methods in the interest of problem solving” [6]. Crossing 
disciplinary boundaries is particularly important for a future 
engineer because she/he will be called to solve complex problems. 
This requires not only crossing boundaries horizontally (across 
subjects) but also vertically (across experts, policymakers, 
practitioners, and the public) [8, 9, 10]. 

The advantages of interdisciplinarity studies are widely 
accepted by teachers and researchers. Some authors refer that 
interdisciplinary works use the knowledge that comes from 
different curriculum areas that offer different perspectives on a 
particular problem, making the curriculum more compact and 
more consistent. Furthermore, interdisciplinary works provide the 
students with relevant, challenging and enjoyable learning 
experiences [5, 6].  

Chettiparamb [6] refers that “Interdisciplinary pedagogy 
fosters in students a sense of self-authorship and a situated, 
partial and perspectival notion of knowledge that they can use to 
respond to complex questions, issues or problems. While it 
necessarily entails the cultivation of the many cognitive skills such 
as differentiating, reconciling, and synthesizing […] it also 
involves much more, including the promotion of student’s 
interpersonal and intrapersonal learning.”  

Despite this, some authors believe that collaboration is often 
more truly interdisciplinary in social science and humanities 
disciplines than in technological ones because these disciplines 
require that researchers work more closely to agree on methods 
and interpretations [11]. Notwithstanding this, interdisciplinary 
approaches are critical to solving the most pressing technological 
challenges.  An evidence of this is the fact that interdisciplinary is 
progressively more valued by the courses’ accrediting agencies 
[7]. 

In alignment with these ideas, some universities have 
developed some interdisciplinary design courses with the goal of 
improving students’ abilities to operate across disciplines and 
improve their preparation for work [12]. 

This paper aims to present the results of an interdisciplinary 
teaching experiment performed in the Electrical Engineering – 
Power Systems degree of the School of Engineering – Polytechnic 
of Porto (ISEP). The goal of this experiment was to carry out an 
interdisciplinary project involving four subjects of the first year 
of the degree, three of which from the scientific area of 
Mathematics - Mathematics I (MATE1), Mathematics Laboratory 

I (LMAT1), Linear Algebra and Analytic Geometry (ALGAN) - 
and one subject in the area of Management: Working Methods in 
Engineering (MTENG). 

The subjects concerning the first semester of the first year 
program as well as the respective European Credit Transfer and 
Accumulation System (ECTS) [13,14] are listed in Table I.  

TABLE I.  COURSE REQUIREMENTS (1ST YEAR/1ST SEMESTER) 

SUBJECTS ECTS Contact 
hours 

Experimental Physics 5 4 

Introduction to Electrotechnics 6 4 

Linear Algebra and Analytic Geometry 5 4 

Mathematics I 5 4 

Mathematics Laboratory I 3 2 

Working Methods in Engineering 6 4 
 

Using only one project work, we intended to create the 
opportunity for students to develop skills, in an integrated way, in 
the fields of the involved subjects. Students were challenged to 
perform a set of tasks by applying concepts and skills developed 
in the four aforementioned subjects. Specific objectives were 
proposed for this work in each subject. 

The experiment took place during twelve weeks in the first 
semester of the first year of the degree.   

Students were assessed by three outcomes: one report, one oral 
presentation with discussion and a MatLab© script. All teachers 
were involved in the assessment of the report and the oral 
presentation. The MatLab© script was mainly assessed by the 
Mathematics Laboratory I (LMAT1) teacher. 

 Students faced initial difficulties in dealing with the 
interdisciplinary challenge, and with developing the soft skills 
required in the project. The main challenges were: 

• to gain experience in team work as means to solve the 
interdisciplinary problems; 

• to acquire insight into their own behaviour and understand 
how it influences collaboration in the team; 

• to acquire and understand their competence and realize 
how it may be used for the benefit of the team.  

This led to considerable gains in learning, so we will make a 
reflection on these gains and the benefits of carrying out a single 
project involving different subjects. We explore the main 
objectives of this interdisciplinary work, as well as the 
methodology and its main results.  

We conclude this text with a reflection on the main lessons 
learned as well as with some suggestions for future 
interdisciplinary work involving these or other scientific areas. 
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2. The project 

Interdisciplinary projects are encouraged and very welcome in 
the degrees of ISEP. Using some past experiences, a group of four 
teachers – responsible for three subjects of the scientific area of 
Mathematics and a fourth one in the area of Management – 
proposed to the students of the Electrical Engineering – Power 
Systems degree an interdisciplinary work.    

2.1. Organizing the project 

The purpose of this project was to give an integrated view of 
the several subjects of Mathematics, as well as to develop in 
students a number of soft skills that are pointed out as 
fundamental by the employers of graduated students. 

In interdisciplinary research, success depends largely on the 
personality and attitudes of researchers. Useful characteristics are: 

• curiosity about, and willingness to learn from other 
subjects;  

• flexibility, adaptability, creativity; 

• an open mind to ideas coming from other subjects and 
experiences; 

• good communication and listening skills; 

• an ability to bridge the gap between theory and practice; 

• a good team worker. 
 

The following additional abilities are very important: 

• understanding (not necessarily in depth) across the 
project’s main subject domains; 

• understanding application areas, namely, Electrical 
Engineering, for project outcomes; 

• respect for other subjects and some understanding of their 
general principles; 

• focus on practical results, to overcome differences among 
subjects. 

These abilities are highly relevant to achieve a good project 
management. 

In addition to this, specific objectives were proposed in each 
subject. 

 In the subject of Working Methods in Engineering, the project 
had as objective to develop skills in the areas of: 

- Project management competences, including planning and 
project control; 

- Write technical reports using an appropriate structure and 
technical language; 

- Communicate in public effectively, using technical data to 
support the message; 

- Communication. Namely developing the capacity to reach 
consensus, make decisions and manage conflicts. 

Mathematics Laboratory I is inserted in the first semester of 
the first year of the Degree in Electrical Engineering - Electric 
Energy Systems' syllabus. It is a scientific subject of the 

Mathematics area that intends to provide the skills for solving 
typical problems in engineering algebraically and numerically, 
using numerical methods (see, for example, [15] and [16]) and 
computer algebra systems. 

As main goals of this subject, it is intended that students obtain 
reasoning and abstraction skills in order to: 

- implement methods of algebraic and numeric resolution of 
problems; 

- model engineering problems related to the degree 
mathematically; 

- acquire critical sense, deductive reasoning, and graphic 
interpretation; 

- be critical in the use of computer algebra software and 
numeric tools; 

- do the integration between the nuclear subjects of 
Mathematics and Electrical Engineering. 

As specific goals it is intended that a student should be able to: 

- implement methodologies for solving problems using the 
algebraic and numeric tools (Matlab, Python and/or Matlab clone); 

- understand the benefits and limitations of the algebraic and 
numeric tools (Matlab software, Python and/or Matlab clone); 

- find and implement alternative methodologies to solve the 
problems; 

- understand the several ways in which error can be introduced 
in the solution of the problem; 

- solve equations of one variable numerically; 

- use iterative methods in finding the solution sets of linear 
systems; 

- evaluate derivatives and integrals numerically.  

The subject contents were: the software introduction and error 
analysis; numerical methods for solving equations; methods for 
solving systems of equations and numerical differentiation and 
integration. 

Mathematics I is a traditional one variable analysis subject 
(see, for example, [17] and [18]) with the following objectives: 

- to characterize and manipulate real-valued functions in one 
variable;  

- to use the techniques of differential calculus; 

- to understand the notion of primitive of a function and to 
compute the primitive of functions using several methods;  

- to understand the concept of definite integral and to use it to 
compute areas; 

-  to work with series of real numbers and with Taylor series, 
realizing its importance and its application to Engineering 
problems. 
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Linear Algebra and Analytic Geometry aims to complement 
and consolidate the mathematics training of students gained 
during their academic life and develop the abstraction and 
reasoning ability of students. The subjects of ALGAN also aims 
the development of a mathematical language and the acquisition 
of critical spirit. It intends to give basic training in linear algebra 
and analytic geometry in order to enable the creation and solving 
mathematical models applied to Engineering (see [19]).  

After attending the subject of ALGAN, students should be 
able to:  

- perform basic operations on matrices, compute determinants 
and solve matrix equations;  

- use matrices and determinants in the resolution and 
discussion of systems of linear equations; 

- identify and generate vector fields and check linear 
dependence on the vectors; identify linear transformations and 
compute the associated matrices, eigenvalues, and eigenvectors; 

- give analytical expressions for lines and planes; study 
intersections of lines and planes and identify geometrical spaces 
that satisfy some pre-determined conditions. 

Teams of four students were formed in the beginning of the 
scholar year, in the classes of Mathematics Laboratory I 
(LMAT1). Students were invited to form the teams according to 
their preferences. There was a consensus among the students in 
the formation of the groups and there was no need for direct 
intervention of teachers in this process. Students without LMAT1, 
but attending one of the other three subjects, would not have an 
interest in participating in this project, as it needed a lot of support 
given in the classes of LMAT1. For these students, an alternative 
assessment was defined.  

A total of eighty one students participated in this project. Each 
team received a project worksheet. The worksheets were not equal 
for all teams, but they proposed similar tasks. 

2.2. Planning for implementation of the tasks(weekly)  

An overview of the project milestones and tasks is shown in 
Table II. Task 1 included the study of a real-valued function of 
one real variable and solving some equations numerically. This 
was performed during the four weeks of October, the first month 
of the project.  

A preliminary report was delivered at the end of the second 
week of November. This was followed by the task of solving 
systems of linear equations using algebraic and numerical 
methods. The preliminary report of this task was delivered at the 
end of the first week of December. 

Finally, the problem involving sequences, Taylor series and 
symbolic and numerical integration was addressed in the second 
and third weeks of December. The preliminary report about this 

task was delivered at the end of the third week of December. The 
final report was delivered in the last week of December.  

TABLE II.  TASKS SCHEDULING (WEEKLY) 

 
2.3. Main tasks developed in the project 

The tasks proposed to the students include three groups of 
questions. The first task to be developed in this project involved 
real-valued functions of one real variable. The voltages across the 
capacitor component were studied. Thus, the charge/discharge of 
the capacitor, , in the RLC circuit (Fig. 1) was given. The 
analytic expression involved various exponential functions, for 
example,  

   

http://www.astesj.com/


S. Abreu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 788-795 (2017) 

www.astesj.com     792 

The values for resistor, inductor, and capacitor are given, 
respectively, by  

Some questions concerning real-valued functions were 
addressed at the beginning: 

In the second task, an electrical circuit was given (see Figure 
2). The circuit has different meshes. Using the Kirchhoff's laws 
for electrical circuits the students formulated the linear equations 
system to determine the currents in the circuit meshes. 

A linear equations system was obtained. Then, the students 
were challenged to solve the system using algebraic methods such 
as Gaussian elimination and the Cramer's rule. After the use of 
these two algebraic methods, the students solved numerically the 
system of linear equations, using the iterative Jacobi and Gauss-
Sidel methods. Here, it was provided the opportunity of 
comparison between the results obtained from algebraic and 
numerical methods. Furthermore, this approach gave to the 
students the opportunity to compare the performance of the two 
numerical methods. 

The last task concerned an integral calculus problem where 
symbolic integration was not possible. Therefore, the problem 
should be solved using Taylor series/polynomials, in order to 
obtain an approximation of the integral. In addition, the Simpson 
and trapezoidal rules were proposed to obtain the integral, using 
numerical quadrature. We focus that these tasks led to the 
simultaneous use of algebraic and numerical methods. The 
function was  𝑙𝑙(𝑥𝑥) = 3 𝑒𝑒−

𝑥𝑥2
4  and the problem was to calculate the 

definite integral  

𝐼𝐼 = ∫ 𝑙𝑙(𝑥𝑥)𝑑𝑑𝑥𝑥2
−2 . 

At first, it was computed the Taylor series of 𝑙𝑙 and, next, the 
numerical series that allows computing the value of 𝐼𝐼 . The 
convergence of the numerical series was also studied.  

After that, other two approximations of 𝐼𝐼 were calculated: 

- on the one hand, approximating 𝑙𝑙(𝑥𝑥)  by its Taylor 
polynomial of degree n (n specified) and the value of the 
corresponding integral; 

- on the other hand, using the trapezoidal and Simpson’s rules. 

 
Figure 1: RLC circuit analyzed in Task 1. 

 

 
Figure 2: Electrical circuit solved in Task 2. 

2.4. Interdisciplinarity 

The interdisciplinarity present in the project proposed to 
students is shown in the flowchart in Fig.3. The linear equation 
system obtained from Kirchhoff’s voltage law application is 
commonly addressed on LMAT1 and ALGAN. Algebraic 
methods, such as Gaussian elimination and Cramer’s rule, had 
been studied in ALGAN. Numerical methods, such as Jacobi and 
Gauss-Sidel iterative methods, were implemented in LMAT1. 
The issue of real-valued functions of one real variable, including 
the voltages across the capacitor component or the 
charge/discharge of the capacitor in the RLC circuit, was 
addressed in MATE1 and in LMAT1.  

The study of real-valued functions was done analytically in 
the MATE1 subject. Some equations were solved numerically in 
LMAT1. The numerical methods used were the bisection and 
Newton–Raphson methods. Another topic involves the 
integration of functions without any symbolic primitive. This 
problem was addressed in MATE1 and LMAT1. Taylor 
series/polynomial were used to find an approximation of the 
integrand function and so to obtain an approximation of the 
integral. In LMAT1, the Simpson and trapezoidal rules were used 
for numerical integration. The management and guidance for 
performing the reports and presentations were carried out in the 
MTENG subject. This general issue had also the contribution of 
all participant subjects.   

60%
0.05

0.0005
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Figure 3: Topics and problems split into four different 

subjects 

Prerequisite skills needed for the execution of the project are 
rather minimal. Students are required to have Mathematics 
education of secondary school. They should have some 
knowledge of basic electrical circuits. Some programming 
experience in Matlab or other higher-level language is helpful, but 
not required. 

 
Figure 4: Graphic interpretation used in Task 1. 

 
Figure 5: Numerical Integration. 

We also highlight the use of the software MatLab© and its 
symbolic and numeric toolboxes to support the study. 

Furthermore, the graphical interpretation done by the students was 
improved by exploiting the graphical capabilities of the software. 
For instance, the graph presented in Fig. 4 (obtained with 
MatLab©) provides a better insight of the equation to be solved 
numerically while the graphic presented in Fig. 5 provides an 
insight concerning the integral to be computed. 

The students were faced with questions where it is necessary 
to choose between numeric and algebraic approaches. They 
should analyze the advantages and disadvantages of each other.  

2.5. Using the Moodle platform 

The use of a communication platform between teachers and 
students is essential for work coordination. There are several 
platforms available, but at ISEP it is implemented the Moodle 
platform, so we used it. 

The Moodle platform was used for communication with 
students, providing supporting material and for the delivery of the 
final work.  A proper space, accessible to all persons involved, 
was created in this platform to help the management of the process 
of delivery of the final work and its logistics. 

2.6. Transferability to other interdisciplinary projects 

This work emerged from a group of teachers’ desire and the 
conviction that this kind of project brings significant gains for 
students. These are challenged to integrate the knowledge that is 
often presented to them in a disintegrated way giving the idea of 
knowledge fragmentation. But this type of work presents 
challenges, not only for students, teachers are also challenged to 
think globally, to overcome the limits of their subject, to integrate 
its specific knowledge with other areas and to coordinate their 
work with other teachers.  

Everyone involved in this experience - teachers and students 
– shares the opinion that it should be repeated and, furthermore, 
there should be conditions to transfer it to other contexts and to 
other areas. In order to facilitate this transferability, we leave 
some practices that we consider essential to the success of future 
experiments in this context: 

1. Project Planning - Phase essential to the success of the 
project. It should involve communication between teachers from 
different subjects in order to i) describe goals for each subject, ii) 
define tasks to be developed by students, iii) define moments and 
assessment tools and respective criteria, iv) prepare the project 
worksheet and v) set a plan of regular control meetings. 

2. Project presentation to students - The project must be 
presented to students in detail, in the context of class, through the 
delivery of a project worksheet which should include i) project 
goals, ii) detailed tasks and deadlines iii) materials and tools 
necessary for the tasks implementation and iv) assessment 
moments, tools and respective criteria. 

3. Teams definition - teams should be defined at the beginning 
of the work by the students. 

4. Teachers monitoring - Teachers should accompany the 
group throughout the implementation of the project, acquainting 
themselves from problems that arise and supporting students to 
solve it. 
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5. Coordination of the teaching staff - It is essential that 
teachers talk to students well-coordinated. For this purpose, 
project control meetings are very important. 

6. Communication Platform for teachers / students - The use 
of a communication platform (in this case, the Moodle) seems to 
us essential to the success of the project. 

7. Final Assessment - It is important that, in the end of the 
project, teachers and students have time to evaluate the process in 
which they were involved and reflect on the key lessons learned 
and define adjustments for the project replication. 

8. The presence of all teachers in the oral presentation of 
projects – If we want to convey the message of interdisciplinarity, 
it is important that teachers are an example of commitment and 
networking. 

3. Results and Conclusions 

The Bologna reform brought new challenges for teachers and 
students of higher education. More student-centered teaching and 
crossing the frontiers of knowledge through interdisciplinary 
projects are examples of these new challenges [2, 3, 4]. In this 
paper, we intend to present the results of an interdisciplinary 
project carried out in an engineering school in the north of 
Portugal. 

The results obtained by the participating students were 
generally positive. Students’ involvement in the project was 
notorious. This involvement may be justified by the fact that, as 
Jacobs [5] and Chettiparamb [6] refer, interdisciplinary works 
provide the students with relevant, challenging and enjoyable 
learning experiences which may influence their degree of 
motivation and commitment in performing the tasks. In fact, the 
percentage of relative involvement of each student in the project 
was evaluated by his partners in the group. This information was 
asked to students in the moment of presentation and discussion of 
each team work.  

As mentioned by Chettiparamb Interdisciplinary projects 
force students to integrate subjects that were apparently 
independent. The interdisciplinarity has implied a change of 
students’ attitudes in the search for the development of integrated 
knowledge [6]. 

With this kind of challenge, students had the opportunity to 
develop a reflexive thought to overcome difficulties and, in this 
way, to develop knowledge and skills [5, 6].   

In fact, many different skills have been developed by students 
throughout the execution of this project. As an example, we can 
point out the ability to work with others, to solve problems and 
conflicts, to integrate knowledge from different fields, to write a 
report using the citation rules and also the ability to make public 
presentations. As some authors have argued this kind of skills are 
very important for a future engineer that will be called to solve 
complex problems that require crossing boundaries [7, 11].  

This type of work also puts great demands on the teachers 
involved in the project, particularly in terms of flexibility to 
integrate knowledge. Nevertheless, we think that the results in 
terms of benefits to the students justify all efforts that can be done 
to develop interdisciplinary work. 

The results of the assessment of this project were used to 
evaluate students in the different subjects. The weight given to 
this project by each subject was different from subject to subjects. 
As each subject has established different goals to achieve with this 
interdisciplinary project, it has also defined its own assessment 
criteria as well as the weight of the project in the overall 
evaluation of the subject. This weight was 10% of the overall 
evaluation of the subject for ALGAN, 20% for MATE1 and 
LMAT1, and 35% for MTENG. 

At the beginning of the oral presentation and discussion of the 
teamwork, each element of the team was asked to answer an auto 
assessment question. This question had to do with the perception 
that each element of the team had about the percentage of 
contribution of each element to all the work done.  

In the report and in the oral presentation, students answered, 
in generally, correctly to what was asked. We can mention that 
the function studied on the first task was not an ``academic” one 
(easy to analyse). They had to do research work and discuss it with 
the MATE1 teacher. 

The exception was the last task (subsection 2.3) where 
students were asked to approach a definite integral by two 
different processes (numerical integration and using Taylor 
polynomials). The students’ weakness was that they did not have 
the critical spirit to comment on the results obtained. For example, 
in one team of students, the results obtained by the two processes 
were very different. They did not realize that they should have 
compared the results and make conclusions. 

 By the end of the project, students’ opinions regarding the 
challenge they had faced were assessed using a questionnaire. The 
students were asked to give their opinion about the nature of the 
project and its objectives (question 1); about their satisfaction 
concerning their personal involvement in the project (question 2); 
about the impact of the project in motivating them to learn 
mathematics related subjects (question 3); about the opinion on 
the overall assessment of the project (question 4), and about the 
project contribution to develop personal and team work skills 
(question 5). Students were also asked to provide general 
feedback on the project as well as to identify strengths and 
weaknesses. Except for this last open question, all the other 
questions were assessed using a Likert scale, being 1 “somewhat 
satisfied”, and 5 “very satisfied”. Thirty-six students answered the 
questionnaire. The average score was over 3.9 considering all the 
questions, reaching 4.1 in those questions where students assessed 
the objectives of the project, and 4.2 in the ones concerning 
students’ opinion about the project contribution to the 
development of personal and team work skills (Fig. 6). As for 
strengths, students highlighted the relevance of the project for 
developing those skills and also for learning and consolidating 
mathematics-related subjects. 

Although many of the respondent students did not mention 
any weakness, some pointed out the workload, and the short time 
period to develop the work as aspects to be improved in future 
editions. With that information in mind, we may conclude that 
students recognized the importance of this project not only to 
develop personal and teamwork skills but also to consolidate 
knowledge of the several subjects involved in the project.   
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Figure 6: Students’ questionnaire results 

Despite the major benefits that this project has brought to the 
students, we are aware of the need to improve some aspects 
regarding planning and execution. At this stage, the coordination 
between the different involved teachers, the support provided to 
students during the project execution, and the management of the 
time students have dedicated to the project are the most 
challenging aspects and those with major impact on the success 
of the final project. 

Taking into account the characteristics of this project and the 
context of the degree in which it is integrated (Electrical Engineer) 
it is important, in future experiences, to involve the subjects of 
Experimental Physics and Introduction to Electrotechnics. Their 
absence was one of the weaknesses of this experiment. 

Other aspects to improve in new editions of the project are: 

- to implement changes in the Moodle platform 
configuration to ensure a greater dynamic on the 
interaction between the members of each group, a greater 
dynamic on the interaction between students/teachers 
during the period of development of the work, and also 
to facilitate team work in online learning; 

- to provide better conditions in online learning 
experiences, including team work will thus prepare 
students as effective members of teams in a virtual 
workplace of the future; 

- to include a final report from every member identifying 
their contribution to the project; 

- to provide some more class time for meetings because at 
the nowadays it is very hard for students to manage their 
schedules; 

- to make the workload reasonable and the goals clear. 

To conclude, it should be referred the intention of the authors 
to implement this project in other ISEP first degree courses (such 
as Electrical and Computer Engineering or Mechanical 
Engineering). 
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 This paper presents a developed low cost system for human gait analysis. Two web cameras 
placed in opposite sides of a treadmill are used to acquire images of a person walking at 
different speeds on a treadmill, carrying a set of passive marks located at strategic places 
of its body. The treadmill also has passive marks with the color chosen to contrast with the 
ambient dominant color. The body joint angle trajectories and 3D crossed angles are 
obtained by image processing of the two opposite side videos. The maximum absolute error 
for the different joint angles acquired by the system was found to be between 0.4 to 3.5 
degrees. With this low cost measurement system the analysis and reconstruction of the 
human gait can be done with relatively good accuracy, becoming a good alternative to 
more expensive systems to be used in human gait characterization. 
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1. Introduction 

This paper is an extension of the work originally presented in 
2016 IEEE International Conference on Industrial Engineering 
and Engineering Management (IEEM2016) [1]. The study of the 
human gait has been done in medical science [2-5], psychology 
[6, 7], and biomechanics [8-15] for more than five decades. 
Recently it has generated much interest in fields like robotics [16], 
biometrics [17] and computer animation [18]. In computer vision, 
recognizing humans by theirs gaits has recently been investigated 
[19]. The human gait is a pattern of human locomotion and can be 
described by kinetic or kinematics characteristics [20]. Gait 
signatures are the most effective and well defined representation 
methods for kinematic gait analysis. Gait signatures can be 
extracted from motion information of human gaits and have been 
used in computer graphics, clinical applications, and human 
identification [21-23]. 

Furthermore, gait data can be used to assess pathologies in a 
variety of ways. For example, stride parameters such as walking 
speed, step length and cadence provide an overall picture of gait 
quality. 

Given the growing need for such analysis equipment, this 
paper presents a low cost system developed to characterize human 
gaits as an alternative to much more expensive solutions [24, 25], 

taking the advantage of requiring much less space for its 
installation (about 5 times less). 

The organization of this paper is as follows: Section 2 
describes the developed acquisition system and its setup. The 
static and dynamic performance tests are described in Section 3. 
The results of repeatability tests are presented in Section 4 and the 
conclusions in Section 5. 

2. Acquisition System 

The developed acquisition system is based on computer vision 
and tracks passive marks (circles with 4 cm of diameter) of a color 
chosen to contrast with the surround colors. 

The system is mainly composed by one treadmill and two web 
cameras, one located on the right, and another on the left side of 
the treadmill, see Figure 1. Each one covers one side of the 
walking person. 

 
Figure 1. Layout of the developed system. 
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The web cameras used have the following characteristics: 
CMOS 640×480 (VGA) sensor, maximum of 30 frames per 
second, USB 2.0 interface. 

The cameras are placed at a height of 1.15 m and at a distance 
of 2.35 m from the treadmill. Each camera is aligned and centred 
to the treadmill and to the opposite camera. 

After laying out the system components, the following 
procedures need to be followed to extract human joint angles 
trajectories: 

A – Calibrate and align both cameras; 

B – Place detection marks on the person; 

C – Calibrate both sides of the pelvis; 

D – Synchronize both side videos; 

E – Process video frames, correct the depth of the marks, and 
extract joint angles. 

A. Cameras Calibration and Alignment 

Next it is described the cameras calibration and alignment 
procedures. 

A.1. Cameras Calibration 

When using low cost video cameras, image distortions must 
be considered and it is mandatory to calibrate the cameras using 
standard calibration procedures. 

Image distortions are constant and with a calibration and 
remapping they can be corrected [26]. Next, it is explained the 
basic topics of camera calibration: radial and tangential distortion, 
and the perspective transformation model. 

A.1.1. Radial Distortion 

The radial distortion is corrected using: 

 )1( 6
3

4
2

2
1 rkrkrkxxcorrected +++=  (1) 

 )1( 6
3

4
2

2
1 rkrkrkyycorrected +++=  (2) 

 222 yxr +=  (3) 

where k1, k2, and k3 are the radial distortion coefficients. 
Therefore, for an old pixel point at (x, y) coordinates in the input 
image, its position on the corrected output image will be 
(xcorrected, ycorrected). The presence of the radial distortion manifests 
in the form of the “barrel” or “fish-eye” effect. 

A.1.2. Tangential Distortion 

Tangential distortion occurs because the camera lenses are not 
perfectly parallel to the imaging plane. It is corrected by: 

 [ ])2(2 22
21 xrpxypxxcorrected +++=  (4) 

 [ ]xypyrpyycorrected 2
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where p1 and p2 are the tangential distortion coefficients. All the 
five distortion parameters were calculated using the Matlab 
camera calibrator app. 

A.1.3. Perspective Transformation Model 

For the units conversion the following formula (in 
homogeneous coordinate system) is used: 
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where the intrinsic camera parameters fx and fy are the camera 
focal lengths and (cx, cy) is the optical center expressed in pixels 
coordinates.  

The process of determining all these nine parameters is the 
calibration. Calculation of these parameters is done through basic 
geometrical equations, and it depends on the chosen calibrating 
object, which was a classical black-white chessboard. 

A.1.4. Camera Calibration Parameters Calculation 

To do the calibration was used the Matlab camera calibrator 
app (Figure 2). The first step is to input images of a checkerboard 
calibration pattern. For accurate results it is recommended to use 
between 10 and 20 calibrating images, from each camera, and, in 
this case, 11 images were used (Figure 3). The checkerboard was 
used as calibrating object because its regular pattern make it easier 
to be detected automatically. 

After inputting the checkerboard square size, the app will 
detect the checkerboard in all calibrating images. Then it is 
possible to inspect the results. This is helpful to find incorrect 
detections, and remove bad images for calibration. 

After this, the calibration parameters can be calculated and if 
necessary images with biggest errors can be rejected and 
substituted by another ones to try to minimize the overall mean 
error. 

 
Figure 2. Matlab camera calibrator app. 
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Figure 3. Some of the images used for camera calibration. 

The obtained distortion coefficients for left camera are 

[ ]4012.14642.00171.0. −−=coefRadial  

[ ]0010.00048.0. −−=coefTangential  

and the intrinsic parameters (in pixels) are 
[ ] [ ]7467.8115672.809== yxlength fffocal  
[ ] [ ]3430.2969749.247== yxcenter ccoptical  

For the right camera, the obtained distortion coefficients are 
[ ]2424.63171.11228.0. −=coefRadial  

[ ]0068.00054.0. −−=coefTangential  

and the intrinsic parameters (in pixels) are 

[ ] [ ]3655.8181826.819== yxlength fffocal  

[ ] [ ]3357.3325183.232== yxcenter ccoptical  

A.2. Alignment of Cameras 

Since there are two cameras and a treadmill between them, it 
is required to align each system component with each other to 
guarantee a good performance [27]. For that, it was developed a 
software module that measures the distance, in pixels, between six 
reference marks on the treadmill, and those marks viewed by the 
camera. Since the focal distance of the cameras and the distances 
between the treadmill and each camera are known, the location 
where the six marks should appear in the image can be calculated. 

Now, it is necessary to do a manual fine alignment of the 
cameras in order to overlap each calculated mark position with its 
respective detected position in the image. Then, it is calculated the 
larger distance between these marks, and the goal is to ensure that 
the maximum distance is less than four pixels. 

B. Placing Detection Marks on the Person 

After the alignment of both cameras, it is necessary to attach 
10 marks on each side of the walking person. Marks 1, 2, 3, A, 5, 
6 and 8 correspond to joints in the human body: shoulder, elbow, 

wrist, pelvis, knee, ankle and finally finger toes, see Error! 
Reference source not found.. 

 
Figure 4.  Joint angles definition and marks placement on the left side of a 

walking person. 

C. Pelvis Calibration 

Initially, the walking person must carry twenty marks (ten on 
each side) placed on him, Figure 5, but after the “pelvis 
calibration” procedure, the pelvis marks (A in Figure 4) are 
removed, and the pelvis joint marks will be inferred by the extra 
marks placed on the upper legs (mark 4 in Figure 4). 

Considering the marks do not move during data acquisition, 
marks 4 can be removed and their positions inferred from the 
positions of the other two marks. This procedure is necessary 
because the arm and hand occlude the pelvis marks (marks A) 
during gait data acquisition. Figure 5 shows the software module 
window for the pelvis calibration. 

 
Figure 5. Left side pelvis calibration software module and synchronization LED 

position. 
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D. 3D Construction and Synchronization 

To obtain 3D human gait data, it is required to cross 
synchronized both side’s images [28]. To synchronize cameras, 
there is a white synchronization LED that blinks and that is visible 
by both cameras (Figure 5). The video acquisition starts first, and 
then the synchronization LED starts blinking. The 
synchronization procedure is automatic and is done when 
processing the acquired videos, and is necessary because cameras 
do not start exactly at the same time and the image acquisition rate 
is not exactly the same for both cameras and has fluctuations. 

So, it is necessary to detect on both side videos when the 
synchronization LED turns ON and OFF, checking if the number 
of frames between LED ON and OFF cycles in both videos is the 
same. If they are not, the marks trajectories of the side with less 
frames are interpolated so that both side trajectories have the same 
number of data. When the number of frames in deficit is equal to 
or greater than three, the stride where this deficit occurs is 
considered not okay, and is discarded. This way, both side’s 
videos can be crossed to extract 3D gait data. 

To reference both camera images in space, there are two marks 
in the treadmill that are visible for both cameras (Figure 7). Both 
side images have their reference relative to these marks. This way 
it is ascertained not only the sagittal angles but also transversal 
and frontal rotation angles of the trunk, shoulders and pelvis. 

It is necessary to add depth to the person’s right and left 
planes, so, since the distances between all marks are measured 
(Figure 6), it is possible to convert those metric distances to 
pixels. To do this the required measures are: person height; 
shoulders width; arm and forearm lengths; hip width; thigh and 
leg lengths; distance between both ankles, and between both knees 
when in normal walking; great toe length; foot hinge finger to heel 
distance; and ankle to foot base distance. Other data are collected 
too, like age, gender and weight. Therefore the calculation of 
Body Mass Index (BMI) can be done. 

 
Figure 6. Menu to input the walking person data. 

After these measurements and pelvis calibration the person 
walks about 6 minutes on the treadmill to be accustomed to it [29], 
and only after the person feels at ease with the treadmill use, the 
gait data acquisition can start (Figure 7). 

 
Figure 7.  Right side view of a person during gait data acquisition showing the 9 

green marks on the person and the 2 on the treadmill. 

E. Processing of Video Frames, Correcting the Depth of the 
Marks, and Extracting Joint Angles 

After gait data acquisition, all saved data is loaded, and 
computed to extract the desired angle trajectories. 

In this phase all frames are loaded to pass through a color 
segmentation process where all marks are extracted from the 
original videos, and the respective image coordinates are 
determined, [30, 31]. This segmentation is adjustable for every 
mark color. 

The trajectories of all marks have been smoothed by using a 
zero lag Butterworth filter with a cut‐off frequency of 6 Hz [9, 
32]. Since for speeds below 5.5 Km/h, 99.7 % of the signal power 
is contained in the lower seven harmonics (below 6 Hz), the use 
of a 6 Hz cut‐off frequency is considered to be adequate for the 
tests. 

After being determined the coordinates of each mark for all 
video frames and after the noise reduction is done, each joint angle 
trajectory can be obtained. 

Afterwards it is possible to visualize, for the entire duration of 
the test, the person 3D animated skeleton with all joints and links. 

Stride detection makes possible stride grouping. Each stride is 
defined when the right foot starts going from up to down. After, 
the same foot stops moving forward and begins to move 
backward. I.e., forward to backward movement is first flagged, 
and after that, when upward to downward movement is detected, 
this instant corresponds to a new stride detection. Each stride 
detection ends the previous stride and starts a new one. 

Figure 8 shows a window where the saved data can be viewed 
and analyzed. 

 
Figure 8. Menu to display collected data and respective joints angles. 
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In this window it can be seen: both sides videos, the location 
of each detected mark (yellow circles in video frames), the angle 
values for all recorded person strides, a 3D animated skeleton of 
the person for each frame, and other options, like zoom, pan, 
rotate, RGB levels for mark detection, intensity threshold for 
synchronization LED detection, export data, etc. 

At the end, all collected data can be exported and opened in 
another window (Figure 9), where all strides are grouped and the 
17 mean joint angles profile, and their respective standard 
deviation (in green) are seen. 

 
Figure 9. Window showing the mean, the standard deviation and other indicators 

from recorded data. 
 

Beyond the angles referred to in Error! Reference source not 
found. it is also possible to extract other angles: 
backward/forward pelvis and trunk, downward/upward pelvis and 
trunk, and posterior/anterior trunk, as can be seen in Figure 10. 

   

a) b) c) 

 
Figure 10. a) - Backward/Forward Trunk/Pelvis angle. 
                 b) - Downward/Upward Trunk/Pelvis angle. 

   c) - Posterior/Anterior Trunk angle. 

The one side marks placed on the arm and leg are in different 
planes (see Figure 11). Instead of considering every mark in the 
same plane, it was made a depth correction [33]. I.e., using the 
physical characteristics of the person in test (Figure 6), the 
difference distances between the planes were calculated. 
Combining the values calculated before with the physical system 
setup distances, the points outside of the reference plane β (like 
knee, ankle and every foot points) were projected to it, permitting 
a more accurate calculation of the angles. 

 
Figure 11. Position and metric relationship between reference plane and marks 

planes. 

Involved variables can be viewed in Figure 12. 

 
Figure 12. Variables used to correct the depth of certain points. 

The reference plane β contains the pelvis mark point (see 
Figure 12). 

Consider a point A with coordinates (xold,yold) on the plane α 
parallel to the reference plane. The new coordinates of the point 
A (xnew,ynew), on the reference plane β, A’, are obtained by 
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It must be mentioned that the image referential has to be at the 
centre of the image, and not at a corner of the image, like usually 
is. I.e., all of the points have to be referenced to the centre of the 
image. 

The above procedure is executed for all points, except for 
pelvis point (since it is the reference point), and finally has to be 
done their re-reference for previous origin (original referential). 

With these transformations, more accurate results are 
achieved. 

3. Performance Tests 

Static tests were performed using a static planar dummy (with 
known joint angles) located in three different positions on the 
treadmill (see Figure 13). Those angles were measured using the 
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software and compared with the real ones to determine system 
static errors. Also, a dynamic test was done, where a person 
walked on the treadmill at different speeds. The trajectories of the 
joint angles were then analysed and their standard deviations were 
calculated to check if they were as expected, having literature 
trajectories as reference. A comparison between these angle 
profiles and the literature normal profiles was also done. 

3.1 Static Tests 

To determine the maximum static system error, some tests 
were made using a planar dummy placed at three different 
positions upon the treadmill: at the front, at the center, and at the 
rear (see Figure 13). 

    
Figure 13. Static dummy placement, for static error determination (right view). 

The planar dummy consists of two styrofoam plates with 
marks located as the joint positions of a human. The plates were 
carefully positioned in order to achieve a vertical inclination 
identical to that of a human (see Figure 14b). The traced and 
measured angles are shown in Table 1 and Table 2. These angles 
are defined in Figure 14. 

 
Figure 14. Planar dummy with known joint angles: a) left view; b) front view; c) 

right view. 

The tests were made at the three referred positions upon the 
treadmill to be clear that there is neither a significant error at each 
location, nor a relation between the location and the error.  

Each test lasted 3 minutes at 30 fps, which resulted in 5400 
frames. In the total of the 3 tests this corresponds to 16200 
analysed frames, which are more than enough to represent 
accurately the precision of the system in steady state. 

After analysing the results it is concluded that there was no 
relation between the position of the dummy on the treadmill and 
the error of the measurements. Table 1 and Table 2 present the 
maximum errors obtained in all tests. 
Table 1. Measured left and right sagittal angles, and respective errors, in degrees. 

Angle 

(degrees) 

Left Right 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Shoulder 20 20.4 0.4 0.7 -20 -19.6 0.4 0.6 

Elbow -5 -4.3 0.7 1.0 -15 -15.5 0.5 0.7 

Trunk -20 -21.0 1.0 1.2 10 9.7 0.3 0.5 

Hip -5 -3.7 1.3 1.8 5 6.1 1.1 1.5 

Knee 65 64.3 0.7 1.0 0 -0.3 0.3 0.6 

Ankle -95 -97.2 2.2 2.3 -85 -83.0 2.0 2.3 

Toes -10 -11.2 1.2 1.7 -10 -9.4 0.6 0.9 

 

Table 2. Measured crossed angles and respective errors, in degrees. 
 

Angle 

(degrees) 

Real 
value 

Mean 

meas. 

value 

Mean 
absolute 

error 

Max. 
absolute 

error 

Downward/ Upward  

Trunk 
11 8.8 2.2 2.2 

Backward / Forward  

Trunk 
23 24.1 1.1 1.2 

Downward / Upward  

Pelvis 
9 7.3 1.6 1.8 

Backward / Forward  

Pelvis 
-9 -5.6 3.4 3.5 

Posterior / Anterior  

Trunk 
-5 -5.3 0.3 0.4 

 

These tests show a relatively low static absolute error, with a 
maximum of 3.5 degrees obtained on crossed angles and 2.3 
degrees on sagittal plane angles. 
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3.1 Dynamic Tests 

A healthy person did a gait data acquisition, walking at 
different speeds. This person is a 30 year old male, 1.85 m tall, 
and weighs 87 kg. 

Table 3 shows the maximum standard deviation of all angles 
for the different speeds of the treadmill. 

Table 3. Maximum standard deviation of all angles for all dynamic tests, in 
degrees.  

Speed [Km/h] 1.1 2.7 4.1 5.4 

R. Shoulder 2.0 1.8 2.2 2.9 

L. Shoulder 3.4 1.8 2.8 2.0 

R. Hip 2.3 1.9 2.5 3.6 

L. Hip 1.8 1.3 2.2 2.3 

R. Knee 3.0 2.3 2.7 3.2 

L. Knee 3.4 4.3 6.1 5.2 

R. Ankle 2.0 1.3 1.6 2.4 

L. Ankle 2.0 1.7 3.0 3.0 

 

 

Pelvis bf (1) 1.8 1.4 1.1 1.7 

Pelvis du (2) 0.8 0.7 0.5 0.8 

Trunk bf (3) 2.6 1.9 1.6 2.1 

Trunk du (4) 1.4 1.0 0.7 1.1 

Trunk pa (5) 0.8 0.7 0.8 0.8 

 

(1)  Pelvis backward/forward, (2) Pelvis downward/upward, 
(3) Trunk backward/forward, (4) Trunk downward/upward, 
(5) Trunk posterior/anterior. 

The maximum standard deviation of these tests is 6.1 degrees, 
which is similar to the value registered in [34]. 

Figure 15a shows the patterns of hip angles for the right side 
of a healthy person [35]. Figure 15b shows the measured values 
of the hip angle for the right side of a healthy person using the 
developed system. 

 

a) 

 

  

b) 

 

Figure 15.  a)  Normal pattern of the right hip angle, and its standard deviation 
[35];   b)  Measured right hip angle, and its standard deviation (in green) for a 4.1 

km/h gait of a healthy person. 

From Figure 15 it is seen that the measured values for the right 
hip have similar appearance to the pattern of this angle seen in the 
literature [35], except at the final phase of the gait cycle, where 
the pattern has a small nuance and our measurements do not. This 
nuance may be justified by the walking speed to obtain those 
pattern graphs, which is not mentioned in [35]. 

4. Repeatability Tests 

Two more tests were done, where a person walked at the 
treadmill at different speeds and in two distinct sites. The whole 
system was completely installed and uninstalled in two different 
sites, and the same person did the gait acquisition twice, at the 
same speeds. The data were compared with each other, to check 
if both results are similar. 

Figure 16 shows the mean measured values for both tests 
(solid lines) and their standard deviations (dashed lines). The 
curves obtained in both tests are similar, and their offsets are very 
low. The existing difference may be derived from the manual 
placement of each mark, which can vary, depending, for instance, 
on the dressing of the person. 

 
Figure 16. Right hip mean angle trajectories (solid lines) for two independent 
tests at 5.4 km/h gait speed, and their respective standard deviations (dashed 

lines). 
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To quantify the similarity of the results of these two tests, the 
following differences Di were defined as 

 
2

))(min())(min( 221112 iiiiii
iD σαασαα ±−+±−

=  (8) 

where 

− i varies from 1 to 100, and represents the current percentage 
of the stride phase; 

− α1i is the angle i value of test #1; 
− α2i is the angle i value of test #2; 
− σ 1i is the standard deviation of test #1 with index i; 
− σ1i is the standard deviation of test #2 with index i. 

The Root Mean Square of D is then 
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Table 4 presents the RMSD values calculated with (9). 
Table 4. Root mean square of the difference, in degrees, between two similar test 

sets, with the same walking person, at different sites. 

Speed 
[km/h] 

Shoulder Hip Knee Ankle 

Right Left Right Left Right Left Right Left 

1.1 0.6 0.7 0.5 0.9 0.3 1.6 0.2 0.3 

2.7 0.0 0.4 1.8 1.9 1.0 1.3 0.4 0.0 

4.1 0.9 0.0 0.6 2.1 1.1 0.1 0.2 0.1 

5.4 0.2 0.9 1.3 1.2 1.5 1.1 1.1 0.1 

 

Speed 
[km/h] 

Pelvis 
bf (1) 

Pelvis 
du (2) 

Trunk 
bf (3) 

Trunk 
du (4) 

Trunk 
pa (5) 

1.1 2.3 0.9 0.4 0.4 0.2 

2.7 5.0 1.9 0.3 0.2 1.2 

4.1 3.0 1.9 0.1 0.2 0.0 

5.4 4.1 1.4 0.5 0.5 0.9 

(1)  Pelvis backward/forward, (2) Pelvis downward/upward,  
(3) Trunk backward/forward, (4) Trunk downward/upward, 
(5) Trunk posterior/anterior. 

It is seen that the maximum RMS difference on sagittal plane 
angles is 2.1 degrees for the left hip at 4.1 km/h, which is a 
reasonable repeatability error that is compatible with the 
maximum absolute error measured on static tests. For crossed 
angles the maximum error is 5.0 degrees at backward/forward 
pelvis angle at 2.7 km/h, which is a maximum error of about twice 
the maximum static absolute error. This is acceptable since these 
crossed angles are determined by crossing right side points with 
left side points. 

With these repeatability tests it is confirmed that precision was 
not affected by the portability of the system. 

5. Conclusions 

A system for acquisition and analysis of the human gait was 
developed and can be used for various applications such as 
physiotherapy, pathology identification and rehabilitation. It 
presents a mean error of about two degrees, what is perfectly 
acceptable for human gait characterization, once the human gait 
presents deviations above six degrees relatively to mean values 
[34]. The limitation of this system is the precision on crossed 
angles, which, because of their side cross nature, have an error of 
about five degrees. However, this is not relevant for the proposed 
purpose of human gait characterization. 

A concurrent system has a maximum error of about 0.3º, seven 
times lower than the presented system. However, the presented 
system costs about 2,500 €, is significantly cheaper than 
concurrent systems (20 to 40 times), presenting a high 
quality/price ratio. 

The presented system is a simple effective solution for human 
gait data acquisition and characterization, with a good precision, 
costing much less than current systems, and having the advantage 
of requiring much less space for installation setup. 
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 The heat transfer process from a 6.4 Watt blue light flexible phototherapy mattress to a 
human hand has been studied.  The intended use of the mattress is the provision of neonatal 
jaundice phototherapy during Kangaroo Mother Care (KMC) or skin-to-skin care. The heat 
transfer process has been studied with temperature and heat flow sensors inside an 
expanded- polystyrene spheroid 25mm of thickness where  the phototherapy mattress’s non 
emitting surface is in contact and  folded around the hand while the light radiates outwards, 
to the polystyrene spheroid. The effective thermal capacitance of the phototherapy mattress 
was calculated as 3.4 J/oK, the mattress-to-hand thermal conductance was found to be 0.25 
W/oC, the maximum temperature gradient between the mattress and the palm of the hand 
was 10oC and the maximum power absorbed by the hand, 2.5W. The palm of the hand skin-
to-core temperature gradient was 0.5oC. It is expected that when used in KMC only one 
half of the hand skin surface would be in contact with the phototherapy mattress so that the 
effective thermal conductance to the hand in this conditions would be 0.125 W/oC.  Further 
study is suggested to include sweating effect of the hand. 

Keywords:  
Human hand heat transfer 
Thermal models 
Kangaroo mother care 
Heat flow sensors 
Phototherapy devices 

 

 

1. Introduction  

This paper is an extension of the work originally published in 
2016 Healthcare Innovation Point of Care Technologies 
Conference [1], that paper was about the development and thermal 
assessment of a 1 Watt flexible blue light emitting diode (LED) 
array designed to apply neonatal jaundice phototherapy 
simultaneously with Kangaroo Mother Care (KMC) or skin-to-
skin care, to benefit from both, well stablished, medical 
interventions in neonatal healthcare, KMC improves temperature 
stability of the neonate [2] while blue light irradiance is effective 
for treating neonatal jaundice [3], some studies like Samra’s [4] 
showed the effectiveness of the simultaneous application. Before 
starting to use the device on neonates, the authors assessed the 
thermal performance of this form of phototherapy using two 
silicone polymer, thermally controlled mannequins, one of a 
neonate and the other of a mother. Results showed that the power 
transferred from the phototherapy mattress to the neonatal 
mannequin was 0.395 Watt, and the temperature increase in the 
contact surface (back of the neonatal mannequin) was 2.75oC 
above its axillari temperature. The average blue light 

phototherapeutic irradiance obtained over the neonatal 
mannequin’s back was 350 uW/cm2, even if this irradiance is not 
considered intensive phototherapy; it approximately doubles that 
of white light fluorescent phototherapy devices.  

Figure 1 shows the experimental setup with mannequins in [1], 
it is important to remark that the phototherapy mattress was held 
over the neonate’s back by means of a long bandage acting as a 
belt around the mother and the baby, with no intervention of the 
mother’s hand.  In fact, a real mother would hold the phototherapy 
device to the baby’s back with one hand to make sure the baby 
don’t fall back. 

 
Figure 1: The intended use of the flexible phototherapy mattress in [1] 
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The present study’s aim is to understand how the mother’s 
hand would exchange heat with the phototherapy device; at first 
one might expect that the hand would act as an extra heat source 
contributing to the temperature increase of the phototherapy 
mattress and also that of the neonate. A closer look would make us 
realize that the mother temperature is physiologically controlled to 
37oC and that it would have a heat sinking effect when the 
phototherapy mattress temperature is above the mother 
temperature.  

It is expected that with the hand’s sinking effect, the power of 
the phototherapy mattress could be incremented safely to obtain a 
higher phototherapeutic irradiance over the neonate’s skin. In this 
work we built a 6.4 Watt phototherapy mattress that has the same 
dimensions and flexibility as the one described in [1]. Experiments 
with this mattress around a volunteer’s hand and the whole 
arrangement inside an expanded polystyrene spheroid are 
performed. Also, Simulink models are developed to obtain the 
effective thermal conductance from the phototherapy mattress to 
the human hand. 

The thermal conductance we will obtain will allow us to have 
a design parameter to boost phototherapy irradiance keeping skin 
temperatures of the mother and the baby in a safe range.  

2. Review of related work 

 An example of a medical device emitting light to a tissue, used 
in contact with the skin  is the pulse oximeter; it is for measuring 
oxygen saturation non invasively, the difference with the 
phototherapy device of this work is that it only has two diodes and 
the power dissipated by the device is low compared to the 
phototherapy mattress of [1]. Medical device regulation agencies 
test the thermal safety of pulse oximeters  over a person’s finger 
that is inside an incubator at 37oC [5]. Finally the temperature 
reached by the pulse oximetry sensor is measured, it has to be at 
most 4 degrees above body core temperature to get the 
authorization. The same temperature safety criteria has been 
applied in [1]. 

Researchers like Sienkiewicz [7] have quantified the amount 
of heat that is transferred from a hand submerged in water that is 
maintained between 37 to 40 degrees. In our case, the phototherapy 
mattress will not be used underwater, so  the conditions for our 
study are different. Ducharme [6] studies the effect of blood 
circulation over heat transfer from body limbs to the environment. 
A review of Taylor [8] provides various thermal heat transfer 
parameters for hands and feet. An application of hands heat 
transfer is developed by Heller and Grahn [9], they develop a 
device that allows to reduce body core temperature rapidly cooling 
the hands by means of a glove that facilitates perfusion and allows 
a person to recover faster after exercise and to be able to exercise 
again. 

Heat transfer between a hand and objects has been studied for 
human-computer interfacing in [10] as short contact time 
transients. The present work has to consider much longer times 
because Kangaroo Mother Care sessions last at least two hours as 
recommended by WHO in [11]. 

Heat flow from fingers to objects and Peltier pumps have been 
measured with thin film sensors as in the work of Guiatni and 
Kheddar [12], we use a similar sensor type as will be described 
below.  

Also, thin film heat flow sensors have been used to measure 
heat transfer in processes that reached steady state, requiring more 
than 30 minutes to settle as in [13] where heat flow from human 
skin or from mannequins to water has been measured, they 
recommended to apply a thermal compound between the sensor 
and the material. 

In the present work we don’t require steady state to occur 
because modeling will consider heat capacity of the materials. The 
human hand will be treated as a constant temperature object with 
a thermal conductance to be determined experimentally. 

3. Materials and Methods 

3.1. Materials 

 The phototherapy mattress of this work is an arrayo of blue 
light emmitting diodes (LEDs) over an aluminium, duct reparing 
adhesive tape. Five flexible LED strips are placed in parallel 
separated 1 cm from each other over the adhesive tape. The 
phototherapy mattress dimensions are 10 x 25 cm and it weights 
50 g. A 2110 Keithley desk multimeter has been used to measure 
DC current and voltage resulting  that the mattress requires 6.4 
Watt from a 12 Volt power supply. To assess the heat sinking 
effect of the hand that holds the phototherapy mattress, a semi-
adiabatic experimental setup has been designed, it uses a hollow 
expanded polystyrene spheroid formed by two symmetric halves 
of 25mm of thickness hold together by adhesive tape for the 
experiments as shown un figure 2.  

 

 
Figure 2: The prolate spheroid for the experiments with phototherapy 

 matress inside 
 

The polystyrene spheroid is prolate , c measures 14 cm, the 
perpendicular axis a measures 10.25 cm; for the internal surface of 
the spheroid c is 11.5 cm and a is 7.75 cm due to the thickness of 
the spheroid (2.5 cm). For the experiments, the phototherapy 
matress is folded in two at the middle of its longest size and sensor 
are placed inside the spheroid. The weight of the spheroid is 50 g. 

The temperature of the phototherapy mattress is measured with 
a physiological monitor (Star 8000 –Comen Medical), its range is 
0 to 50oC with 0.1 oC resolution; the metallic flat surface of the 
temperature sensor has been fixed to the aluminium tape back 
surface of the phototherapy matress with a drop of cyanoacrylate 
adhesive.  
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A temperature logger based on 5 LM35 sensors records the 
polystyrene spheroid inner wall temperature in two opposite 
points, another sensor is inserted in the outer wall of the spheroid 
as shown in the upper photograph of  figure 2. Annother sensor is 
at the room air temperature. The last temperature sensor is for the 
experiment with the hand, it is fixed to the skin of the palm of the 
hand with a drop of cyanoacrylate adhesive. The resolution of this 
logger is the same as the physiological monitor and its temperature 
values have been calibrated with the physiological monitor.  To 
measure the heat flow (in Watts/m2) we use a thin film heat flow 
sensor, model HF4 from Omega Engineering Inc.; it has a 
sensitivity of 2 uV/(Watt/m2). The microvolt output is measured 
with a 2110 Keithley multimeter connected to a computer as a 
voltage logger. In the experiment without the hand, the heat flow 
sensor has been installed over the inner surface of the spheroid 
with adhesive tape at the borders, caring not to cover the 
thermocouple array with the tape as shown in figure 3. For the 
experiment with the hand, the heat flow sensor has been fixed over 
the palm of the hand with a drop of cyanoacrylate adhesive in each 
corner of the flow sensor. In both cases, a thin layer of thermally 
conductive cream has been applied between the heat flow sensor 
and the surface of interest. 

     

 
Figure 3: The heat flow sensor HF4 and temperature sensor LM35 fixed to 

the palm of a hand and to the polystyrene spheroid internal surface. 
  

3.2. Methods 

We use a thermal modeling method common in power 
electronics design, specifically the continued fraction or Cauer 
model [14]. 

 

 

 

 

 

 

 
 

Figure 4: Simplified thermal models for the experiments. 

 In figure 4 the upper circuit represents the simplified thermal 
models for the first experiment (without the hand) and the lower 
circuit represents the experiment with the hand ; the main objective 
is to determine the thermal conductance between the LED mattress 
and the human hand.  

The first is experiment is to study the thermal behavior of the 
phototherapy mattress inside the polystyrene spheroid without the 
hand inside, this is to find the effective thermal specific heat of the 
mattress, the effective thermal conductance (convective plus 
radiative) between the phototherapy mattress and the polystyrene 
spheroid and the effective thermal conductance between the 
polystyrene spheroid and the surrounding ambient air. The 
mattress has been kept hanged up inside the polystyerene spheroid 
and folded in two as shown in figure 5 with the two folded light 
emmiting surfaces parallel to the hemispheres that form the 
spheroid that is also kept vertically hanged up by a cotton thread 
as shown. 

   
Figure 5: Phototherapy mattress hanged up and folded in two for the 

experiment without the hand. 

The second experiment is the experiment with the hand of a 
healthy volunteer 48 years old and 70 Kg weight, the total surface 
area of his hand was measured as 0.024 m2; the two halves of the 
polystyrene spheroid have been cut in the southern pole to allow 
the forearm to pass remain outside while the hand is inside the 
spheroid as shown in figure 6.   

 
Figure 6: Experimental setup for the experiment with the hand. 

3.3. Conductive, convective and radiating heat transfer: 

• The effective thermal capacity of the phototherapy mattress 
will be determined in the experiment without the hand; as 
soon as the mattress is turned on, electrical power minus 
the radiative power emitted as light by the mattress begins 
to heat it, increasing the mattress temperature with 
approximate constant slope the first two minutes.  
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• The thermal specific heat of expanded polystyerene 
spheroid is assumed as 1500 J/(Kg oK). With this value and 
the known weight (50g), the spheroid’s thermal capacity is 
75J/oK so the temperature slope related to power is 0.0133 
oK/(Watt second) that will be used in the to model the 
experiments. 

• Thermal conductance of the spheroid is calculated knowing 
the thermal conductivity of expanded polysterene assumed 
0.035W/moK . The approximate surface of the spheroid is 
calculated from its dimensions: averaged internal and 
external dimensions: c_av=12.75cm, a_av=9cm. As the 
thickness of the spheroid is 25mm, the thermal conductance 
Gspher= 0.354 W/oC; the heat loss of the spheroid to the 
surrounding air is assumed purely convective assuming low 
radiative losses, it will be proportional to the temperature 
difference between the core of the spheroid and the 
surrounding air temperature. Experimentally, the core of 
the spheroid temperature is calculated as the average of the 
inner and outer wall temperatures of the polystyrene 
spheroid given by the temperature sensors. 

• The convective heat loss from the phototherapy mattress to 
the surrounding polystyrene spheroid is assumed 
proportional to the temperature difference between the 
mattress and the spheroid core temperature. The unknown 
convective thermal conductance will be adjusted by trial 

and error to make the Simulink model match the results of 
the experiment without the hand. 

• The human hand and the phototherapy mattress are in 
contact in the second experiment, so, power transfer from 
the mattress to the hand can be modeled by a constant heat 
conductance so Pcond= Gcond*(Tmattress-Thand) where 
power will be in Watts, temperatures in degrees celsius and 
thermal conductance Gcond in Watt/oC. The effective 
value for Gcond will be determined so the model matches 
the results of the experiment with the hand. 

3.4. Simulink model of the experiment without the hand 

Two Simulink models are proposed to compare and adjust 
some unknown model parameters to match modeling results to the 
experimental results. The two models use an integrator to model 
temperature of the phototherapy mattress (output of the integrator); 
the input to the integrator is the net power received followed by a 
gain representing the inverse of the heat capacity of the mattress 
(initially unknown but this parameter will be set according to the 
results of the experiment without the hand as described in the 
previous section). Another integrator is used to model the core 
temperature of the polystyrene spheroid. The Simulink model for 
the experiment without the hand is shown in figure 7. 

 

 

 
Figure 7. Simulink model for the experiment without the hand.
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Step and Step1 sources model the electric power applied to the 
mattress (6.4 Watt) that starts in zero seconds and finishes in 960 
seconds. Part of this power converts to blue light irradiance that 
goes directly from the LEDs to the polystyrene spheroid. The 
power corresponding to this irradiance is modeled by Step2 and 
Step3 sources and  has to me substracted from the electrical power  
because it does not contribute to heating the phototherapy mattress; 
inversely the same irradiance power modeled by Step4 and Step5 
sum directly as power gain to the spheroid. Gain 1 models the 
inverse of the thermal capacity of the phototherapy mattress, this 
parameter is adjusted later to match experimental results. The blue 
light irradiance and the corresponding power are calculated with 
experimental data from the heat flow sensor described above and 
the known interior surface area of the spheroid. The upper left 
integrador is for the mattress temperature and the upper right 
integrator is for the polystyrene spheroid whose gain at the left 
represents the inverse of its heat capacitance. 

The power loss from the spheroid to the surrounding air is 
modeled by the temperature gradient with respect to the constant 
air temperature of 14.7 oC (in the lower left of figure 7) and the 
Simulink block product, that models the thermal convective 
conductance together with Step6, Step7 and Step11 sources (a time 
variant approach is used to increase the convective conductance 
that is 0.354 W/oC from 0 to 480seconds to 0.454 W/oC from 480 
to 1440 seconds to match experimental data, after this time, 
conductance returns to the original value of 0.354 W/oC until the 
end of the simulated experiment time. Two values of conductance 
have been necessary because with only one conductance the 
difference between simulation and experiment mattress 
temperatures was too high. 

The same approach of time variant convective conductance 
from the phototherapy mattress to the spheroid is implemented by 
the block Product1 and the Step8, Step 9 and Step10 sources. The 
power loss from the phototherapy mattress to the spheroid is 
proportional to the temperature gradient between the mattress and 
the spheroid (the substraction of the outputs of both integrators) 
and the conductance that is adjusted to match the experimental 
data. It is necessary to state that the phototherapy mattress has been 
turned off when its temperature approached 50oC because of the 
temperature maximum range of the physiological monitor used to 
record the mattress temperature. The Simulink model has been 
adjusted to reflect what happened in the experiment at this respect.  

3.5. Simulink model of the experiment with the hand 

The Simulink model for the experiment with the hand is 
shown in figure 8. The range of temperatures observed in the 
experiment with the hand allows the model to be accurate enough 
with a constant conductance (0.15 W/oC) for the mattress to 
spheroid and a constant conductance (0.454 W/oC) for the spheroid 
to ambient; these values are the same that were obtained in the 
model without the hand. Also, the same thermal capacity of the 
mattress is used (Gain block entering the integrator). The main 
difference here is the “hand effect” that is represented by a heat 
transfer proportional to the temperature gradient between the 
mattress and the hand, the hand is being represented by constant 
temperature of 36.5 oC according to the experiment data. The gain 
block following the gradient represents the thermal conductance 
between the phototherapy mattress to the palm of the hand. 

 
Figure 8. Simulink model for the experiment with the hand.
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4. Results 

4.1. Results of the experiment without the hand. 

The initial temperature of the mattress and polystyrene 
spheroid were 18.2 oC and 14.8oC respectively, the electrical 
power provided to the phototherapy mattress was 6.4W during 16 
minutes until its temperature achieved 49.5 oC and power was 
turned off manually to zero. The exponential curve of the mattress 
temperature is of the charging capacitor type, the same occurs to 
the polystyrene spheroid core calculated as described in section 
3.3. 

Figure 9 shows the experimental data obtained with the first 
experiment (wihout the hand): Tmattress, Tcore_spheroid, Heat 
flow in W/m2 , measured in the inner wall of the polystyrene 
spheroid, and also, the simulated mattress temperature with the 
Simulink model with the parameter values adjusted by trial and 
error to obtain a match between the experiment and simulation.  

 
Figure 9. Simulink model for the experiment without the hand. 

The first interesting result is the heat flow waveform at the 
spheroid inner wall showing an immediate transfer of radiating 
power from the phototherapy mattress because of the step increase 
from 0.5 to 23 W/m2 , this justifies the radiating power sources in 
the Simulink model. There is the same type of variation when the 
phototherapy mattress is turned off.  

Next, the phototherapy mattress temperature is showed in grey 
color overlaps closely the orange color simulated temperature of 
the mattress, this has been obtained adjusting by trial and error  the 
model parameters to the next values: The thermal conductance of 
the mattress to the spheroid is not constant trough the simulation 
time with a value of 0.12 W/oC the first 8 minutes, then 0.15 W/oC 
until the 24th minute and returning to 0.12 until the end of the 
experiment. An average thermal conductance value of 0.135W/oC 
from the mattress to the spheroid could be used for design purposes 
in future studies.  

Also in the simulation, the thermal conductance from the 
polystyrene spheroid to the ambient is not constant neither, with 
values: 0.354 W/oC and 0.454 W/oC the same intervals of time 
indicated  above. The thermal capacity for the phototherapy 
mattress in the simulation is obtained from the first minute of the 
mattress temperature ramp of the experiment giving a value of  3.4 
J/oK and knowing the 50g mass of mattress, the effective specific 
heat of the mattress results 68 J/KgoK. For reference, the  
calculated thermal capacity of the polystyrene spheroid is 70 J/oK.  

The temperature of the mattress during the experiment is limited 
only because the power has been turned off before it reached 50oC. 
It is expected that the hand in the next experiment would be a 
limiting factor for the phototherapy mattress temperature. 

4.2. Results of the experiment with the hand. 

Figure 10 shows the results of the experiment with the hand with 
time in minutes. The first minutes are with the mattress turned off, 
so  The heat flow sensor has been fixed with adhesive tape in the 
borders to the palm of the hand. The negative values mean heat is 
flowing from the hand to the outside and positive values that heat 
flows into the hand. The light yellow curve is the heat flow in 
W/m2 and show that while the matress is off, an average heat flow 
of  3.5W/m2 goes from the hand to the mattress that is folded 
around the hand, during this time the hand is hotter than the 
mattress by about 1.5oC (34.5oC-33oC). 

 

Figure 10. Results for the experiment with the hand. 

 When the mattress is turned on, the heat flow rapidly changes 
sign while the mattress’s temperature rises but, this time, limited 
by the temperature of the hand that remains below 37.5oC so, the 
phototherapy mattress reaches 45.8 oC asymptotically. In the later 
part of the temperature rising, an occlusion of the brachial artery 
is produced with the help of the physiological monitor  by means 
of the non invasive blood pressure measurement (NIBP) 
procedure, this causes a temporal descent of the heat flow to the 
hand that recovers just before the phototherapy mattress is turned 
off for the latest part of the experiment. The waveform of the heat 
flow to the hand during the heating phase is irregular, peaking 
before the occlusion. The Simulink model for this experiment 
takes most of the parameters from the previous model without the 
hand. To match the results of the simulated mattress temperature 
to the experiment with the hand, the thermal conductance between 
the mattress and the hand has been found by trial and error to be 
0.25 W/oC, there is a close match between simulation and 
experimental results (curves Tmattress and Tmat_simul). The 
volunteer reported he felt his hand started to sweat when the 
mattress temperature rose above 39oC and felt thermal discomfort 
after the NIBP occlusion. 

5. Discussion 

 Regarding neonate-mother mannequin pair in kangaroo 
mother care, in [1] the contact point between the 1Watt 
phototherapy mattress and the back of a thermally regulated 
neonatal mannequin was 2.75 oC above the mannequin 
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temperature, but now for a 6.4W device, the temperature of the 
palm of a real hand incremented only 0.5oC above core 
temperature (37oC), so, the real hand has a much higher ability to 
sink power from the phototherapy device due to blood perfusion 
in the hand compared to a silicone rubber mannequin. It can be 
expected that the back of a real neonate as a blood perfused tissue 
that can sweat would be more able to absorb heat than the 
mannequin in [1]. 
 

 Comparing the temperature of the phototherapy mattress in 
both experiments (Figures 8 and 9) , without the hand it rises up 
to 50oC with no limit, contrary to this, in the experiment with the 
hand, it acts as a heat sink that limits the mattress temperature 
below 45oC.  The effective thermal conductance of 0.25 W/oC and 
the approximate 10 oC temperature gradient between mattress and 
hand gives about 2.5W absorbed by the hand. But the measured 
heat flow to the palm of the hand with the heat flow sensor was 
25 W/m2; when considering a hand with 0.024 m2 surface, a total 
power of 0.6Watt would be absorbed by the hand, the difference 
(2.5W- 0.6W) might be explained by the sweating of the hand.  
 

 Our results are in agreement to Taylor [8] that indicates a 
maximum theoretical transfer of 12W to both hands with 1oC skin 
to core temperature gradient (we obtained 2.5W to one hand with 
0.5oC skin to core temperature).  We suggest to extend this study 
to understand the sweating effect, measuring relative humidity 
inside the expanded polystyrene spheroid. Finally with this results, 
in Kangaroo Mother Care (KMC) position, the hand of a mother 
holding the phototherapy mattress would have a contact surface 
with the mattress of approximately 50%  of the surface in this 
experiment (only the palm, not the hand’s dorsum), so the 
expected conductance would be 0.125 W/oC in KMC.   

6. Conclusions 

The effective thermal capacitance of a 6.4 W phototherapy 
mattress and the thermal conductance from it to a human hand 
have been calculated from confined experiments inside a 
polystyerene spheroid, this thermal model parameters will be used 
in a future clinical study of heat transfer processes involving a 
similar phototherapy mattress and real mothers providing 
Kangaroo Mother Care to neonates requiring jaundice 
phototherapy. 

The ability of a thin film heat flow sensor based on thermocouple 
arrays to measure radiating heat transfer has been confirmed, it 
opens the way to use it to study heat transfer processes where 
clinical radiant warmers are used. 

 Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgments 

The authors wish to thank Universidad Nacional de San Antonio 
Abad del Cusco and Hospital Regional Cusco for supporting this 
study through the project “Effectiveness of blue light irradiance 
adapted to Kangaroo Mother Care in neonatal jaundice treatment” 

References 

[1] Jimenez, L. Vilcahuaman, J. Galdos “Development and thermal assessment 
of a blue light emitting diode phototherapy device for neonatal jaundice 
treatment in Kangaroo mother care” in Healthcare Innovation Point of Care 
Technologies (HI-POCT), 2016 IEEE, Cancún Mexico, 2016. 

[2] Ibe O.E., Austin T., Sullivan K., Fabanwo O., Disu E.,Costello A.M. “A 
comparison of kangaroo mother care and conventional incubator care for 
thermal regulation of infants <2000 g in Nigeria using continuous ambulatory 
temperature monitoring” Annals of Tropical Paediatrics (2004) 24, 245-251. 

[3] Maisels MJ, Kring EA, DeRidder J. “Randomized controlled trial of light-
emmiting diode phototherapy” Journal of Perinatology 2007,  27; 565-567 

[4] Samra NM1, El Taweel A, Cadwell K. “The effect of kangaroo mother care 
on the duration of phototherapy of infants re-admitted for neonatal jaundice”. 
J. Matern Fetal Neonatal Med. 2012. Aug; 25(8):1354-7. 

[5] JG Webster, Editor.  Design of Pulse Oximeters, IOP Publishing Ltd 1997. 

[6] Ducharme MB, Tikuisis P. “Role of blood as heat source or sink in human 
limbs during local cooling and heating”  Journal of Applied Physiology 
76(5):2084-94, 1994. 

[7] Sienkiewicz ZJ1, O'Hagan JB, Muirhead CR, Pearson AJ “Relationship 
between local temperature and heat transfer through the hand and wrist”  
Bioelectromagnetics. 1989;10(1):77-84 

[8] Taylor NA, Machado-Moreira CA, van den Heuvel AM, Caldwell “Hands 
and feet: physiological insulators, radiators and evaporators” JN Eur J Appl 
Physiol. 2014 Oct;114(10):2037-60 

[9] Heller H. Craig, Grahn  Dennis A. “Enhancing Thermal Exchange in Humans 
and Practical Applications “ Disruptive Science and Technology. Volume 1, 
Number 1, 2012.  Mary Ann Liebert, Inc. 

[10] Boron K, Kos A. “Thermal model of selected parts of human hand and    
thermal touch screen for the blind”   Metrol. Meas. Syst., Vol. XIX (2012), 
No 3, pp. 593-602. 

[11] World Health Organization “Kangaroo Mother Care, A practical guide” 
Department of Reproductive Health and Research, 2003 

[12] Guiatni M, Kheddar A. “Theoretical and Experimental Study of a Heat 
Transfer Model for Thermal Feedback in Virtual Environments” 2008 
IEEE/RSJ International Conference on Intelligent Robots and Systems. 

[13] Mak, L.; Farnworth, B.; Ducharme, M.; Kuczora, A.; Sweeney, D.; 
Uglene,W.; Hackett, P.; Potter, P. “Thermal protection measurement of 
immersion suit comparison of two manikins with humans pilot study report” 
Technical Report 2010-04 . National Research Council Canada.  

[14] Kunzi R. “Thermal design of power electronic circuits” Proceedings of the 
CAS-CERN Accelerator School. CERN, Geneva   2015 

 

 

 

http://www.astesj.com/


 

www.astesj.com     812 

 

 

 

 
Network Intrusion Detection System using Apache Storm 

Muhammad Asif Manzoor*, Yasser Morgan 

Faculty of Engineering and Applied Sciences, University of Regina, SK, Canada 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 05 April, 2017  
Accepted: 27 May, 2017 
Online: 19 June, 2017 

 Network security implements various strategies for the identification and prevention of 
security breaches. Network intrusion detection is a critical component of network 
management for security, quality of service and other purposes. These systems allow early 
detection of network intrusion and malicious activities; so that the Network Security 
infrastructure can react to mitigate these threats. Various systems are proposed to enhance 
the network security. We are proposing to use anomaly based network intrusion detection 
system in this work. Anomaly based intrusion detection system can identify the new network 
threats. We also propose to use Real-time Big Data Stream Processing Framework, Apache 
Storm, for the implementation of network intrusion detection system. Apache Storm can 
help to manage the network traffic which is generated at enormous speed and size and the 
network traffic speed and size is constantly increasing. We have used Support Vector 
Machine in this work. We use Knowledge Discovery and Data Mining 1999 (KDD’99) 
dataset to test and evaluate our proposed solution. 
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1. Introduction  

Network security is of increasing importance than ever with 
increased usage of network-based computing resources. Several 
network security mechanisms like encryption, firewalls, 
cryptography, access control, authentication, and intrusion 
detection are used to provide network security. These techniques 
are used to detect and prevent the malicious activities and network 
attacks. Network intrusion detection is an essential task for any 
network based computing environment. Network Intrusion 
Detection system continuously monitors the network traffic and 
perform in-depth packet analysis for malicious activities and 
attacks in real time. Once the intrusions are detected, appropriate 
actions can be taken to mitigate the threat against the computing 
and network resources. Currently, computer networks are 
generating a huge amount of data traffic at enormous speed and 
this data generation speed is continuously increasing. Network 
traffic also contains different types (variety) of data. Network 
traffic satisfies all the three V’s of big data; volume, velocity, and 
variety. The focus of this paper is to propose a network intrusion 
detection mechanism that can deal with all the 3 V’s of big data.  

This paper is an extension of work originally presented in 2016 
IEEE 7th Annual Information Technology, Electronics and Mobile 

Communication Conference (IEMCON) [1]. In original work, we 
have used anomaly-based approach for network intrusion 
detection. Anomaly based approaches use machine learning 
algorithms to identify the abnormal behavior from the normal data 
traffic. We have used statistical approaches for feature reduction 
and support vector machine with the linear kernel for the 
classification process. We also have proposed an Apache Storm 
topology for the real-time big data streaming application. The 
current work uses Radial Basis Function (RBF) kernel for the 
support vector machine. This paper discusses the class imbalance 
problem and its possible solutions. We also discuss multiple 
techniques to reduce the false positive and false negative rates in 
the context of network intrusion detection system. 

Mostly, network intrusion detection system follows one of the 
two major detection mechanism; Anomaly-based network 
intrusion detection and Signature based network intrusion 
detection. Some researchers also have proposed hybrid approaches. 
Each detection approach has its own strengths and weaknesses.  

1.1. Signature Based Network Intrusion Detection 

Signature based or misuse intrusion detection systems have 
better detection rate as compared to anomaly based systems in case 
of known network attacks. This type of intrusion detection systems 
scans predetermined signatures in network traffic packets and 
recognizes predefined patterns of network intrusions and attacks. 
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The signature based system cannot detect new potential threats 
until their signature is added to the database. During the time, when 
a new threat is detected and its signature is applied, these systems 
cannot detect the new threats. Malicious strings in TCP/IP packets, 
abnormal flag combination, request for non-existing services, and 
intrusion attack signature are few of the approaches [2], [3] used 
to design signature based network intrusion detection systems.  

1.2. Anomaly Based Network Intrusion Detection 

Anomaly based system try to capture the behavior of incoming 
network traffic. These systems establish a baseline model for 
normal user/network behavior against the abnormal behavior. This 
model is created by analyzing the network traffic over a period of 
time and train the system to classify the normal traffic and 
malicious traffic. The baseline model reflects the valid activities of 
applications, hosts, users, and network. All the incoming network 
traffic is scanned using the defined model to classify it into normal 
and intrusion network packet. Alarms are raised for all the packets 
which are classified as intrusions. Anomaly based detection 
systems are good to detect new network threat at the cost of 
increased false alarm rate (both false positive and false negative 
detection). Despite this problem, anomaly based detection is an 
indispensable method due to increase in new type intrusion attacks.  

The rest of paper is organized as follow, anomaly based 
intrusion detection systems are review in section II. Section III 
provides the detailed description of KDD 99 data set and also 
discusses the pre-processing techniques used in this work. 
Implementation details and methodology is discussed in Section 
IV. Experimental results are discussed in section V. Class 
imbalance problem and false positive/negative problem for 
network intrusion detection are discussed in Section VI and the 
paper is concluded in Section VII.  

2. Literature Review 

Machine learning algorithms are used to design anomaly based 
intrusion detection system. Both unsupervised and supervised 
learning methods are used in this domain. Although many 
intrusion detection methods are proposed using various different 
machine algorithms we will review Artificial Neural Network 
(supervised learning) and K-Mean Nearest neighbor (unsupervised 
learning) based approaches.  

Artificial Neural Networks are used by many researchers as 
supervised learning algorithm to train the intrusion detection 
technique. Rapake et al. [5] proposed to use numbers of system 
calls that are executed on the host machine. These numbers are 
utilized for neural network training. Han and Cho [6] proposed to 
use evolutionary neural networks to detect anomalies based on 
learning the behavior of the program. Authors have used 1999 
DARPA IDEVAL data set to evaluate their proposed method. 
Liang et al. [4] proposed to apply Fisher feature selection 
algorithm on KDD 99 dataset for performance enhancement. 
Authors used artificial neural networks to develop their intrusion 
detection system.  

K-Mean Nearest Neighbor (KNN) is a clustering algorithm 
based on unsupervised learning method. Wang et al. [7] used KDD 
99 dataset and defined new features based on density, cluster 
centers, and nearest neighbors. KNN is used to classify the normal 
traffic and network intrusion. Li et al. in [8] combined KNN 
algorithm with Particle Swarm Optimization (PSO) to design 
hybrid system. The K-mean algorithm suffers from premature 
convergence. PSO algorithm helps to avoid premature 
convergence in the proposed method. Xian et al. [9] proposed to 
unite fuzzy KNN algorithm with clonal selection algorithm to 
design network intrusion detection. Jiang et al. [10] used 
incremental KNN algorithm to detect intrusions. Authors used 
outlier factor to calculate the deviation degree of the cluster in this 
work.  

Multiple network intrusion detection systems are proposed 
using data mining algorithms. Han et al. [11] used data mining 
approach to detect intrusions. They have analyzed attributes of 
network traffic protocol to identify misuse signature. They also 
have analyzed network packet contents for intrusion signatures. 
Qin and Hwang [12] proposed internet trace technique which 
discards few non-functionary frequent episodes rules dynamically. 
These episode rules are utilized to recognize abnormal sequences 
in network traffic connections. Otey et al. [13] develop a general 
purpose tunable algorithm to detect outlier/anomalies. The 
proposed algorithm can work with mixed attribute dataset as well 
dynamic and streaming data sets. KDD 99 intrusion dataset is one 
of the dataset used to test and evaluate the proposed tunable 
algorithm.  

Gondal et al. [14][14] determined center of clusters on basis of 
diversity. These Diversity-based centroids are used to develop 
network intrusion detection system. Xiao et al. in [15] used 
Bayesian Network Model Averaging in their proposed work and 
compared it with Naïve Bayes classifier and Bayesian Network 
classifier. Authors have evaluated their work over NSL-KDD 
dataset.  

Jeong et al. [16] proposed in their work to used Discrete 
Wavelet Transform to extract the features from network traffic. 
Principal Component Analysis (PCA) is applied to the extracted 
features to identify principal components and a visual analytics 
tool is proposed for intrusion detection. Le et al. [17] used deep 
learning approach in their network intrusion detection system. 
Authors explored various optimizers with Long Short-Term 
Memory Recurrent Neural Network.  

Table I: Details of Dataset 

 Training Testing 
Normal 97280 60623 
Probe 4107 4166 
DoS 391458 229853 
U2R 52 13939 
R2L 1124 2478 
Total 494021 321026 
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Table II: Network Attacks and Categories 

Category Network Attacks 

Denial of 
Service 
(DoS) 

back, land, neptune, pod, smurf, teardrop, 
apache2, mailbomb, processtable 

Probe ipsweep, nmap, portsweep, satan, mscan, saint 

User to 
Root 
(U2R) 

ftpwrite, guespasswd, imap, multihop, phf, spy, 
warezclient, Warezmaster, httptunnel, named, 
sendmail, snmpgetattack, xlock, xsnoop 

Remote 
to Local 
(R2L) 

bufferiverflow, loadmodule, perl, rootkit, ps, 
snmpguess, sqlattack, worm, xterm 

 

3. Knowledge and Discovery 1999 Dataset (KDD 99) 

Knowledge and Discovery 1999 Network Intrusion Detection 
dataset (KDD 99) [18] is used in this work to test and evaluate the 
performance of the proposed method. KDD 99 is publicly 
available dataset and widely used by various researchers. The 
complete KDD 99 dataset contains around five million records for 
training and 3 million records for testing tasks. Due to the large 
size of the original dataset, smaller version of KDD 99 dataset is 
frequently used for evaluating intrusion detection systems. This 
smaller version contains 10% of testing and training records. We 
also have tested our intrusion detection system using smaller 
dataset. KDD 99 dataset contains normal records as well as 
malicious records. Twenty two types of attacks are included in 
training dataset along with normal network packets. Seventeen 
additional attacks are added to the testing dataset and can be used 
to determine whether the proposed algorithm can detect new 
attacks or not. Network attacks are divided into four categories; 
Denial of Service (DoS), Probe, User-to-Root (U2R), and Remote-
to-Local (R2L). Table I provides the distribution of training and 
testing dataset into normal and intrusion packets. KDD 99 dataset 
consists of 494021 training records and 311029 testing records. 
The division of network attacks into categories is given in Table II. 
Network attacks in bold are new attacks added to testing dataset 
only. 

Each record has 41 attributes; description of these attributes is 
given below:  

• 9 basic and single connection derived (SCD) header 
features,  

• 9 time based multiple connection derived (MCD) 
header features,  

• 10 host based multiple connection derived (MCD) 
header features, and  

• 13 content based features collected from traffic 
payloads. 
 

3.1. Pre-Processing  

KDD 99 data set is pre-processed in order to make it 
appropriate for the machine learning algorithm. The second reason 
for the pre-processing is to enhance the intrusion detection rate. 
Pre-processing is performed in three steps. 

 

Figure 1: Network Intrusion Detection System Architecture 

1. Each record in the dataset consists of numeric as well as 
categorical attributes. Textual data is used for categorical 
attributes. Support vector machine algorithm requires 
numeric data (either discrete or continuous). The first step 
in pre-processing is to convert this categorical attributes to 
numeric attributes. The dataset contains three categorical 
attributes while rest of the thirty eight attributes are 
numeric. Every category of an attribute is assigned a 
specific number. 

2. Next, we have normalized all the numeric attributes in the 
training dataset. Testing dataset attributes are normalized 
using ratios determined for training dataset, so both 
(training and testing) subsets are normalized with same 
ratios. Normalization process converts all attributes to the 
same range; hence each attribute has a similar effect 
during the training process. The normalization process 
also significantly reduces the training time for support 
vector machine algorithm. 

3. We applied statistical operations on the training dataset to 
reduce the features. Same features are dropped from 
testing dataset. These dropped attributes had a negative 
impact on the performance of network intrusion detection 
system. Reduce the number of attributes have a positive 
effect on the computation time. 

4. We have used LibSVM library for SVM implementation; 
it requires training and testing data in a specific format. 
Lastly, we have converted the dataset to LibSVM 
compatible format.    
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4. Methodology 

The architecture of Support Vector based Network Intrusion 
Detection system is given in Figure 1. KDD 99 training data set is 
pre-processed and Support Vector Machine (SVM) algorithm is 
applied to build a model. Pre-processing information determined 
for the training dataset is used to pre-process the training dataset. 
SVM model built during the training process is used to predict the 
category during the testing process.   

4.1. Support Vector Machine  

Support Vector Machine algorithm [19] is developed to solve 
binary classification problems. SVM is supervised learning 
algorithm which can be used for classification and regression 
problems and it is based on statistical learning approach. The 
fundamental idea of SVM is to identify hyperplanes (decision 
boundaries) between two categories based on the training data and 
one providing the maximum separation between two categories is 
selected as shown in Figure 2. This hyperplane provides the 
optimal separation between two categories. The identification of 
optimal hyperplane is considered as an optimization problem. 
Testing examples are projected and the category is predicted based 
on their position with respect to the optimal hyperplane. Cover’s 
theorem [20] states; if linearly non-separable dataset is 
transformed using non-linear kernel function then it is probable 
that the transformation process will generate linearly separable 
dataset in higher dimensional space. Support vector machine also 
uses different types of non-linear kernel function to create linearly 
separable dataset and increase classification performance.   

Let we have a training dataset S= {(x1, y1), (x2, y2),…, (xn, yn)}, 
where xi ∈ Rn and it represents input feature vector and yi ∈ {-1, 1} 

is  the category. Let weight and bias of hyperplane is given by w 
and b. The non-linear Kernel function is applied on training dataset 
to transform it into linearly separable categories and φ(x) is used 
to represent it. The hyperplane between the two categories can be 
defined as: 

w.φ(x) + b = 0  (1) 

The optimization problem for calculation of w and b is: 

Minimize 

φ(w) = ½ ||w||2 
 (2) 

Subject to 

   yi(w.φ(x) + b) ≥ 1 

New variables ζi (slack variable) and C (regularization constant) 
are included in above optimization problem: 

Minimize 

   φ(w,ζ) = ½ ||w||2 + C ∑ 𝜁𝜁𝑖𝑖𝑁𝑁
𝑖𝑖=1

 
   (3) 

Subject to 

   yi(w.φ(x) + b) ≥ 1 – ζi, ζi ≥ 0 

 
Figure 2: Decision Boundary with maximum margin 

Where ζ is used to relax the hard margin constraint and C is 
used to manage the trade-off between classification error and 
maximal margin of separation. 

Multiclass SVM is often constructed using basic binary SVMs 
to deal with real world problems like pedestrian detection [21], 
medical diagnosis [22], sentiment analysis [23] and many others. 
For multiclass SVM, 1-vs-1 [24] and 1-vs-all [25] are two 
approaches used to build basic binary SVMs.  

We have used LibSVM [26] Java API in this work for SVM 
implementation. LibSVM provides both regression and 
classification implementations. We have used C-SVM approach to 
classifying the network traffic data into normal and intrusions. 
Radial Basis Function (non-linear kernel function) is used in this 
work for transformation into higher dimensional space. The value 
of gamma used here is 1 and the value of C is 6. As kernel 
implementation is part of LibSVM library; hence we are 
considering it a part of SVM training process and not a part of pre-
processing. Finally, we have used the 1-vs-1 multiclass approach 
in this work.   

 
Figure 3: Apache Storm Topology 
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4.2. Apache Storm  

Apache Storm is a scalable distributed framework that can be 
easily configured on cloud services or clusters. It is developed to 
process real-time big streaming data. Spouts and bolts are the basic 
building blocks for Apache Storm applications. Spouts are used as 
data sources; data is forwarded in form of tuples to the bolts. Bolts 
are the computation unit of the Apache Storm. Bolts process and 
evaluate the incoming tuples and can forward the results in form 
of tuple to other bolts for further processing. Spouts and bolts are 
combined to form a topology. Topologies are directed acyclic 
graphs and used to develop Apache Storm applications. An 
Apache Storm topology is shown in Figure 3. The edges of the 
topology show the flow of data. Bolts and spouts are vertices in the 
topology. We can create many instances of every bolt and spout to 
speed up the processing.  

Apache Storm framework offers distributed and fault tolerant 
computing. An Apache Storm cluster is shown in Figure 4. The 
cluster consists of one or multiple worker nodes and only one 
master node. Worker nodes are named as supervisors while the 
master node is named as nimbus. Apache Storm also requires 
ZooKeeper cluster to provide coordination between the master 
node and worker node(s).  

The proposed Apache Storm topology is given in Figure 5. 
This topology has one spout and three bolts. The detail of the bolts 
and spout is given below: 

1. Input Reader (Spout) is the only data source in this 
topology. KDD 99 dataset is stored in a text file. This 
spout reads the KDD 99 dataset and each record is 
forwarded as a tuple to the next bolt.  

2. Data Pre-Processer (Bolt) receives the tuples from Input 
Reader and performs pre-processing as explained in 
Section 3. It converts the categorical data to numeric data, 
perform normalization and feature reduction. Finally, it 
converts the data into LibSVM compatible format. 

 

 
Figure 4: Apache Storm Cluster 

 

 
Figure 5: Apache Storm Topology 

3. Support Vector Machine (Bolt) performs the 
classification process for the network intrusion detection 
system.  

4. Result Aggregator (Bolt) is the last processing unit in this 
topology. It aggregates the classification results. It stores 
these results on a text file for further analysis.   

5. Experimental Results and Discussion 

5.1. Experimental Setup 

Apache Storm 0.9.6 is configured on Ubuntu 12.04. All the 
experiments are performed on 3.4 GHz Intel Core i7 processor 
with 16.00 GB of memory.   

5.2. Evaluation and Analysis 

We have used KDD 99 intrusion detection dataset to test our 
SVM based method. The testing dataset contains 18729 records 
belonging to new network intrusion attacks (17 new network 
attacks included) which are not included in the training dataset. 
Whereas 292300 records belong to network intrusion attacks 
which are also part of the training dataset. The accuracy for 
intrusion detection of the proposed method is 98.03% when only 
known attacks are considered (Network attacks used during 
training process). This intrusion detection rate drops to 92. 60% 
when all the network attacks are considered during the testing 
process. All the discussion, following this point, will be based on 
the complete testing dataset. The classification results for complete 
dataset (new network attacks included) of the proposed intrusion 
detection method are given in Table III. A simplified confusion 
matrix is given in Table IV; which only divides the classification 
results into normal and malicious network traffic.  

Table III: Confusion Matrix for Network Intrusion Detection 
System 

 Normal Dos Probe R2L U2R 
Normal 60294 66 225 7 1 
DoS 6571 223266 16 0 0 
Probe 760 441 2965 0 0 
R2L 12849 91 72 927 0 
U2R 2462 3 0 7 6 
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Table IV: Simplified Confusion Matrix 

 Normal Attack 

Normal 60294 299 

Attack 22642 227794 
 

The performance of the can also be determined using False 
Positive Rate (FPR), False Negative Rate (FNR), Precision and 
Recall. These four performance evaluators are calculated below 
using simplified confusion matrix (Table IV). 

FPR = FP / (FP + TN) = 22642 / (22642 + 227794) = 0.09 

FNR = FN / (FN + TP) = 299 / (299 + 60294) = 0.005 

Precision = TP / (TP+FP) = 60294 / (60294+22642) = 0.73 

Recall = TP / (TP+FN) = 60294 / (60294 + 299) = 0.995 

For a good classification rate, FPR and FNR must be close to 
zero while Precision and Recall must be close to one. Other than 
Precision, all other performance parameters indicate good 
classification performance.  

Normal traffic and DoS attacks are recognized correctly mostly. 
Whereas Remote to Local (R2L) and User to Root (U2R) are the 
two categories which are recognized incorrectly most of the time. 
Class imbalance is the main reason behind this shortcoming. R2L 
and U2R have the least number of training samples. Similarly, 
probe attack category also has relatively less training examples. 
While remaining two categories have the majority of the training 
examples; around 98.9% of the dataset. This class imbalance 
creates biased results during the training process. We will discuss 
few techniques to solve class imbalance problem in the next 
section.  

The proposed network intrusion detection system is supposed 
to handle real-time streaming data traffic. The training process is 
done offline and it is not a real-time task. This system can process 
roughly 13,600 packets in a second for testing/prediction purposes. 
This processing speed is achieved with a single general purpose 
computer. The processing speed can be further increased by using 
a cluster of dedicated servers. This processing speed is a good 
indicator for real-time big streaming data scenario.  

Support Vector Machines are machine learning algorithm used 
for supervised classification tasks whereas Apache Storm is 
development platform used to develop real-time big streaming data 
processing applications. Apache Storm supports multiple 
languages for coding. We have used Java in our work. The 
proposed system achieves good classification results along with a 
good processing speed.  

6. Performance Enhancement for Network Intrusion 
Detection Systems 

Class imbalance refers to the uneven representation of classes 
in training dataset. The skewed distribution causes performance 
degradation for many machine learning algorithms [27]. The 
methods to solve class imbalance problem are generally divided 
into two categories; data level and algorithm level solutions. 

6.1. Data Level Approach 

Data level approaches apply different techniques to the dataset 
before training process. It can be considered as pre-processing step 
to accommodate the class distribution. Sampling, under-sampling, 
and over-sampling, is a data-level approach to managing class 
distribution. Over-sampling duplicates the records from the 
minority category whereas under-sampling removes records from 
the majority category to minimize the imbalance ratio between 
different categories in training data.  

Yen et al. [28] proposed to use cluster based approach to solve 
the class imbalance problem by selecting representative data. 
Clusters are used to identify the representative data to achieve 
better prediction rate for minority categories. Yu et al. [29] used 
vector quantization to under-sample the majority class and 
constructed representative local models. Synthetic Minority Over-
Sampling Technique (SMOTE) [30] is an adaptive data-level 
approach for over-sampling. It computes the probability 
distribution to model minor categories and use this probability 
distribution to add new examples to the smaller classes. Guo and 
Viktor [31] proposed to combine boosting and data generation to 
over-sample the minority classes. This approach is named as 
DataBoost-IM algorithm. 

6.2. Algorithm Level Approach 

In algorithm level approach, specialized machine learning 
algorithms are used to tackle class imbalance problem.  

One of the techniques used is to develop modified version of 
the basic learning algorithm which can manage imbalanced classes. 
z-SVM [32] and GSVM-RU [33] are modified version of SVM to 
manage imbalanced class distribution. z- SVM tries to maximize 
g-mean value by moving hyperplane using a parameter z. GSVM-
RU uses granular computing to enhance the classification accuracy.  

Another algorithm level approach is to use cost sensitive 
learning; whenever a misclassification occurs, an expensive cost is 
imposed on the classifier. Cao et al. [34] proposed Particle Swarm 
Optimization (PSO) based cost sensitive artificial neural network 
for imbalanced data classification.  

7. Conclusion 

Network intrusion detection is an important component of 
network management and it is a defense mechanism for network 
security. Anomaly based intrusion detection detects anomalous 
behavior or new network attacks which signature-based intrusion 
detection cannot. Higher processing speed is required to handle 
incoming real-time data traffic. The proposed Network Intrusion 
detection system can process 13,600 packets in a second on a 
single general purpose computer. Apache Storm based network 
intrusion detection system can achieve higher processing by 
deploying a cluster of computers.  Data pre-processing techniques 
are implemented to reduce the number of feature; which reduces 
the training and testing time and increased the classification 
accuracy. 

In this paper, we outline the machine learning based method 
for anomaly based intrusion detection. We propose to utilize 
support vector machine as supervised learning algorithm to 
classify the incoming network traffic into normal and network 
intrusion attacks (DoS, Probe, R2L, U2R). KDD 99 intrusion 
detection dataset is used in this work. The data set is pre-processed 
in order to make incompatible with support vector machine 
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algorithm as well as with LibSVM library. The experimental 
results show the feasibility of the proposed intrusion detection 
method. The performance can be further enhanced by solving class 
imbalance problem as discussed in section 6. This paper suggests 
using Support Vector Machine for classification process and 
Apache Storm as development platform to develop network 
intrusion detection system to handle big data characteristics of the 
network data traffic.  
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 Higher Education Institutions (HEIs) employ Learning Management Systems (LMSs) 
primarily for greater efficiency, profitability, technological advancement or survival. The 
predominantly used LMSs, Moodle and Blackboard account for in excess of 60% usage by 
the top HEIs.  However, the individual international regions do not necessarily bear the 
percentages of the overall total. Gaps are identified in optimality in course delivery within 
online learning when one studies LMSs and their functionalities.  Advanced Distributed 
Learning (ADL) Initiative which was established to standardize and modernize training and 
education management and delivery, developed and recommended usage of Sharable 
Content Object Reference Model (SCORM) 2004 and later versions.   SCORM 2004 which 
provides for flexibility in sequencing and navigation for learner-centric course delivery is 
not supported in any version of the more prevalently used LMSs.   It is believed that most 
people have a preferred way in processing information.  We propose codifying one or more 
Learning Style Instruments (LSIs), diagnosing the preferred teaching approach(es) and 
dominant/existing learning styles within a batch of learners, then providing course delivery 
as a best-fit per learner.  As a proof of concept, OLeCenT allows the input of one or more 
course learning paths with real-time learning and automatic reconfiguration of the course 
path where a new trend or pattern is identified. OLeCenT identified disparity in teaching-
learning and provided a mechanism towards improving online learner-centric course 
delivery.  OLeCenT also identified comparative levels of similarities among learners and 
instructors even where they are deemed to be of different teaching-learning 
styles/mechanisms. 
 

Keywords:  
Learning Management Systems 
Course Delivery 
Learner-centric 
Online Learning 

 

 

1. Introduction  

For the formative years, the primary mode of knowledge 
transfer was through the face-to-face mode of delivery.  Eventually 
knowledge was captured in writing which provided an alternative 
to the usual face-to-face delivery.  As technology developed, new 
ways were found to transfer knowledge.  This paper is an extension 
of work originally presented in Future Technologies Conference 
2016 which describes a tool to enhance learning [1].  The 
development of technology also made available the combination 
of different forms of learning [2-3].  Amidst these, the need for the 
initial and most established mode of delivery still has its 
significance [4-6]. 

Whether through face-to-face or alternative means of course 
delivery, differences between the learners’ approach to learning or 
styles of learning and the teacher’s teaching mechanism or 
approaches within a batch of learners and teachers may lead to 
various rates of learning and a non-optimal level of learning in the 
overall batch of learners [7-9].  Identifying where there is a 
teaching-learning style mismatch and solving same can help 
achieve a resultant increase in the level of learning, and should free 
a teacher to more ably deal with special cases such as learners with 
special needs or develop varied course material and course 
delivery mechanisms to assist additional learners.  

We examine teaching-learning in Higher Education 
Institutions, discuss theories of teaching and learning, and analyze 
the usage of learning mechanisms or styles in Learning 
Management Systems.  These are used to propose OLECENT, an 
approach in view of learner-centric course delivery.  We describe 
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the features, results and benefits of the derived artifact, OLeCenT, 
an e-Learning Tool towards optimising the teacher-learner 
interaction [10-11]. 

2. Teaching-Learning in Higher Education Institutions 

2.1. Teaching-Learning using Learning Management Systems 

Learning Management Systems (LMSs) are used worldwide by 
Higher Education Institutions to assist with efficiency in course 
delivery or management [12-13].  There are different types of 
LMSs, which all work slightly differently but ultimately perform 
the same or similar functions and can deliver the same learning 
materials with different levels of efficiency [14].  Higher 
Education institutions tend to have one of the following three 
categories of LMSs in operation: off-the-shelf or proprietary, open 
source, or bespoke [15]. 

In an analysis of top universities in each international region, 
home-grown self-used systems accounted for about 17%, Sakai 
accounted for about 10% and Canvas accounted for only 5%.  
Usage of 40% and 21% by Moodle and Blackboard respectively 
confirm the dominant players in the LMS market.  However, the 
individual regions do not necessarily bear the percentages of the 
overall total; for example, top universities of Latin American 
reflect a 100% usage of Moodle [16]. 

A detailed review of the four named systems was done based 
on features related to  direct or indirect relevance to the level of 
learning, the finite number of human teachers, and resources or 
system design which may affect positively or negatively the 
teaching-learning process.  In view of [17-30], Table 1 reflects the 
comparison of LMS features that are important in mitigating the 
problem of course delivery being static or erroneously less learner-
centric. 

Noteworthy are the features of Learning Management Systems 
that are not fully offered by any of the predominantly used learning 
environments.  These are: 

1. Provide for assessment of learning and teaching 
styles 

2. Offer course delivery path/workflow to each learner 
to match learner’s dominant learning style 

3. Provide options for learner to receive course 
delivery in his non-dominant or other learning styles 

4. Allow input and usage of text unique to courses 
5. Allow for integration of activity simulation where 

practical knowledge is to be transferred 
6. Allow instructor to modify course path according to 

students’ expectations and/or  indications from 
course beginning to end, in terms of transfer of 
knowledge and necessities for emphasis for repeats 

7. Provide for assessment which equates to or exceeds 
the traditional mode but matches the style of 
learning 

8. Provide for learner-centric scheduling of 
synchronous activities where such include online 
activities 

Other LMSs or tools had some features but were significantly 
lacking in others. E.g. Intelligent Tutoring Systems (ITS) 
represents some of the knowledge and reasoning of good one-to-
one human tutors, as it attempts to simulate a human tutor’s 
behaviour and guidance [31]. 

Table 1: Comparison of LMS Features that are important in 
mitigating the Problem of Course Delivery being Static or 
becoming less Learner-Centric 

Feature 
Learning Management Systems 
Black
board Canvas Moodle Sakai 

Improvement for lack in the traditional with use of tools in the online 
environment 

Provide diagnostic assessment of 
learning/teaching styles     

Restrict and/or provide sections of 
course path based on pre-entered 
conditions or complex access criteria 

√  √  

Modify course delivery path/workflow 
to match dominant learning style in 
batch of learners 

√ √ √ √ 

Offer course delivery path/workflow 
to each learner to match learner’s 
dominant learning mechanism / style 

    

Provide options for learner to receive 
course delivery in his non-dominant or 
other learning styles 

    

Automatically determine  loss of 
learning of learners prior to 
assessment(s) 

√ √   

Alert instructor and/or learner of loss 
of learning √ √ √ √ 

Allow instructor to instantly assess 
student comprehension √ √ √ √ 

Provide instructor with a view of the 
student’s perspective √  √  

Allow students to understand their 
own progress towards mastering key 
outcomes 

 √   

Equitable benefits to all types of courses and maintain/improve on tools 
in the traditional 

Allow input of all types of course 
material √ √ √ √ 

Allow input and usage of text unique 
to courses ●  ●  

Provide for use of external tool 
seamlessly within the learning 
environment 

√ √ ● ● 

Allow for integration of activity 
simulation where practical knowledge 
is to be transferred 

● ● ● ● 

Align content items to objectives and 
goals √   √ 

Allow students to add personal course 
artefacts that improved their learning √ √   

Provide for Collaboration √ √ √ √ 
Allow for student feedback outside of 
those pre-determined by instructor ● √ √ ● 

Allow instructor to modify course path 
according to students’ expectations 
and/or  indications 

●    

Provide for assessment which equates 
to or exceeds the traditional mode but 
matches the style of learning 

    

Integration of administrative information or functionalities that may 
aid in learning 

Allow input of teaching-learning 
schedule of course √ √ √ √ 

Use teaching-learning schedule for 
notifications √ √   

Provide for learner-centric scheduling 
of synchronous activities where such 
include online activities 

   ● 
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Feature 
Learning Management Systems 
Black
board Canvas Moodle Sakai 

Mitigate falsehood especially in 
assessment √    

Allow HEI to offer course to learners 
worldwide through MOOC  √   

Permit customization so that HEIs can 
add according to holistic or long-term 
learner profile 

  √ √ 

  
 Key: √   -  feature is fully offered 
  ●   -  feature is partially offered 
  blank  -  feature is not offered 

2.2. Limitations of Learning Management Systems 

There are documented common complaints about Learning 
Management Systems.  Whereas all are genuine complaints, the 
only complaint that is identified to be of significant interest for this 
research is that LMSs do not fit in the existing administration 
workflows [32].  A key reason to implement a LMS is to support 
efficient training administration. So, if this isn’t working for you, 
then it is a real problem [32].  We concur with [32] that when 
selecting a LMS, the HEI should be sure to map the existing 
administration and end user workflows, and use these maps to 
communicate your LMS implementation requirements.  However, 
we purport that the LMS implementation requirements should be 
guided by best practices as well as best-case possibilities available 
in view of existing skills, resources, and achievements. 

Blackboard's market strategy over the years (acquisition), 
Moodle's significant growth, and the arrival of Canvas (the first 
significant new product in this space in at least 8 years) tell 
interesting tales [33].  The various Learning Management Systems 
have delved into course management and delivery, and some have 
aimed for improved learning.  Not many have designed or 
implemented a system to manage learning in view of the learner’s 
behavior or learning style.  The emergence of MOOC platforms, 
which for the high-profile MOOC initiatives such as Coursera and 
edX are homegrown products may be the ideal platform to have 
self-paced managed learning where learning is tracked and 
attempts made during the learning process to enhance the level of 
learning. 

It is possible that Learning Management Systems (LMS) are 
not equivalently suited for all types of courses [34].  Where a 
course’s primary aim is to transfer knowledge with respect to a 
practical achievement of a task, as opposed to a description or 
narrative view of an issue.  This view could be used to support the 
view that LMSs may be more advantageous to certain types of 
courses.  Among respondents who were engaged in a programming 
course delivered with use of a LMS, the communication and 
discussion aspects of the course were rated among the highest and 
guidance to solving problems among the lowest [34]. Although 
LMSs are deemed beneficial, they fall short in some aspects 
specific to computer science education, in particular programming. 
A Learning Management System lends itself to web-based 
learning environments by enabling the management of courses, 
delivery of content and lectures, assessment and tracking of 
student engagement with the course.  The implementation of a 
worldwide networking course by Cisco Networking Academy 
which seeks to transfer the knowledge about a practical task should 
provide some encouragement for what is possible for other course 
content such as computer programming. 

We are in the midst of learner-centric shifts in education, and 
the drivers for these changes are social and economic, not just 
technological [35].  A distinction is made between competency 
based learning (CBL) which focuses on learning outcomes rather 
than competency based education (CBE) which is based on time.  
The emphasis on the knowledge transfer to the learner being the 
guide for success is an essential aspect of old, existing or new 
Learning Management Systems. 

A Delta Initiative analysis points out that most of the core 
Learning Management Systems were developed between 1997 and 
2004, and there really has not been many new pedagogical 
capabilities added since that time. Instead, innovation has been 
driven by a horizontal expansion of business areas, e.g. 
interoperability with peripheral systems for portals, portfolios, 
ERP integration, and the ERP systems themselves [33].  As 
interoperability is achieved, improvements in pedagogical 
capabilities are achieved.  The advancement of technology and the 
use of computing resources could assist in this way. 

In referring to examinations or other forms of assessments, 
students have a strong tendency not to learn for life, but “to the 
test” [36]. A mismatch or misalignment [37] in form or content 
between examination tasks and learning objectives will lead to 
students engaging in the wrong learning activities and acquiring 
the wrong competences [36]. Multiple-choice tests are perhaps the 
most infamous example of such mismatch and the associated 
detrimental effects, decried for fostering surface learning and 
student disengagement [38].  Such a mismatch is likely to alienate 
students and erode their learning motivation [36].  The possibility 
of mismatch or misalignment suggests the need for LMSs that 
ensure that learning motivation is not eroded, course delivery is 
competence-oriented  [39], as well as a LMS that mitigates the 
mismatch between examination tasks or other course delivery 
activities and learning objectives. 

There are three functional areas the LMS is designed to 
support: Course Administration, Communication and 
Collaboration, and Custom Educational Content.  One of the most 
important things an academic technologist can deliver to faculty is 
to show them how the LMS can be used for more than just a 
platform for course administration but to teach in new ways [33].  
This implies that (1) there may be ways provided by the LMS to 
teach or improve teaching exists but are not being employed, (2) 
there may be new ways of teaching that may be inspired and 
developed with use of a LMS that have not been explored, (3) there 
may be new ways of teaching that are inspired by external factors 
to the LMS, maybe through the face-to-face environment, that may 
be developed as new features to the LMS. 

Amidst the many Learning Management Systems and even the 
smaller number of those that are used predominantly by HEIs, 
Columbia University has used aspects of at least six of these, 
namely Sakai, Moodle, Angel, Canvas, eCollege and Coursera 
[33].  The change from one LMS to another suggests a feature, 
functionality, improvement or enhancement in at least one aspect 
of course administration, communication and collaboration, and 
providing educational content, which was in one system above 
another.  Therefore as technology develops and the area of e-
learning or online learning expands, newer functionalities and 
enhancements may become possible. 
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3. Consideration of Learning Styles in Learning 
Management Systems 

Education has always had new ideas about learning and 
teaching.  Educators are asked to use new curricula, new teaching 
strategies, and new assessments. They are directed to prepare 
students for the new state standardized test or to document and 
assess students’ work through portfolios and performance 
assessments [40].  While classroom teaching and management 
strategies are well documented, the online learning environment 
presents different challenges and benefits [41]. Teaching in an 
online environment requires a special set of teaching skills since 
many of the strategies and tactics associated with best teaching 
practices are somewhat constrained by the primarily text-based 
environment [41].  Implicitly, teaching could be taking place in the 
online environment yet learning is not taking place or certainly not 
at the level at the perception of the teacher or instructor. 

3.1. Theories of Teaching and Learning 

Many theories of teaching and learning have been purported 
and/or established.  Some of these are Cognitive Load Theory of 
Multimedia Learning, Maslow's Hierarchy of Needs, Cognitivism, 
Experiential Learning (Kolb), Constructivism, ADDIE Model, 
ARCS Model of Motivational Design, and Multiple Intelligences 
Theory [42].  

Cognitive Load Theory of Multimedia Learning discusses that 
there are three types of cognitive load: extraneous cognitive load, 
intrinsic cognitive load, and germane cognitive load.  The intrinsic 
cognitive load embodies the idea that all instruction has an 
inherent difficulty associated with it. This inherent difficulty may 
not be altered by an instructor. However many schemas may be 
broken into individual "subschemas" and taught in isolation, to be 
later brought back together and described as a combined whole 
[43, 44].  It is important that systems of learning provide for 
segmentation or combining of learning units to facilitate the 
intrinsic cognitive load.  Extraneous cognitive load, is under the 
control of instructional designers. Where possible, the ideal LMS 
provide for the setup and automation of learner paths.  Extraneous 
cognitive load and intrinsic cognitive load are not ideal; they 
result from inappropriate instructional designs and complexity of 
information. Germane cognitive load is coined as “effective’ 
cognitive load, caused by successful schema construction. Each 
of the cognitive loads are additive, and instructional design’s goal 
should be to reduce extraneous cognitive load to free up working 
memory [43]. The ideal LMS should model aspects of the human 
cognitive architecture, and provide for ease of use by course 
designers in their endeavor to apply sound instructional design 
principles. 

Abraham Maslow’s theory, Hierarchy of Needs is a 
motivational theory in psychology that argues that while people 
aim to meet basic needs, they seek to meet successively higher 
needs in the form of a hierarchy.  Maslow presented the idea that 
human actions are directed toward goal attainment. Any given 
behavior could satisfy several functions at the same time; for 
instance, going to a pub could satisfy one's needs for self-esteem 
and for social interaction [45].  Maslow's Hierarchy of Needs has 
often been represented in a hierarchical pyramid with five levels. 
The four levels (lower-order needs) are considered physiological 
needs, while the top level is considered growth needs. The lower 
level needs need to be satisfied before higher-order needs can 
influence behavior [45].  Development and implementation of a 

learning system or tool must consider that the body of learners as 
well as instructors and teachers would tend to follow Maslow’s 
Hierarchy of Needs. 

The theory of Cognitivism says that the learner is viewed as 
an information processor (like a computer). Cognitivism focuses 
on the inner mental activities – opening the “black box” of the 
human mind is valuable and necessary for understanding how 
people learn [46]. The ideal learning system should provide for 
some capture of each learner’s learning 
mechanism/style/intelligence.  In view of the theory, ensuring that 
stimuli exist within a Learning Management System will 
contribute to the system being more learner-centric. 

The theory of Constructivism says that learning is an active, 
constructive process. The learner is an information constructor. 
People actively construct or create their own subjective 
representations of objective reality. New information is linked to 
prior knowledge, thus mental representations are subjective. 
Knowledge is constructed based on personal experiences and 
hypotheses of the environment [46]. This theory is used to support 
the proposal that the system should provide for basic information 
access needs such as system user-friendliness and ease of use, to 
allow for ease of transition in a learner using the system to 
increase the level of learning. The theory says that learners 
continuously test the hypotheses of the environment through 
social negotiation. Each person has a different interpretation and 
construction of knowledge process. The learner is not a blank slate 
but brings past experiences and cultural factors to a situation [46].  
Past experiences and cultural factors is used to support for a 
diagnostic mechanism that ascertains learner preferences or other 
factors that may influence learning.  Constructivism assumes that 
all knowledge is constructed from the learner's previous 
knowledge, regardless of how one is taught [46]. Thus, even 
listening to a lecture involves active attempts to construct new 
knowledge. 

Constructionism builds up the theory of Constructivism.  
Constructionism is ‘learning by making’. Constructionism shares 
constructivism’s connotation of the learning.  It then adds the idea 
that this happens especially felicitously in a context where the 
learner is consciously engaged in constructing a public entity [47].  
The theory of constructionism proposes that learning may be 
enhanced through kinesthesia.  A Learning Management System 
should facilitate kinesthetic learning objects. 

The theory of Multiple Intelligences identifies seven distinct 
intelligences. The theory says that we are all able to know the 
world through language, logical-mathematical analysis, spatial 
representation, musical thinking, the use of the body to solve 
problems or to make things, an understanding of other individuals, 
and an understanding of ourselves. Our educational system is 
heavily biased toward linguistic modes of instruction and 
assessment and, to a somewhat lesser degree, toward logical-
quantitative modes as well [42]. It is argued that the broad 
spectrum of students would be better served if disciplines could be 
presented in a numbers of ways and learning could be assessed 
through a variety of means.  It may seem impossible to teach to all 
learning styles [42]. However, as we move into using a mix of 
media or multimedia, it becomes easier. As we understand learning 
styles, it becomes apparent why multimedia appeals to learners and 
why a mix of media is more effective [48, 42]. The theory of 
multiple intelligences satisfies the many types of learning 
preferences that one person may embody or that a class embodies. 
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3.2. Teaching and Learning Styles 

Learning styles are ways of learning presumed to allow 
individuals to learn best [49,50].  It is believed that most people 
have a preferred way in processing information [51].  There are a 
number of instruments developed for determining learning styles.  
Some of these are Witkin’s Field-Dependence/Field-
Independence, Kolb’s Experiential Learning Model (ELM) and 
Learning Style Inventory (LSI), Hunt et al.’s Conceptual Level 
Model, Dunn et al.’s Learning Styles Inventory (LSI), Fleming et 
al.’s VARK Model, C.I.T.E Learning Styles Instrument, and 
Gregorc Learning Style Model [52].  Learning styles has a bad 
press. It seems that they are lauded and then attacked on an almost 
cynical basis [53].  This is probably because it is very difficult to 
measure learning (in part because it is difficult to define learning 
in useful ways), especially if one wants to know when learning 
happens or to what it can be ascribed.  The critics of learning 
styles say things like ‘Knowing ones learning style does not 
improve learning.’  However knowing one’s learning style can be 
beneficial if learners take the next step, and consider how and 
when they learn as part of a reflective meta cognitive process, with 
action to follow [53]. 

Predominantly, it was stated that there were three learning 
styles, namely auditory, tactile/kinesthetic and visual [54,55].  
Currently it is more accepted that there are more than three 
learning styles [48,31].  There are discussions whether 
intelligences are styles or whether they should be considered as 
learning styles [56].  Gardner says that intelligences are not the 
same as learning styles.  Intelligences are mental computers of 
varying strength, while styles are the ways in which individuals 
putatively approach diverse tasks [42].  The prevalently used 
instruments were chosen for the research, with consideration 
given to the level of their accessibility.  Consequently, the 
learning styles models discussion includes Fleming et al.’s VARK 
Model, Kolb’s Experiential Learning Model (ELM) and Learning 
Style Inventory (LSI).  C.I.T.E Learning Styles Instrument was 
incorporated primarily due to its accessibility.  
3.2.1 VARK Model of Learning Style 

The VARK Model evolved from the VAK Model.  The Visual, 
Auditory and Kinesthetic (VAK) learning style model is a 
common and widely-used model of learning style. According to 
this model, most people possess a dominant or preferred learning 
style; however some people have a mixed and evenly balanced 
blend of the three styles of visual learners, auditory learners and 
kinesthetic learners.  In summary visual learners tend to learn 
through seeing and think in pictures, auditory learners tend to 
learn through listening and have highly developed auditory skills, 
and kinesthetic learners tend to learn through moving, doing and 
touching and expressing themselves through movement [38].  
With use of an appropriate instrument, the ideal Learning 
Management System should provide for ascertaining the 
difference in styles of the learners; this should aid in the system’s 
provision of a learner-centric course delivery. 

VARK is an acronym for Visual, Aural, Read/Write and 
Kinesthetic.  The VAK inventories had been around for years until 
expanded by the inventor of the model.  The inclusion was a 
second ‘visual’ modality for Read/Write learners.  From 
observation some students have a distinct preference for the 
written word whilst others preferred symbolic information as in 

maps, diagrams, and charts [53].  These two preferences were not 
always found in the same person.  He also said that there is more 
acceptance of this distinction today than in the 1980s [53].  
Fleming’s VARK Model is suggesting that the visual and 
auditory/aural aspects of the previous VAK model did not capture 
ideally the read/write practices or preferences that were 
exemplified by some learners.  The Learning Management 
System that is best suited for the learner should be able to 
distinguish a learner who is visual, aural or other or combinations 
of these styles. 

3.2.2 Kolb’s Learning Style Model 

The Kolb’s Experiential Learning Model and Learning Style 
Inventory (LSI) has been called the Kolb Learning Style Model, 
a 9-fold classification of learning styles with combinations of 
feeling, watching, thinking and doing/acting scored as a 12-item 
self-report questionnaire [51].  Kolb's learning theory sets out four 
distinct learning styles (or preferences), which are based on a 
four-stage learning cycle. The model offers both a way to 
understand individual people's different learning styles, and an 
explanation of a cycle of experiential learning that applies to us 
all.  Kolb says that ideally (and by inference not always) this 
process represents a learning cycle or spiral where the learner 
'touches all the bases', i.e., a cycle of experiencing, reflecting, 
thinking, and acting. Immediate or concrete experiences lead to 
observations and reflections. These reflections are then 
assimilated (absorbed and translated) into abstract concepts with 
implications for action, which the person can actively test and 
experiment with, which in turn enable the creation of new 
experiences [51].  The current Kolb Learning Style Model reflects 
an enhancement to a former version of the model [57].  As 
knowledge concerning learning styles increases and learning style 
theory, mechanism and instruments improve, there should be 
flexibility in a Learning Management System to facilitate ease of 
adaptability to the changes. 

Kolb explains that different people naturally prefer a certain 
single different learning style. Various factors influence a person's 
preferred style, notably in his experiential learning theory model 
(ELT).  The discussion on experiential learning theory is not 
included as it should not affect the approach for Learning 
Management Systems and the use of this approach [51].  The 
determination of a learning style is done by the following of a 
protocol or rules that govern the assessment process.  The ideal 
learning environment that provides mechanism for assessing 
learners should provide for the seamless creation and 
modification of rules per learning style and per learning style 
instrument that may vary with an institution’s selection of 
learning style approach.  Knowing a person's learning style 
enables learning to be orientated according to the preferred 
method. Everyone responds to and needs the stimulus of all types 
of learning styles to one extent or another - it's a matter of using 
emphasis that fits best with the given situation and a person's 
learning style preferences [51, 58]. 

Whereas there has been support for the Kolb Model, there has 
been some criticism.  The concept of learning styles has been 
criticized by many and experts suggest that there is little evidence 
to support the existence of learning styles at all. One large scale 
study looked at more than 70 different learning style theories and 
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concluded that each lacked enough valid research to support its 
claims [59]. In a 2008 article, educator Mark K. Smith argued that 
Kolb's model is supported only by weak empirical evidence and 
that the learning process is actually far more complex than the 
theory suggests. He also noted that the theory fails to fully 
acknowledge how different experiences and cultures may impact 
the learning process [59].  Additionally, [60] says that despite the 
various refinements of Kolb’s inventory, the instrument still 
appears to possess several weaknesses which limit its use, 
including low reliability, questionable validity, and low predictive 
powers.  The instrument presupposes that individuals can only 
possess one learning style.  Their study says that although the four 
modes suggested by Kolb may be valid, little evidence is provided 
to confirm Kolb’s two dimensions.  They suggest three 
unidimensional factors, where the resulting learning style, will be 
based on one’s relative position on each of the three dimensions 
[60]. 

Amidst the criticisms, [60] states that in 2005 amidst a list of 
71 learning style models, Kayes chose Kolb’s model as the most 
influential learning style model.  Kolb Model has still been in 
usage across the world [61].  Kolb’s Experiential Learning Model 
(ELM) and Learning Style Inventory (LSI) is the preferred model 
for inclusion in a Learning Management System.  
Notwithstanding, the ideal learner-centric Learning Management 
System should provide for setup of multiple learning style 
instruments and capability to select or activate the one(s) to be 
used per institution, per course or per period. 

3.2.3 Teaching Style 

By experimenting with innovative strategies intended to help 
students learn who formerly had not been successful, [62] found 
out that most methods and/or resources appeared to work with 
some students but not others.  It was said further that in many 
cases, those who were successful with a particular method or set 
of materials had essentially similar characteristics.  Repeatedly, 
data revealed that when taught through methods that 
complemented their learning characteristics, students at all levels 
became increasingly motivated and achieved better academically.  
If it is true that 90 percent of all instruction is conducted through 
either lecture or lecture discussion, it is no wonder that so few 
students achieve as well as we believe they should [62].  The 
research by Dunn & Dunn suggests that similar to how learners 
may favour a particular learning style or mechanism, a teacher or 
instructor may favour a particular style, mechanism or approach 
in providing knowledge or information to the learner. 

Dunn & Dunn says that for decades, supervisors have been 
evaluating faculty in an effort to isolate those characteristics that 
produce effective instruction.  Their efforts have been misdirected 
by weaknesses both in their assumption and their basic designs 
[62].  The attitude teachers hold towards various instructional 
programs, methods, and resources as well as kinds of youngsters 
they prefer working with constitute part of their “teaching style”.  
Teachers can assess themselves with an instrument that 
simultaneously identifies their teaching style and reveals the areas 
that need to be expanded to respond to additional characteristics 
[62]. 

In summarizing the paper, Learning Styles/Teaching Styles: 
Should They… Can They Be Matched? [62] answers the question 
“Why not just match teachers with students?”.  The paper purports 
that the fallacy is this (a) learning style and teaching style 

characteristics do not always cluster into such neat packages; (b) 
students are not consistently one way or the other – nor are 
teachers; (c) neither traditional nor informal teachers are 
necessarily excellent, and it is possible to match a student’s 
learning style and a teacher’s teaching style and still not provide 
that youngster with an effective teacher; and (d) given the 
practical, “how-to” skills for teaching students through their 
individual learning styles, most teachers can become effective 
with most students and, simultaneously, provide a humanistic care, 
nurturing atmosphere [62].   

We have concurrence with the views of [62].  However, within 
a Higher Education Institution, where the human teacher may be 
the primary source of course delivery, he/she is not necessarily 
provided with the resources of time to ensure that all avid learners 
being taught at a particular time are at their highest level of 
learning. 

The analysis was done on a BTEC Applied Science course to 
determine whether student-centred learning activities improve 
learning outcomes [63].  The research states that deeper learning 
was significantly improved after instructional teaching as opposed 
to student-centred teaching. In the research, preferences for 
teaching style were also obtained from the students [63].  This 
research indicates that teaching style is a contributing factor to the 
level of learning.  Where a Learning Management System is able 
to provide a teaching style – learning style match, the learning 
process may be aided.  However, within a Higher Education 
Institution, where the human teacher may be the primary source 
of course delivery, he/she is not necessarily provided with the 
resources of compensation or training to ensure that all avid 
learners being taught at a particular time are at their highest level 
of learning. 

In the discussion of teaching style, one may imagine the 
teacher or instructor being a computer software program or 
general form of Computer-Assisted Instruction (CAI) [64].  Of 
note to this research is the Intelligent Tutoring System (ITS) in 
Learning.  We make note of [65] in their work for argument-
making in higher education.  The best result of 81.74% in 
classification correct rate was obtained when all grade classes 
were used [65].  It was said that while CAI may be somewhat 
effective in helping learners, they do not provide the same kind of 
personalised attention that a student would receive from a human 
tutor. One-to-one tutoring allows learning to be highly 
individualized and consistently yields better outcomes than other 
methods of teaching.  Unlike previous CAI systems, ITS 
represents some of the knowledge and reasoning of good one-to-
one human tutors, and consequently can coach in a much more 
detailed way than CAI systems.  ITS does not just provide 
feedback such as correct or wrong answers for the student’s 
mathematics solution but it also provides details of the 
misconception that the student face.  The Student Model assesses 
student’s knowledge and makes a hypothesis on the conceptions 
and reasoning strategies employed by the student to achieve 
his/her knowledge state  [66].  Findings suggest participants’ 
learning capacity of the introductory statistics could be improved 
successfully when CAI used as a supplement to regular lecture in 
teaching introductory statistics course [64]. 

The mechanism without the rules of Kolb’s Model was 
attainable without a cost.  For the C.I.T.E. Learning Styles 
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Instrument, both the mechanism and detailed rules for 
implementation were available. 

3.3. Current Status of LMSs incorporating Learning Styles and 
Sequencing 

The Advanced Distributed Learning (ADL) Initiative was 
established in 1997 to standardize and modernize training and 
education management and delivery.  To meet its mission, the 
ADL Initiative developed the Sharable Content Object Reference 
Model (SCORM) and the ADL Registry.  The  release in 2009 is 
SCORM 2004 4th Edition. ADL supplies resources for SCORM 
1.2, SCORM 2004 3rd Edition, and SCORM 2004 4th Edition. 
ADL recommends use of SCORM 2004 4th Edition [67]. Some 
consider the Experience API (Tin Can API) released in 2013 with 
currently in excess of 170 adopters, to be the successor to SCORM 
[68]. 

Further, the IMS Global Learning Consortium (IMS GLC) is a 
global, nonprofit, member organization that strives to enable the 
growth and impact of learning technology in the education and 
corporate learning sectors worldwide.  Consequently, IMS 
develops Learning Tools Interoperability (LTI) to allow remote 
tools and content to be integrated into a Learning Management 
System (LMS).     In addition to LTI, IMS GLC developed another 
standard, Common Cartridge. IMS Common Cartridge (IMS CC) 
provides a standard way to represent digital course materials for 
use in online learning systems so that such content can be 
developed in one format and used across a wide variety of learning 
systems, as well as enable new publishing models for online course 
materials and digital books that are modular, web-distributed, 
interactive, and customizable. 

The three standards described, namely Sharable Content 
Object Reference Model (SCORM), Learning Tools 
Interoperability (LTI) and Common Cartridge have been 
employed in learning management systems in varied levels.   The 
main systems in use which provide such functionality are 
Blackboard which is proprietary, and Moodle, Canvas, Sakai 
which are open source. 

SCORM 2004 is not supported in any version of Moodle. Parts 
of the API have been implemented, but sections such as Navigation 
and Sequencing, which will assist in learner progress and 
assessment detailed tracking, have not been implemented. Moodle 
has announced that development on native SCORM 2004 support 
in the system has stopped. They further suggest that where a fully 
certified SCORM 2004 Player in Moodle is desired, Rustici 
Software have a Moodle plugin which connects to their 
commercial SCORM Cloud service turning Moodle into a fully 
compliant SCORM 2004 LMS [42].   

Where there is a human teacher as the primary source of course 
delivery, he/she is not necessarily provided with the requisite 
resources to ensure that all avid learners being taught at a 
particular time are at their optimal level of learning.  From the 
concept of levels of learning by [10] and the discussion of optimal 
learning by [11], the optimal level of learning is the highest level 
of learning achievable in a given time and nature of the uptake 
function; we consider the nature of the uptake function to include 
the learner, learning environment and learning style [69].  
Learners are expected to comprehend the material within the 
mode made available by the teacher.  All learners in a particular 
batch tend to be governed by the path of learning carved out by 
the teacher in his/her expertise and experience. Whereas the 

teacher has the knowledge to be transferred and is better able to 
determine the path to be taken based on prior batches of students, 
the flexibility does not exist at the point of learning for a change 
of path or delivery mode.  There is also often disparity between 
the mode employed for course delivery and assessment, such as 
oral versus written or electronic versus hardcopy.  Hence, as the 
number of learning styles may increase as the population within a 
batch of learners increases, there is an increasing tendency away 
from the optimal level of learning, amidst the finite or a limited 
number of course delivery paths and human teachers, and the 
current design of learning management systems. 

4. OleCenT – The Online Learner-Centric Tool 

4.1. The OLeCenT Approach to Course Delivery 

In the interest of a positive effect on the level of learning, we 
propose OLeCenT, a tool for learner-centric course delivery in the 
online environment.  OLeCenT may be integrated with a Learning 
Management System for enhanced course administration.  We 
embrace the integration of learning styles to achieve a maximal 
matching [70] with the teaching styles.  Teaching-learning in 
higher education institutions is examined with an analysis being 
done on course delivery in view of learning styles.  We suggest 
how instructional design may be applied amidst a standard and 
specification for web-based e-learning with emphasis on how 
learning takes place. 

4.1.1 The Underlying Theories of the OLeCenT Approach 

We are influenced by [71] that computing impacts the three 
necessities of teaching-learning, namely basic skills instruction, 
advanced skills instruction and assessment of student progress, as 
well as the types of learning.  We discuss the learner-centric tool 
by examining teaching and learning styles in a graph theory 
context. 

4.1.1.1 OLeCenT and Graph Theory 

By examining teaching and learning styles in a graph theory 
context, we propose an approach for course delivery, and 
describing elements and standards of the learner-centric model.  
The learner-centric tool may be designed for any of the sets of 
learning styles.  We propose [51] Learning Styles Inventory 9-fold 
classification of concrete experience (feeling), reflective 
observation (watching), abstract conceptualization (thinking), 
active experimentation (doing), diverging (feel and watch), 
assimilating (think and watch), converging (think and do), 
accommodating (feel and do) and perception continuum (feel, 
watch, think, do).  This model provides flexibility in terms of basic 
learning styles and diverse combinations of these styles.  It is 
believed that this 9-fold classification engulfs others such as the 
seven stated in the classification by [48]. 

We propose that in the context of all teaching and learning 
styles, the relation for teaching-learning styles is a bijective 
function [70].  A teaching-learning style is a teaching style that 
provides greatest learning for (matches) a particular learning style, 
and vice versa.  Considering a teaching-learning unit such as a 
course or a session of learning where knowledge transfer is the 
aim, there is a set of teachers and a set of learners.  
Correspondingly, there are sets of teaching styles, learning styles, 
and teaching-learning styles (the matching between a teaching 
style and a learning style). 
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Let G be a directed, bipartite graph with disjoint vertices T (the 
set of teaching styles, t1, t2, ...) and L (the set of learning styles, l1, 
l2, ...) in which the edges are directed from T to L (Figure 1).  We 
propose that in any teaching- learning unit, optimal learning 
occurs where there is a maximal matching [70] for G with all 
elements of L having a pre-mapping (maximal matching with 
surjectivity) (Figure 1a, Figure 1b.) even where a complete 
matching does not exist (Figure 1b).  Optimal learning may exist 
even where there is no surjective (onto) mapping as the same may 
exist where a teaching style exists in a teaching learning unit 
which has no mapping to a learning style in that unit (Figure 1b).  
Where there is a complete matching, that is with all teaching styles 
having a matching (Figure 1a, Figure 1c), non-optimal learning 
may still occur (Figure 1c) as all learning styles may not be 
catered to.  For large learning groups with the number of learning 
styles tending towards maximum, invariably there are learning 
styles not mapped and far from optimal learning (Figure 1d).  For 
learner-centric course delivery in e-learning, we propose that 
maximal matching with surjectivity for the teaching-learning 
styles is attainable with use of the learner-centric tool and how the 
LMS is implemented. 

4.1.1.2 OLeCenT and the Push-Based Model 

The push-based (build-to-stock) model of supply chains is built 
on the basis that the supplier or provider of goods or service knows 
best as to what goods or service are needed [72].  This build-to-
stock model schedules production based on best guesses of 
demand and the availability of raw material in inventory.  
Considering the teachers’ “raw material” or availability of 
teaching styles, some HEIs operate in a push-based model where 
the course content is provided in a mode as a best guess of demand.  
We propose that the pull-based approach (demand-driven) be used 
in course delivery where the customer orders trigger events in the 
supply chain [72].  The desire for learning should not be what 
triggers what is taught (course content) but rather the learning style 
(for the course content) should trigger events for the material to be 
provided in a particular style. 

The pull-based model is similar to the self-examination 
mentioned by [71] in the PRECALC project or may be likened to 
diagnostic and formative assessments with benefits for the current 
year or summative assessments with benefits for the ensuing year.  
Research provided for the three initially proposed as the existing 
learning styles, namely visual, tactile, and kinesthetic [71].  The 
learner-centric tool also provides for learning styles which are 
combination of these as well as other forms of learning styles [51].  
Further, formative and summative assessments primarily tend to 
be used to assess for knowledge gaps or knowledge acquisition 
respectively, rather than for an assessment of teaching style(s) to 
be employed.  Even where these are used for this purpose, it must 
be noted that benefits can only accrue subsequent to the time of 
assessment. 

4.1.1.3 OLeCenT and Supply-Demand Theory 

The learner-centric tool should cause a lessening of the gap 
between teaching and learning styles within a batch of learners.  
Some learners should be more comfortable with the course 
material as it is received in a manner closer to the type of learning 
to which they are adept.  The avid learner is not first required to 
“translate” course material from another teaching-learning style to 
ensure his/her optimal learning.  Learners within the same batch  
benefit during  the teaching-learning process as opposed to the  
trend where  changes are put in  place for  subsequent batches 

 
Figure 1: The Teaching Styles (T) and Learning Styles (L) 
Matching reflecting when optimal learning (7a and 7b) or non-
optimal learning (7c and 7d) is achieved.  The figure shows 
various combinations of complete matching, maximal matching 
and surjectivity 

of learners.  This is because the tool implements discovered trends 
or learning patterns of the current learners.  The provision of 
learning objects specific to an individual’s learning style should 
minimize the need to complement or supplement their learning 
with non-LMS sources.  There is therefore a seamless integration 
required for fluidity of learning and a mitigating of the teachers’ 
concerns for the use of material without approval. 

In examining market mechanism, [73] states that the supply 
curve tells us how much producers are willing to sell at various 
prices, and the demand curve tells us how much consumers are 
willing to buy at these prices.  The two curves intersect at the 
equilibrium point [73] where quantity demanded is equal to 
quantity supplied.  In our study the aim is for optimal learning 
collectively and individually.  Applying the supply and demand 
curve   principle   within  a  course   and   considering  how  much 
(teaching styles) teachers are willing, able or allowed to provide, 
and how much (learning styles) learners are willing to adopt, we 
propose that there exists a teaching-learning equilibrium (A) where 
teaching-learning tends to operate.  With the learner-centric tool 
the level and speed of learning should increase and there should be 
an upward movement of the teaching-learning equilibrium point 
(A  B) (Figure 2).  Figure 2 is constructed based on the following 
assumptions: (1) as the number of teaching styles increases, ceteris 
paribus, the level of learning increases because there is a  higher 
likelihood that a learner will find a matching teaching style (T1), 
and (2) similarly as the number of learning styles increases, 
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Figure 2: Relation between the Level of Learning and the Number 
of Teaching-Learning Styles for the human Teacher and the 
Learner in the Teaching-Learning process 

ceteris paribus, the level of learning decreases (L1).  The tool 
provides a shift in both teaching (T2) and learning (L2) curves. 

The graph shows expectations before (solid) and after (dashed) 
the use of a learner-centric course delivery tool.  The teaching-
learning styles axis represents the teaching styles for the teacher 
graphs (T1 and T2), and the learning styles for the learner graphs 
(L1 and L2). 

4.1.2 Standards of the Learner-Centric Tool 

One of the essential elements of the learner-centric tool is the 
emphasis placed on the learners and the determined learning 
style(s).  We propose that in instructional design, learning style 
should drive course delivery and correspondingly course 
assessment (Learning Style  Course Delivery    Assessment).  
We apply Bloom’s taxonomy and suggest examples of measurable 
learner outcomes to assess the learner-centric tool.  The 
Instructional System Development model is adopted with specifics 
stated for the tool.  We then state not only that the learner-centric 
tool is SCORM compliant but also how the SCORM categories 
should be used with the learner-centric tool. 

4.1.2.1 Educational Objectives 

Bloom’s Taxonomy of Educational Objectives is widely used 
for organizing levels of expertise.  Reference [10] states the three 
overlapping domains of educational objectives as cognitive, 
psychomotor and affective and based on the expected knowledge 
transfer within a course, the specific domain is identified.  We 
propose the application of Bloom’s Taxonomy to determine the 
learner’s expertise in using the learner-centric tool.  The learners’ 
values, attitudes or interests are affected by the course delivery 
technique embracing teaching-learning styles, therefore the 
domain of affective goals is the most relevant to assess the 
learners’ expertise and the effectiveness of the learner-centric tool.  
We determine each learner’s level of expertise by assessing which 
measurable learner outcomes have been attained.   The levels of 
expertise are listed in the order of complexity (Table 2).  The 
collective summary of the learners’ expertise suggests the 
effectiveness of the tool. 

4.1.2.2 Instructional Design 

Instructional Design models are used to define instructional 
systems.  There are more than one hundred instructional design 
models, but almost all including the Instructional System 
Development  (ISD)  Model  are  based  on  the  generic  ADDIE 

model [74].  The ISD model is the most well-developed [71, 75] 
and contains similar phases as the ADDIE model, namely 
Analysis, Design, Development, Implementation and Evaluation.  
The phases are sequential sets of activities where the output of 
each serves as input to the subsequent phase.  The learner-centric 
tool is defined below using the Instructional System Development 
model.  The activities in the various phases for the learner-centric 
tool do not replace the actual activities for the instructional system 
but rather complement same.  Consequently, good instructional 
design is expected of the system and these are only superseded 
where there is a conflict with the activities of the learner-centric 
tool.  

Table 2: Measurable Learner Outcomes for Assessing Learners’ 
Levels of Expertise in Using the Learner-Centric Tool, based on 
Bloom’s Taxonomy for Affective Goals [10] 

Level of Expertise Measurable Learner Outcome 

Receiving Given an option, the learner chooses to use the 
learner-centric tool. 

Responding 
The learner uses optional features of the learner-
centric tool such as some of the formative 
assessments. 

Valuing 
The learner seeks out in other learning 
environments, similar techniques employed by 
the learner-centric tool. 

Organization 

The learner finds differences with the method of 
learning (such as with the learning outcome) 
within the learner-centric tool, and the normal 
face-to-face mode of learning or the LMS 
without the learner-centric tool.  The learner 
attempts to resolve the mental conflict(s). 

Characterization by a 
value or value complex 

The learner decides to encourage other learners 
to make use of the learner-centric tool. 

 

4.1.2.2.1 The Analysis Phase 

For the analysis phase the aim is to identify existing 
deficiencies before the teaching-learning exercise between what 
is desired and what is existing.  The analysis is needed not only 
for the first delivery of the course content but for each delivery of 
the same.  In addition to the analysis concerning desired outcome 
and existing knowledge and skills, the tool aids in the discovery 
of gaps between teaching skills and learning skills.  Both teacher 
and learner are tested to determine teaching-learning skills 
matching.  The human teachers for the course are tested and the 
teaching styles noted for each teacher as being preferred and/or 
practiced.  Learners are tested with the aim of determining the 
prevalent learning style and the list of all learning styles in the set 
of learners.  These are grouped into categories of dominant and 
existing learning styles.  The teaching and learning styles resulting 
from the tests are put in a matrix and used to extract the levels of 
matching.  An analysis document and file are produced with a 
listing of levels of each teaching-learning style match, levels of 
each unmatched learning style or combination of learning styles, 
and unmatched teaching style(s).  The results from the analysis 
may be used by the HEI without the tool but these are generated 
specifically for and form the basis of the next phase for the design 
of the tool. 
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4.1.2.2.2 The Design Phase 

In the design phase, the design document is produced to 
describe the learning objects to be created based on the results 
from the analysis phase.  For each teaching-learning unit (such as 
material relating to a particular topic of a course), there are 
specific learning objectives including assessment(s) and 
corresponding learning objects.  For each learning objective, it is 
determined which teaching-learning style learning objects are to 
be created to compensate for each teaching-learning style match 
and unmatched learning style or combination of learning styles.  
Some learning styles may require more learning objects than 
others for optimal learning.  It is noted which learning objects per 
learning objective and learning style, already exist in the 
repository.  Priorities are stated for all non-existent learning 
objects with greater values being given to those for the unmatched 
learning styles combinations.  In LMSs, course designers indicate 
the workflow of teaching-learning units and the learning objects 
which relate to the teaching-learning units as well as the direction 
and timing for display.  This exercise continues for the learner-
centric tool.  Additionally, the designer indicates these workflows 
per learning style; the actual order of teaching-learning units may 
vary based on the learning style.  The course designer also 
documents rules as to which learning objects should be omitted 
based on other options chosen.  The rules also indicate the 
conditions on which to allow the learner-centric tool, based on its 
learning, to assist in the workflow of the teaching-learning process. 

4.1.2.2.3 The Development Phase 

The creation of the learning objects is done in the 
development phase.  Within this phase, based on the priorities 
indicated in the design document, learning objects are created.  
HEIs may choose not to create learning objects for teaching-
learning style matches based on the lack of time before delivery 
and/or the lack of compensatory resources.  However, this 
decreases the effectiveness of the learner-centric tool.  For 
unmatched learning styles, where the levels indicate that the 
majority of the learners fall in this grouping, the learning objects 
are loaded into memory cache.  The memory cache is a specialized 
memory storage used to optimize data transfers resulting in faster 
and more efficient data retrieval.  Based on the workflow, 
direction and timing of the teaching-learning units and the 
learner’s current place in the garnering of the course material, the 
loading of objects into cache is done at run-time as the learner 
accesses the course environment.  The loading of objects into 
cache is important primarily where learning objects are large or 
may significantly increase retrieval time.  The setting up of the 
rules given in the design document in the learner-centric tool is 
done at this juncture.  The developer also ensures that the tool has 
the facility for the learner to set the timing of their learning 
sessions with the possibility for teacher override.  The learning 
objects created are ensured to be SCORM 2004 Compliant. 

4.1.2.2.4 The Implementation and Evaluation Phase 

As it relates to instructional design, the implementation phase 
speaks to the delivery of the course material to the learner.  All 
developments are put into operation and are expected to follow 
whatever rules were setup.  Within the evaluation phase, one 
ensures greater efficiency and effectiveness based on the results 
garnered from implementation.  The usage of the learning objects 
per learning objective per learning style is compared to the 
expected levels indicated in the analysis document.  Where the 

learner-centric tool was allowed to assist in the workflow based 
on its learning, a determination is made whether the tool appears 
consistent with the learners’ desires.  This information influences 
decisions in subsequent analyses.  Some of the other control 
mechanisms are the usage pattern of the objects loaded into 
memory cache, and the level of reuse of the objects. 

4.1.2.3 Standards for Web-based e-Learning 

The learner-centric tool is SCORM 2004 4th Ed. Compliant but 
may be developed with less effectiveness to be compliant with 
other editions of SCORM 2004.  The Sharable Courseware Object 
Reference Model (SCORM) is a collection of standards and 
specifications for web-based e-learning [76]. The parts of SCORM 
2004 are the Run-Time Environment, the Content Aggregation 
Model (CAM) and the Sequencing and Navigation (SN).  The 
CAM has three parts: the Content Model, the Metadata and 
Content Packaging.  The Content Model describes the 
relationships between course modules and provides for Sharable 
Content Objects (SCOs) and assets; the Metadata is used to 
describe the content into some common vocabulary.  The SN 
governs how navigation between SCOs is handled by the LMS 
through the definition of rules known as the Sequencing Definition 
Model [67]. 

We state only the aspects for which there is uniqueness for 
the learner-centric tool.  We recommend that the learner-centric 
course delivery tool uses SCORM 2004 with the following: 

1. The teaching-learning style learning objects (the 
learning objects per learning objective and learning 
style) are represented as the (SCORM) assets. 
[Content Aggregation Model – Content Model] 
The SCO is the combination of these assets 
(learning objects) for a learning objective.  A 
recursive definition would be more appropriate for 
accomplishing the needs of the learner-centric tool 
but to achieve reuse, SCORM defines that a SCO is 
not allowed to reference other SCOs. 

2. In a grouping of learning objects per learning 
objective, one or more of these learning objects may 
or may not be used in an instance of accomplishing 
the learning objective, based on the learning style(s) 
of the learners. [Content Aggregation Model – 
Content Model] 

3. The Meta-metadata category stores the teaching-
learning styles relevant to the object.  Its usage is 
therefore mandatory. [Content Aggregation Model 
– Metadata] 

4. The usage of the General, Lifecycle, Relation, and 
Classification categories are optional but 
recommended. [Content Aggregation Model – 
Metadata] 

 
Figure 3: The Online Learner-Centric Tool (OLeCenT) - 
Learning Management System (LMS) Interface 
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5. The Sequencing Rules category outlines the 
workflow between the teaching-learning style 
learning objects. [Sequencing and Navigation 
Specification – Sequencing Definition Model] 

6. The following categories are also mandatory: 
Rollup Rules, Rollup Controls, Objectives, Delivery 
Controls and Navigational Controls.  Completion 
Threshold Controls is mandatory for SCORM 2004 
4th Edition only.  [Sequencing and Navigation 
Specification – Sequencing Definition Model] 
The categories of Sequencing Control Modes, 
Constraint Choice Controls and Limit Conditions 
are not mandatory but their usage are advantageous 
based on the implementation and application of the 
learner-centric tool. 

All other aspects of or necessities for SCORM which tend to 
be common to all SCORM compliant tools are applied: the LMS 
launches all content in a web browser and is required to implement 
an API, all of the relevant course data is stored in a XML file, and 
all content is to be transferred in a folder or a ZIP file called a 
package interchange file (PIF) [76, 67]. 

The Online Learner-Centric Tool (OLeCenT) is designed to 
interface with a Learning Management System (LMS) (Figure 3), 
thereby course delivery and administration is still managed by the 
LMS, but enhanced by the learner-centric delivery provided 
through OLeCenT. 

4.2. Components of OLeCenT 

The tool has four components, namely Diagnostic Analysis, 
Repository and Workflow Setup, Learning Administration, and 
Learner-Centric Assessment and Evaluation (Figure 4). Diagnostic 
Analysis allows for the setup of one or more Learning Style 
Inventories as well as the diagnostic assessments of the teacher(s) 
and learner(s).  Repository   and   Workflow   Setup   receives and 
updates learning objects of different types for a single unit of 
learning as well as setup a designated workflow of how the 
learning objects are ordered for delivery of the course content per 
learning style.  Learning Administration generates learner course 
paths and Assessment and Evaluation provides for formative and 
summative assessments in consideration of each student’s 
teaching-learning style. 

4.2.1 Diagnostic Analysis 

The Diagnostic Analysis component incorporates two (2) 
major processes, namely Setup Learning Style Inventory (LSI)  

 

 
Figure 4: Components of OLECENT 

 
Figure 5: Diagnostic Analysis Model 

and Perform Diagnostic Assessment (Figure 5).  The tool is 
designed to allow for any learning style mechanism that has 
measurable  notations.  OLeCenT  uses  learning  style indexes 
throughout its implementation and therefore translates the terms, 
codes and notations of specific learning style instruments to the 
OLeCenT learning style indexes. 

The tool provides each teacher and learner with a diagnostic 
assessment to ascertain the teaching-learning style(s) and 
preferences; it uses this information to inform the human teacher 
(where existent) of the learning style make-up of the class and 
teaching-learning style match or gaps as displayed in Table 3. 

The learner-centric tool suggests a learning style or combination 
of learning styles for each student.  The learner is allowed to 
choose another teaching-learning style in which to provide the 
course content but the system maintains a record of the determined 
learning style.  In Higher Education Institutions (HEIs) there  are  
group  assessments,  and  learning  by  collaboration  is encouraged.  
By analyzing the collection of student learning styles within the 
batch of learners, the tool determines for each student or teacher, 
suggested lists of group members based on the computation of a 
compatibility factor with a maximum of 100.  The suggested lists 
are based on similar or dissimilar learning style and preferred 
group make-up.   Figure 6 details   the 4-part   algorithm   for 
determining teacher or learner compatibility factor. The four (4) 
parts are: Determine Main User Compatibility Factor, Initialize 
Selection Arrays per Similarity, Determine Other User 
Compatibility Factors, and Generate List as per Compatibility 
Ratios. 

Table 3: OLeCenT Diagnostic Teaching-Learning Style Analysis 

No. Learning Style Dominant Existing Teaching Match 

Course: COMP1005 
1 Visual Numerical 14 37% 17 22% Preferred 1 
2 Social Individual 8 21% 13 17% Practiced 1 
3 Visual Language 7 18% 4 5% Preferred 1 
4 Auditory Numerical 3 8% 13 17% Practiced 1 
5 Kinesthetic – Tactile 3 8% 6 8%   
6 Oral Expressiveness 2 5% 5 6% Practiced 2 
7 Written Expressiveness 0 0% 6 8%   
8 Social Group 0 0% 6 8%   
9 Auditory Language 0 0% 4 5%   
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4.2.1.1 Determine Main User Compatibility Factor 

The main user compatibility factor is first determined as a 
benchmark for assessing the other users.  Dominant and existing 
learning styles, and learning assessment scores for each style is 
obtained ensuring that the dominant learning style is procured 
with highest priority (1).  Three (MAX_LS_PRI) learning style 
records are procured. The calculated factor is a summation of a 
maximum score per learning style with a higher weighting 
(MAX_LS_PRI/i) being allocated for the dominant learning style.  
The factor of 3 is used as the other users will be compared based 
on the 3VAK elements. 

4.2.1.2 Initialize Selection Arrays per Similarity 

A compatibility factor holder will maintain the compatibility 
factors of all other users. Based on whether the grouping was 
desired by Similarities or Dissimilarities, the calculated value 
would be tending away from zero or not respectively.  The 
initialization values ensure that the calculated user values have 
higher precedence. 

4.2.1.3 Determine Other User Compatibility Factors 

The dominant and existing learning styles, and learning 
assessment scores for each style is obtained for each user, 
ensuring that the dominant learning style is procured with highest 
priority (1).  Three (MAX_LS_PRI) learning style records are 
procured.  The calculated factor is a summation of a maximum 
score per learning style with a higher weighting (MAX_LS_PRI/i) 
being allocated for the dominant learning style.  A factor of 1 to 3 
is used to multiply the learning style score based on the level of 
similarities of the 3VAK elements of the main user’s learning 
style and that of the user being determined. As record 3 
(MAX_LS_PRI) of each user is ascertained, an insertion sort is 
applied only maintaining the NOOFDISPLAYNEEDED. 

4.2.1.4 Generate List as per Compatibility Ratios 

A compatibility factor ratio is determined by considering the 
variance of the user factor to the main factor, as a ratio of the main 
factor.  The NOOFDISPLAYNEEDED users are shown with 
compatibility factors in comparison to 100. 

 Both teacher and learner are tested to determine teaching-
learning skills matching.  The human teachers for the course are 
tested and the teaching styles noted for each teacher as being 
preferred and/or practiced.  Learners are tested with the aim of 
determining the prevalent learning style and the list of all learning 
styles in the set of learners.  These are grouped into categories of 
dominant and existing learning styles.  The teaching and learning 
styles resulting from the tests are put in a matrix and used to 
extract the levels of matching.   

 The learner-centric tool may be designed for any of the sets of 
learning styles with any Learning Style instrument (LSI).  We 
propose Kolb & Kolb’s Learning Styles Inventory 9-fold 
classification [51] based on its widespread usage, flexibility and a 
classification that seems to engulf other LSI.  The    learning style   
units   are   classified   based    on    the Visual- Auditory-
Kinesthetic (VAK) content thereby providing ease of  relation to 
learning objects.  OLeCenT allows rules for learning style 
determination to be codifed.  Learning Style rules are entered as 
text; the text is parsed on input to determine a formula for the 
specific learning style calculation. The parsed calculation is stored.  
An example of the text inputs is (1): 

 
Figure 6: Algorithm for Determining Compatibility 

[DETERMINE MAIN USER COMPATIBILITY FACTOR] 
MainUserArray <- GET Styles and Scores for Main User [M] 
MAX_LS_PRI = 3 (or number of learning styles per user stored) 
main_compatibility_factor = 0 
for i = 1 TO MAX_LS_PRI { 
 Get Next Record from MainUserArray; 
 Mls_calc_max = Mls_calc_major[i] + (Mls_calc_major[i] –  
     Mls_calc_minor[i]) 
 main_compatibility_factor += (MAX_LS_PRI/i) Mls_calc_max  
     + 3  Mtlstylescore[i] 
} 
[INITIALIZE SELECTION ARRAYS PER SIMILARITY] 
for i = 1 TO NOOFDISPLAYNEEDED { 
 if SIMILAR USERS NEEDED 
  Compatibility_Factors[i] = 0; 
 elseif DISSIMILAR USERS NEEDED 
  Compatibility_Factors[i] = 1000; 
}  
[DETERMINE OTHER USER COMPATIBILITY FACTORS] 
CompUserArray <- GET Styles etc for Others To Be Compared [C] 
For ALL in CompUserArray { 
 Get Next Record from CompUserArray; 
 compatibility_factor = 0; 
 Cpri = priority 
 Cls_calc_max = Cls_calc_major + (Cls_calc_major –  
     Cls_calc_minor) 
 comp_factor[Cpri] = (MAX_LS_PRI / Cpri)   
  (teachlearnstyle[Cpri] == Cteachlearnstyle)  Cls_calc_max 
 + ((Mls_vak_elem_V[Cpri] == Cls_vak_elem_V) + 
    (Mls_vak_elem_A[Cpri] == Cls_vak_elem_A) +  
   (Mls_vak_elem_K[Cpri] == Cls_vak_elem_K))  Ctlstylescore 
 if (Cpri == MAX_LS_PRI) 
 { 
  for i = 1 TO MAX_LS_PRI 
   compatibility_factor += comp_factor[i] 
  for i = 1 TO NOOFDISPLAYNEEDED 
  { 
   if (((compatibility_factor > Compatibility_Factors[i])  
      and SIMILAR USERS NEEDED) or  
     ((compatibility_factor < Compatibility_Factors[i])  
     and DISSIMILAR USERS NEEDED) or  
    ((compatibility_factor == Compatibility_Factors[i])  
     and (MainUserTeachStyle[1] == teachlearnstyle[1]) 
      and SIMILAR USERS NEEDED) or 
    ((compatibility_factor == Compatibility_Factors[i]) 
     and (MainUserTeachStyle != teachlearnstyle[1])  
     and DISSIMILAR USERS NEEDED)) 
   { 
    for j = NOOFDISPLAYNEEDED-1 TO i 
    { 
     Compatibility_Factors[j+1] = 
       Compatibility_Factors[j] 
    } 
    Compatibility_Factors[$i] <- Store  
     compatibility_factor, User ID and other data 
   } 
  } 
 } 
} 
[GENERATE LIST AS PER COMPATIBILITY RATIOS]  
for indx = 1 TO NOOFDISPLAYNEEDED 
 if SIMILAR USERS NEEDED 
  compatibility_factor = (main_compatibility_factor –  
   abs(main_compatibility_factor –  
       Compatibility_Factors[indx])) /  
        main_compatibility_factor  100 
 elseif DISSIMILAR USERS NEEDED 
    compatibility_factor = (abs(main_compatibility_factor  
      - Compatibility_Factors[$indx])) / 
        main_compatibility_factor  100 
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 (Q5+Q13+Q21+Q29+Q37)2 (1) 

4.2.2 Repository and Workflow Setup 

The tool is able to (1) receive and update learning objects of 
different types for a single unit of learning as well as (2) setup a 
designated workflow of how the learning objects are ordered for 
delivery of the course content.  Instructors are allowed to setup a 
single course learning path per learning style or for all learning 
styles. Figure 7 reflects these two processes as Maintain Learning 
Object Learning Style Index(es) and Setup Learning Style Course 
Path(s) respectively.  Within the latter process, the tool also 
provides an option for setting learning sessions based on input of 
date, time or date-time ranges. 

In view of Learning Object Repositories which exist [77], the 
Maintain Learning Object Learning Style Index(es) process is not 
designed as a priority  to  create   new  learning   objects.   In the 
final implementation, the Repository and Workflow Setup 
component may work with any SCORM 2004 4th Edition 
Learning Object Repository.  The component ensures that pre-
existing learning objects may be viewed, the learning style 
indexes may be updated, and the user may be informed of the state 
of each learning object.  The state of the learning object includes 
its SCORM compliance, its OLeCenT readiness in view of 
learning styles, and other general learning object parameters such 
as id, title, and objectives. Learning objects (LOs) are tagged for 
general VAK features and therefore provide the flexibility of 
being used with multiple LSI without having these tagged to 
various instruments.  Consequently, an institution is provided 
with the ease of switching between LSIs without having to again 
setup learning paths or retagging objects. 

A design document is produced from the Maintain Learning 
Object Learning Style Index(es) process to describe the learning 
objects to be created based on the results from the analysis phase.  
For each teaching-learning unit (such as material relating to a 
particular   topic   of   a   course),   there   are   specific   learning 
objectives including assessment(s) and corresponding learning 
objects.  For each learning objective, it is determined which 
teaching-learning style learning objects are to be created to 
compensate for each teaching-learning style match and 
unmatched learning style or combination of learning styles.  Some 

 
Figure 7: Repository and Workflow Setup Model 

learning styles may require more learning objects than others for 
optimal learning.  It is noted which learning objects per learning 
objective and learning style, already exist in the repository.  
Priorities are stated for all non-existent learning objects with 
greater values being given to those for the unmatched learning 
styles combinations. 

 Each type of learning object is specific to a basic teaching-
learning style.  LMSs have the mechanism for teachers to provide 
learning content in reusable learning objects.  The course designer 
is able to state the specific unit of course content and the related 
objects specific to the teaching-learning styles.   There is a one-
to-many relationship between each unit of course content and the 
teaching-learning style learning object.  The teaching-learning 
style learning object forms part of the learning process and is 
specifically designed to support one or more learning styles.  The 
objects are placed in a repository for retrieval at course 
compilation subject primarily to the learning style course path that 
has been setup. 

 The Course Learning Object Workflow is initially setup by the 
course designer or teacher /instructor but may be updated as the 
system learns the norms of various users per learning style.  
Consequently, in the Setup Learning Style Course Path(s) process, 
the user is provided with an option to enter/modify the Course 
Path Update Factor and Course Path Automatic Update.  The 
Course Path Update Factor is the numeric ratio where during 
Learning Administration (OLeCenT Component 3) if a different 
learner workflow for a particular learning style is followed by the 
learners that many times when compared to the teacher-entered 
course learning object workflow, the teacher should be 
notified/alerted concerning updating the Course Learning Object 
Workflow for the course for the particular learning style.  When 
alerted, the teacher may manually update the workflow.  The 
Course Path Automatic Update may be set during Setup Learning 
Style Course Path.  If the preferred option is to have automatic 
update, this may be done and an alert/notification sent to the 
instructor; the instructor is not provided with the option not to 
receive notifications in the automatic configuration instance. 

4.2.3 Learning Administration 

For each learner the tool generates a learner course path (the 
set of teaching-learning style learning objects designated by the 
workflow for delivery of the course content), learns which other 
teaching-learning styles are favoured by specific types of learners 
and uses this acquired knowledge to enhance the formulated 
learner course paths (Figure 8).   

 The learner course path is determined from the learning style 
for the learner determined from Diagnostic Analysis, as well as 
the course learning object workflow for each learning style setup 
by the course designer or teacher during Repository and 
Workflow Setup.  Learning administration is barred from access 
to the student user without a determined learning style.  Having 
determined the learner course path, the tool provides the teaching-
learning style learning objects based on the teacher-
designed/approved and/or system-determined workflow and 
where the learner is at in the scope of learning the course content. 
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Figure 8: Learning Administration Model 

   OLeCent attempts to provide a best-fit learning object based 
on course learning path setup by the instructor and learner’s 
chosen learning style or determined dominant leaning style.  The 
learner may however choose to view or undertake another path or 
other relevant but not best fit objects on the assigned course 
learner path.  For fluidity of learning, the tool provides the objects 
in hypermedia with more than one learning object related to the 
determined or chosen learning style.  It is where the learner 
chooses to undertake other path(s) or other learning objects on the 
same path, that the tool learns which other learning styles or path 
are favoured, preferred or taken by specific types of learners in 
the delivery of certain sections of the course. 

For unmatched learning styles, where the levels indicate that 
the majority of the learners fall in this grouping, the learning 
objects are loaded into memory cache.  The memory cache is 
used to optimize data transfers resulting in faster and more 
efficient data retrieval.  Based on the workflow, direction and 
timing of the teaching-learning units and the learner’s current 
place in the garnering of the course material, the loading of objects 
into cache is done at run-time as the learner accesses the course 
environment.  The loading of objects into cache is important 
primarily where learning objects are large or may significantly 
increase retrieval time. 

The Learning Administration component maintains the path 
of learning objects, duration and completion percentage for each 
learner.  This is stored within the Learner Learning Object 
Workflow and is used as the source of data to determine whether 
an alert should be generated for the course designer or teacher.  
The Course Learning Object Workflow setup by the course 
designer or teacher may be updated as the system learns the norms 
of various users per learning style.  Where the Course Path Update 
Factor and/or Course Path Automatic Update was 
entered/modified during Repository and Workflow Setup, and 
where  a new  learner  path  was  undertaken  by the  learner,  the 
Update Factor is used to determine whether the new path is used 
that many times by learners with similar learning style when 
compared to the teacher-entered course   learning   object 
workflow.      If   these    conditions   are    met,   the   teacher   is 
notified/alerted concerning updating the Course Learning Object 
Workflow for the course for the particular learning style.   

 

Figure 9: Alert Notification and Automatic Configuration Formulae 

When alerted, the teacher may manually update the workflow.  
Where the Course Path Automatic Update is set to the affirmative, 
the system performs the update automatically.  For the update, the 
teacher-entered course learning object workflow is put in a 
dormant state, and the new course learning object workflow for 
the particular learning style is added to Course Learning Object 
Workflow and made active. 

The alerts to enhance the Course Learning Object Workflow, 
shown in Figure 9 as Learning Administration Exception may be 
in report form, web page, email or another form of notification.  
Alert Notifications and Automatic Configuration is determined 
based on calculated alert, active learning style and change 
enrolment ratios.  The formulae in Figure 9 reflect that the 
instructor is alerted once the alert percentage exceeds the course 
update factor.  However, when automatic update is on, only where 
the alert ratio exceeds the average of the active learning style ratio 
and the change enrolment ratio, is the automatic configuration 
done.  This mitigates the system flopping between decisions 
where the magnitude of the variance is not significant. 

4.2.4 Assessment and Evaluation 

The tool will provide for formative and summative 
assessments in consideration of each student’s teaching-learning 
style.   LMSs have the mechanism for ongoing assessments and 
some allow the teacher to indicate the level of difficulty for each 
assessment unit.  This feature represents only a modification 
based on the teaching-learning style; the learner undertakes an 
assessment based on the determined teaching-learning style. 

The Assessment and Evaluation Model (Figure 10) 
diagrammatically shows that similar to Learning Administration, 
the learner assessment path is determined from the learning style 
for the learner determined from Diagnostic Analysis, as well as 
the course learning object workflow for each learning style setup 
by the course   designer or teacher   during Repository and 
Workflow Setup. 

Having determined the learner assessment path, the tool provides 
the teaching-learning style learning objects based on the 
workflow and where the learner is at in the scope of learning the 
course content.  The path of learning (assessment) objects, 
duration and completion percentage for each learner is stored.  
Similar to Learning Administration, this is stored within the 
Learner Learning Object  Workflow and is used  as the source of 
data to determine whether an Assessment Exception (alert) should 
be generated for the course designer or teacher.  The Assessment  
and  Evaluation  component  uses  the  Course  Path Update Factor 
to determine whether the assessment grades is that many times by 
any learning style when compared to the other learning styles. 

AlertRatio =  
 NoOfConsistentLSVariance / NoOfDiagnosedLSUsers 
ActiveLSRatio =  
 NoOfConsistentLSVariance / NoOfActiveLSUsers 
ChangeEnrolmentRatio =  
 NoOfConsistentLSVariance / NoOfEnrolledUsers 
if (AlertRatio  100) > CourseUpdateFactor 
 If AlertRatio >  
   Average (ActiveLSRatio, ChangeEnrolmentRatio) 
  If AutomaticUpdateIsOn 
   AutoConfigureLearningPath 
 AlertInstructor 
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Figure 10: Assessment and Evaluation Model 

5. Implementation and Results 

5.1. Development of Tool 

OLeCenT is developed using HTML 5, XML, CSS  and  
Javascript  for the graphical user interface (client) and PHP for all 
backend (server) transactions.  The database employed is MySQL.  
All components of OLeCenT use fields of SCORM 2004 4th 
Edition.  Additionally, the Diagnostic Analysis component was 
developed and tested to be fully SCORM 2004 4th edition 
compliant. 

5.2. Implementation Instance 

OLeCenT provides for the setup of a Learning Style Inventory 
(LSI) or Model by learning style indexes.  OLeCenT captures 
information about each learner and teacher and suggests the 
dominant and other learning/teaching styles.  There is a matching 
which assigns the learners’ learning styles and the teachers’ 
teaching styles to a number of the learning styles indexes which 
matches to the learning styles of the LSI in use.  Learning objects 
are stored in the repository and also given a learning style index or 
a number of indexes as determined by the course administrator / 
deliverer / teacher / lecturer.  The learners are provided with 
learning objects in the form of course paths which vary based on 
the course administrator’s projected path, the learners’ learning 
styles, and other assigned or chosen course paths of similar 
learners. 

The current instance of OLeCenT allows a user to be defined 
as one of five possible user types.  The user types are Student, 
Instructor/Lecturer, Course Designer, Administrator and System 
Administrator.  Each user is assigned optionally to a specific 
department and/or institution.  Where a user of type Student or 
Instructor is not provided with a department or institution, that user 
is available to be assigned to any course as in the use of OLeCenT 
for Massive Open Online Courses (MOOCs). 

The first three components of OLeCenT were tested with an 
instantiation including The C.I.T.E. Learning Styles Inventory 

(http://www.d11.org/Transition/Assessments/ 
Documents/C.I.T.E.%20Learning%20Styles%20Instrument.pdf) 
as the Learning Style Instrument (LSI).  The C.I.T.E. instrument 
diagnosed one or more of nine (9) learning styles by use of forty-
five questions. For testing purposes only, access to OLeCenT was 
successfully provided via the Moodle environment, but 
implementation was not done for full integration which allows for 
the ease of demographic and course data between the two systems. 

Learning Objects were setup as types V - Visual, A - Auditory, 
K - Kinesthetic, R – Reading/None Specified, and O - Other.  
Video Files (WMV, MP4, AVI) and Powerpoint Presentation 
(PPT, PPTX) and Show (PPSX, PPS) without Audio were setup as 
Visual.  Audio Files (MP3,WAV,M4A) and Powerpoint 
Presentation (PPT, PPTX) and Show (PPSX, PPS) with Audio and 
Timing were setup as Visual.  Articulate Storyline v. 2 Web-
enabled Files (HTML) and Powerpoint Presentation (PPT, PPTX) 
and Show (PPSX, PPS) with Audio and Transition but without 
Timing were setup as Kinesthetic.  PDF, TXT,RTF files were set 
as Reading.  Where learning objects of an auditory type were not 
readily available, the Windows version of Natural Reader v. 14 
was employed for creation of such objects. Natural Reader is a free 
text to speech software with naturally sounding male and female 
voices.  For the Computing or Math-based courses, Natural Reader 
was deemed useful primarily for course outlines, rather than actual 
course content or assessments.  Subsequent to the Learning 
Objects Setup, the Learning path (per learning style or for all 
learning styles) is also setup by the course designer/instructor. 

5.3. Implementation Results 

OLeCenT was used in four (4) instances including a focus 
group of ten (10) students of a private institution administered a 
MOOC of secondary-level Information Technology, and three 
computing qualitative and quantitative courses at a tertiary-level 
institution administered at first year, second year and third year.  
The first year course COMP1005 Software Engineering Essentials 
was qualitative and contained over thirty-five (35+) students; the 
second year course COMP2005 Discrete Mathematics was 
quantitative and included five (5) students; the third year course 
INFO3005 Information Systems was qualitative and was 
administered to 3 students. 

5.3.1 Diagnostic – Teaching-Learning Style Match Analysis 

The teaching style (TS) - learning style (LS) match may be 
determined based on the learners’ dominant or practiced styles and 
the instructors’ teaching approaches.  The teaching-learning style 
matches determined by OleCenT were: 

 For the first year qualitative course COMP1005 

• 38% match - preferred TS and dominant LS with main 
instructor (Figure 11) 

• 57% match - preferred TS and dominant LS with all 
instructors (Figure 11) 

• 90% match - total of preferred and other TS and group’s 
dominant LS 
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Figure 11: Learning Style Match with all instructors preferred 
styles 

For the small qualitative course INFO3005 

• 33% match - preferred teaching style (TS) and group’s 
dominant learning style (LS) 

• 66% match - total of preferred and other TS and group’s 
dominant LS 

The results also showed in the instance of the quantitative 
course COMP2005 that the preferred teaching style was matched 
by only 30% of the group’s dominant learning style.  In view of 
the total of preferred teaching style and other teaching styles, there 
was a 49% match with the group’s dominant learning style. 

The data for all courses proved useful both to the face-to-face 
and online instructors who were favoured with the information as 
to how to possibly better reach the batch of learners in teaching. 

5.3.2 Diagnostic – Teacher and Learner Group Member 
Possibilities 

Similar and dissimilar learning methods of students may be 
determined based on a student’s dominant or existing styles, and 
a comparative review with other dominant and existing styles and 
scores from the learning style instrument.  In view of teaching 
approaches, similar and dissimilar approaches may also be 
determined; these are based on a teacher’s preferred or practiced 
approaches and other similar approaches and comparison of 
scores from the learning style instrument. 

Figure 12 displays a student with id number 620099999 with 
his/her top 5 students with similar styles.  OLeCent may also 
display a teacher with his/her top teacher with dissimilar styles.  
Top teacher dissimilarity possibilities may be used to ensure that 
there is greater coverage of the learning styles that are reached in 
a batch of learners.  The similarity check is not restricted to 
learners/teachers of a similar learning-teaching style.  Figure 12 
highlights that student 620099999 of dominant learning style 
Social Individual and other styles of Visual Numerical and 
Auditory Numerical was deemed to have the fourth highest 
compatibility factor 80 (of 100) with student 415001546 of 
dominant style Oral Expressiveness and other styles of Visual 
Numerical and Auditory Numerical. 

The similarity and dissimilarity comparisons are based on the 
relative   difference   between   the  main  student/teacher   being  

 
Figure 12:  Listing of Top Students with Similarities as Student 
620099999 

evaluated   and   each   other   student/teacher   in  the   batch   of 
learners/teachers.  A compatibility factor for each learner is 
computed from the relative differences noted among the dominant 
learning styles, existing styles, and learning styles instrument 
scores 1, 2 and 3 (Figure 13).  For the teacher, compatibility 
factors are computed from the relative differences noted among 
the   dominant    preferred  styles/approaches,  practiced styles or 
approaches, and learning styles instrument scores 1, 2 and 3. 

The teacher-learner group member possibilities determined by 
OLeCenT were: 

For a student of a particular learning style 

• Similar and dissimilar styles 

• 70% or greater similarity was found even where the 
individuals were of different dominant learning styles 

For a teacher of a particular teaching approach 

• A 39% dissimilarity was identified with other 
teachers/instructors. 

 

 
Figure 13: Relative Comparison for Compatibility Factor 

Determination 
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5.3.3 Repository – Learning Object Learning Style Gaps 

Learning Object Learning Style gaps may be identified per 
course and per VARK containment.  VARK containment 
describes whether a learning object is deemed to be appealing to 
the Visual, Auditory, Reading or Kinesthetic learner [53].  The 
instructor and/or course designer may be immediately notified 
where learners of a particular style may be required to access the 
course material in the mode not deemed for his/her highest level 
of learning. 

5.3.4 Learning Path Consistency and Disparity 

Chosen learning paths per student per learning style may be 
identified.  The learning path setup by the teacher / course designer 
may be setup uniquely per leaning style.  Subject to the flexibility 
setup with use of pre-requisites, OLeCenT determines the level of 
compatibility or disparity between the teacher designed path and 
the student chosen path.  Additionally, the favoured learning 
VARK objects per learning style are ascertained.  For each unit 
within the learning path, a number  of  learning  objects per  visual, 
auditory,  reading  and kinesthetic containment may be available.  
OLeCenT determines the most suitable VARK learning object per 
unit of the learning path to be displayed dominantly with all other 
available learning objects for the same unit (of the learning path) 
subtly displayed. 

OLeCenT may generate a learning path consistency and 
disparity analysis for each course in view of one or more teaching-
learning styles, activities (including A-Assessment, B-Lab, F-Field 
work, G-General, L-Lecture, O-Other, S-Seminar, T-Tutorial), 
disparity allowance time (length of time the learning object was 
accessed) for 0 or more minutes, the diagnosed or chosen learning 
style, and consistency check criterion of learning path or learning 
object.  Figure 14 is the learning path consistency and disparity 
analysis for COMP1005 for all teaching-learning styles, all 
activities, where learning objects were accessed for 0 or more 
minutes, for the diagnosed learning style, and using consistency 
check criterion being the learning object. 

 Figure 15 is the learning path consistency and disparity 
analysis for COMP1005 for all teaching-learning styles, activity 
type lecture, where learning objects were accessed for 0 or more 
minutes, for the diagnosed learning style, and using consistency  
check  criterion  being  the  learning  object.   This diagram may 

  

 
Figure 14: Learning Path Consistency and Disparity Check for 
All Activities 

 
Figure 15: Learning Path Consistency/Disparity for Learning 
Object Selection for Lectures 

be used to easily identify the level of consistency and disparity for 
the various learning styles. 

 New student learning paths may be auto-configured subject to 
a minimum threshold and the instructor’s approval.  Where there 
is auto configuration and the minimum threshold met for a 
particular style, subsequent students of the learning style(s) 
reconfigured are administered the course content according to the 
newly learnt path.  The minimum threshold is met where the 
threshold percentage/factor of the students of a particular style 
chooses a consistent path (contrary to the teacher designed path).  
For the   analysis including all   activities, chosen   learning   path 
variances met the minimum threshold criterion of 75% (of students 
within similar learning style) for updates in learner course path; 
this was evident for Visual Language, Auditory Numerical, Social 
Individual, Oral Expressiveness (Figure 14).  Where the minimum 
threshold is not met but there is significant disparity for a particular 
learning style, the notifications to the teacher(s)/instructor(s) were 
ideal as they could more easily manage the process in view of what 
learning objects were favoured.  There were instances where the 
assigned teacher paths were followed, especially for students that 
were of a Kinesthetic-Tactile learning style. 

Patterns of path selection per learning style were identified for 
the larger courses (COMP1005, COMP2005).  In the instance for 
reviewing OLeCenT in which the users were selected similar to 
that of a focus group, the data showed more inconsistency with 
unidentified patterns.  The patterns were more identifiable where 
OLeCent was used in the actual class environments. 

5.3.5 Usage of OLeCent 

Comparing COMP1005 which provides course delivery to 39 
students through OLeCenT, and a Moodle instance of INFO3005 
which provides similar delivery to 44 students, each environment 
was setup by the same teacher and course designer with a similar 
number of learning objects subject to the limitation of the Moodle 
environment in terms of managing VARK learning objects.  
OLeCenT reflected 1934 views in the course or 50 views per 
student, whilst Moodle reflected 3492 views in its course or 70 
views per student. 

Across two (2) campuses, in view of all students and excluding 
the maximum and minimum length of time spent accessing 
OLeCenT, the usage over eleven (11) weeks reflected an average 
of between twenty-two (22) and fifty-seven (57) hours.  The 
findings are significant as students from the same campus as the 

http://www.astesj.com/


C. Beckford et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 819-838 (2017) 

www.astesj.com     836 

main course teacher did not reflect lower usage figures where the 
main teacher was more easily physically accessible. Considering 
all students in the course, the average usage for 11 weeks per 
student at the campus without lecturer was 3,449 minutes or 57 
hours.  This was comparatively more than the average for students 
on the same campus as the main lecturer of 2,255 minutes or 38 
hours.  Where students with the maximum and minimum averages 
were excluded, the pattern remained the same with average usage 
of 2,923 minutes or 49 hours versus 1,313 minutes or 22 hours 
respectively. 

A survey of students of the tertiary computing first year course 
COMP1005 was administered  to  a  class  of  39  students.   Of  
the  31  responses  (or  79%  of  all responses) received, 41% of 
students have used 1 other learning management tool, e.g. Moodle 
or Blackboard and 55% have used 2 or more other LM tools. 

The summary of the survey reflecting OLeCenT usage are 
included as strengths, weaknesses and other points of concern: 

Strengths of OLeCenT 

• 93% used OLeCent at least once per week.  
Internationally: 56% (of students in a course) use LMS 
daily 

• 93% recognized the learning object of different formats 
and used opportunity to view other formats 

• 87% felt that OLeCent was effective for course delivery 

• Only 9% felt that OLeCent did not improve learning 
performance 

• Only 3% felt that OLeCent was inefficient 

• 58% chose the VARK Learning Object assigned by 
system 

Weaknesses of OLeCenT 

• 36% undecided or agreed that OLeCenT was frustrating 
to use 

• 29% said that OLeCenT was not easy to use 

Other Points of Concern with respect to OLeCent usage 

• 52% undecided whether a system should modify path 
based on learning (45% agreed to system recalculation 
of learners’ paths) 

29% of respondents were undecided whether OLeCenT could be 
considered higher in course delivery methodology (48% agreed 
that OLeCenT was above other learning management tools). 

5.4. Benefits and Drawbacks 

OLeCenT determines learning course paths based on the 
determined learning styles.  The learning styles are determined 
through the diagnostic assessment in its first module, Diagnostic 
Analysis.  OLeCenT uses the input of any accepted learning style 
assessment or inventory model.  Whereas this may be a benefit to 
the flexibility of OLeCenT, the drawback is that two of the other 
three modules, namely Learning Administration, and Learner-
Centric Assessment and Evaluation are dependent on the correct 
determination of the learners’ learning styles.  Course developers 
may develop only some of the teaching-learning style learning 
objects recommended by the learner-centric tool and still increase 

the level of learning.  For this to happen, developing learning 
objects for the teaching-learning style matches is omitted but 
learners make full use of the teaching provided through the human 
teacher(s). 

 Other benefits include: 

• Allow codifying of multiple Learning Style instruments 
• Allow for learning objects to be tagged for single or 

multiple learning types and can be used across multiple 
Learning Style instruments 

• Identify disparity in teaching and learning and aids face-
to-face teacher in knowing percentage of students with 
greatest benefit in course delivery 

• Allow learner flexibility of receiving course content 
deemed to be best fit as first priority 

• Reshape course path per learning style as it learns of 
learning preference 

• Should cause a skew primarily of the teaching curve and 
a shifting of the equilibrium point [70] of the teaching-
learning process if the knowledge gained is used 
appropriately. 

 Amidst these benefits, the learner-centric course delivery tool 
has a number of drawbacks.  These include the extensive possibly 
additional work for the course developer in providing learning 
objects for each learning style for each course objective to meet 
the Visual-Auditory-Kinesthetic (VAK) standard.  Providing an 
electronic solution sometimes requires more resources in terms of 
time, energy, or skill.  There is also always the concern of 
determining the level of granularity for the teaching-learning style 
learning objects to ensure maximum usability [77].  Another 
drawback is that eventually all components of OLeCenT will be 
SCORM 2004 compliant.  Many LMSs and tools especially in 
some international regions are compliant with SCORM 1.2 [16] 
and there would be decreased efficiency of the tool if designed to 
be compliant with SCORM 1.2. 

 Other drawbacks include: 

• Learning and auto-configuration takes place during 
course delivery and therefore provides greater benefit to 
latter users 

• Where a user’s learning style does not change, as a 
precautionary measure, that user has to periodically 
(once per term, per year or greater as deemed fit by the 
administrator) re-diagnosed for learning style. 

6. Conclusion 

Higher Education Institutions use Learning Management 
Systems (LMSs) worldwide by to assist with improvements in 
course delivery or management.  Moodle and Blackboard are 
predominantly used throughout Higher Education Institutions.  
The Learning Management System of greater usage has limitations 
and do not foresee immediate usage of features including 
sequencing and navigation.  Learning styles have been purported 
by some to have relevance and usage in assisting learning.  
Researches [10-11] suggest that there may be an optimal level of 
learning in a given time and nature of the uptake function; we 
consider the nature of the uptake function to include the learner, 
learning environment and learning style. 

The OLECENT approach considers drawbacks of some of the 
Learning Management Systems (LMSs).  OLeCenT, a proof of 
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concept of the OLECENT approach, is developed to be integrated 
within these LMSs, thereby enhancing functionalities that were not 
obtained.  OLeCent incorporates teaching approaches / styles and 
learning mechanism / styles with an aim of ensuring that learner-
centric course delivery may be administered thereby increasing the 
level of learning.  Instantiations of OLeCenT have shown benefits 
to teachers and learners including identifying disparity in teaching-
learning and providing a mechanism towards improving online 
learner-centric course delivery, and allowing the input of one or 
more course learning paths with real-time learning and automatic 
reconfiguration of the course path where a new trend or pattern is 
identified.  The OLECENT approach may be adopted within 
Learning Management Systems or the tool incorporated to enhance 
learning where there may be physical disabilities. 
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 Platelet transfusions are vital for the prevention of fatal hemorrhage. Therefore, a stable 
inventory of platelets is required for an efficient and effective delivery of services in all the 
hospitals and medical centers. However, over the past decades, the requirement for 
platelets seems to be continuously increasing, while the number of potential donors is 
decreasing. Moreover, due to its very short life span of just five days, a large volume of 
platelets expires while they are on the shelves, resulting unnecessary shortages of platelets. 
Furthermore, it is very costly and difficult to get platelets from another blood bank in a 
short notice. Hence, these unexpected shortages put the life of patients at risk.  

This study is focused on addressing the issues discussed, by developing an efficient blood 
inventory management model to reduce the platelet shortages, and wastages, while 
reducing the related inventory costs. Currently, the blood banks are managing platelet 
inventory according to their own instincts, which result to shortages and wastages. As a 
solution, we propose a model to manage the daily supply of platelets by forecasting the 
daily demand.  Three different algorithms were developed using lower bound, average and 
upper bound values and tested to find the optimal solution that best fits to manage platelet 
inventory. These models were tested using data for 60 days obtained from two different 
levels of blood banks in Sri Lanka, namely a General Hospital blood bank and a Base 
Hospital blood bank.  In General hospitals, the demand for blood components including 
platelets is very high when compared to the Base hospitals. 

The study was able to come up with two different inventory management models for the two 
different types of blood banks. The model that best fits the General Hospital blood bank 
where the demand is high and was able to reduce the shortages by 46.74%, wastage by 
89.82% and total inventory level by 39.10% and, the model that best fits the Base Hospital 
blood bank was able to reduce the shortages by 100%, wastage by 81.48% and total 
inventory level by 37.95%. It can be concluded that the same models can be adopted by 
other blood banks with similar characteristics to manage their blood inventory efficiently. 
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1. Introduction  

Blood transfusions are generally required in surgeries, 
childbirths, organ transplants and for patients who are receiving 
treatments for diseases such as cancers and anemia.  In Sri Lanka, 
total annual blood requirement exceeds 350,000 units and over the 
past decade the demand seemed to be increasing continuously. 
Since there are many voluntary donors as a result of the national 
culture and beliefs of Sri Lankans being a South Asian country, the 
demand was balanced throughout the history. 

However, the blood units are outdated and blood is wasted in 
some areas while there are shortages in other areas. Blood 
shortages can put a human life at risk as the operations may have 
to be postponed, and moreover blood is an invaluable product and 
its wastage is highly undesirable.  

Furthermore, with the increase of diseases and the increase in 
the number of patients who required surgery and transplants, over 
the past two decades, the demand for blood is expected to show an 
exponential growth in the future. On the other hand, with the 
increase in diseases transmitted through blood such as HIV and 
Hepatitis B, and with the increase in the aging population, the 
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number of potential donors will be reduced. Hence there would be 
a challenge to fulfill the increasing demand with the reducing 
supply in the future. 

1.1 The National Blood Transfusion Service 

National Blood Transfusion Service (NBTS) is engaged in the 
collection of blood, screening the collected blood and making 
different blood components, and distribution. Also, NTBS deals 
with any issues of whole blood and blood component etc. It is a 
nationally coordinated system with the National Blood Center 
(NBC). This has many branches/clusters in every province with 
several main cluster centers in each province. The National Blood 
Centre, which is the operational headquarters for the entire Blood 
Transfusion Service, has 96 bloods Banks Island wide. These 96 
blood banks are incorporated into 19 cluster centers according to 
their geographical locations. Apart from the NBC cluster, in all 
other clusters, the main cluster center is a General Hospital blood 
bank and the blood banks under them are Base Hospital blood 
banks. 

The inefficient inventory management methods in each cluster 
and lack of coordination among different clusters lead to wastages 
as well as shortfalls of blood. Furthermore, despite the fact that 
blood is a costly product, the national blood transfusion service in 
Sri Lanka is not cost effective and the expenses are increasing day 
by day. 

1.2 Platelets 

The whole blood is processed into several blood components 
or products including plasma, platelets, red blood cells and, 
another hundred and fifteen other components. Blood plasma is a 
straw colored liquid component of blood that normally holds the 
blood cells in whole blood in suspension.  Red blood cell, also 
called erythrocyte, cellular component of blood millions of which 
in the circulation of vertebrates give the blood its characteristic 
color and carry oxygen from the lungs to the tissues. Platelets are 
the blood cells that help the blood clot, stop bleeding when blood 
vessels are injured. Furthermore, when patients are receiving 
chemotherapy or suffering bleeding complications require platelet 
transfusions to prevent a fatal hemorrhage. Normally platelets are 
produced from whole blood in the initial separation process; on the 
other hand, platelets can also be collected through apheresis. 
However, in Sri Lanka only the national blood center has an 
apheresis machine.  

Among all the blood components platelets have the shortest life 
span of just five days making it difficult to handle the inventory 
without experiencing both wastage and shortages. Hence this study 
is focused merely on platelets and all the solutions provided are 
customized to the special characteristics of platelets. Moreover, 
component processing and testing for transmissible diseases take 
an average of one day to complete and platelets are generally 
available for transfusion only for four days. However, platelets 
need not to be cross-matched as red blood cells. 

2. Literature Review 

Only very few research was done on the topic on ‘management 
of blood bank supply chain. Research on the management aspects 
of the blood supply chain were started in the 1960s, peaked in the 
late 1970s and early 1980s and then dropped off continuously to 

the present time.  In 70s and 80s, many researches were done 
regarding blood bank management policies [1], and regarding 
theories of perishable inventories [2]. Thereafter, it shows a 
decline and experts argue that this was caused by the collapse of 
funding for studies in the area and in the increasing difficulty of 
the remaining problems in this area [3]. Since the mid-1980s, 
research on this topic has mostly been in the development of 
information systems to support donor screening, inventory 
management, blood ordering, blood usage review and 
compatibility testing [4]. Furthermore, few other studies were 
done during the past two decades as well. 

From 1960s to 2000s William P. Pierskalla has done several 
researches in this area addressing different issues.  In 1970s a 
transportation and location allocation model was developed for 
regional blood banking in the hope of decreasing overall costs. 
The objective was to decide how many central blood banks to be 
set up, where to locate them, how to allocate hospitals to the banks 
and how to route the periodic supply operations [5].  

In 2001 the Nova Scotia government funded a project to 
investigate mechanisms to coordinate the platelet supply chain 
between CBS (Canadian Blood Services) and local hospitals. This 
study was done in three phases and in the first step a platelet 
repository was developed to store information necessary for an 
integrated planning model. In the second step a dynamic 
programming model was developed to identify optimal ordering 
policies for both the CBS and hospitals, and finally a simulation 
model was developed to evaluate integrated order policies. To 
simplify the problem by reducing the problem search space, 
orders and demands were aggregated into larger units and that 
approach was not used in the previous studies [6].In 2004 a 
detailed analysis was published, addressing the issues; regional 
structures and economies of scale, optimal target inventory levels, 
cross-match release policies, allocation, transshipment and 
issuing policies, vehicle routes and demand forecasting [3]. 
Cross-match releasing policies and other issues such as dealing 
with mismatching and keeping rare blood products in the 
inventory were addressed later by Katsaliaki and Brailsford. [7]. 

Apart from the statistical approaches, few studies were 
conducted on applying lean techniques to improve the 
performance of the blood supply chain. A recent study was done 
in Serbia to identify the most appropriate lean six sigma 
improvement methods and hence develop a framework to 
improve main blood inventory management processes that will 
minimize the wastage of blood [8]. 

Though different models were developed to address different 
issues, only few models have integrated more than one blood 
product or varieties of products, due to the complexity of 
modeling the different shelf lives and of computing the remaining 
shelf life. Furthermore, in all the above cases, collection of blood 
is a centralized activity, whereas in Sri Lanka, blood is collected 
by each and every blood bank to satisfy their own demand. On the 
other hand, the national blood center is distributing blood to all 
blood banks in the country if a request was made. Apart from that 
hospital blood banks can share their excess volumes with other 
blood banks where there are shortfalls. Therefore, policies 
regarding inventory management as well as distribution are 
completely different from the above studies and hence there was 
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a need to conduct a study specific to the Sri Lankan blood 
transfusion service. 

3. Methodology 
 

In the current method, blood inventory management was 
handled manually. However, there is no proper mechanism used 
to handle them efficiently, but based on the previous demands and 
experience of the staff and their own instincts on the inventory of 
the blood components are handled and managed. Therefore, the 
current practices cause many issues and lead toward shortages and 
wastages at many occasions. In this research, a customized 
spreadsheet based on a statistical analysis was developed to 
manage the platelet inventory level in hospital blood banks. To 
develop the spreadsheet, several mathematical models were tested 
and using the results from each model, the best model was 
selected using a multiple criteria decision analysis method 
(MCDA).  

The models were developed in three phases; in the first phase 
different methods for forecasting the daily demand for platelets 
were tested and the best models for each technique was selected, 
in the second phase using the selected forecasting models 
different lower bound, mean and upper bound values were defined 
and in the third phase three different algorithms were developed 
to determine the optimal target inventory levels for blood banks 
that will reduce both shortages and wastages, hence the cost of 
operations. 

In 2007 Katsaliaki and Brailsford [7] found that in the UK the 
demand for platelets follow a Log Normal distribution and all 
previous researchers have used the same approach in their 
research. Hence it can be assumed that the demand is normally 
distributed and moreover as a pilot test, some demand values that 
match the Sri Lankan conditions were randomly generated and 
tested for normality. From the pilot test it was found that the 
platelet demand is normally distributed. 

3.1 Phase I: Forecasting the daily demand for platelets 

Since the daily platelet/blood supply needs to be balanced, it 
is needed to forecast the daily demand for platelets/blood. Four 
different time series techniques were used to forecast the demand. 
Since the daily demand is stochastic, the Moving Average (MA), 
Weighted Moving Average (WMA) and Exponential Smoothing 
(ES) methods were used to forecast the demand. In addition, a 
Trend Analysis was conducted to check whether the daily demand 
shows any linear trend. According to the experience and 
knowledge of the staff of the blood banks there is no upward or 
downward trend in the demand of platelets. However, in the 
months of December and April, due to the festival season, which 
experiences the high rate of accidents, an increase in the demand 
for blood components can be observed and experienced. 
Nonetheless, according to the experts there is no possibility of 
observing a trend in daily demand and yet the trend analysis was 
conducted to verify that fact. 

Sampling frame for this study includes all the blood banks of 
the NBTS except the National Blood Center cluster. When 
selecting the samples, the level of the blood bank was taken into 
consideration and one general hospital blood bank (a main cluster 
center) and one base hospital blood bank was selected for data 
collection. In order to make the sample more representative, from 

two blood banks that were selected, one was with a comparatively 
high level of demand and the other was with a low level of demand 
and yet the level of supply is equivalent in both hospitals. Two 
months (60 days) data taken from the blood banks were used for 
forecasting and analyzing demand, under the all four techniques.   

3.2 Phase II:  Defining mean, lower bounds and upper bounds for 
daily demand 

Under the normality assumption, using the daily demand 
values, the selected forecasting methods MA, WMA and ES, 
computed the, mean, lower bound (LB) and upper bound (UB) 
values for the demand for each model. These mean, UB, LB 
values were considered as the minimum inventory level that 
should be maintained in order to avoid the shortages. The 
confidence level of 95% was used to calculate the different upper 
and lower bounds. 

3.3 Phase III: Managing the daily supply and total platelet 
inventory level 

Several mathematical models were developed in this final 
phase. The objectives were to find the best model that minimizes 
wastages, experience no shortages, keep the inventory level as 
low as possible by managing the supply and ultimately reduce the 
cost.  

Considering the three different levels of inventory; lower 
bound, mean and the upper bound, three algorithms were 
developed and those algorithms were used to develop the different 
models. In all these algorithms, it was assumed that the entire 
intake of blood is usable despite the fact that a certain number of 
blood units will be rejected and disposed if they were infected 
with diseases transmitted through blood. However, in Sri Lanka 
still it is a nominal negligible amount, yet it seems to be 
continuously increasing. Since the figures of rejected blood are 
difficult to obtain due to confidentiality issues and as they were 
small in values according to the experts, it was not considered in 
these algorithms. 

Once the blood is donated, it will be separated into different 
components and then it is tested for infectious diseases. It almost 
takes one day and therefore platelets only have four more days left 
on which they can be used. However, blood banks only records 
the date a blood unit is donated, but not the time it was donated. 
Therefore, the remaining shelf life is calculated on a daily basis 
but not on the time scale. 

Three algorithms were developed around the same basic 
theory as described below. Currently, blood banks receive all the 
blood units donated by donors and yet the main objective of 
algorithms, is to manage the supply in an efficient manner. All the 
algorithms are updating remaining shelf life on a daily basis, 
however data can be input and outputs can be viewed at any time. 
In these algorithms the platelets are issued to the wards based on 
“First In First Out” basis. However, platelets with a remaining 
shelf life of one day are not given away or taken from another 
blood bank as those units have a high possibility of expiring the 
next day, before they are used. Also, cost reduction is one indirect 
objective of the algorithms, dispatching or ordering such platelet 
units is highly undesirable. 
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In all algorithms, before taking blood from donors, the 
inventory levels are checked to find if the desired reorder levels 
are met. If the current inventory level is above the reorder level, 
then the donors were asked to donate it some other day or direct 
them to the nearest cluster location where the blood is needed. 
This would minimize the medical expenses used for testing the 
blood components unnecessarily, which may avoid wastages of 
blood components. If the blood inventory goes below the reorder 
level, orders are placed to get platelets from other blood banks, to 
fill the gap. Here it is assumed that the blood is available at all 
times and the lead time to receive ordered blood as zero days. 
Therefore, the reorder level and the safety stock levels will be the 
same. 

It was assumed that the blood banks will perfectly manage the 
model and however, extremely rare or unexpected situations 
arises where demand could go very high or supply could go very 
low continuously for a few days. These situations were excluded 
as in such situations the NBTS intermediate to control such 
situations. Therefore, such situations were not taken into 
consideration when developing the model.  

3.4 Mathematical model to manage the Blood inventory system  

Variables in the inventory management algorithms 

LB – Lower bound for the forecasted daily demand for 
algorithm 1 

M  –   Mean for the forecasted daily demand for algorithm 2 

UB – Lower bound for the forecasted daily demand for 
algorithm 3 

S – Actual platelet supply during the day 

N – Days of stocks to be kept (Each algorithm was tested for 
both N=1, 2, 3 and 4) 

Xi – Amount of platelet units in the inventory with a remaining 
shelf life of i days 

Yi – Amount of platelet units with a remaining shelf life of i 
days, which need to be dispatched from the inventory 

Zi – Amount of platelet units with a remaining shelf life of i 
days, which need to be ordered 

D – Actual demand for platelets during the day 

TI – Total inventory level in a day 
TI =    X1 + X2 + X3 + X4 + X5 

WS – Wastage in a day 

SH – Shortages in a day 

From a pilot test done using computer generated data it was 
found that the best values for the days of stocks to be kept N are 
2 and 3, among the four values tested 1, 2, 3 and 4, in order to 
minimize the wastages and shortages.  

In all three algorithms, it was assumed that the orders will be 
delivered within the same day as the order is placed. Furthermore, 
while checking for the desired inventory levels, X1 value was not 

taken into consideration. The reason that the algorithms were 
developed in that way is to see if any, remaining units (after 
satisfying today’s demand) with a shelf life of only one day that 
is in today, will be expired tomorrow, and platelets taken today 
become usable only from the next day onwards. Therefore, 
ignoring X1 value reduces the risk associated with fulfilling the 
actual demand next day. However, algorithms were designed to 
ultimately minimize the total inventory level which is equal to X1 
+ X2 + X3 + X4 + X5.  

The algorithm 1 presented below, which maintains the value 
X2 + X3 + X4 + X5 in the lower bound value is shown below. 
However this can be easily replaced by algorithm 2 and algorithm 
3 by replacing the LB values by the mean and UB values 

Algorithm 1 
 
Objectives: -  Min    SH 
               Min    WS 
               Min    TI 
Step 1: Checking the inventory 

If      X2 + X3 + X4 <  LB*N       Then 
         X5  =  L*N  -  (X2 + X3 + X4) 
Else 
         X5  =  0 

 
Step 2: Amount to be dispatch or receive 

If      S  >=  X5       Then 
         Y5  =  S  -  X5 
          Z5  =  0 
Else 
          Y5  =  0 
          Z5  =  (LB*N  -  (X2 + X3 + X4)  -  S 

 
Step 3: Shortages 
            If       D  >  X1 + X2 + X3 + X4       Then 
                      SH  =  D  -  (X1 + X2 + X3 + X4) 
            Else 
                      SH  =  0 
 
Step 4: Wastage 
            If      X1>  D       Then 
                      WS  =  X1  -  D 
            Else           
                      WS  =  0 
 
Total inventory level 
            TI  =    X1 + X2 + X3 + X4 + X5 
 
 
Step1: The amount of platelet required on that day will be 

calculated  
Step2: If the supply of platelet is greater than the required 

amount, then compute the dispatch amount Yi. If it is 
less than the required amount then compute the amount 
needed to be ordered Zi 

Step3: Compute the amount of shortages 
Step4: Compute the amount of wastages 
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3.5 Selecting the model that best fits the objectives 

With the objective of minimizing the wastage, shortages and 
the total inventory level, all three algorithms explained above 
were tested using the different LB, Mean and UB values and using 
MA, WMA, and ES techniques under different confidence levels. 
There were altogether eighteen different models were developed 
and given different codes for each model which is shown in the 
below table (Table 1). For each model, the total wastage, total 
shortages and the total inventory level were calculated to compare 
the results and choose the best inventory management model, 
associated with the best forecasting technique using 95% 
confidence interval. 

Foreca
sting 
method
s 

LB Algorithm 1 Mean 
Algorithm 2 

UB 
Algorithm 3 

** 
N=2 N=3 N=2 N=3 N= 2 N=3 

MA MA 
12 

MA 
13 

MA 
22 

MA 
23 

MA 
32 

MA 
33 

WMA WMA 
12 

WMA 
13 

WMA2
2 

WMA 
23 

WMA 
32 

WMA 
33 

ES ES 
12 

ES 
13 

ES 
22 

ES 
23 

ES 
32 

ES 
33 

Table 1:- Alternative Models for Platelet Inventory Management 

**N=2, 3, 4, 5 days were considered but when N=2 and 3 
produced better results. 

In each testing model, the first two to three characters 
represent the forecasting technique used, the first digit represents 
the algorithm model number and the last digit represents the 
number of days that the stock needed to be considered. Since all 
the objectives are measured in the same unit, Weighted Sum 
Model (WSM) was used as the MCDA method to determine the 
best model among the eighteen models (given in Table 1). Delphi 
method was used to rank the three objectives and determine a 
weight for each objective.  This was done merely consulting the 
experts and the staff of blood banks. The weights that were given 
can be changed according the experience and knowledge of 
importance. In our model the importance or weights for shortages 
given as 0.4, wastages the weight given was 0.375 and the total 
inventory management level the weights given were 0.275 while 
the sum of weights become 1. The model that yields the minimum 
total performance value was selected as the best model for 
managing inventory level. 

4. Results 
 

Data on demand from both blood banks was tested for 
normality to find whether they follow a normal distribution. 
Shapiro - Wilk test was used as the test statistic and it was found 
that demand for both hospital blood banks follows a normal 
distribution.  

4.1 Outcomes of the different forecasting techniques 

Using different number of days where n=2 to 12 the demand 
was forecasted in the Moving Average method and for each n 
value, Mean Absolute Deviation (MAD) was calculated to find 
the best value which minimize the forecasted Vs the actual error 
values. For General hospital blood bank, the least MAD value can 
be observed when n = 3, whereas for Base hospital blood bank, n 

= 9 gives the least MAD value. Therefore, n = 3 and n = 9 is 
selected as the best values for forecasting the platelet demand 
using the moving average method, for General hospital blood 
bank and Base hospital blood bank respectively.  

Using weighted moving average method, for n = 2 to 15, the 
daily demand for platelets was forecasted and rank order centroid 
method was used to calculate the weighting factor. The least 
MAD value of General hospital blood bank can be observed when 
n = 5 and for Base hospital blood bank it is n = 12 hence for 
General hospital blood bank, n = 5 was selected and for Base 
hospital blood bank, n = 12 was selected to forecast the daily 
platelet demand using the weighted moving average method. 

Using different values for the smoothing factor α, the daily 
demand for the platelets were forecasted and, MAD values for 
each α were calculated to find the best α for each blood bank. For 
General hospital blood bank, the least MAD value can be 
observed when α = 0.2 and for Base hospital blood bank, the least 
MAD value can be observed when α = 0.3. Therefore, α = 0.2 and 
α = 0.3 were selected for General hospital blood bank and Base 
hospital blood bank respectively to calculate the forecasted daily 
demand. 

It was found that the demand shows no linear trend, 
exponential trend or polynomial trend in the daily platelet demand 
at both General hospital blood bank and Base hospital blood bank, 
throughout the two months considered. Hence it can be concluded 
that the daily demand for platelets shows no underlying trends and 
the demand is random for both General hospital blood bank and 
Base hospital blood bank. 

Using the all three forecasting methods selected, from samples 
of seven days, the mean daily demand was calculated for each day 
and, using 95% confidence levels, the respective lower bound and 
upper bound values were calculated for each day considered. 

When the forecasted demand and the actual demands were 
analyzed the difference was a negligible amount. The actual and 
forecasted demands were shown below for ES33 model in Fig 1 

 
Figure 1:- Actual vs Forecasted Demand for model ES33 

4.2 Analysis of the platelet inventory management models 

For each blood bank, all the eighteen models shown in Table1 
were applied and the percentage of reduction in shortages, the 
percentage of reduction in wastages and percentage reduction of 
the total inventory level was calculated for each of those models. 
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Thereafter, using the weighted sum model as explained in section 
3, the total performance for each model was calculated.  

The models were tested separately for 30 days and for 60 days 
using the new forecasted demand values. Thereafter the average 
performance for each model was calculated using the actual 
values. The difference between the actual values and the 
forecasted values were considered to evaluate the best model. 

The table below shows the total performance of best three 
models for General hospital blood bank. 

Model Reduction of 

Shortages % 

Reduction of 

Wastage % 

Reductio

n of TI % 

Total 

Performance % 

WMA32 46.74 89.82 39.10 61.18 

MA32 46.47 89.76 37.32 60.64 

ES33 86.61 55.24 9.82 57.57 

Table 2:- Best three Models for General hospital Blood Bank 

As it shows the model WMA32 which use the weighted 
moving average method for forecasting the demand and use 95% 
confidence interval upper bound values and where the days of 
stock to be kept is two, gives the highest total performance for the 
General hospital blood bank. In average model WMA32 reduces 
shortages by 46.74%, wastage by 89.82% and total inventory level 
by 39.10%, resulting in a total performance of 61.18% 
achievement of objectives. 

The below table shows the total performance of best three 
models for the Base hospital blood bank. 

Model Reduction of 

Shortages % 

Reduction of 

Wastage % 

Reduction 

of  TI % 

Total 

Performance % 

ES33 100.00 81.48 37.95 79.09 

WMA33 100.00 75.68 33.51 75.92 

MA33 100.00 72.90 31.99 74.53 

Table 3:- Best three Models for Base hospital blood bank 

As the above table shows, the model ES33 which uses 
exponential smoothing as the forecasting method and use 95% CI 
upper bound values for the forecasted demand and where the days 
of stock to be kept is three, gives the best total performance for 
Base hospital blood bank. In average model ES33 reduces 
shortages by 100%, wastage by 81.48% and total inventory level 
by 37.95%, resulting in a total performance of 79.09% 
achievement of objectives. 

When we analyze the efficiency of all 18 models that we 
proposed, model ES33 produce better results for both General 
hospitals and base hospitals to manage blood. Here the reduction 
of shortages is 86% and 100% respectively. 

It can be concluded that the above model can be adopted by 
the other blood banks to improve their inventory performance 
while minimizing the shortages. The same algorithm can be 
applied to other products with similar characteristics, such as food 
industry, pharmaceutical items and other perishable goods. 

As discussed and proven above the proposed model could 
reduce the wastages and manage the shortages, while maintain a 

minimum amount in the inventory of blood banks. This would 
save most of the medical expenses unnecessary spend on testing 
and managing the inventory of blood components and could be 
used to uplift the medical services in any hospitals. 

5. Further research 
 

The area is fruitful for future research as there are so many 
areas that need to be improved, in the blood supply chain. This 
study has focused only on platelets, however the scope can be 
increased by adding other blood components such as red blood 
cells and plasma. Another area that needs to be addressed in a 
further research is clustering the blood banks island-wide, in a 
more effective way based on the transportation cost and time that 
takes to deliver a blood product/s to another blood bank. It should 
be noted that the blood banks are clustered currently based on the 
district they belong to and no other valid logic was used to define 
those clusters. 

Further research can be focused to develop algorithms for 
scheduling donors. A database should be maintained for existing 
and potential donors and it is needed to develop algorithms for 
scheduling those donors based on the requirements of each day. 
Therefore many of the practical issues can be overcome by 
developing a web based management information system 
incorporating our proposed algorithm. This would enable the staff 
of the blood bank to find out when there is a scarcity or excess of 
blood. According to the need the registered donors can be 
informed in advance and manage the blood supply chain smoothly 
and effectively. Therefore the wastages and shortages of the blood 
component can be reduced further. 
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 Discretization is the process of converting numerical values into categorical values. 
Contemporary literature study reveals that there are many techniques available for 
numerical data discretization. The performance of classification method is dependent on 
the exploitation of the data discretizing method. In this article, we investigate the effect of 
discretization methods on the performance of associative classifiers. Most of the 
classification approaches work on the discretized databases. There are various approaches 
exploited for the discretization of the database to compare the performance of the 
classifiers. The selection of the discretization method greatly influences the classification 
performance of the classification method. We compare the performance of associative 
classifiers namely CBA and CBA2 on the selective discretizing methods i.e. 1R Discretizer 
(1R-D), Ameva Discretizer (Ameva-D), Bayesian Discretizer (Bayesian-D), Discretization 
algorithm based on Class-Attribute Contingency Coefficient (CACC-D), Class-Attribute 
Dependent Discretizer (CADD-D), Distribution-Index-Based Discretizer (DIBD-D), 
Cluster Analysis (ClusterAnalysis-D), Chi-Merge Discretizer (ChiMerge-D) and Chi2 
Discretizer (Chi2-D) in terms of accuracy. The main object of this study is to investigate 
the impact of discretizing method on the performance of the Associative Classifier by 
keeping constant other experimental parameters. Our experimental results show that the 
performance of the Associative Classifier significantly varies with the change of data 
discretization method. So the accuracy rate of the classifier is highly dependent on the 
selection of the discretization method.  For this comparative performance study, we use the 
implementation of these methods in KEEL data mining tool on public datasets. 
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1. Introduction 

Discretization methods have played a great role in data mining 
and knowledge discovery. The discretization process makes 
learning more accurate and faster. There are various emerging 
classification problems in various domains of knowledge like 
image processing, medical science, business analytics and data 
mining etc. data, images, audio, video and textual data. The rapid 
growth in the data reservoirs in the fields of business, basket 
analysis, Engineering sciences, social networks, stock exchange 
and geological data is very high due to the cheaper storage 
resources.  The high growth rate and huge data volume create a 
challenging problem i.e. knowledge discovery from the huge 
databases in the field of Data Mining. For the appropriate, effective 
and comprehensive knowledge discovery for the managers and 

decision makers; researchers are proposing continuously more 
efficient knowledge mining approaches. 

The field of artificial neural networks, expert systems, medical 
science, bioinformatics, machine learning is example areas where 
extensively classification approaches have been studied. There are 
various approaches exploited for the building of associative 
classifiers.  This comparative study provides the extension of the 
work presented in [1]. We provide the performance analysis of 
Associative Classifiers (CBA and CBA2) with the variation of the 
data discretizing method. 

Thabtahand Fadi Abdeljaber provided the review of 
associative classification in  [2]. Ranjana Vyas et al. describe the 
application of Associative Classifiers for Predictive analytics in [3]. 
The exploitation of associative classifiers for predictive analysis in 
the field of health care is surveyed in [4] by Sunita Soni and 
O.P.Vyas. Huan Liu et al. provide the extensive survey of the 
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discretization techniques in[5]. The focus of this article was an 
exploration of discretization methods with prospective of their 
historic development, the trade-off between speed and accuracy. 
Authors provided the hierarchical framework to categorize the 
exiting discretizing methods. Sotiris Kotsiantis and Dimitris 
Kanellopoulos surveyed the discretization techniques applied for 
the data discretization in [6].The theoretical and empirical 
perspective of the discretizing methods is very in [7] by the  
Salvador Garcıa. In [8]  Pancho et al. provided the analysis of fuzzy 
association rules with Fingrams in KEEL. 

In this article, we investigate the effect of discretizing methods 
on the performance of Associative Classifiers CBA and CBA2. We 
use the selective data discretizing methods i.e. 1R Discretizer (1R-
D) [9], Ameva Discretizer (Ameva-D) [10], Bayesian Discretize 
r(Bayesian-D) [11], Discretization algorithm based on Class-
Attribute Contingency Coefficient (CACC-D) [12], Class-
Attribute Dependent Discretizer (CADD-D) [13], Distribution-
Index-Based Discretizer (DIBD-D) [14], Cluster Analysis 
(ClusterAnalysis-D) [15], Chi-Merge Discretizer (ChiMerge-D) 
[16] and Chi2 Discretizer (Chi2-D) [17] for continuous data 
discretization purpose by exploiting the implementation of these 
methods in KEEL [18], a data mining tool by using the public 
datasets.Our experimental results reveal that the performance of 
the Associative Classifier significantly varies with the change of 
data discretization method in terms of accuracy. So the accuracy 
rate of the classifier is highly dependent on the selection of the data 
discretizing method. Our comparative study reveals that the 
performance of CBA (Associative Classifier) is better on the 
Ameva Discretizer than the other discretizing methods in terms of 
accuracy. The main object of this study is to investigate the impact 
of discretizing method on the performance of the Associative 
Classifier at the same other experimental parameters. 

The Section 2 of the paper discusses the associative 
classification and describes the selective associative classification 
methods that are the focus of our study for the comparative 
analysis. Section 3 describes the data discretization process and 
selective methods for the data discretization i.e. 1R-D, Ameva-D, 
Bayesian-D, CACC-D, CADD-D, DIBD-D, ClusterAnalysis-D, 
ChiMerge-D, and Chi2-D. Section 4 explains the experimental 
Set-up exploited for this study, data sets and KEEL tool used for 
the experimentation. Section 5 describes the comparative 
performance results achieved by various discretizing methods used 
for datasets discretization by using Associative Classifiers CBA 
and CBA2. In section 6 more results discussion is provided and 
finally, the last Section concludes the study. 

2. Associative Classification 

The Associative Classification (AC) is a classification 
approach which integrates the classification rules mining and 
association rules mining that are two important data mining tasks. 
The Association Rule Mining (ARM) is unsupervised learning 
method in which no class attribute involved during the discovery 
of rules. The aim of the association rule mining is to discover 
associations between items in a transaction database. The attributes 
in the consequent of a rule could be more than one in association 
rule mining. The associative classification is a supervised leaning 
where a class must be given for the discovery of classification rules. 
For the construction of a classifier that can forecast the classes of 
test data objects is the main objective of associative classification. 
The consequent of a rule is an only class attribute. The over fitting 
is a considerable issue in the associative classification rule 

discovery. The over view of the selective Associative 
Classification approach CBA which is exploited to investigate the 
impact of discretizing method on the performance of the 
classification approach is given in the following sections.  

2.1. CBA 

Bing Liu, Wynne Hsu and Yiming Ma proposed a new hybrid 
classification approach by integrating the concept of association 
rule mining and classification rule mining in [19] that is named 
Classification Based on Associations (CBA). In this associative 
classification approach, the integration is done by focusing on the 
discovery of a special subset of association rules that are known as 
class association rules (CARs).  

All class association rules are discovered those satisfy the 
minimum support and minimum confidence by using an existing 
association rule mining algorithms[20].The CBA associative 
classifier consists of two parts 1) a rule generator (CBA-RG) and 
2) a classifier builder (CBA-CB).This approach possesses various 
advantages like the discretization of continuous attributes based on 
the classification pre-determined class target. The Data Mining 
task in CBA consists of the three steps;1) discretization of 
continuous attributes if any;2) class association rules;3) classifier 
building based on the generated class association rules.  

2.2. CBA2 

Bing Liu, Yiming Ma and Ching-Kian Wong proposed the 
enhancement and improvements in an associative classifier CBA. 
The new improved associative classification approach is named 
CBA2 developed in [21]. In this paper, theauthor tried to coup up 
with weaknesses of an exhaustive search based classification 
system CBA. The authors proposed two new techniques to deal 
with the observed weaknesses of the classification approaches. The 
first weakness observed is that as the traditional association rule 
mining exploits only a single minsup in rule generation which 
results inadequate for unbalanced class distribution. Secondly, 
classification data often contains a huge number of rules, which 
may cause a combinatorial explosion. For various databases, the 
rule generator is unable to generate rules with many conditions 
while such rules may be important for accurate classification. The 
first problem with this approach is tackled by using multiple class 
minsups in rule generation instead of single minsup as in CBA. 
The second problem which is caused by the exponential growth of 
the number of rules is dealt indirectly. The decision tree method 
[22] is exploited. The main working concept of the CBA2 is to use 
the rules of CBA2 to segment the training data and then select the 
classifier.  These improvements in CBA improved the accuracy 
and lower error rate of the classification.     

3. Data Discretization 

Discretization is a data preprocessing technique used in many 
knowledge discoveries, machine learning and data mining tasks.  
Discretization process converts the continuous data into discrete 
form as most of the knowledge discovery and data mining 
algorithms work on discrete data. The discretization technique 
transforms a set of continuous attributes into discrete ones. By 
associating categorical values to intervals discretizing approach 
transforms quantitative data into qualitative data. The data 
discretiztion techniques are exploited to enhance the performance 
of the many knowledge discoveries and data mining approaches. 
We have used selective discretization method for our study to 
investigate the performance of Associative Classifier CBA by 
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using public data sets. The discretization methods used in this 
study are described in the following. 

3.1. Discretization Methods 

 Gonzalez-Abrilet al. proposed a new discretization method 
named Ameva Discretizer (Ameva-D) in [10] that is proposed for 
supervised learning algorithms. The Ameva discretization 
approach maximizes a contingency coefficient based on Chi-
square statistics. It helps in generating a potentially minimal 
number of discrete intervals. The most distinguishing feature of 
Ameva with respect to other discretizing approaches is that it does 
not need the user to indicate the number of intervals.  

Xidong Wu proposed a new discretizing algorithm namely 
Bayesian Discretizer (Bayesian-D) in [11].  The Bayesian-D 
discretization approach exploits the Bayes formula.  Cheng-Jung 
Tsai et al. propose a discretization algorithm based on Class-
Attribute Contingency Coefficient named (CACC-D) in [12]. The 
CACC-D discretizing approach is motivated by the contingency 
coefficient. The CACC algorithm is a static, global and 
incremental discretizing approach. The CACC-D is supervised and 
top-down discretization algorithm which is based on Class-
Attribute Contingency Coefficient. J.Y. Ching et.al proposed anew 
method for continuous data discretization named Class-Attribute 
Dependent Discretizer (CADD-D) in  [13]. The class-dependant 
discretizing is performed in this approach for inductive learning 
from continuous and mix-mode data. The CADD-D is a 
discretizing method optimized for supervised learning based on 
information theoretic discretization method. The interdependence 
redundancy between the discrete intervals and the class labels is 
measured in the CADD-D method tom maximize the mutual 
dependence. 

L.A. Kurgan et.al proposed a discretization method namely 
known as Class-Attribute Interdependence Maximization (CAIM-
D) in [23]. The CAIM-D method is proposed for the supervised 
data classification. The main objective of this proposed approach 
is to increase the class-attribute interdependence to maximum level 
and to produce a minimal number of discrete intervals. The 
classification results in terms of accuracy are more promising with 
CAIM discretization method with respect to other discretization 
approaches. Huan Liu and Rudy Setiono proposed a method for 
converting numeric data discrete named Chi2 Discretizer (Chi2-D) 
in [17]. This approach (Chi2-D) takes data sets with numeric 
attributes as an input. This approach can intelligently and 
automatically discretize the numeric attributes as well as remove 
irrelevant ones as output. The Chi2 algorithm applies the X 2 
statistic which conducts a significance test on the relationship 
between the values of an attribute and the categories.  

In [16] Randy Kerber proposed a method for the discretization 
known as Chi-Merge Discretizer (ChiMerge-D) which is a general, 
robust algorithm that uses the  X 2 statistic to discretize numeric 
attributes. The ChiMerge approach provides a useful and reliable 
summarization of numeric attributes. The number of intervals 
needed is determined according to the characteristics of the data. 
Michal R. Chmielewski and Jerzy W. Grzymala-Busse proposed 
discretizing method based on Cluster Analysis named 
ClusterAnalysis-D in [15]. The hierarchical cluster analysis is used 
for discretizing attributes in ClusterAnalyusis-D. 

The ClusterAnaysis-D can be classified as either locally 
discretizing method or globally discretizing method. The methods 
that are characterized by operating only one attribute are called 

local method while the methods considering all attributes are 
called global methods.  QingXiang Wu et.al proposed a new 
discretizing approach named Distribution-Index-Based 
Discretizer(DIBD-D ) in [14]. The DIBD-D approach is based on 
the definition of dichotomic entropy and a compound distribution 
index. This criterion is applied to discretize continuous attributes 
adaptively. The DIBD-D can discretize any continuous attribute 
adaptively according to the simple adaptive rules. The adaptive 
rule is based on maximal compound decrement and minimal 
dichotomic entropy.  

4. Experimental Set-Up 

In this section, we conduct experiments to evaluate the 
performances of the associative classification systems. For the 
comparative performance analysis of the selective associative 
classifiers, we exploited the implementations of these algorithms 
included in Knowledge Extraction based on Evolutionary 
Learning (KEEL) [18]. The overview of the Data Mining and 
machine learning tool KEEL is given in the following section. In 
this section, we describe the datasets used for the comparative 
analysis of the associative classifier (CBA) and CBA2 in terms of 
accuracy and error rate by using the different discretizing methods. 
The parameters set for the experiments and the experiment graph 
designed for these experiments in the KEEL tool are described in 
this section. 

4.1. Data Sets 

The description of datasets used for the comparative 
performance analysis of the selective Associative Classifiers under 
this study is given in Table2. The number of attributes 
(#Attributes), number of instances in the database (#Examples) 
and thenumber of classes (#Classes) are shown in the table. The 
missing values (Missing_V) in the dataset are representing by “Yes” 
(missing values present)/ “No” (missing values not present). The 
missing values of the datasets are imputed with the KMean-MV 
module implemented in KEEL. The datasets are discretized with 
the Ameva-D module included in KEEL as the associative 
classifiers accept the discretized form of datasets. We use the 10-
fold cross-validation model for the datasets provided in KEEL. 
Table I summarizes the main characteristics of the 12  datasets 
which are given at Knowledge Extraction based on Evolutionary 
Learning (KEEL)-dataset repository[18]. 

Table 1 Data Sets Considered For The Experimental Stu

Dataset Name #Attributes #Examples #Classes Missing_V

Bupa 6 345 2 No

Cleveland 13 297 5 yes

Ecoli 7 336 8 No

Glass 9 214 7 No

Harberman 3 306 2 No

Iris 4 150 3 No

Monks 6 432 2 No

Newthyroid 5 215 3 No

Pima 8 768 2 No

Vehicle 18 846 4 No

Wine 13 178 3 No

Wisconsin 9 683 2 Yes
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Figure 1 Experiment Graph Generated in KEEL

 

4.2. Experiment Graph 

The experiment graph shows the components of the experiment 
and describes the relationships between them. The experimental 
graph of the comparative study is given in Figure1. The first 
component of the experimental graph is data which enables to 
select the datasets given in the KEEL Tool as well as to load user 
datasets. In our study, we selected standard KEEL datasets. The 
second component of the graph is KMeans-MV which is a module 
to impute the missing values in the database. The third component 
of the experiment graph is amodule for data discretization. In our 
case, we use the selective nine modules i.e.1R-D, Ameva-D, 
Bayesian-D, CACC-D, CADD-D, DIBD-D, ClusterAnalysis-D, 
ChiMerge-D and Chi2-D for the discretization of continuous data 
values. The fourth stage of the experiment graph is Associative 
Classification methods (CBA and CBA2) which are the focus of 
our study. The last stage of the experiment graph is the modules 
for the representation of the results of theclassifier and astatistical 
module for the analysis of the results produced by the algorithms 
used in the experiment. The module Vis-Class-Tabular provides 
the facility of representation of results of multiple classification 
methods in the form tabular representation. 

4.3. Parameters of the Methods 

The parameters of the associative classifiers (CBA and CBA2) 
under the focus of this comparative study are shown in the Tabel.2. 
The parameters of the method are selected according to the 
recommendation of the corresponding authors which are the 
default parameters settings included in the KEEL software tool 
[18]. In the Table 2,Minsup stands for minimum support, Minconf 
for minimum confidence, and RuleLimit for maximum candidate 
rules limit in the corresponding method.  

 

 

Table 2 Parameters of the Methods for Experiment 
Methods Parameters 

CBA-C Minsup = 0.01, Minconf = 0.5, Pruned = yes, 

 RuleLimit = 80,000 

CBA2-C Minsup = 0.01, Minconf = 0.5, Pruned = yes, 

 RuleLimit = 80,000 
 

5. Experimental Results 

Table3 shows the comparative performance of the selected 
Associative Classifiers. We use the implementation of the 
corresponding algorithms in KEEL 3.0 for our comparative 
performance analysis of various discretizing methods by using 
CBA and CBA2 Associative Classifiers on the public datasets. We 
used the selective 9 discretization methods i.e 1R-D, Ameva-D, 
Bayesian-D, CACC-D, CADD-D, DIBD-D, ClusterAnalysis-D, 
ChiMerge-D and Chi2-D for this comparative study. The 
performance of both Associative Classifiers CBA and CBA2 is 
investigated on 12 public datasets for 9 discretizing methods. In 
table 3, the fold face red values show the best performance of CBA 
classifier for a specific dataset at a particular discretizing method 
with respect to other discretizing methods under the focus of this 
study. The fold face blue values in table 3 represents the best 
performance of the CBA2 classifier on a specific dataset with the 
exploitation of a specific discretizing method with respect to other 
discretizing methods. The last row of table 3 shows the average 
performance of the corresponding classifier for all datasets for a 
specific discretizing method. Overall the best average performance 
of classifier for a specific increasing method is presented with bold 
face red and blue for CBA and CBA2 respectively in table 3.The 
performance of the CBA classifier is better on Ameva-D 
discretizing method as compare to other discretizing methods but 
the average performance is better on the ChiMerge-D. The 
performance of CBA2 is promising with ChiMerge-D discretizing 
method. The performance of each discretizing method varies with 
respect to change in the database. The values bold face shows the 
wining of the corresponding discretizing methods for the CBA and 
CBA2 on the corresponding datasets.  
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Table 3 The Comparative Performance Results Of Associative Classification Methods 

 
Table 4 Win/Draw/Lose Record of Discretization Methods for CBA and CBA2 Classifiers

 

Table 4 shows the comparative performance record of CBA and 
CBA2 in terms of Win/Draw/Lose of the Discretizing Methods. 
The 1R-D, Ameva-D, Bayesian-D, CACC-D, CADD-D, DIBD-D, 
ClusterAnalysis-D, ChiMerge-D, and Chi2-D. The performance of 
CBA classifier is better on Ameva-D and Chi2-D discretized. The 
performance of CBA2 remains same for Ameva-D and ChiMerge-
D discretizing methods as shown in table 4. 

6. Results Discussion 

6.1. Comparative Performance Analysis in terms of 
Accuracy 

 Figure2 shows the comparative performance of the CBA and 
CBA2 on different discretizing methods for the selective datasets. 
With the critical observation of the graphs in figure 2, the 
performance behavior of CBA and CBA2 is symmetric in terms of 
accuracy for various discretizing methods. The performance of 
Associative Classifiers (CBA and CBA2) significantly changes 
with the change of discretizing method as shown in figure 2. The 
performance variation of CBA and CBA2 at datasets Glass, Monks, 
Ecoli and Wisconsin at the usage of different discrete methods is 
given in figure2. At the dataset Glass in figure 2, there is significant 
variation in performance of Associative Classifiers (CBA and 

CBA2). The performances of CBA and CBA2 are highest for Chi-
D and lowest for CACC-D discretizing methods. The experiments 
for the dataset Ecoli shows that the performances of CBA and 
CBA2 lower significantly at the usage of CADD-D discretized 
while remaining almost same for the other discretizing methods. 
For dataset Monks in figure 2, the performances of Classifiers are 
drastically decreasing for 1R-D, Bayesian-D and CADD-D 
discretizing methods. The performance of CBA2 significantly 
decreased on dataset Haberman for Chi2-D discretizing method.  
Finally, the experimental results at Wine and Wisconsin datasets, 
reveals that the performances of CBA and CBA2 significantly 
down for the CADD-D discretized in terms of accuracy. 

6.2. Comparative Performance Analysis in terms of 
Variance 

 This subsection describes the impact of discretizing methods 
on the performance of Associative Classifiers i.e. CBA and CBA2 
in terms of variance on public datasets. The variance depicts the 
consistency of the classification approach. The lower value of the 
variance indicates that the classifier is more consistent for the 
corresponding dataset.  The discretizing methods producing a 
smaller value of variance for a specific dataset for the specific 
classification approach are more promising and provide more 
robustness for the classifier. The variation of performance of 

Datasets CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2
Bupa 59.3746 59.2388 66.9423 67.3425 64.2971 60.2366 66.2854 64.4565 57.8924 57.8242 65.6888 65.6911 61.1710 62.6642 62.2117 62.2369 63.2472 65.0482
Cleveland 51.4624 45.3568 54.3978 53.7048 58.0968 47.1554 54.1613 54.0469 52.8172 48.6315 54.4409 53.7341 54.8065 50.7429 52.0968 54.3304 54.7957 53.1574
Ecoli 72.6114 67.8334 78.0214 72.1925 72.6292 66.9989 77.3886 76.7704 49.1176 48.3795 76.4973 76.4868 71.4082 66.5046 75.9002 72.1682 77.1658 74.6070
Glass 59.0015 57.9856 50.3569 49.7675 54.2565 54.8018 35.5661 35.4949 52.7213 53.1945 65.4916 60.8186 54.3821 52.6976 67.4854 66.3038 70.3353 65.6928
Haberman 74.1720 73.8807 74.7742 74.1349 71.5376 71.4663 74.1505 72.9814 73.5269 73.2942 73.4839 73.8416 73.1935 72.1017 73.4731 73.5386 72.2043 68.2111
Iris 91.3333 90.9091 92.6667 92.7273 93.3333 93.9394 92.6667 92.7273 74.0000 76.9697 91.3333 89.6970 88.0000 86.6667 92.0000 91.5152 95.3333 95.7576
Monks 52.6608 52.6255 97.2674 97.5159 51.2972 51.3858 97.2674 97.5159 52.6608 52.6255 58.5273 59.4050 80.6451 80.3385 97.2674 97.5159 97.2674 97.5159
New-Thyroid 94.0043 93.2900 93.9610 94.0968 92.5758 92.4242 93.0303 93.2507 87.3377 86.7965 92.1212 91.5978 93.9827 94.5494 93.0303 93.6836 92.1212 92.8571
Pima 73.1810 70.0638 71.2276 72.1981 73.7160 73.3807 72.3948 70.6555 65.1081 65.0924 72.4051 72.1998 69.6657 71.8346 72.7980 72.7916 72.9212 72.4235
Vehicle 67.3768 63.0685 70.7955 70.1350 68.4398 66.2605 68.5672 69.7059 56.9636 60.1401 64.7745 64.8752 62.5364 61.7571 67.0168 68.7395 68.4412 70.8913
Wine 91.4706 91.2359 94.9020 94.8604 93.8235 93.3749 93.7255 93.7908 80.3268 77.0648 92.0915 91.2953 95.4575 94.3553 93.8562 92.8699 82.5163 80.0654
Wisconsin 81.6936 82.0403 96.1366 95.9627 95.1304 95.3096 96.1366 95.9627 65.5238 65.6277 96.1387 95.7030 94.5652 94.6640 96.4244 96.4860 96.4224 96.3523
Average 72.3619 70.6274 78.4541 77.8865 74.0944 72.2278 76.7784 76.4466 63.9997 63.8034 75.2495 74.6121 74.9845 74.0730 78.6300 78.5150 78.5643 77.7150

ChiMerge-D Chi2-DDIBD-D1R-D Ameva-D Bayesian-D CACC-D CADD-D ClusterAnalysis-D

Discretizing Methods
Classifiers CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2 CBA CBA2

Win 1 0 4 3 2 1 0 1 0 0 0 0 1 1 0 3 2 2
Draw 0 0 1 1 0 0 1 1 0 0 0 0 0 0 2 1 2 1
Loss 11 12 7 8 10 11 11 10 12 12 12 12 11 11 10 8 8 9

ChiMerge-D Chi2-DDIBD-D1R-D Ameva-D Bayesian-D CACC-D CADD-D ClusterAnalysis-D
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Associative Classifiers in terms of variance is elaborated in Figure 
3. The performance of both classifiers is almost same for the 
datasets Bupa and Cleveland for on all the discretizing 
methods.Variance is significantly high for Chi2-D and Ameva-D 
discretizing methods for CBA2 and CBA classifiers on datasets 
Bupa and Cleveland respectively.  The performance associative 
classifiers (CBA and CBA2) for Iris, New-thyroid, Wine and 
Wisconsin datasets is very promising and consisting in terms of 
variance for all the discretizing methods except CADD-D, Chi2 
and 1R-D. The variance is very high of CBA and CBA2 on Iris and 
New-thyroid for CADD-D discretizing method. 

With the critical observation of Figure 3, it concluded there is a 
significant difference in the performance of associative classifiers 
in terms of variance as well as for the various discretizing methods 
on the pubic datasets under the focus of this study. Mostly of the 
discretizing methods produce promising results for some datasets 
while on the other datasets their performance is lower. The 
performance of classification approach significantly is dependent 
on the discetzing method used for the discretizing the continuous 
datasets in discrete form.
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Figure 2 Impact of Discretization Methods on the Performance Associative Classifiers (CBA and CBA2) on Various Datasets
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Figure 3 Comparative Impact of Discretizaing Methods on the Performance of Associative Classifiers (CBA and CBA2) in 
terms of Variance 

7. Conclusion 

Discretization algorithms have played a great role in the 
performance of classification techniques. We investigate the 
effect of discretization Methods on the Performance of 
Associative Classifiers. Most of the classification approaches 
work on the discretized databases. There are various approaches 
exploited for the discretization of the database to compare the 
performance of the classifiers. The selection of the discretization 
method influences the classification performance of the 
classification method. We compare the performance of 
associative classifiers namely CBA and CBA2 on the selective 
discretizing methods i.e. 1R-D, Ameva-D, Bayesian-D, CACC-D, 
CADD-D, DIBD-D, ClusterAnalysis-D, ChiMerge-D and Chi2-
D in terms of accuracy and error rate. Our experimental results 
show that the performance of the Associative Classifiers 
significantly varies for different discretization methods for the 
same classifier. So the accuracy rate and variance in results of the 
classifier is highly dependent on the choice of the discretization 
method. For this comparative performance study, we use the 
implementation of these methods in KEEL data mining tool on 
public datasets.  

In future, we will analyse the impact of discretizing methods for 
other classifiers by considering other parameters and to derive the 
significance of results by using statistical methods. 

Conflict of Interest 

The authors declare that there is no conflict of interests regarding 
the publication of this paper. 

Acknowledgment 

The authors wish to thanks Higher Education Commission of 
Pakistan. This work is supported in part by a grant from Higher 
Education Commission of Pakistan. 

References 

[1] Ali, Z. and W. Shahzad. Comparative Study of Discretization Methods on 
the Performance of Associative Classifiers. in Frontiers of Information 
Technology (FIT), 2016 International Conference on. 2016. IEEE. 

[2] Thabtah, F., A review of associative classification mining. The Knowledge 
Engineering Review, 2007. 22(01): p. 37-65. 

[3] Vyas, R., et al. Associative classifiers for predictive analytics: Comparative 
performance study. in Computer Modeling and Simulation, 2008. EMS'08. 
Second UKSIM European Symposium on. 2008. IEEE. 

[4] Soni, S. and O. Vyas, Using associative classifiers for predictive analysis in 
health care data mining. International Journal of Computer Applications, 
2010. 4(5): p. 33-37. 

[5] Liu, H., et al., Discretization: An enabling technique. Data mining and 
knowledge discovery, 2002. 6(4): p. 393-423. 

[6] Kotsiantis, S. and D. Kanellopoulos, Discretization techniques: A recent 
survey. GESTS International Transactions on Computer Science and 
Engineering, 2006. 32(1): p. 47-58. 

[7] Garcia, S., et al., A survey of discretization techniques: Taxonomy and 
empirical analysis in supervised learning. IEEE Transactions on Knowledge 
and Data Engineering, 2013. 25(4): p. 734-750. 

[8] Pancho, D.P., et al. Analyzing fuzzy association rules with Fingrams in KEEL. 
in 2014 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE). 
2014. IEEE. 

[9] Holte, R.C., Very simple classification rules perform well on most commonly 
used datasets. Machine learning, 1993. 11(1): p. 63-90. 

[10] Gonzalez-Abril, L., et al., Ameva: An autonomous discretization algorithm. 
Expert Systems with Applications, 2009. 36(3): p. 5327-5332. 

[11] Wu, X., A Bayesian discretizer for real-valued attributes. The Computer 
Journal, 1996. 39(8): p. 688-691. 

[12] Tsai, C.-J., C.-I. Lee, and W.-P. Yang, A discretization algorithm based on 
class-attribute contingency coefficient. Information Sciences, 2008. 178(3): 
p. 714-731. 

[13] Ching, J.Y., A.K.C. Wong, and K.C.C. Chan, Class-dependent discretization 
for inductive learning from continuous and mixed-mode data. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 1995. 17(7): p. 
641-651. 

[14] Wu, Q., et al., A distribution-index-based discretizer for decision-making 
with symbolic ai approaches. IEEE transactions on knowledge and data 
engineering, 2007. 19(1): p. 17-28. 

[15] Chmielewski, M.R. and J.W. Grzymala-Busse, Global discretization of 
continuous attributes as preprocessing for machine learning. International 
journal of approximate reasoning, 1996. 15(4): p. 319-331. 

[16] Kerber, R. Chimerge: Discretization of numeric attributes. in Proceedings 
of the tenth national conference on Artificial intelligence. 1992. Aaai Press. 

[17] Liu, H. and R. Setiono, Feature selection via discretization. IEEE 
Transactions on knowledge and Data Engineering, 1997. 9(4): p. 642-645. 

[18] Alcalá, J., et al., Keel data-mining software tool: Data set repository, 
integration of algorithms and experimental analysis framework. Journal of 
Multiple-Valued Logic and Soft Computing, 2010. 17(2-3): p. 255-287. 

[19] Ma, B.L.W.H.Y. and B. Liu. Integrating classification and association rule 
mining. in Proceedings of the 4th. 1998. 

[20] Agrawal, R. and R. Srikant. Fast algorithms for mining association rules. in 
Proc. 20th int. conf. very large data bases, VLDB. 1994. 

http://www.astesj.com/


Z. Ali et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 845-854 (2017) 

www.astesj.com   854 

[21] Liu, B., Y. Ma, and C.-K. Wong, Classification using association rules: 
weaknesses and enhancements. Data mining for scientific applications, 2001. 
591. 

[22] Salzberg, S.L., C4. 5: Programs for machine learning by j. ross quinlan. 
morgan kaufmann publishers, inc., 1993. Machine Learning, 1994. 16(3): p. 
235-240. 

[23] Kurgan, L.A. and K.J. Cios, CAIM discretization algorithm. IEEE 
transactions on Knowledge and Data Engineering, 2004. 16(2): p. 145-153. 

 

http://www.astesj.com/


 
 

www.astesj.com    855 

 

 

 
A novel model for Time-Series Data Clustering Based on piecewise SVD and BIRCH for Stock Data 
Analysis on Hadoop Platform 

Ibgtc Bowala1, Mgnas Fernando*, 2 

1Undergraduate, University of Colombo school of Computing, 00700, Sri Lanka  

2Senior Lecturer, University of Colombo school of Computing, 00700, Sri Lanka 

 

A R T I C L E  I N F O  A B S T R A C T 

Article history: 
Received: 21 April, 2017  
Accepted: 31 May, 2017 
Online: 20 June, 2017 

 With the rapid growth of financial markets, analyzers are paying more attention on 
predictions. Stock data are time series data, with huge amounts.  Feasible solution for 
handling the increasing amount of data is to use a cluster for parallel processing, and 
Hadoop parallel computing platform is a typical representative. There are various 
statistical models for forecasting time series data, but accurate clusters are a pre-
requirement. Clustering analysis for time series data is one of the main methods for mining 
time series data for many other analysis processes. However, general clustering algorithms 
cannot perform clustering for time series data because series data has a special structure 
and a high dimensionality has highly co-related values due to high noise level. A novel 
model for time series clustering is presented using BIRCH, based on piecewise SVD, 
leading to a novel dimension reduction approach. Highly co-related features are handled 
using SVD with a novel approach for dimensionality reduction in order to keep co-related 
behavior optimal and then use BIRCH for clustering. The algorithm is a novel model that 
can handle massive time series data. Finally, this new model is successfully applied to real 
stock time series data of Yahoo finance with satisfactory results. 
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1. Introduction 

A stock market, equity market or share market is the aggregation 
of buyers and sellers of stocks, which enables the trading of 
company stocks collective shares [1]. With the rapid development 
of trades in the world, people are paying more attention on 
investing in Stock markets [1]. By reviewing the stock's financial 
curves, an educated decision can make whether the company is 
stable, growing and has an improving future.  Thus, it is necessary 
to find a way to identify stocks with similar trend curves, which 
is very difficult due to uncertainty [2]. Financial institutes such as 
stock markets produce massive datasets [1]. Large amount of data 
is a barrier to analyze and summarize stock market data.  

To visualize stock market behavior, researchers have used data 
mining techniques such as decision tree [1,3], neural network 
[1,4], association rules [5], factor analysis [6], etc. The decision 

trees are a powerful beginning step, but very costly. Neural 
networks (NN) such as Self-Organizing Feature Maps (SOFM) 
have been effectively applied in a many previous approaches. 
However, using decision trees or NNs for cluster large data sets 
cause performance degradation. Association rule is a popular and 
well-studied method for discovering interesting relations among 
variables in huge databases. But, researchers have also shown that 
it can produce better index return only with fewer trades. Factor 
analysis is an important step towards effectual clustering. But it 
can use only a limited number of stocks and, can only find fewer 
relations like the best stock. The overall analysis for large number 
of stocks cannot be achieved using factor analysis. 

In statistics, signal processing and many other fields, a time series 
is a sequence of data points measured typically at successive [7] 
uniform times [1]. Stock data, being time series data, shares a 
common set of analysis problems with other time-series data. 
Time-series analysis includes methods that attempt to understand 
time series, to make forecasts [1]. Time-series data are often large 
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and might contain outliers. In addition, time series are a special 
type of data set where elements have a temporal order [8] and 
time-series data are essentially high-dimensional data [7]. Mining 
high-dimensional data involves handling a range of challenges 
such as curse of dimensionality, the meaningfulness of the 
similarity measure in the high-dimensional space, and handling 
outliers. Furthermore, time series analysis requires multiple arrays 
to represent the series, which make it computationally very 
expensive. Therefore, an effective dimensionality-reduction 
method is needed to reduce memory consumption and to fit matrix 
into memory and it should capture the temporal order and the 
highly-correlated features of time series [7]. Today, dimension 
reduction [7,8,9] is a highly-attractive research area and 
researchers focus on new techniques for dimension reduction 
[10,11,12] because it affects both the accuracy and the efficiency.  
The stock data only differs from other time-series data in terms of 
the data distribution. Therefore, our primary focus of research is 
time-series analysis.   

Clustering, which is another tool for data analysis [3,13], provides 
the basis for most of the data analysis, decision making, 
designing, and forecasting problems. Thus, it is very important to 
achieve accurate clusters. But, due to the special structure of time-
series data with high level of noise, building an effective model 
for clustering needs a huge effort and time. Furthermore, building 
an effective model for time series clustering cannot be achieved 
without a comprehensive study of theories and previous 
approaches.  

Moreover, due to the volatility of stock data, which is not directly 
recognizable [2,14], and due to the type of distribution of stock 
data, the clustering becomes harder. Unlike financial return series, 
price series is harder to handle, because it has more attractive 
statistical properties [2]. Even for a stock return series, the 
volatility is not directly recognizable and it becomes harder as far 
as the price curves are concerned. Thus, the financial analysis 
sector has a thirsty of identifying relationships between original 
price curves, rather than trend and other curves.  

Many stock analysis researchers and companies are searching for 
the right methods to cluster stock data in order to perform their 
analysis. This paper introduces a novel model for time-series 
clustering, including a new dimensionality-reduction approach. 
This can be taken as a case study for time-series clustering big-
data fields. Comparative decisions made in the noise removal 
stage enhanced the clustering quality. The novel dimensionality-
reduction approach is suitable for time-series data, for stock data, 
and for other huge data sets. The novel model is applied 
successfully on real stock data of Yahoo finance to evaluate the 
accuracy and performances. The cluster evaluation shows that, 
this can cluster stock price curves very effectively and efficiently. 
The next section will discuss the related work. 

2. Related Work 

A time series is “a sequence 𝑋𝑋 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑚𝑚) of observed data 
over time”, where 𝑖𝑖 = 1, 2, … ,𝑚𝑚 are time units and 𝑚𝑚 is the 
number of observations [7]. It has a temporal order [8], often large 
and might contain outliers and essentially high-dimensional data 
[7]. The time series X can be considered as a point in n-
dimensional space. This suggests that time series could be 
clustered using clustering methods. Time series tend to contain 

highly-correlated features. Thus, time-series data are usually good 
applicants for dimensionality reduction [9]. 

Let 𝑃𝑃𝑡𝑡 be the price of an asset at time index𝑡𝑡. Thus, the One-Period 
Simple Return is holding the asset for one period from date 𝑡𝑡 − 1 
to date 𝑡𝑡 would result in a simple gross return of 𝑅𝑅𝑡𝑡  =   𝑃𝑃𝑡𝑡 − 𝑃𝑃𝑡𝑡−1

𝑃𝑃𝑡𝑡−1
 

[2]. Stock return series data follows a normal distribution of 
𝑁𝑁(0,𝜎𝜎2) [14], where mean 𝜇𝜇 = 0 and 𝜎𝜎2 is the variance.  

In order to reduce defects in the clustering stage, data 
standardizing is needed [13]. Calculating the mean absolute 
deviation and calculating the standardized measurement (z-score) 
are some methods. Z-score is defined as 𝑍𝑍 =   𝑥𝑥 − 𝜇𝜇

𝜎𝜎
, where 𝜇𝜇 is 

the mean and 𝜎𝜎 is the standard deviation of the sequence. 

Some of the dimensionality reduction techniques researchers 
which have been using for time-series data are Singular Value 
Decomposition (SVD) [7,9,14,15], the Discrete Fourier 
transforms (DFT) [7,9,16], the Discrete Wavelets Transform 
(DWT) [7,9,17], Piecewise Aggregate Approximation (PAA) 
[7,9], Principal component analysis (PCA) [12,18],  Factor 
analysis (FA) [12,19], Adaptive Piecewise Constant 
Approximation (APCA) [7], Piecewise Linear Approximation 
(PLA) [7], Independent component analysis (ICA), Chebyshev 
Polynomials (CHEB) [7], etc. Researchers have been using 
wavelets for dimension reduction [7,9,17] but, its only defined for 
sequences with length which are an integral power of two [9]. 
Therefore, this method cannot be used for time series processing 
with various lengths, which is a very huge limitation. PAA ignores 
the co-related behavior of time-series data. Thus, PAA is not a 
good solution to use for dimension reduction of time-series data.  

Singular Value Decomposition (SVD) had successfully been used 
[20], for time-series indexing [21]. Singular value is a good 
feature of a matrix and is suitable when data follow a normal 
distribution [14]. SVD is a global transformation, which is a 
weakness from the point of large data sets and strength from an 
indexing point of view. Additionally, the insertions to the clusters 
already have required re-computing SVD for the entire dataset. In 
order to eliminate these drawbacks, this research introduces a new 
extension of SVD to perform dimension reduction without these 
drawbacks.  

There are two categories of sequence matching methods, named, 
Whole Matching and subsequence Matching [7,9]. Whole 
matching needs comparing the query sequence to every candidate 
sequence. This can be reached by evaluating the distance function 
[9].  

When handling time series, the similarity between two time-series 
sequences of the same length can be calculated by summing the 
ordered point-to-point distance among them [7]. One of the 
widely used distance function is the Euclidean Distance [7] which 
is a good "gold standard" used to compare different approaches 
[9].  

Previous probability based clustering approaches do not 
adequately consider the case that the dataset can be too large to fit 
in main memory [22]. They do not recognize that the problem 
must be viewed in terms of limited resources such as keeping the 
I/O costs low [22]. Using probability based approaches for time-
series data clustering is problematic due to co-related features 
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[8,23]. Distance based approaches like k-means assume that all 
the data points are given in advance and can be scanned frequently 
[22], which is not true in the case of large data sets.  
 

Balanced Iterative Reducing and Clustering using Hierarchies 
(BIRCH) has some good characteristics compared to the 
requirements. It is suitable for very large data sets, because it 
makes the time and memory constraints explicit [22]. The 
clustering decision is made without scanning all the data points 
[22], and in clustering, outliers can be removed optionally [22]. It 
ensures accuracy by fully utilizing the available memory to derive 
the finest possible sub clusters and ensures efficiency by 
minimizing the I/O costs  which cause a linear running time [22]. 
It only scans the dataset once [22]. 

BIRCH uses a clustering feature (CF) which is a triple, 
summarizing the information that we maintain about a cluster. 
Then, CF vector of the cluster that is formed by merging the two 
disjoint clusters can be calculated using CF additive theorem. The 
CF vectors can be stored easily and can be calculated easily and 
accurately when merging. Storing the CF vector is sufficient for 
making the clustering decisions. Thus, BIRCH only stores this CF 
vector [22]. Thus, BIRCH is suitable for a data set with lot of 
entries, such as huge number of stocks. CF Tree is a height 
balance tree, which stores CF entries of clusters [22]. The CF tree 
can build dynamically, while inserting data. Thus, BIRCH is very 
suitable for real-time, time-series big data clustering like in stock 
markets. Thus, future researchers can extend this study easily to 
real-time clustering, because, an updating is just like B+- tree 
[22]. The CF tree is a very compact representation of the dataset 
[22]. Thus, BIRCH is suitable for huge number of time-series 
sequences.  

In order to achieve a considerable efficiency level, parallel 
processing is needed. Since stock data falls into the big data 
category, parallel processing technique for big data is needed. 
According to K. Gutfreund [24], functional programming ideas 
and message passing techniques are intrinsic to MapReduce. 
Thus, we can achieve parallel processing using an implementation 
of MapReduce. 

Time series consists of four components [25]: Trend component, 
Seasonal variation, Cyclic component, and Irregular fluctuations. 
An upward or downward movement is known as a ‘trend’. A trend 
is the price that is continuing to move towards a certain direction. 
Moving-average lines are used to help a trader to identify the 
direction of the trend more easily. The simple moving average is 
formed by computing the average price of a security over a 
specific number of periods. This time period can be selected as 
10, 20, 50, 100 or 200. The next section will discuss the design 
stage. 

3. Design 
 

The main objective of this research is to study a novel model for 
time-series data clustering, which is suitable for stock market 
data. It is assumed that the stock data follows a normal distribution 
as explored in the literature.  

Most of the financial studies involve in returns. When 𝑃𝑃𝑡𝑡 indicates 
the closing price of day𝑡𝑡, and 𝑃𝑃𝑡𝑡−1 indicates the closing price of 
day𝑡𝑡 − 1, one can calculate the stock-returns series using:  

 𝑅𝑅𝑡𝑡  =   𝑃𝑃𝑡𝑡 − 𝑃𝑃𝑡𝑡−1
𝑃𝑃𝑡𝑡−1

 for 𝑡𝑡 > 1 and 0 when 𝑡𝑡 = 1 (1) 
Sometimes, time-series data usually contains missed values. Let’s 
assume that day t is missing. Then, in order to handle missed 
values, we use: 

 𝑅𝑅𝑡𝑡  =   
𝑅𝑅𝑡𝑡−1 +  𝑅𝑅𝑡𝑡+1

2
 (2) 

Stock-returns data series follows a normal distribution. 
Standardization or z-scores converts all indicators in to a common 
scale with an average of zero and standard deviation of one. 
Therefore, the z-score normalization is used. 

 𝑍𝑍 =   
𝑅𝑅𝑡𝑡  −  𝜇𝜇

𝜎𝜎
 (3) 

 𝜇𝜇 =  1 𝑛𝑛� � 𝑅𝑅𝑡𝑡
𝑛𝑛

𝑡𝑡=1
 (4) 

 
𝜎𝜎 =  �

∑ (𝑅𝑅𝑡𝑡 − 𝜇𝜇)2𝑛𝑛
𝑡𝑡=1

𝑛𝑛
 (5) 

4. Piece wise Singular value decomposition (SVD) 

The time series are usually good candidates for dimensionality 
reduction because they contain highly-correlated features [9]. To 
represent sequences, matrix is required. Singular value is a good 
feature of a matrix. It is feasible to use the SVD, when data 
follows a normal distribution [14] and also suitable for 
representing neighborhood. Therefore, the SVD is selected in this 
design. But, in order to reduce drawbacks of SVD, this paper 
introduces a novel approach to accomplish dimensionality 
reduction. This method is motivated by the simple observation 
that most of the time-series datasets can be approximated by 
segmenting the sequences into equal length sections and then 
recording the SVD of these sections, similar to the vectoring 
process used in PAA with mean value [9]. We can efficiently 
represent a "neighborhood" of data points with the reduced SVD 
value. These SVD values can be indexed efficiently in a lower 
dimensional space. This method can calculate SVD locally, and 
this new piecewise SVD removes the necessary of re-computing 
SVD for the entire dataset, when inserting to the clusters that we 
already have. Let us denote a time series query as 𝑋𝑋 = 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 
and the set of time series of the dataset as 𝑌𝑌 = {𝑌𝑌1, … ,𝑌𝑌𝐾𝐾}. Let us 
assume that each sequence in Y is n units long (Previously, used 
filling value techniques for achieving this). Let N be the 
dimensionality of the transformed space that we wish to 
index(1 ≤ 𝑁𝑁 ≤ 𝑛𝑛). N may or may not be a factor of n. N being 
a factor of n is not a requirement of this approach. A time series 
X of length n can be represented in the N space by a vector  𝑋𝑋� =
 𝑥𝑥1���, … , 𝑥𝑥𝑁𝑁���� . Let us take a nonnegative real number 𝜎𝜎𝑖𝑖 as the 
singular value for the matrix, generated by the vector�̅�𝑥𝑖𝑖. Then, the 
new reduced time series can be represented as 𝑊𝑊 =  𝜎𝜎1, … ,𝜎𝜎𝑁𝑁. 
The ith element of W is calculated by the following equation: 

 
𝜎𝜎𝑖𝑖 =  𝑆𝑆𝑆𝑆𝑆𝑆

�𝑗𝑗=𝑛𝑛𝑁𝑁(𝑖𝑖−1)+1�

�𝑛𝑛𝑁𝑁𝑖𝑖� 𝑥𝑥𝑗𝑗 (6) 

In simple terms, to reduce the time series from n dimensions to N 
dimensions, the data is divided into N equal sized "frames". The 
SVD of the data falling within a frame is calculated and that is a 
nonnegative real number. The sequence of these 𝜎𝜎𝑖𝑖 values 
becomes the reduced time series representation. 
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5. Time series matching technique 

In order to use with SVD, whole matching is selected. Here, since 
we are using the whole matching technique, as the previous 
original series, time series 𝑋𝑋 = 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 needs to be compared 
with all the other series in 𝑌𝑌 = {𝑌𝑌1, … ,𝑌𝑌𝐾𝐾 }. After dimension 
reduction, the time series 𝑋𝑋 has been reduced to 𝑊𝑊 which has 𝑁𝑁 
dimensions. Furthermore, all the other time series in the data set 
𝑌𝑌 = {𝑌𝑌1, … ,𝑌𝑌𝐾𝐾  } has been reduced to set of series with 𝑁𝑁 
dimensions. Let us take all the other series in the reduced data set 
as 𝑌𝑌𝑁𝑁 = {𝑌𝑌1𝑁𝑁 , … ,𝑌𝑌𝐾𝐾𝑁𝑁  } and 𝑌𝑌𝑖𝑖𝑁𝑁 =  𝜎𝜎1′, … ,𝜎𝜎𝑁𝑁′ . Thus, to perform 
whole matching, one has to compare the reduced time series 𝑊𝑊 =
 𝜎𝜎1, … ,𝜎𝜎𝑁𝑁 with the other time series in the data set 𝑌𝑌𝑁𝑁 =
{𝑌𝑌1𝑁𝑁 , … ,𝑌𝑌𝐾𝐾𝑁𝑁  }. This comparison accomplished with measuring the 
distance as stated in the next section (III). 

6. Distance Measure 
For certain applications the Euclidean distance measure can 
produce notions of similarity which are very unintuitive. Thus, as 
a prototype, we use Euclidean distance measure. The Euclidean 
distance is a good "gold standard" [9] and BIRCH also supports 
Euclidean distance. 

 
𝑆𝑆(𝑋𝑋,𝑌𝑌) =  𝑆𝑆(𝑍𝑍,𝑌𝑌𝑁𝑁) ≡ �� (𝜎𝜎𝑖𝑖 − 𝜎𝜎𝑖𝑖′)2

𝑁𝑁

𝑖𝑖=1
 (7) 

 

7. Time series clustering 

In this research study, we propose clustering to identify dense and 
sparse regions in set of stock time series and, to discover overall 
distribution patterns and interesting correlations among stock time 
series [13]. Clustering can also be used for outlier detection. 
Alternatively, the proposed clustering method may serve as a 
preprocessing step for other algorithms, such as characterization; 
attribute subset selection, and classification, which would then 
operate on the detected clusters. Clustering can reduce a lot of 
time in selection of stocks as stocks of similar categories [26]. 

A. Requirements of clustering: 

First, it is required to identify the requirements of the proposed 
clustering algorithm. Since stock data are time-series data, be able 
to cluster time series data. Number of stocks is huge and volume 
of stocks is also large. Therefore, we need to find a method for 
efficient and effective cluster analysis of large datasets. Ability to 
handle outliers, minimal requirements for domain knowledge to 
determine input parameters, and ability to incorporate with newly 
inserted data into existing clusters are the requirements. 

B. Clustering algorithm – BIRCH 
As described, BIRCH only stores CF vectors. CF vectors can be 
stored easily and can be calculated easily and accurately when 
merging. Storing CF vector is sufficient for clustering decisions 
[22]. Thus, BIRCH is good for a data set with lot of entries, such 
as a huge number of stocks. Furthermore, each entry in a leaf node 
is a sub-cluster, and not a single data point. Thus, the CF tree is a 
very compact representation of the dataset [22]. Therefore, 
BIRCH is suitable for a dataset with huge number of time series 
sequences.  

 
1 https://github.com/perdisci/jbirch  

 
Furthermore, the CF tree can be built dynamically, while inserting 
data. Therefore, BIRCH is very suitable for real-time, time-series 
big data clustering like in stock markets. Thus, future researchers 
can extend this research study to real time clustering [22]. 
Therefore, BIRCH which is used in this research is to give an 
efficient and accurate solution. 
8. Map Reduce 

In order to give an efficient solution, parallel data processing 
technique is used. Therefore, Java Application Program Interface 
(API) of Hadoop MapReduce is selected for the implementation. 
Next section will discuss the implementation stage. 

9. Implementation 

The implementation is divided into three main phases. The first 
phase involves in processing the time series, generating returns 
and data normalization. The second phase is to generate the 
reduced series. Clustering using BIRCH is the last phase. This 
phase generates clusters with the same trend, which can be used 
for further clustering using another method or can be used for 
further analysis process. Furthermore, clusters with single stock 
can be used for stock fraud detection.  

Stock data from yahoo finance, during 1st of January 2000 and 30th 
of November 2016 were selected. Thus, Number of records per 
company is 6179 and Number of companies used is 9000. The 
data is in ‘metastock’ format. 

Apache Hadoop MapReduce is used to achieve the parallelism of 
processing. Apache Hadoop Java API, Hadoop libraries, and 
Apache Mahout Libraries were used in the implementation. Next 
sections will describe the steps of the implementation.  

First, filled missing values and then normalization process were 
implemented using java. Then as described in earlier sections, 
‘piecewise SVD’ was implemented. Due to the local behavior of 
new piecewise SVD, it can effectively be used for parallel 
processing. This piecewise SVD removes the necessity of re-
computing SVD for the entire dataset, when inserting the clusters 
that we already have. Thus, we only need to calculate the reduced 
series for the current insertion series. Then the clustering process 
was implemented. In order to accomplish the implementation of 
BIRCH, we modified the ‘jbirch’ implementation of ‘Roberto 
Perdisci’1 according to our requirements. Next section will focus 
on evaluation and results. 

10. Evaluation And Results 

This section evaluates the difference phases of the proposed 
approach based on comparisons, time complexity and visual 
analysis of results.  

First, we focus on the novel dimensionality-reduction approach 
and time complexity of it. Let us take an example time series: 
closing prices of stock Aalberts Industries (AALB.AS). This 
series contains 4401 values and is shown in Figure 1. (Using the 
chart from Yahoo Finance to visualize easily)  
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Figure 1- Closing prices of stock Aalberts Industr (AALB.AS) 

When using piecewise SVD and number of dimensions as 8, this 
time series is reduced to: 

 [532.6446625096315, 416.8873393376198, 
930.5871525547732, 1102.8832536583386, 
206.39692810698506, 325.16997582033906, 
472.1037659773537, 663.7071469029098] and is shown in 
Figure 2. 

 
Figure 2- Closing prices of AALB.AS, when using piecewise 

SVD and 8 dimensions 

In order to do a comparison, particular original series processed 
using piecewise aggregate approximation (PAA) with 8 
dimensions. Results are: 

[22.53275164735288, 17.36341740513517, 38.1274619404681, 
39.638409452397134, 8.413749602363096, 
13.765098841172463, 19.827730061349694, 
28.209734151329258] and shown in Figure 3. 

 
Figure 3- Closing prices of AALB.AS, when using PAA and 8 

dimensions 

When comparing two graphs (Figure 2 and Figure 3), both have 
much similar shapes.  

Let us take the same time series: closing prices of stock 
AALB.AS. When using piecewise SVD and number of 
dimensions as 20, this time series has reduced to: 

[332.3925127014745, 364.7341703213453, 
290.44596055032366, 203.1714561644916, 
297.2408049040378, 417.95588810303883, 
591.8952354935798, 846.2187567644681, 891.780199993249, 
214.3798407033649, 111.96008132365769, 
125.80219373683428, 182.04229624732812, 
216.06621785924793, 200.37451241363, 241.1271972942913, 
331.1352621663843, 349.7118797667588, 426.1323476339242, 
437.8459535327464] and shown in Figure 4. 

 
Figure 4- Closing prices of AALB.AS, when using piecewise 

SVD and 20 dimensions 

In order to do a comparison, particular original series processed 
using PAA with 20 dimensions. Results are: 

[22.284253578732113, 24.53078845716883, 
19.513928652578947, 13.629266075891842, 
19.782185866848458, 27.921654169506937, 
39.799772778913876, 56.72833446943877, 
55.645944103612784, 14.31897296069074, 
7.061522381276979, 8.299890933878666, 
12.191888207225627, 14.44708020904339, 
13.446739377414218, 16.193206089525106, 
22.225585094296747, 23.433946830265832, 
28.684389911383786, 29.556532606225836] and shown in 
Figure 5. 

 
Figure 5- Closing prices of AALB.AS, when using PAA and 20 

dimensions 
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When comparing two graphs (Figure 4 and Figure 5), both have 
much similar shapes but, piecewise SVD has a better gap between 
values with dimension number. Thus, this helps to give more 
accurate clusters in the clustering process. Further, when 
comparing Figure 3 and Figure 5, PAA has changed the shape of 
the graph, because PAA is ignoring the co-related behavior of 
values of time series. But, piecewise SVD remains the same 
shape, when comparing Figure 2 and 4. Thus, when using 
piecewise SVD, number of dimensions has reduced accurately. 
Therefore, this technique can be used to reduce stock time-series 
data. Furthermore, because of the new local behavior of SVD, can 
use this new piecewise SVD in the clustering process effectively. 
Effectiveness will be evaluated in the next section. 

11. Evaluation of the time complexity 

For full SVD, on an 𝑚𝑚 × 𝑛𝑛  matrix A, [𝑈𝑈, 𝑆𝑆,𝑆𝑆] = 𝑆𝑆𝑆𝑆𝑆𝑆(𝐴𝐴), the 
time complexity is in 𝑂𝑂(min(𝑚𝑚𝑛𝑛2,𝑚𝑚2𝑛𝑛))  [27]. Thus, when K is 
the number of stocks and n is the length of a time series, as the 
previous old method, time complexity is:  

 𝑂𝑂(min(𝐾𝐾𝑛𝑛2,𝐾𝐾2𝑛𝑛)) (8) 

For a dataset with a higher number of series (higher K), or for a 
dataset with long time series (higher n), above value is high. In 
the piecewise SVD in this research, when computing SVD for one 
vector in one sequence, 𝑚𝑚 = 1 and 𝑛𝑛 = 𝑛𝑛 𝑁𝑁⁄ . Thus,  

 𝑂𝑂(min(𝑚𝑚𝑛𝑛2,𝑚𝑚2𝑛𝑛)) =  𝑂𝑂�min�(𝑛𝑛 𝑁𝑁⁄ )2, (𝑛𝑛 𝑁𝑁⁄ )��
= 𝑂𝑂(𝑛𝑛 𝑁𝑁⁄ ) 

(9) 

The complexity of one time series is given by:  

 𝑁𝑁 ×  𝑂𝑂(𝑛𝑛 𝑁𝑁⁄ ) = 𝑂𝑂(𝑛𝑛) (10) 

Computing reduced time series for different sequences are 
processed in parallel. Thus, there is no impact of 𝐾𝐾 in the 
piecewise SVD. Therefore, the piecewise SVD has a lower time 
complexity than the original SVD. Another major advantage of 
the piecewise SVD is the ability to perform SVD locally. As a 
result of using one time series at a time, we can perform SVD 
locally and thus, can add a new series to existing clusters without 
computing the SVD for the whole data set. Therefore, the local 
behavior removes the necessity of re-computing the SVD for the 
entire dataset, when inserting the clusters that we already have by 
adding a parallelization strategy. 

12. Evaluation of the clustering 

In most of the previous research approaches, the quality of the 
stock clustering and time-series clustering have been validated via 
visualizing the resulting clusters instead of statistical 
measurements [5,14,28,29,30]. The reason is that even though the 
statistical measurements give a numerical number, they cannot 
give accurate measurements. Thus, to assess how well this 

 
2 https://finance.yahoo.com  

methodology clusters stock-market data, we performed a visual 
analysis of sets of stocks in the same groups and those in different 
groups. Yahoo Finance line charts were used to plot stock price 
movements of these stocks over the maximum period of available 
time, and the actual time period used in this research (i.e., Jan 1, 
2000 to Nov 30, 2016) is visualized using a vertical line when 
needed.  

 
Figure 4- Final clustering results of a sample with 156 stocks 

from AMEX sector 

Let us take closing prices and trends of some stocks of cluster 
16, as an example. Graphs are taken from the current yahoo 
exchange pages of particular stock2. Blue line indicates the 
original closing prices of stocks. Also, in order to compare only 
the trend part, let us take simple moving averages of IJR, IWN, 
IJS and IWM stocks of cluster 16. The simple moving average is 
used to get the trend out of the stock-price time series. Thus, now, 
seasonal and irregular parts have been removed. Here, the green 
line is the simple moving average with 50 periods and the red line 
is the simple moving average with 100 periods, which indicates 
trends. 

http://www.astesj.com/
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Table 1- Price curves and trend curves of cluster 16 

Thus, according to the graphs of cluster 16, price curves of stocks 
of cluster 16 are much similar. Also, it shows that, the trend curves 
of same cluster stocks are same. Therefore, financial analyzers 
can use trend curves of stocks of a cluster to build a model of trend 
curves. Furthermore, it can be used to forecast stocks of that 
cluster, using models like Autoregressive Integrated Moving 
Average (ARIMA) models. Let us take some outliers, which are 
clusters with only one stock. Let us take simple moving averages 
of those outliers in order to compare only the trend part of outliers. 
Starting point of our data set is “Jan 1 ‘00”, which is indicated by 
a crossed horizontal and vertical line. 
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Table 2- Price curves and Trend curves of outliers 

Thus, there exist a big different between shapes of price curves 
between outliers. For example, there is an abnormal behavior due 
to sudden downtrend in ELR of cluster 23. Thus, financial 
analyzers can further process outliers for fraud detection using 
price curves or trend curves. Furthermore, price curves of stocks 
of cluster 16 and price curves of outliers have a dissimilarity. 
Thus, from these stock price plots, it is apparent that the shapes of 
the same cluster price curves are similar, but there is a great 
difference in different clusters. The trend curves of outliers are 
different from other stock trends and can detect sudden decreases 
of trends like in ELR of cluster 23. 

When the distance threshold increases, it can be got outliers far 
away from other clusters, which is good for further processing of 
fraud detection. When the distance threshold decreases, more 
refined clusters can be gained to receive accurate forecasting 
results. 

13. Stress testing results 
In order to give some indication about the running time of the 
program, running times with different number of stocks are listed 
below. Here, one stock is 6179 dimensions lengthier. 

• Total time: Total running time in milliseconds 
• CommittedVirtualMemorySize: The amount of virtual 

memory that is guaranteed to be available to the running 
process in bytes, or -1 if this operation is not supported. 

• FreePhysicalMemorySize: The amount of free physical 
memory in bytes. 
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• FreeSwapSpaceSize: The amount of free swap space in bytes. 
• ProcessCpuLoad: The "recent CPU usage" for the Java 

Virtual Machine process. 
• ProcessCpuTime: The CPU time used by the process on 

which the Java virtual machine is running in nanoseconds. 
• SystemCpuLoad: The "recent CPU usage" for the whole 

system. 
• TotalPhysicalMemorySize: The total amount of physical 

memory in bytes. 
• TotalSwapSpaceSize: The total amount of swap space in 

bytes. 

Numb
er of 
stocks 
proce
ssed 

Size of 
stocks 

Running time, CPU and Memory usage 

156 29.1 
MB 
(30,525,
923 
bytes) 

 
500 61.3 

MB 
(64,380,
826 
bytes) 

 
1000 124 MB 

(130,96
0,596 
bytes) 

 
2000 254 MB 

(267,26
4,965 
bytes) 

 

4000 525 MB 
(550,96
3,670 
bytes) 

 
6000 789 MB 

(828,03
2,464 
bytes) 

 
8000 1.07 GB 

(1,149,9
46,977 
bytes) 

 
9000 1.23 GB 

(1,327,0
82,337 
bytes) 

 
Table 3- Running time, CPU and Memory usage with different 
loads of stocks 

Thus, according to these comparisons, it shows that this method 
can process massive data sets. Therefore, this method is suitable 
for process time series big data such as stock time series. 

14. Conclusions and Future Work 

In this paper, clustering method for time-series data based on SVD 
is proposed. The method takes advantages of the piecewise SVD 
and clustering to visualize efficiently the time-series data, which 
improves the processing efficiency and analysis of time-series 
data. We successfully implemented this method on Hadoop 
platform which provides the capabilities to process massive data. 
Furthermore, the real historical stocks are analyzed by this method 
on Hadoop platform: first, the data normalization, then, the feature 
extraction by piecewise SVD, and finally, the clustering by 
BIRCH with good results. 
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15. Conclusions 
This research added a value to time series, data mining, and big 
data fields. First of all, this research explores a theoretical 
background related to time-series data. This can be seen as a case 
study to time-series mining research area. Very special decisions 
made in the stock data normalization phase can apply to time 
series data sets which follow a normal distribution. Furthermore, 
the novel piecewise SVD approach has numerous advantages than 
previous approaches. It is simple to understand and implement 
and can be applied to dimensionality reduction very accurately 
and efficiently. This will solve most of the problems with high-
dimensionality and high-noisy in time-series data. Furthermore, 
the novel piecewise SVD has a local behavior, which is an 
opposite characteristic when considering the original SVD which 
has a global behavior. Therefore, this new piecewise SVD is 
suitable for big data.  Furthermore, because of this local behavior, 
piecewise SVD can be used for parallel processing, and this 
piecewise SVD removes the necessity of re-computing the SVD 
for entire dataset, when inserting to the clusters we already have. 

Previous stock and other time-series clustering methods have only 
succeeded with traditional clustering methods like k-means, 
canopy, AprioriAll, SOM, etc. This research concludes that, 
BIRCH is suitable for data distributions which have time-series 
behavior with high noise and high dimensions such as stocks and 
can be used to cluster massive time series data very accurately and 
efficiently.  

Therefore, the overall methodology can be applied to process big 
time-series data with a normal distribution such as stocks in an 
efficient manner.  

As stated in literature, the previous stock data clustering methods 
focused only on clustering the trend curve, because, it is very 
difficult to cluster the actual prices. But, in this research, the price 
curves of the stocks have clustered efficiently in an accurate 
manner. The first reason for this is that the correct methods used 
in the preprocessing stage, which was selected after a good study 
about time series data behaviors and stock data behaviors. The 
second reason is the novel approach of using SVD accurately with 
a local behavior. 

Therefore, the method of this research can support exploratory 
search and facilitate serendipitous discovery. Besides revealing 
groups of similar stocks, this visualization can be used to find 
stocks that show different trading patterns. Such discovery can 
help traders to identify, for example, a set of hot stocks, stocks 
with a same trend and outliers and can further analysis of fraud 
detection or for forecasting. Instead of chasing the hot stocks, 
some investors may prefer to buy undervalued or oversold stocks. 
To find such stocks, they can explore clusters of stocks that have 
a sudden downtrend. This strategy may help financial analyzers 
to reduce the volatility of a portfolio and assist in decision-making 
process of buying and selling stocks. Therefore, this research 
enhances the prediction procedure of time-series data via an 
optimum clustering method. 

Future directions 
In order to identify subtle patterns with very short life times, 
Piecewise SVD will be extended for subsequent matching, instead 

of whole matching. Furthermore, future work should be continued 
to cluster data with different dimensions and should be continued 
to time series forecasting, with respect to particular data domains 
separately. Furthermore researchers can extend the methodology 
for different data distribution types, instead of normal 
distributions. Moreover, the researchers can extend this to real 
time stream processing using big data engine such as Spark 
because of BIRCH. 
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 The paper presents an analytical study on a wireless traffic dataset carried out under the 
different approaches of machine learning including the backpropagation feedforward 
neural network, the time-series NARX network, the self-organizing map and the principal 
component analyses. These approaches are well-known for their usefulness in the modeling 
and in transforming a high dimensional data into a more convenient form to make the 
understanding and the analysis of the trends, the patterns within the data easy. We witness 
to an exponential rise in the volume of the wireless traffic data in the recent decade and it 
is increasingly becoming a problem for the service providers to ensure the QoS for the end-
users given the limited resources as the demand for a larger bandwidth almost always exist. 
The inception of the next generation wireless networks (3G/4G) somehow provide such 
services to meet the amplified capacity, higher data rates, seamless mobile connectivity as 
well as the dynamic ability of reconfiguration and the self-organization. Nevertheless, 
having an intelligent base-station able to perceive the demand well before the actual need 
may assist in the management of the traffic data. The outcome of the analysis conducted in 
this paper may be considered in designing an efficient and an intelligent base-station for 
better resource management for wireless network traffic. 
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Principal component analysis 

 

 

1. Introduction   

Today, the communication has become an integral part of the 
daily activities for everyone. For example, the services such as 
video on demand (VoD), downloading music, stream video data, 
voice over IP (VoIP) and live video conference calls have become 
a part of the daily activities of the users. Such applications need a 
high quality of service, particularly for voice in real time. 
Resultantly, a lot of wireless technologies such as 3rd Generation 
(3G), wireless fidelity (Wi-Fi), Worldwide Interoperability 
Microwave Access (WiMAX), Global System for Mmobile 
Communications (UMTS) and the Evolution of the Long-Term 
(LTE) are growing to meet the accelerated needs of the users to 
provide them anywhere, anytime access to the Internet. In the 
recent past, the main point in the telecommunications sector is the 
next generation wireless networks (NGWNs). These networks 
consist of different techniques to gain access to the network to 

provide unlimited access to the internet, global roaming, high-
speed and an increased user satisfaction. 

The NextGen Wireless Networks are a combination of circuit-
switched networks, various services, and packet switching. It is 
covering a wider area in which the user can take advantage of 
different wireless networks to improve the call quality. NextGen 
comprises of the services independent of the core technologies 
related to transport [1, 2]. It can be defined as a complex process, 
easily accessible, convenient and converging economic, efficient 
and flexible, personal and real, reliable and secure [3]. 

The fundamental technical issues for the NextGen Wireless 
Networks include end-to-end QoS, mobility management, energy 
efficiency, call admission control, resource allocation, and 
security. This has encouraged many researchers to develop the 
QoS models for the NextGen Wireless Networks [4]. In mobility 
the connected base station cannot support the ongoing session, and 
it has to handover the session to the new base station [5]. Under 
the wireless communication, most of the network equipment 
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operate on battery power and with the limited resources just not 
capable to provide the energy to keep the equipment alive for 
extended time period [6]. Controlling calls in wireless 
communication is a process of administering the traffic volume. 
The decision of whether a new call has to be admitted, delayed, 
dropped or forwarded to a neighboring network is decided by this 
sub-system. The incoming traffic can further be split into real time 
i.e. video and voice, and non-real time i.e. images, text, etc. [7]. As 
the NextGen Wireless Networks are distributed and open 
architectures so it offers easy access to the services, information 
and the resources together with constant abuse from the fraudsters, 
hackers and crime units [8]. User identification based on the IP 
layer can be easily tampered within such networks. The packets 
sent over the network can be easily identified with a "borrowed" 
IP address, which grants the unauthorized users to mimic the valid 
ones. These intruders abuse services and gets benefit with the 
expenditures of legitimate users, who do not know the actual 
situation [9]. Such intruders can get a valid electronic serial 
number and mobile identification number during the registration 
process of the call. They can duplicate the same number on the 
other handset and utilize the services in the name of real user. A 
mobile node utilizes Mobile IP and Session Initiation Protocol 
(SIP) under subscriber mobility [10]. The installation of small cell 
base stations on the existing macro cellular systems is presented as 
a solution for an optimized coverage, offloading traffic and to 
boost the capacity of the next generation wireless networks in [11]. 
A comprehensive overview of the machine learning approaches 
used to address different issues in the wireless sensor network is 
provided in [12]. The researchers supported the use of machine 
learning techniques to better monitor the dynamic behavior that 
emerges out of the sensor network over time. For enhanced traffic 
management, the researchers performed classification of the traffic 
data through supervised machine learning approaches [13]. For 
mobile big data, the challenges of computing capabilities, 
spectrum efficiency and backhaul / fronthaul link capacity are 
discussed in [14]. The study presented different opportunities and 
the bottlenecks in the design of the scalable wireless systems to get 
adapt to the big data.  

The foremost issue in the NextGen Wireless Networks is 
guaranteeing the QoS and provision of requisite resources to the 
connected subscribers from the service provider at any time. This 
claims the network reliability, bandwidth, timeliness, jitter, fault 
tolerance and seamless mobility among heterogeneous access 
networks. These needs are the driving factors for the NextGen 
Wireless Networks. Particularly, VoIP will be the most popular 
application in the future. It demands high QoS for the moving user. 
In this regard, many problems exist to make the NextGen Wireless 
Networks fully resourceful and well-matched with the existing 
services and technologies. For the moving subscribers providing 
the required service, by sustaining the adequate QoS while 
considering the various networks as well as the global roaming is 
a tricky job. The appearance of the irregular needs in the NextGen 
Wireless Networks require an effective assurance to satisfy the 
subscribers.  

To ensure the QoS for the subscribers, an understanding of the 
behavior of the network traffic is necessary. This would assist in 
following an adaptive policy for using the available network 
resources to guarantee QoS at an optimal level. To analyze the 
network traffic behavior, we used the self-organizing map and 
further employed the principal component analyses. An intelligent 
module within a base-station could be embedded with the 

outcomes of the analysis to take adaptive decisions intelligently. 
The module would estimate the future requirements of the 
bandwidth for a base-station as per the previous history and 
commit in advance the requisite resources from the backhaul 
network for the guaranteed bandwidth provision to the end-users. 
The real time data of a 3G wireless network established by the 
Pakistan Telecommunication Co. LTD i.e. CDMA2000 1xEV-DO 
Rev is used in this study. 

2. Intelligent Base Station 

A schematic diagram of an intelligent base station is shown in 
Figure 1. 

Following are the components of this intelligent model: 

• Monitoring Unit: This component monitors the data 
transferred from the Base Station to the connected 
subscribers periodically.  

• Storage Unit: This component stores the observed data in 
the memory to use for another component of this model i.e. 
Intelligent Forecasting Unit.  

• Intelligent Forecasting Unit: This component is the heart of 
the model, which facilities in forecasting of upcoming 
demands on the Base Station in a specific hour. It uses the 
previous stored data from the storage unit for predicting the 
upcoming resources requirement and subsequently 
forwards the request to the backhaul network in advance to 
allocate the forecasted bandwidth allocation. 

                   
              Figure 1: Intelligent base station model 

3. Neural Network Based Analysis 

The ANNs, owning a proven learning paradigm can be used 
effectively to develop such intelligent agent [15-27]. Three 
different NNs are tested to understand the patterns and the behavior 
lying within the network traffic data. The backpropagation 
feedforward neural network and the nonlinear autoregressive with 
external input neural network are used to better learn the demand 
time-wise. Whereas the self-organizing map is used to learn the 
key parameters to focus on. The training data comprises of the six-
month wireless traffic data acquired from the Pakistan 
Telecommunication Company Ltd. The training data comes in 
periodic shape i.e. hourly data with reference to the week-days and 
an average accumulative throughput in a particular hour. The 
mathematical models of the three NNs are given as under. 

Y = F2(LW2,1F1(IW1,1P + b1) + b2)                                 1a 
 

𝑋𝑋𝑘𝑘+1 =  𝑋𝑋𝑘𝑘 −  𝑎𝑎𝑘𝑘𝑔𝑔𝑘𝑘       1b 

𝐸𝐸 = 𝑀𝑀𝑀𝑀𝐸𝐸 = 1/𝑁𝑁∑ (𝑡𝑡𝑖𝑖 − 𝑎𝑎𝑖𝑖)2𝑁𝑁
𝑖𝑖=1                            1c 
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𝑔𝑔𝑘𝑘 = 𝜕𝜕𝐸𝐸𝑘𝑘
𝜕𝜕𝑤𝑤𝑖𝑖,𝑗𝑗

                    1d 
 

Y(t) = F(Y(t-1), ..., Y(t-n), X(t-1),..., X(t-n))             2 
 

iW(q) = iW(q-1) + α(P(q) – iW(q-1))             3a 
 

Ni(d) = {j, dij ≤ d}                                 3b 
The (1) define the feedforward neural network completely. The 

(1a) defines a three layered architecture with LW as the layer 
weights, IW as the input weight matrices and P as the input vector 
The sub-equation (1b) gives the learning rule to update the network 
parameters wherein Xk represents the vector of the current weights 
and the biases, gk is the current gradient and ak is the learning rate. 
The (1c) defines the mean square error (mse) which is also one of 
the stopping criteria used during the training phase. The (1d) 
defines the relation how to determine the gradient. The system of 
nonlinear autoregressive with external input (NARX) is defined in 
(2). In our case, the previous two terms (of both the input & output) 
are taken into account to calculate the current term. The model uses 
the same learning rule as given in (1b). The system of (3) provides 
the rule to update the weights of the winning neuron as well as of 
the neighboring neurons in a neighborhood d’ defined in (3b). All 
of the three models are programmed and tested in Matlab.  The 
used parameters are given in the following tables Table-1, Table-
2 and Table-3 against each model.  

The results of all the three models provide a very clear 
understanding of the relations among the variables embedded in 
the data. The function approximation performed by the 
feedforward model (1) provides a strong evidence of the relation 
between the output variable (throughput) and the input-vector 
(comprising of eight input elements). The training-performance for 
the feedforward model went perfectly well as shown in Figure-2 
as all the three segments of the training data sets, i.e., the training, 
the testing and the validation got to converge optimally. The value 
of ‘R’ achieved in this case is R = 0.9867 (regression value).                                                          

The NARX model (2) is also found capable of learning the 
underlying behavior of the network traffic data. The function 
Bayesian Regularization is used for training purpose as it produces 
the better generalization for a complex and noisy data. The 
principle of adaptive weight minimization is followed to stop the 
training. In this model, the previous two states of the input-time-
series and the target-time-series are taken into account to predict 
the next value in the output-time-series. The regression value is 
found to an acceptable level as R=0.983. An important graph of 
the NARX model, i.e., the time-series response is shown in      
Figure-3. A close similarity can be seen between the outputs and 
the targets. The lower part of the graph shows the error graph 
which is found well within the confidence interval. The objective 
of testing the SOM model over the traffic data is to reduce the data-
dimensionality to see which variables are more intrinsic to the 
resource-requirement. A network of 100 neurons fully mapped the 
underlying data space. The impact of the variables on the network 
is fully conveyed in the input weight-planes. All the input weight-
planes corresponding to the input variables are given in the              
Figure-4. The weight-planes for the input-1 to the input-7 contain 
most of the part as dark regions indicating zero or lower values for 
the weights between the network-neurons and that particular input. 
This would suggest the days of the week are not to play much role 
in deciding the network resource management as the traffic varies. 
The weight-plane for the 8th input variable, i.e., the hours, 
comprised of more bright spots and fewer dark ones presenting a 

strong connection strength with the network-neurons. The                            
9th weight-plane owns much of the bright spots as compared to the 
rest of the weight-planes showing the resilient connections with 
the neurons of the network. 

(Dataset Distribution-%) 
Training/Testing/Validation (70)(15)15) 

ANN Architecture 8-25-1 

No. of input neuron 8 

No. of hidden layer 1 
No. of output neuron 1 
Training Algorithm Levenberg-Marquardt 

Error performance function MSE 

Maximum Epochs 1000 

   Table. 1. Parameters used for Feedforward ANN Model 

(Dataset Distribution-%) 
Training/Testing/Validation (70)(15)15) 

ANN Architecture A 3-layered time 
delay network 

No. of input neuron 8 

No. of hidden layer 1 

No. of output neuron 1 

Training Algorithm Bayesian 
Regulation 

Error performance function MSE 

Maximum Epochs 1000 

            Table. 2. Parameters used for NARX Model 

SOM Architecture 10 x 10 

Neighborhood size 3 x 3 

No. of input neurons 9 
No. of output neurons 100 
Training Algorithm Batch weight / Bias 

Error performance function MSE 
Maximum Epochs 200 

     Table. 3. Parameters used for SOM Model 

  
              Figure 2. Feedforward Training Performance 
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4. Principal Component Analysis  

The principal component analysis is regarded as one of the 
fundamental approach to simplify the data. A wide use of this 
approach has been reported in the relevant literature [28-29-30]. 
The approach basically transforms a redundant data comprising of 
linearly correlated variables into a non-redundant dataset of 
orthogonal (uncorrelated) variables. The transformation results 
into a projection of the existing data to a new data-space where 
each axis corresponds to an orthogonal variable, i.e., principal 
component. The principal components are arranged in terms of 
their variance, i.e., the first component (axis) holds the maximum 
variance, the second component, being orthogonal to the first 
component, holds the second-highest variance along its axis and so 
on. This projection highlights the real trends within the data which 
drive the overall behavior of the data. In the following, the results 
of the approach are presented conducted on wireless traffic dataset. 
The dataset is comprised of nine variables.   

 

 

 

 

 

 

 

 

 

 

 

 

 

           Table 4. Variances of Principal Components 

The variance and the variance-percentage for each principal 
component is given in the Table 4. This shows only the very first 
principal component contributes more in terms of variance as its 
share is 17.85 %. Most of the principal components, i.e., from 2 to 
7 have almost a constant share of variance whereas the last two 
components present negligible share. Figure-5 provides a 
graphical representation of the share of each principal component 
variance-wise. In general cases, the first three or four principal 
components are considered enough to represent much of the 
variance in the data but in our case except the very last two 
principal components, all of the first seven principal components 
contribute significantly in the variance. In Figure-6 all the nine 
variables are represented as vectors wherein the direction and the 
length of each vector shows the contribution of each vector to the 
first two principal axis. For example, the first principal component 
along the horizontal axis, has the positive coefficients for the 
variables Hr. (hour), Throughput, Sunday, Saturday, Friday and 
Thursday. This gives an idea that more variance occur in these 
days. The maximum variance are for the variables Hr. and the 
Throughput as both are also in complete parallel to the component’ 
axis.  This also shows that the variables Mon, Wed and Tue have 
no influence on the first principal component as these fall on the 
negative side of the horizontal axis. The second principal 

component, on the vertical axis, has positive coefficients for the 
variables Mon, Wed, Sun, Sat, Hr. and Throughput whereas the 
negative coefficient for Tue, Fri and Thu. The PCA analysis shows 
the main driving forces behind the variances in the data come from 
the variable Hr., Throughput and the days like Thu, Fri, Sat and 
Sun. These results are in complete compliance with the findings of 
self-organization map presented in Figure-4. The weights of the 
network out of the input-9 (Throughput) and the input-8 (Hr.) are 
much stronger as compared to the weights from the remaining 
inputs. Also the weights from the input-4, input-5, input-6 and 
input-7 (correspond to Thu, Fri, Sat and Sun) contain slightly more 
grey areas as compared to the weights from the remaining 
counterparts, i.e., input-1, input-2 and input-3 which correspond to 
Mon, Tue and Wed. 

5. Results and Discussion 

The results of all the three models provide a very clear 
understanding of the relations among the variables embedded in 
the data. The function approximation performed by the 
feedforward model (eq. 1) provides a strong evidence of the 
relation between the output variable (throughput) and the input-
vector (comprising of eight input elements). The training-
performance for the feedforward model went perfectly well as 
shown in Figure-2 as all the three segments of the training data 
sets, i.e., the training, the testing and the validation got to converge 
optimally. The value of ‘R’ achieved in this case is R The NARX 
model (eq. 2) is also found capable of learning the underlying 
behavior of the network traffic data. The function Bayesian 
Regularizationis used for training purpose as it produces the better 
generalization for a complex and noisy data. The principle of 
adaptive weight minimization is followed to stop the training. In 
this model, the previous two states of the input-time-series and the 
target-time-series are taken into account to predict the next value 
in the output-time-series. The regression value is found to an 
acceptable level as R=0.983. An important graph of the NARX 
model, i.e., the time-series response is shown in Figure-3. A close 
similarity can be seen between the outputs and the targets. The 
lower part of the graph shows the error graph which is found well 
within the confidence interval. The objective of testing the SOM 
model over the traffic data is to reduce the data-dimensionality to 
see which variables are more intrinsic to the resource-requirement. 
A network of 100 neurons fully mapped the underlying data space. 
The impact of the variables on the network is fully conveyed the 
input weight-planes. All the input weight-planes corresponding to 
the input variables are given in the Figure-4. The weight-planes for 
the input-1 to the input-7 contain most of the part as dark regions 
indicating zero or lower values for the weights between the 
network-neurons and that particular input. This would suggest the 
days of the week are not to play much role in deciding the network 
resource management as the traffic varies. The weight-plane for 
the 8th input variable, i.e., the hours, comprised of more bright 
spots and fewer dark ones presenting a strong connection strength 
with the network-neurons. The 9th weight-plane owns much of the 
bright spots as compared to the rest of the weight-planes showing 
the resilient connections with the neurons of the network. The 
results from PCA analysis confirm the neural-network based 
modeling. The analysis presented here as a case study for the 
network traffic data shows a strong potential to employ the 
machine learning techniques to manage the network traffic. With 
the surging rate of network traffic across different platforms and 
networks, the provision of QoS has become an issue for the service 
providers especially for the telecom industry. The communication 

Principal 
Components Latent Explained (%) 

1 1.60 17.85 

2 1.16 12.96 

3 1.16 12.96 

4 1.16 12.96 

5 1.16 12.96 

6 1.16 12.96 

7 1.14 12.73 

8 0.41 4.590 

9 1.53e-28 1.70e-27 
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has taken multi-dimensional shape, i.e., voice, video, text, etc., all 
being delivered over the same infrastructure. Though, new 
paradigms for the increased band-width, improved communication 
protocols, etc., are being worked on in parallel yet the efforts 
should also be made to better plan the network traffic within the 
same framework to ensure the maximum optimum use of the 
existing resources. In this regard, the machine learning approaches 
may play a significant role to assist the service providers in dealing 
with the traffic management. More research is required in this 
context to develop robust traffic planning.  

6. Conclusion  
The behavior of the wireless traffic data is studied under neural 
networks and the principal component analysis. The three ANN 

models used include backpropagation feedforward, the time-series 
NARX and the self-organizing map. The FF model and the NARX 
model showed the potential to closely model the relation between 
the throughput and the other variables. The results from the SOM 
model showed the dimension reduction in the original data by 
presenting strong weight diagrams for only the two inputs while 
representing the remaining inputs with average weight strengths. 
The results from the principal component analysis further verify 
the results from the SOM. The results of all this study could be 
incorporated in designing an intelligent module at a network base 
station to provide adaptive services for the better resource 
management, hence improving the efficiency of the network.

                                    
                                                                           Figure. 3. Time series response of NARX model      

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4. Some weight planes for the inputs 
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Figure. 5 Variance-Percentage of principal components 

                        
Figure. 6 Projection of all the variables onto the first two orthogonal principal components 
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 Video shot boundary detection is important step for the research in the content analysis and 
retrieval fields. In this paper, firstly we presented an efficient method for Video-frame 
quality improvement to suppress flash occurred within video frame using logarithm, 
wavelet and contourlet transform. In addition, wavelet and contourlet transform also 
performed denoising. Secondly, for shot boundary detection, we used gray-scale histogram 
differences with edge change ratio. Furthermore, the adaptive threshold algorithm for shot 
transition detection was proposed. The experiment results showed that using logarithm with 
contourlet transform gain the precision and recall higher than using logarithm with wavelet 
transform. 
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1. Introduction  

 Currently, digital video is widely produced and used due to 
advanced multimedia technology. Also, the rapid growth of 
Internet and computer technology results in a tremendous number 
of digital videos. Therefore, many researches were interested in 
the development of how to manage, search, retrieve and conduct 
the data mining of digital video as efficiently as possible for many 
years ago [1]. 

 Video structure analysis is the first important step of managing 
video before automatic video content analysis.  The analysis 
results are then utilized in indexing for digital video retrieving 
later. In various video structure (frame, shot, scene, etc.), the first 
investigation is video shots. Therefore, a sequence of frame within 
video shot is suitable for searching and retrieving video data [2]. 

 The frames taken by the only one camera are arranged to be 
shots with the continuous action in the same area and time. An 
activity between  one shot to the next shot is the shot transitions 
which is the main problem because the location of video shot 
boundary has to be identified. Generally, there are two types of 
shot transition: 1) abrupt transition: CUT, shot transitions in one 
frame and  2)  gradual transition: GT,  There are many kinds of the 
editing technique used in the GT such as dissolve, wipe and fade 

in/out that could appear between the last frames of the previous 
shots and the beginning frames of the next shots.  Therefore, the 
detection is harder than that of  the abrupt transition  because it 
depends on these techniques of editing [3].  Hence, the point of 
the difference of two consecutive frames would show shot 
transitions that need decision function to evaluate threshold. If the 
result of function is more than threshold, it means that the two 
frames are different shots.  There are a lot of techniques to 
automatically detect the shot boundary by calculating the 
difference between frames such as the difference of pixels [3,  4],  
the difference of statistic [5,  6], edge change ratio  [7, 8] and  
comparison of histogram [1,  9]. However, if flash or abrupt 
change illumination active in a frame of shots,  it may introduce  
the wrong difference of two consecutive frames that  causes the 
wrong detection. 

 Therefore, in this paper, we propose the improvement of video 
frames quality before video shot boundary detection to solve the 
flash and abrupt change illumination  within frames. Then we used 
the comparison of gray-scale histogram difference, edge change 
ratio and adaptive threshold algorithm in order to identify the 
position of shot transition within the video. 

The rest of this paper is organized into 4 sections. Section 2 
describes about method and material. The experimental results and 
analysis are presented in section 3,  and section 4 provides 
conclusions and future work. 
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2. Method and Material 

We proposed an algorithm for shot boundary detection which 
composed of four stages, as shown in the Figure 1.  Firstly, frame 
quality preparation for reduction of the light or flash effect in video 
frame though Logarithm Transform and noise  reduction by 
contourlet transform are proposed. Next, the gray-scale histogram 
difference method and edge change ratio are used to find the frame 
differences. Both methods are utilized to detect both the abrupt 
transition and gradual transition. Finally, the detection results of 
such methods are merged to specify position of shot boundary. 

 
Figure 1: Shot Boundary Detection Framework 

2.1. Frame Quality Improvement 

Zhang et al. [1]  stated that the flash and illumination change in 
the two consecutive frames have  strong effect on gray-scale 
histogram, i.e., given the high differences. It might make the 
detection of the abrupt transition in the wrong position  .The sample 
of gray-scale histogram differences of video sequence with flashes 
is shown in Figure 2.  

 
Figure 2: The sample of gray-scale histogram differences of video sequence with 

flashes 

As illustrated in Figure 2, two consecutive peaks appear in the 
position which a flash occurs . 

Logarithm Transform 

 We applied logarithm transform to improve the frame 
resolution or contrast of frame in dark area or in low intensity area 
to have higher brightness. The calculation could be done by using; 

g=c x log�1+double(f)�                      (1) 

 Where c is constant value and f is the required frames that need 
to be increased the brightness. Thus, if c is high, the frames would 
be more brightness, shown in Figure 3. 
 

 
 

Figure 3: Shot Boundary Detection Framework 
 
 According to the proposed method above,  under condition  of  
the brightness of the  light  within  a different  frame, brightness 
adjustment may increase noise within the frame. Consequently, 
we will reduce the noise inside the frame with wavelet transform 
and contourlet transform and compare the results of the two 
methods. 

Wavelet Transform 

  We used wavelet transform to reduce noise, proposed by Li  et 
al. [10] Firstly, this method decomposes the noisy image in order 
to get different sub-band image. Secondly, the low-frequency 
wavelet coefficients remainly unchanged. After taking into 
account the relationship of horizontal, vertical and diagonal high-
frequency wavelet coefficients and comparing them with Donoho 
threshold, we make them enlarge and narrow relatively. Thirdly, 
we use soft-threshold denoising method to achieve image 
denoising. Finally, the denoising image was achieved by 
performed inverse wavelet transform. The result shown in Figure 
6 c) 

 Then, we used this method for video-frame quality 
improvement. The result shown in Figure 4. 
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Figure 4: The gray-scale histogram differences of video sequence after suppress 

the flash problem by wavelet transform. 

Contourlet Transform 

 Contourlet transform, proposed by Do and Vetterli [11], 
combined Laplacian pyramid (LP)  and  Directional filter bank 
(DFB), to efficiently produce more details of sparse curve because 
of its direction and anisotropy.  First of all, the result images after 
applying the logarithm transform are then divided into subbands 
by the Laplacian pyramid (LP).  Detail of each image is analyzing 
by Directional filter bank (DFB), shown in Figure 5.  

 

Figure 5: Contourlet Transform Operation and example of DFB classified by 
frequency 

Then, we tested contourlet transform to denoising images. The 
results shown in Figure 5 d) 

 
           a)                                      b) 

 
                          c)                                    d) 

Figure 5: a) Original Images,  b) Noisy Image (SNR = 9.52 dB  c) Denoise using 
Wevelet Transform (SNR = 12.38 dB), d) Denoise using Countourlet Transform 

(SNR = 13.45 dB) 

 Then, we tested contourlet transform method with the video 
sequence with flashes. The results shown that, the flash problem 
and abrupt change illumination can be suppressed, shown in 
Figure 6.     

 
Figure 6: The gray-scale histogram differences of video sequence after suppress 

the flash problem by our method 

 

2.2. Video Shot Boundary Features 

Evaluation of efficiency in video shot boundary detection 
depends on function selection to be used to evaluate the two 
difference frames.  We choose multiple features that combine the 
difference value of gray-scale histogram, calculated by using 
Euclidean distance and results from edge change ratio to identify 
the position of the shot transition.  The features of the differences 
have been shown in the following section. 

Gray-scale Histogram Difference 

 For research in image and video processing, most researchers 
usually take images in gray scale more than RGB color images 
because RGB color images composed of color, light and 
brightness values.  It is difficult to compare them because of it is 
complicated processing. The transformation of RGB color images 
to gray scale images can be done by using the following equation;  
 

Y=0.3 x R+0.59 x G+0.11 x B                           (2) 
 
 Y is the gray-scale level at a specific pixel. R, G and B are the 
red, the green and the blue level at that pixel, respectively. 
 According to digital images, histogram gives number of pixels 
that have the same intensity value.  In the histogram, the abscissa 
is range of intensity and the ordinate is the number of pixels. The 
calculation can be done using the equation; 
 

H(i)= 
ni

N
    i=1,2,3,4,…….,k                             (3) 

N is the number of all pixels in the image, n is the number of 
pixel of the ith intensity, k is number of intensity value in the 
histogram  .Therefore, histogram of image M is a vector H(M) = 
(h1,h2,…..hk) 

 Euclidean distance is the function used for evaluating the 
similarity of frames.  It considers the distance of gray histogram 
between 2 consecutive frames.  The calculation could be 
conducted by using the equation; 

Dis(x,y)= �∑ �xi-yi�
2n

i=0 �
1
2                                 (4) 

http://www.astesj.com/


S. Nakharacruangsak / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 872-877 (2017) 

www.astesj.com     875 

 Where x and y are the feature vector. n is the dimension of the 
vector . 

 To identify the position of shot transition, we focus on the 
difference of gray-scale histogram between 2 frames. The 
calculation could be conducted by using the equation; 

Diff[i]= �∑ �hi,j-hi-1,j�
2n

j=0 �
1
2                               (5) 

 where Diff[i]  is the difference between frame i and frame i -1, 
hi is gray-scale histogram, n is the dimension of frame i. 

 The difference of gray-scale histogram shows the frame 
positions of the shot transition  .It is calculated by using equation 
5 and is shown in Figure 7. 

 

Edge Change Ratio 

 Zabih et al. [12] presented edge change ratio: ECR. The main 
idea is that the continuous frames come along with the continuous 
structure.   Therefore, the edge of object in the last frame before the 
hard cut usually  cannot be found in the first frame of the next shot. 
The edge of object in the first frame after the hard cut  usually 
cannot be found in the last shot before the hard cut.   The ECR can 
be described in the following steps: 

1. Detect edge of object in frame fn and fn+1, respectively. 
2. Count the number of edge pixel δn  and δn  1 +in the fn and 

fn+1 frame. 
3. Define the entering and exiting edge pixels En +1in and 

Enout. 
 To assume that two image frames, lm(n) and lm(n+1), the En+1in 
are fractions of edge pixel in the lm(n+1) frame which farther than 
fixed distance r away from the closed edge pixel in lm( n) . 
Similarly, the Enout are fractions of edge pixel in the lm(n+1) frame 
which farther than fixed distance r away from the closed edge 
pixel in the lm(n+1) frame. Therefore, ECRn between fn and fn+1 can 
calculated by: 
 

ECR(n,n+1)= �En+1in

δn+1
, Enout

δn
�                           (6) 

 
 If ECR is larger than a predefined threshold, the shot 
transition  occurs at that frame. The process how to be performed 
on every frame in the video. The ECR sample is shown in the 
Figure 8.   

 

2.3. Shot Boundary Detection 

In shot boundary detection,  gray-scale histogram difference 
and edge change ratio need to be functioned  for defining the 
correct positioning of shot transition  which are very important .
Therefore,  it is more appropriate to set the threshold to suitable to 
that area  .In this paper, adaptive threshold is used in principle of 
sliding window 2W+1, to compare the similarity of two 
consecutive frames  .The calculation could be done by using to the 
following equation;  

                     T(fn)=��
S(fn-1+fn+1)+c

2w
�                               (7) 

In this paper, we defined w to 1, c is constant value and           
S(fn-1,fn+1) as the function of similarity of two consecutive frames 
such as fn and fn +1. Then we compares the results with T(fn). If the 
results are greater than T(fn), then the position of fn is shot 
transition. However, it is possible that S(fn-1,fn+1) is 0.  Thus, it is 
necessary to specify c to 3-5 and apply to shot boundary detection 
with gray-scale histogram difference and edge change ratio 
respectively to detect abrupt transition and gradual transition 
shown in Figure 9 and Figure 10. 

 
Figure 9: The difference of ECR 
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Figure 10: The difference of ECR 

After, we obtained the results of shot boundary detection from 
Gray-Scale Histogram Difference and Edge Chang Ratio shown in 
Table 1.  

Table 1: Results of Shot Boundary detection from two methods 

Frame# Shot1 Shot2 Shot3 Shot4 Shot5 Shot6 Shot7 
Histogram 
Difference 998 1167 1292 1359 2081 2184  

ECR 86 998 1167 1292 2081 2184 2312 
 

 We will merged the results of two methods and selected the 
duplicate number of frames to define position of shot transition. 
The results are shown in Table 2. 

Table 2: The Position of Shot Transition 

Shot No. Shot 1 Shot 2 Shot 3 Shot 4 Shot 5 
Frame Number 998 1167 1292 2081 2184 

 

2.4. Video Data and Evaluation 

Video clips having inside operation such as object motion, 
camera panning and zooming were selected in order to evaluate the 
efficiency of the our proposed method.  All data are downloaded 
from the Open Video Project (http//:www .open-video .org). The 
evaluation of shot boundary detection is divided into abrupt 
transitions and gradual transitions  their measurement methods are 
different.  In addition, recall and precision are used as metrics 
which can be calculated as follows: 

recall= Nc
Nc+Nm

 x 100%                                (8) 

precision= 
Nc

Nc+Nf
 x 100%                              (9) 

 Where Nc is number of correct detection.   Nm is number of 
missed and Nf is number of incorrect detection . 
3. Results and Discussion 

The results revealed that the proposed method about a frame 
quality improvement before shot boundary detection  could 
suppress the flash problem and abrupt change illumination. The 
experimental results of shot boundary detection by denoising use 
wavelet transform and contourlet transform shown in Table 3 and 
are shown performance evaluation of each method in Table 4, that 
the  abrupt transition and gradual transition can be obtained with 
high accuracy due to using the advantages  of the detected object 
motion and the number of pixels of edge in comparison with edge 
change ratio to be replaced  disadvantages of gray-scale histogram 
difference which  caused by comparison between two consecutive 
frame with a similar color scheme.  Those affected  shot boundary 
detection to have more accuracy and precision . 

Table 3: Shot Boundary detection Results 
Video Number 

of 
Frames 

Number 
of Cut 

Number 
of 

Gradual 

Using 
Wavelet 

Transform 

Using 
Contourlet 
Transform 

Nc Nm Nf Nc Nm Nf 
Vipscenc 93 2 - 1 1 - 2 - - 
FlashPreset 398 7 - 5 2 - 6 1 - 

anni006 1590 5 5 8 2 - 8 2  
anni007 2775 2 12 11 3 1 13 1 1 

Indi114 1813 5 2 7 - - 7 - - 
 

Table 4: Performance Evaluation 
Wavelet Transform Contourlet Transform 

Recall Precision Recall Precision 

80.00% 96.96% 90.00% 97.29% 
 

4. Conclusions 

In this paper, we proposed a new method for a frame quality 
improvement by using logarithm transform and denoising by 
wavelet transform compared contourlet transform, which can to 
suppress the flash problem and abrupt change illumination within 
video.  Then, frame differences were calculated by gray-scale 
histogram difference with edge change ratio.  We proposed 
adaptive threshold algorithm to detect abrupt transition and 
gradual transition of the boundary.  After performing some 
experimenting to evaluate the performance,  we found  that the 
precision and recall value of the boundary position in using 
wavelet transform less than contourlet transform. However, both 
methods are not still absolutely successful because some shots are 
missing and false positive occurs.  As a result of this, in the future, 
we will improve this method by combining multiple features such 
as motion feature within frame, and statistics so as to reduce 
missed shot detection and false positive . 
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 High frequency planar transformer is a new type of transformer that operates at high 
frequency. Its significance is proved through its miniaturised features, high power density 
and other performances. The design of planar transformer needs to consider several 
fundamental factors, including core material, dimension of layers and winding pattern. As 
the volume decreases, extra attentions need to be paid in power losses and safety 
requirements. Different converter topologies, with planar transformer integrated, are also 
investigated and simulated for maximising the overall efficiency of conversion. Overall, the 
use of planar transformer in converters can bring several benefits, and, hence, there is a 
strong interest of comprehending its structure and high frequency behaviours. 
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1. Introduction   

The increasing demand of miniaturisation of electronic devices 
limits the use of traditional wire-wound type of transformers[1]. 
DC converter is a desired technology which has relatively smaller 
dimension and higher efficiency. Previous works were focusing on 
the development of Very High Frequency (VFH) used in aerospace 
and telecommunications, and less effort was put in power 
electronics at medium frequency. With the increasing popularity 
of using DC devices, planar structure and converter topologies 
should be re-investigated. 

This paper contains two types of analysis of high frequency 
planar transformer: electromagnetic field and lumped circuit 
analysis. The field analysis is performed using Maxwell 3D, which 
applies finite element analysis on a three-dimensional structure to 
solve functions iteratively. Electrical parameters, such as 
resistance and inductance, are calculated and plotted. The circuit 
analysis is performed in Matlab Simulink using derived 
mathematic model. The integrated system, containing a full bridge 
phase-shifting (PSFB) DC-DC converter and a hysteresis current 
control (HCC) DC-AC inverter, has been also constructed and 
analysed. 

Compared to the conventional winding of planar transformer, 
a new type of winding structure, litz wire, is analysed. This 

configuration can effectively reduce the power loss under high 
operating frequency by providing a fairly uniform current 
distribution across the conductors. 

2. Design of Litz Wire Planar Transformer 

2.1. Design Procedure 

 
Figure 1. Design procedure of planar transformer 

Figure 1 demonstrates the design procedure of planar 
transformer. Wire configuration depends on winding layout, while 
its double-sided nature alters conductor arrangement. Core 
dimension is determined by the design of windings, insulation 
layers and PCBs. Selection of commonly used materials for core is 
combined with the core dimension to produce the overall design of 
planar transformer. 
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2.2. Winding layout 

Current flowing through conductors would cause power 
dissipation in the form of heat and temperature rise in PCBs. A 
symmetrical winding structure is used to minimise the effect of 
thermal expansion. The standard thickness of conductor is 
selected, which is 70 𝜇𝜇𝜇𝜇. 

 
Figure 2. Winding structure 

Figure 2 illustrates the fundamental design of winding 
structure. Based on the international safety standards, the 
minimum width between two adjacent windings is 150 𝜇𝜇𝜇𝜇. The 
labelled parameters in Figure 2 follow the equation:  

 𝑤𝑤𝑡𝑡 = 𝑏𝑏𝑤𝑤−(𝑁𝑁1+1)∙𝑠𝑠
𝑁𝑁1

 (1) 

2.3. Strand layout 

The length of strand varies as the strand angle changes. The 
relationship between average length of strands, 𝑙𝑙𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, width of 
PCB,  𝑏𝑏𝑤𝑤 , and strand angle, 𝜃𝜃𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , is given by the following 
inequality [2]:  

 𝑙𝑙𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∙ cos(𝜃𝜃𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) ≤ 𝑏𝑏𝑤𝑤 − 2 × 𝑠𝑠 (2) 

The electrical isolation requirements of strands in litz wire 
configuration is relatively low, because of the minimised potential 
difference between adjacent strands. Therefore, the space between 
strands is designed to be small in order to maximise the surface 
utilisation factor. Reduced gap would, however, make proximity 
effect significant. Therefore, there is a trade-off between surface 
utilisation factor and AC resistance in litz wire configuration. 

2.4. Insulation layout 

Plexiglass is one of the common materials used for insulating 
conductors. It has widespread utilisation when toughness and 
thermal conductivity are required. 

2.5. PCB design 

The standard thickness of a PCB is 1.6 mm, and it is applied in 
this design. The dimension of PCB is adjusted based on the 
industrial availability of core, particularly the window size of the 
core section. 

2.6. Core material 

The selection of core material is based on three critical 
characteristics: saturation flux density, permeability and 
resistivity. High saturation flux density is required to prevent core 
saturation under high operating frequency. High permeability 
alleviates the effect of leakage flux and fringing, so that magnetic 
flux is more concentrated in the core. High resistivity would reduce 
the power loss caused by eddy current. 

There are two commonly used ferromagnetic materials in high 
frequency transformer, 3F3 and 3F4[3,4]. Both are suitable for 
medium frequency applications ranging from 10kHz to 2MHz [1]. 
Moderate permeability and saturation flux density also make them 
to be optimal in planar transformer. 

The optimal operating frequency of two materials are different. 
3F3 operates between 10kHz and 500kHz, and the saturation flux 
density is 370 mT at 100℃ [2]. 3F4 can operate at 2MHz, and its 
saturation flux is 350 mT at 100 ℃ [4]. Therefore, both materials 
are used in the design for a wide range of result. 

2.7. Design summary 

 
Figure 3. Cross-section of designed planar transformer 

Figure 3 shows the cross section of the designed structure. The 
thicknesses of different layers are labelled based on the design. The 
total thickness is calculated as:  

 0.5 × 5 + 1.6 × 4 + 0.070 × 8 = 9.46 𝜇𝜇𝜇𝜇 (3) 

The core dimension is selected based on the total thickness and 
the industrial availability, and E43/10/28 is selected. The winding 
configuration is set to be interleaved for the purpose of minimising 
the leakage inductance. The overall structure of the planar 
transformer is shown in Figure 4. 

 
Figure 4. Cross section of overall design 

3. Simulation of planar transformer. 

3.1. Modelling of planar transformer in Maxwell 3D 

The 3D structure of planar transformer is separated into two 
main parts: windings and core. Figure 5 shows the 3D structure of 
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windings, PCBs and insulation layers. All layers are assigned to 
different materials based on the theoretical design. 

 
Figure 5. 3D model of windings and PCBs 

Figure 6 shows the 3D modelling of core section. Materials 
are used accordingly to the operating frequency range. Two EE 
segments are modelled with small air gaps included for simulating 
real applications. 

  

 
Figure 6. 3D model of core section 

Figure 7 shows the overall model of planar transformer, and 
it is used for field analysis. Current density distribution and 
electrical parameters under different operating frequencies are 
evaluated. 

 
Figure 7. 3D model of planar transformer 

3F3 and 3F4 are not standard materials in Maxwell 3D. 
Assumptions have been made to reduce the time of simulation. 
Relative permeability is assumed to be constant, and the operating 
temperature is fixed at 70 degrees for constant conductivity and 
permeability.  

Maxwell 3D applies iteration method to solve mesh equations. 
The iteration convergence is set to be 5% for accurate result. 

 
3.2. Litz wire 3D modelling 

Compared to planar transformer using solid conductor, the liz 
wire winding structure is also modelled for comparing the overall 
performance.  

 
Figure 8. 3D model of litz wire configuration 

Figure 8 shows the design of litz wire configuration. This 
winding structure could provide a relatively uniform current 
distribution across the conductor, which alleviates the skin effect.  

According to the theory, with uniform current distributed 
across the cross-section of conductors, the AC resistance of litz 
wire is much smaller than that of transformer using solid conductor. 
This is, however, not always the case which is proved in the 
following simulation. 

4. Field analysis 

4.1. Simulation results 

Figure 9 shows the electric field distribution in secondary 
winding. The copper loss of the winding can be calculated from 
the electric field strength and the conductivity of copper, and this 
loss is used as an intermediate result for iterative calculations. 

 
Figure 9. Electric field distribution 

Figure 10 shows the fringing effect of air gap. This air gap is 
placed intentionally to simulate the non-perfect assembly of two 
EE ferrite segments. Large air gap is avoided for a concentrated 
magnetic flux density. 

http://www.astesj.com/


C. Lian et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 878-883 (2017) 

www.astesj.com     881 

 
Figure 10. Magnetic field in air gap 

Further simulation results, including current density 
distribution and AC resistance of both solid conductor and litz 
wire structure, can be found in [5]. 

4.2. Discussion 

The AC resistance of litz wire is relatively smaller than that 
of solid conductor under medium frequency range. However, the 
proximity effect becomes significant under very high operating 
frequency compensating the benefits from the uniform current 
density distribution.  

This proves that the application of litz wire structure is 
appropriate in a certain frequency range. Operating at frequency 
outside this range would result in low efficiency, and the solid 
conductor should be applied instead of litz wire. 

5. Design of DC-DC converter 

5.1. DC-DC schematic 

 
Figure 11. Circuit schematic of PSFB DC-DC converter 

Figure 11 shows a PSFB DC-DC converter using a high 
frequency transformer installed between two DC stages. Possible 
switching on-states are listed as follow: S1 and S4, S1 and S2, S2 
and S3, S3 and S4. The gating signals are shown in Figure 12. 

 
Figure 12. Gating signals 

5.2.  Derivation of transfer functions 

The transfer functions are derived from a unified approach of 
modelling switching converter, the state space averaging method, 
which requires possible state functions of corresponding 
switching state [6].  

Let 𝑛𝑛 = 𝑁𝑁1/𝑁𝑁2  be the turns ratio, where N1 and N2 are the 
number of turns on primary and secondary side; V1, V2, i1 and i2 be 
the voltages and currents of two sides respectively. Assume that 
electrical parameters follow transformer dot convention.  

State 1: 𝑡𝑡 ∈ (𝑡𝑡0, 𝑡𝑡1). Switches S1 and S4 are turned on, and 
current at primary side is drawn from voltage source and increases 
linearly. The circuit is shown in Figure 13. 

 
Figure 13. Circuit schematic of state one 

 𝑖𝑖𝐿𝐿𝑘𝑘 = 1
𝑠𝑠
∙ 𝑖𝑖𝐿𝐿0 ,𝑉𝑉1 = 𝑛𝑛 ∙ 𝑉𝑉2 (4) 

  𝑉𝑉1 = 𝑉𝑉𝑠𝑠𝑑𝑑 − 𝑅𝑅𝑘𝑘 ∙ 𝑖𝑖𝐿𝐿𝑘𝑘 − 𝐿𝐿𝑘𝑘 ∙
𝑠𝑠𝑖𝑖𝐿𝐿𝑘𝑘(𝑡𝑡)

𝑠𝑠𝑡𝑡
 (5) 

 𝑉𝑉0 = 𝑉𝑉𝐶𝐶0(𝑡𝑡) = 𝑉𝑉2 − 𝐿𝐿0 ∙
𝑠𝑠𝑖𝑖𝐿𝐿0(𝑡𝑡)

𝑠𝑠𝑡𝑡
 (6) 

Therefore, the following state space matrices are derived: 

 �̇�𝑥 = � 𝚤𝚤𝐿𝐿0̇
𝑉𝑉𝐶𝐶0̇

� = �
−

𝑅𝑅𝑘𝑘
𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘

1
𝐶𝐶0

 
 
−

𝑅𝑅𝑘𝑘
𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘
− 1
𝑅𝑅𝐶𝐶0

� 𝑥𝑥 + �
𝑅𝑅𝑘𝑘

𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘
0

� 𝑉𝑉𝑠𝑠𝑑𝑑 (7) 

 y = 𝑉𝑉𝐶𝐶0(𝑡𝑡) = �01�𝑥𝑥, (8) 

where state-space parameters are:  

 A1 = �
−

𝑅𝑅𝑘𝑘
𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘

1
𝐶𝐶0

 
 
−

𝑅𝑅𝑘𝑘
𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘
− 1
𝑅𝑅𝐶𝐶0

� , 𝑏𝑏1 = �
𝑅𝑅𝑘𝑘

𝑛𝑛2∙𝐿𝐿0+𝐿𝐿𝑘𝑘
0

� , 𝑐𝑐1𝑇𝑇 = [0 1]  

 Applying this method to the other three states, with the 
assumption that 𝐿𝐿𝑘𝑘 ≪ 𝑛𝑛2 ∙ 𝐿𝐿0 and Rk is negligible, the average of 
state equations is derived for the corresponding time duration. 

Let ti ( i = 1, 2, 3, 4) be the time duration for corresponding 
state with duty cycle 𝐷𝐷 = 𝑡𝑡1+𝑡𝑡3

𝑇𝑇
 and 𝐷𝐷′ = 𝑡𝑡2+𝑡𝑡4

𝑇𝑇
, where T is the 

switching period. 

 𝐿𝐿0 ∙
𝑠𝑠𝑖𝑖𝐿𝐿0(𝑡𝑡)

𝑠𝑠𝑡𝑡
= 𝐷𝐷 ∙ �−𝑉𝑉𝐶𝐶0(𝑡𝑡) + 1

𝑠𝑠
∙ 𝑉𝑉𝑠𝑠𝑑𝑑� + 𝐷𝐷′ ∙ [−𝑉𝑉𝐶𝐶0(𝑡𝑡)] (9) 

 𝐶𝐶0 ∙
𝑠𝑠𝑉𝑉𝐶𝐶0(𝑡𝑡)

𝑠𝑠𝑡𝑡
= 𝑖𝑖𝐿𝐿0(𝑡𝑡) − 1

𝑅𝑅
∙ 𝑉𝑉𝐶𝐶0(𝑡𝑡) (10) 

 y = 𝑉𝑉𝐶𝐶0(𝑡𝑡) (11) 
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For small signal analysis, time-variant parameters are 
separated into two parts: static and small signal. Parameters with 
bar and hat are used to represent small-signal and static parts 
respectively. 

By omitting DC and second-order small terms, small signal 
equations can be derived: 

 𝐿𝐿0 ∙
𝑠𝑠𝚤𝚤𝐿𝐿0(𝑡𝑡)�

𝑠𝑠𝑡𝑡
= −𝑣𝑣𝐶𝐶0(𝑡𝑡)� + 1

𝑠𝑠
(𝐷𝐷� ∙ 𝑣𝑣𝑠𝑠𝑑𝑑� + �̂�𝑑 ∙ 𝑉𝑉𝑠𝑠𝑑𝑑����) (12) 

 𝐶𝐶0 ∙
𝑠𝑠𝑣𝑣𝐶𝐶0(𝑡𝑡)�

𝑠𝑠𝑡𝑡
= 𝚤𝚤𝐿𝐿0(𝑡𝑡)� − 1

𝑅𝑅
∙ 𝑣𝑣𝐶𝐶0(𝑡𝑡)�  (13) 

 y� = 𝑣𝑣𝐶𝐶0(𝑡𝑡)�  (14) 

By applying Laplace transformation to these time domain 
equations, three transfer functions are obtained: 

 𝐺𝐺𝑣𝑣𝑠𝑠(s) = 𝑣𝑣0(𝑠𝑠)�

𝑠𝑠(𝑠𝑠)��
𝑣𝑣𝑑𝑑𝑑𝑑(𝑠𝑠)� =0,𝚤𝚤0(𝑠𝑠)�=0 

= 𝑉𝑉𝑑𝑑𝑑𝑑�����

𝑠𝑠
∙ 𝑅𝑅
𝑠𝑠2𝑅𝑅𝐿𝐿0𝐶𝐶0+𝑠𝑠𝐿𝐿0+𝑅𝑅

 (15) 

 𝐺𝐺𝑣𝑣𝑖𝑖(s) = 𝑣𝑣0(𝑠𝑠)�

𝑣𝑣𝑑𝑑𝑑𝑑(𝑠𝑠)� �
𝑠𝑠(𝑠𝑠)�=0,𝚤𝚤0(𝑠𝑠)�=0 

= 𝐷𝐷�

𝑠𝑠
∙ 𝑅𝑅
𝑠𝑠2𝑅𝑅𝐿𝐿0𝐶𝐶0+𝑠𝑠𝐿𝐿0+𝑅𝑅

 (16) 

 𝑍𝑍𝑜𝑜𝑜𝑜𝑡𝑡(s) = 𝑣𝑣0(𝑠𝑠)�

𝚤𝚤0(𝑠𝑠)��
𝑠𝑠(𝑠𝑠)�=0,𝑣𝑣𝑑𝑑𝑑𝑑(𝑠𝑠)� =0 

= 𝑠𝑠𝑅𝑅𝐿𝐿0
𝑠𝑠2𝑅𝑅𝐿𝐿0𝐶𝐶0+𝑠𝑠𝐿𝐿0+𝑅𝑅

 (17) 

With the assumption that output current and input DC voltage 
are constant, a AC small-signal model of DC-DC PSFB converter 
can be obtained using these transfer functions. The system 
schematic is shown in Figure 14. 

 
Figure 14. Small-signal model of PSFB DC-DC converter 

5.3. Simulation in Simulink 

Figure 15. Circuit schematic of PSFB DC-DC converter 

 Figure 15 shows the circuit schematic of designed PSFB DC-
DC converter. Assume that input voltage and output current are 
constant, the open loop transfer function is simplified into: 

 𝑇𝑇(𝑠𝑠) = 𝐺𝐺𝑣𝑣𝑠𝑠(s) = 𝑉𝑉𝑑𝑑𝑑𝑑�����

𝑠𝑠
∙ 𝑅𝑅
𝑠𝑠2𝑅𝑅𝐿𝐿0𝐶𝐶0+𝑠𝑠𝐿𝐿0+𝑅𝑅

 (18) 

 The design of feedback loop is shown in Figure 16, including 
inputs, function blocks and outputs: 

 
Figure 16. Feedback loop of DC-DC converter 

 Figure 17 shows the step response of the closed-loop transfer 
function, which is calculated from the open loop transfer function.  

 
Figure 17. Step response of closed-loop transfer function 

 Further simulation results, including output voltage waveforms 
and total harmonic distortion result, are presented in [4]. The 
design and simulation results of HCC DC-AC inverter can also be 
found in [4]. 

5.4. Discussion 

With the proper application of state space average method 
and design of feedback loop, both DC and AC voltages could 
stabilise at target values with small transient time. The total 
harmonic distortion of AC voltage is small illustrating a smooth 
AC waveform.  

The phase shift between the converted AC signal and the 
reference signal from power grid is insignificant and negligible, 
which proves that this AC output signal can be connected to the 
power grid. 

6. Conclusion 

At high frequency range, the operating performance of planar 
transformer is primarily dependent on the frequency. Litz wire 
winding configuration is preferred under high frequency range, but 
its manufacturing complexity and cost need to be considered 
during the process of design.  
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In addition, by applying the state space averaging method with 
reasonable assumptions combined, an accurate open loop transfer 
function of PSFB DC-DC converter is derived. The DC output 
voltage of this converter can stabilise at required reference voltage 
within a short period of time. Additional DC-AC inverter can be 
easily installed to convert DC power into AC power at target 
amplitude and frequency for AC applications.  

Further study could be done in the electromagnetic field 
analysis, including current density and magnetic flux density 
distribution. With more sophisticated devices used, a more 
comprehensive analysis could be performed and a more reasonable 
simulation result can be obtained. 
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 In the recent years LepidaSpa created Sensornet platform for the control of the Emilia-
Romagna territory managing heterogeneous environmental sensor networks distributed all 
over the region. LepidaSpa decided to integrate into Sensornet a brand-new family of 
sensors measuring indoor environmental parameters inside public buildings, in order to 
monitor energy consumption on one hand and workers’ wellbeing on the other. The 
innovative aspects of the adopted solution (the extreme simplicity of the sensor network 
architecture, its ease of installation, the real time detection of parameters directly related 
to power consumption and the availability of environmental parameters measurements 
(temperature, humidity and light) simultaneously providing context information on the 
power consumption and correlation to working conditions) made it a perfect candidate for 
a seamless integration within the platform and for an intensive monitoring campaign. This 
paper is presenting the results of such monitoring activity, where an IoT infrastructure acts 
as an enabler of a Smart City solution, focused on a sustainable wellbeing of the working 
places. 
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1. Introduction 

The concept of "smart building" is focused on scientific and 
technological development and social advancement of automated 
and integrated management of intelligent buildings systems. 
While the automation of new buildings, being able to be provided 
in the process of realization, has a negligible impact on the overall 
costs, the automation of already existing buildings often requires 
an expensive investment both on the infrastructure point of view 
and on the economic one. To these ends, in the latest case, which 
is clearly the most frequent for the Public Administration, the 
support of a system for monitoring power consumptions, being 
able to identify wastes and allow their reduction, is necessary, not 
necessarily through a control system, but through a more careful 
and aware use of the conditioning system by the users themselves.  

The development of new architecture for radio links based on 
low bit-rate, long range and low power consumption, (LPWAN) 
and the presence of a sensor platform available to all the PA of the 
Emilia Romagna region for the collection of data (SensorNet), 
constitute the right prerequisites for the development of an indoor 
monitoring system for energy consumption in public buildings, 
without the need for infrastructure works on already existing 
buildings. 

The above assumptions were the basis of the experiment 
conducted by LepidaSpa to demonstrate the generality and 
repeatability of the system and to make available to all PAs of the 
Emilia-Romagna region a tool for monitoring energy 
consumption, as well as economic and environmental benefits, 
derived from it. 

This paper will explain and demonstrate the main innovative 
aspects of the proposed solution, such as the extreme simplicity of 
the network architecture used, the ease of installation of the indoor 
monitoring system, the simplification of the energy monitoring 
through the measurement of indirect parameters (temperature, 
humidity and light), the detection in real time of parameters 
related to the consumption, the possibility of immediate 
intervention on their reduction by a direct, conscious and 
spontaneous action of the users and its repeatability on a large 
scale. 

Section II of this paper shows the evidence of the big interest 
on the theme of consumptions and of the limit of the traditional 
wireless technologies used until today for indoor monitoring 
systems. Section III explains the conceptual, architectural and 
functional model of the proposed solution. Section IV shows the 
technical and logistic features and constraints of the building used 
for the test. The analysis of the experimental data is presented in 
section V, and their correlation with wellbeing parameters is *Stefania Nanni, LepidaSpa, Viale Aldo Moro, 64, 40127 Bologna, Italy 

Email: stefania.nanni@lepida.it 
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provided in section VI. In section VII the consequences in Energy 
saving are provided. Conclusions are provided in Section VIII.  

2. The State of The Art 

Reducing energy consumptions, especially those related to 
electric energy, in buildings is a topic of big interest [1] as it 
relates to the problem of greenhouse gas emissions: the CO2 
emitted by the latter each year is equal to 15% of emissions total 
worldwide (source World Research Institute). The legislation at 
EU and national level is increasingly stringent on energy 
containment in buildings, as evidenced by the past European 
Directive 2010/31 / EC and the more recent 2012/27 / EU. Until 
the beginning of 2012 every year the new buildings with high 
energy performance and existing ones improved, represented a 
share of 2,5% of the total housing stock, while on the remaining 
part of the buildings was not carried out any type of improvement 
[2]. 

The availability of new technologies is making a significant 
contribution to the creation of "smart buildings" and the 
achievement of the European objectives.  

Both wired and wireless environmental monitoring systems 
have their own benefits over the other, as well as their own 
drawbacks. For the purpose and constraints of this research, 
dealing with buildings already existing, only wireless 
technologies will be treated.  

The paradigm of sensor and actuator networks is based until 
now on short-range transmission technologies, often in the 
frequency band around 2.4 GHz, with multi-hop architecture, such 
as the ZigBee system [3]. In metering application another standard 
“de facto” protocol is the wireless M-BUS (169MHz / 868MHz), 
which requires, in general, the use, on top of a concentrator, also 
of one or more repeaters to extend the signal range radio 
peripheral nodes [8][9][12]. 

Currently however networks with wide geographic coverage 
operating in the band around the 868 MHz in Europe and 915 
MHz in the USA are emerging. An example of this type of system 
is the one used by SIGFOX, an operator dedicated to the internet 
of things (IoT - Internet of Things), which, from France, is 
extending its coverage to Russia and other European countries, 
also including, from 2015, Italy. [10] 

A technology that fits into this trend, but that can be used in 
private applications (that is, without necessarily requiring the 
presence of an operator) is the Lo-RaTM of Semtech technology 
[4]. The Lo-RaTM (Long Range) technology can be considered the 
actual innovation in the IoT world as it extends by a factor of ten 
the coverage range compared to the de facto standards, such as 
ZigBee, constituting an infrastructure enabler for new and 
different application areas, starting from that of monitoring of 
consumption. 

3. The Proposed Solution 

In an article that appeared in the chronicle of Bologna in early 
February 2016 [11] the virtuous and rather isolated example of the 
Sala Borsa was reported, highlighting its compliance of the 
legislation limits regarding the maximum temperature allowed 
inside public buildings. To be fair, the same article also reported 
the use of coats and scarves by users who were reading in the 
library. This example shows how the imposition of limits on the 
permissible temperature in public offices is not always easy to 
apply, both for technical and technological issues, but also for 

contour conditions such the time of permanence or the activity 
carried out in the offices, which can determine a different degree 
of perception of the temperature. Having said that, however, is 
crucial to have tools that can detect a possible misuse of energy 
resources in buildings, starting with those public, enabling energy 
savings just from the elimination of unnecessary waste, and that 
constitutes a concrete solution, effective and replicable on a large 
scale. 

The proposed solution is a monitoring system, and not a 
control system, which aims at providing feedback to the buildings 
manager on the consumption. The conceptual model of the 
proposed system is based on a centralized control system of a 
distributed building stock that could bring significant energy 
savings with very low investment costs being primarily based on 
control, intelligence and awareness [5]. 

The technology Lo-RaTM of Semtech allows monitoring very 
extensive building via wireless. It uses a star topology (in which 
the various nodes-sensors are connected directly to a hub-gateway 
node and is suitable for low traffic applications (such as 
monitoring). The advantages of the technology Lo-RaTM [6] 
compared to existing technologies for sensor networks are: 

• a range 10 times more extended, compared to the short-range 
technologies, thanks to a 198dB link budget (obtained via a 
modulation of the spread spectrum type) that allows for 
connections of up to 15 km in the sub-urban area, 2-5 km in 
densely populated urban areas and 2 km inside buildings; 

• simplified network architecture that avoids the multi-hop and 
all related problems; 

• low consumption of nodes (up to 10 years on battery power); 

• very high network capacity: a single-concentrator gateway can 
connect thousands of nodes (up to 50,000) 

• very low cost of the transmitters nodes. 

All the above features make the Lo-Ra™ system an optimal 
solution, in the current scenario, for the implementation of energy 
monitoring systems of buildings because a single concentrator can 
cover one or more neighbouring buildings with a star architecture, 
which eliminates the problems associated with multi-hop (routing 
problems, latency, etc.) and because is characterized by high 
energy efficiency which can enable the duration of the batteries of 
nodes even for several years. 

The monitoring system is based on a network of sensors 
installed in every building that transmit the indoor parameters to 
a central system in real time. These sensors are low-power and 
easily replaceable because of radio data transmission and because 
of being battery powered. The network of sensors, widely 
distributed within each building, allows the monitoring of the 
parameters, such as temperature, humidity and brightness, 
providing useful indications about the consumption resulting from 
the conditioning system. The transmission system, integrated on 
each sensor node, transfers the measured data to a single 
centralized point in real time. In the "control room" the parameter 
information is stored and processed on a server (remote 
intelligence). The data analysis module is able to detect in real 
time any conditions of energy waste, such as the exceeding of the 
reference temperature thresholds, different for summer and winter 
[7]. An automatic "warning" system, allows to report any 
abnormal conditions detected, by sending email or text message 
to the involved user, which will have to spontaneously provide to 
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an immediate regulation of local conditioning system and pay 
more attention on unnecessary consumptions. System web 
interface allows all users to view at any time and in real time the 
value of the parameters measured in their own office, favouring 
the acquisition of a greater awareness of consumption and use of 
energy resources. 

4. The Test Bed 

As a test bed has been chosen a building known and verifiable, 
the headquarters of LepidaSpa, located in a tower of the Bologna 
exhibition, divided on three floors with a total of thirty offices 
(Fig. 1, point A). 

Figure 1: The Test Bed 

In this building, as in all those of the same area, the 
conditioning system is centralized, with forced convection and 
independently adjustable in every office. The central conditioning 
system is switched on and off automatically on the working days 
from 6.00 to 19.00. The windows of the building are locked. The 
test bed consists of the installation of a sensor node in each office 
of all three floors. The lack of constraint on the presence of an 
electrical power point has allowed to select the most suitable 
installation point, as close as possible to the workers to measure 
their real comfort, but so it does not interfere with normal business 
activities, and also far away from sources of heat or exposure to 
direct sunlight. Each sensor node is equipped with a temperature, 
humidity and brightness sensor. The sampling period is 15 
minutes, while the data transmission period one hour. In each 
transmission, therefore, the sensor nodes send 4 samples for each 
of the three measured parameters, for a total of 12 measures. 

An extension of the experimentation has provided, in its 
terminal stage, the displacement of some sensors in some offices 
of the adjacent towers to those of LepidaSpa (points G, F and H 
of Fig. 1), which has allowed to verify the actual coverage of the 
data transmission system, as well as the monitoring of 
environmental parameters relating to different entities and 
buildings. 

5. Experimental Data 

The monitoring has been focused on the detection of three 
environmental parameters inside the offices: temperature, 
humidity and brightness. The parameters were calculated 
automatically and continuously 24 hours a day, 7 days a week. 

The monitoring period lasted a year, from May 2015 to April 
2016, and it made possible, therefore, to monitor the use of the air 
conditioning system both in summer and in winter. Temperature 
measurements data, coming from the indoor monitoring system, 
were correlated with outside temperature measurements, coming 
from ARPA hydro-pluviometric monitoring system installed in 
the city of Bologna, to allow a deeper understanding in the reading 
of the data. 

5.1. Temperature monitoring 

Fig. 2 shows the graphs of the temperatures in Celsius degrees 
measured by the sensors installed in the offices in July 2015. A 
correlation between the internal temperatures and the outside 
temperature (blue sinusoid) can be noticed, but also a dispersion 
of several degrees in the indoor temperature measurements during 
the on-time of conditioning systems. 

In particular, Fig. 3 shows the comparison of the temperature 
trend detected in two offices in the period from 29/06/2015 to 
05/07/2015. It’s evident a rather different use of the air 
conditioning system on every working day, which it brings a 
difference of temperature up to a couple of degrees in the hottest 
hours between the two offices. Office users corresponding to the 
blue graph appear to have adopted the most efficient use of the 
conditioning system, since the temperature never drops below 26 
degrees. From the chart it may also be noted that the air 
conditioning system in the office corresponding to the purple 
graph is always active regardless of the presence or absence of 
office staff, because it evident that it works when the offices are 
certainly closed. 
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Fig. 4 corresponds to the graphs of the temperatures measured 
in the offices in February 2016. The variance of the measured 
values is very high, up to five degrees. The average temperature 
during working hours is about 25 degrees, with peaks up to over 
28. 

Fig. 5 shows the comparison between the temperature trend 
detected in two offices during the first week of February 2016 in 
which a quite different use of the air conditioning system, even 
more than in the summer, is evident in all the days of working 
week. In particular, an average difference of more than two 
degrees between the temperature of the two offices can be noticed: 
while the temperature represented by the blue line is always below 
24 degrees, the one in the green line is always above 24 degrees, 
with a typical value of 27 degrees. 

5.2. Lighting monitoring 

The brightness sensor installed on each sensor node enabled a 
very interesting lighting monitoring. The graphs corresponding to 
the data detected by the brightness sensor (expressed in lux) easily 
highlight the alternation between day and night, as well as the use 
of artificial light in place of the natural one. 

Fig.6 shows a chart related to the lighting monitoring in an 
office during a week, in which it is evident a generally correct use 
of the light during the working hours (light-on), the night and the 
weekend (light-off), except for an occurrence of light left on 
during the night. 

The analysis carried out during one year of testing has shown that 
the oversights were few. As a matter of fact, only five offices 
resulted having left the lights on for a total of only 11 occurrences 
in a year. 

5.3. More data analysis 

The graphs of the light sensors, as well as main information 
analysed in the previous paragraph, can provide some additional 
one, useful in the control and management of buildings and 
personnel occupying them. In Fig.6, for example, the entry and 
exit time of the employee sitting in the office can be easily 
distinguished as well as the proper use of the lights even in the 

lunch break, during which are kept switched off. The same graph 
also shows a typical reactivation of lights around 8PM, linked to 
the presence of the cleaning personnel, authorized to operate only 
after the working time 

6. Conditions of Health and Wellness within the Offices 

Environmental parameters monitoring inside the offices are 
also providing useful information about health and wellness 
conditions inside workplaces. 

As a matter of fact, among the aspects considered in the EHS 
guidelines for the workplaces and environmental protection in 
working activities [13], on top of indoor air quality, passive 
smoking and noise, it is also possible to find indicators on 
microclimate and lighting matching the data analysis on the 
environmental monitoring. 

6.1. Microclimate 

The range of physical and climatic parameters (temperature, 
relative humidity, air speed) in a confined environment is called 
microclimate. Thermal wellbeing depends on the performed 
activity, on the clothing and on individual sensations that can be 
influenced by environmental parameters such as temperature, 
relative humidity and air speed. Besides, the spread of 
microbiological contaminants in a confined area is influenced and 
enabled by other factors such as temperatures above 26°C and 
Relative Humidity above 65%. 

PERIOD AIR TEMP. recommended value R.H. 
Summer 19-24 22 40-60 
Winter 17.5 – 21.5 19.5 40-60 

Table 1: thermal comfort zone in sedentary working conditions 
and seasonal clothing 

From the data analysis performed, it is possible to identify a 
significant overpass of the recommended temperature during the 
months when study was conducted, but it is also possible to note 
an overall respect of the recommended values for relative 
humidity, both in winter and in summer, with some isolated cases 
in the summertime (Fig. 7, Fig. 8). 
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Figure 7: Humidity in the offices in July 2015 

 
Figure 8: Humidity in the offices in February 2016 

6.2. Lighting 

The vast majority of the sensorial stimuli in the offices are 
visual, and eyes are evidently one of the most stressed organs. 
Natural light, although fundamental, is not sufficient alone to 
grant an adequate lighting in a confined area, since it is subject to 
a number of factors, among which the time of the day, the 
orientation of the room, the weather conditions, etc. In case of 
insufficient natural lighting, it is therefore necessary to provide a 
correct artificial lighting. There are several parameters defining a 
bright room, such as distribution and direction of the light sources, 
dazzling, etc… as an example, comparing in a table the measured 
parameters with minimum indoor requirements, it is possible to 
conclude that offices are correctly lightened (Fig.6).  

UFFICI (ILLUMINAMENTO) LUX 
Copy room 300 
Structure 500 
Data centre 500 
Technical Drawings 750 

Table 2: Fonte normative: UNI EN 1264-1/2001 

7. Energy Saving 

Once the power of the light sources is known, the saving that 
can be achieved if lights are not turned on when nobody’s around 
can be easily calculated 

The saving that can be achieved if the room temperatures is 
lowered by 1°C is much less straightforward to calculate, and 
even less known. It is reported that each degree Celsius less in the 
room temperatures is allowing a 7% annual saving on heating 
costs. Under this assumption, the annual saving can be calculated 
as  

 

Taking into account that 1 KWh of electricity equals 0,72 Kg 
of CO2, it is possible to evaluate the quantity of carbon dioxide 
that is not emitted  

These simple formulas tell us that a significant saving is 
possible even with small actions and good practices that can also 
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be learnt by means of an awareness system such the one depicted 
highlighting the waste, misuse or dangerous use of resources. 

8. Conclusions 

The results of the experiment have shown the effectiveness of 
the energy monitoring system developed by LepidaSpa, 
highlighting that there are wide opportunities for savings coming 
from a more rational use of the heating and air conditioning 
system inside of LepidaSpa offices.  In particular, while it has 
overall demonstrated a correct use of the lights, it has shown an 
incorrect use of the heating system in the winter period, detecting 
a much higher temperature than the allowed limits and much more 
than any reasonable margin of discretion. 

  Another important result was the verification of the radio 
coverage provided by the transmission system. Fig. 1 shows the 
positioning of the gateway (point A) and the different points in 
which the coverage has been verified (points B, C, D, E, F, G, H). 
The only area not covered consists of the E tower, inside which 
the received signal has not been sufficient to ensure reliable 
communications. The cause is probably to be identified in the C 
tower and in the interference caused by its height and its position 
between the extreme points A and E.  

The results have, indeed, demonstrated the adequacy of the 
new technologies adopted, Lo-RaTM, which allowed the 
realization of unprecedented solutions and constitutes an enabling 
element for the IoT paradigm. 

 The solution illustrated is a real example of “Smart city” 
application not only because it provides a value-added service for 
the Public Administration through the use of new technology [13], 
but also because it has been made by the reuse of the already 
existing Sensornet platform [14]. 

 The results of the experiment have finally demonstrated the 
generality and the possibility of large-scale implementation of the 
system, which can be adopted since now by all PAs of the Emilia-
Romagna region interested in the implementation of energy 
savings policies through the detection of waste within their 
buildings, as well as of wellbeing conditions in their offices. 
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 Recently, the field of prosthetics has seen many accomplishments especially with the 
integration of technological advancements. In this paper, different arm types (robotic, 
surgical, bionic, prosthetic and static) are analyzed in terms of resistance, usage, flexibility, 
cost and potential. Most of these techniques have some problems; they are extremely 
expensive, hard to install and maintain and may require surgery. Therefore, our work 
introduces the initial design of an EEG mind controlled smart prosthetic arm.  The arm is 
controlled by the brain commands, obtained from an electroencephalography (EEG) 
headset, and equipped with a network of smart sensors and actuators that give the patient 
intelligent feedback about the surrounding environment and the object in contact. This 
network provides the arm with normal hand functionality, smart reflexes and smooth 
movements. Various types of sensors are used including temperature, pressure, ultrasonic 
proximity sensors, accelerometers, potentiometers, strain gauges and gyroscopes. The arm 
is completely 3D printed built from various lightweight and high strength materials that 
can handle high impacts and fragile elements as well. Our project requires the use of nine 
servomotors installed at different places in the arm. Therefore, the static and dynamic 
modes of servomotors are analyzed. The total cost of the project is estimated to be relatively 
cheap compared to other previously built arms. Many scenarios are analyzed 
corresponding to the actions that the prosthetic arm can perform, and an algorithm is 
created to match these scenarios. Experimental results show that the proposed EEG Mind-
controlled Arm is a promising alternative for current solutions that require invasive and 
expensive surgical procedures.    
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1. Introduction  

In recent studies, the World Health Organization (WHO) 
reported that about 15% of the world's population suffers from a 
form of disability, half of which cannot afford health care [1]. Due 
to various political, economic, scientific, and demographical 
reasons, the overall rates of amputees and limb dysfunction 
patients are increasing [2]. There are over 10 million amputees 
worldwide, out of which 30% are arm amputees [3]. Although 
prosthetic limbs exist since decades, they are not very natural in 
terms of operation and interaction with the environment. They 
require undergoing an invasive surgical procedure [4]. The main 
goal of such complex procedures is to reassign nerves and allow 

amputees to control their prosthetic devices by merely thinking 
about the action they want to perform as stated by the John 
Hopkins Applied Physics Laboratory. 

A team at the John Hopkins University developed a robotic arm 
in their physics lab that is controlled by brain signals [5]. The arm 
has 26 joints, and can lift up to 45 pounds. It is based on an idea, 
which can be altered to fit any need, from someone missing just a 
hand to an entire limb. Engineers from Ossur, one of the biggest 
bionic arms markets in the world, designed an artificial bionic 
advanced leg and it was tested on a farmer who lost a leg [6]. A 
comparison was made between the bionic and the mechanical 
artificial legs, in which the engineers noticed some flaws in the 
mechanical leg, and thus causing the user to fall while walking if 
wrong amount of pressure was applied to the toe where the leg is 
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connected. The bionic leg, on the other hand, was constructed out 
of more than one piece. The knee, the foot and the leg were 
assembled to create a fully functional bionic limb [7]. This limb 
has a brain of its own, and can sense what surrounds it by the 
processors that analyze the inputs. According to the head of this 
group of engineers, the leg costs more than a few sedan cars.  

Prosthetic limbs need to be measured and fitted to the patient 
for his needs [8]. To apply prosthetics on a patient, intense medical 
observation and a training course for the patient are needed so that 
he can use the limb comfortably. There are several techniques used 
as a means of controlling robotics arms, and the top three methods 
are highlighted hereafter. The first method is to use an 
electroencephalogram (EEG) device [9], which will record the 
person’s brain waves when he is thinking of a certain action or 
implementing a facial expression. These readings are then 
converted to commands for the arm. The author in [10] states that 
the mind regulates its activities by electric waves registered in the 
brain that emits electrochemical impulses having different 
frequencies, which can be registered by an electroencephalogram.  
For instance, beta waves are emitted when a person feels nervous 
or afraid with frequencies ranging from 13 to 60 Hertz. Alpha 
waves are emitted when a person feels relaxed mentally and 
physically with frequencies from 7 to 13 Hertz. On the other hand, 
delta waves are emitted when a person is in a state of 
unconsciousness. The advancement in technology made it possible 
to process these EEG frequencies and data directly in real time by 
the use of a brain-computer interface which is a combination of 
hardware and software. 

The second method is the surgical implantation. The arm is 
surgically connected to the person’s torso. Connections are also 
made to the nerves to allow the reading of electrical signals so that 
these signals can then be filtered and converted to commands. The 
last control method consists in using sensors, which will be 
connected to the robotic arm in order to take specific readings. 
Some of the most common sensors used in this case are EMG, 
gyroscope, and accelerometer sensors. This will allow the user to 
be aware of the position his arm can be in as well as expand and 
enclose it. All the arm types used are summarized and compared 
with each other in Table 1 hereafter in terms of usage, flexibility, 
cost potential. 

Table 1. Arm Types comparison 

Arm 
Type 

Usage Flexibility Potential 

R
ob

ot
ic

 Using mounts Depends on the 
motors, material 
and design 

Big potential with the 
rise of 3D printers 

Su
rg

ic
al

 Surgically 
Implanted 

Depends on the 
training and the 
physiotherapy 

Very high especially 
for the war victims  

B
io

ni
c 

Very effective 
for everyday 
usage 

Depends on how 
well can the 
processor 
analyze the 
surroundings 
 
 

Good potential, 
especially with the 
microprocessor 
revolution 

Pr
os

th
et

ic
 Similar to the 

surgical limbs, 
but less 
medical 
attention 

Very high 
flexibility 
(custom made for 
each person 
using exact 
measurements) 

Overshadowed by the 
surgical and the 
robotic limbs 

St
at

ic
 No 

mechanical 
use 
 
 

Not flexible No potential 

 

The control techniques used are summarized and compared with 
each other in Table 2 hereafter in terms of cost, installation, 
degree of control and accuracy.  

 Table 2. Control techniques comparison 

 

 The EEG method is not only cost effective, but it is also 
accurate and gives the patient complete control of the arm. It also 
gives the user the luxury of taking it off when feeling discomfort. 
EEG is a noninvasive method of monitoring brain activity. 
Typically, it uses electrodes placed on the outside of the head, and 
measures voltage oscillations in the neurons of the brain caused by 
ionic current. It has been used in medical applications for a very 
long time. The Emotiv EPOC is an example of an EEG headset 
with 14 sensors and having an internal sampling rate of 2048 Hz. 
After filtering the signals, it sends the data to the computer at 
approximately 128 Hz. The signals are transferred from the 
headset to the computer through wireless technology. This offers 
much greater mobility, and instead of requiring a special gel, the 
electrodes of the EPOC simply need to be dampened using a saline 
solution that in disinfectant and common. 

The project presented in this paper aims to develop a low-cost 
and versatile human-like prosthetic arm controllable via brain 
activity using EEG neuro-feedback technology. The arm is 
equipped with a network of smart sensors and actuators that give 
the patient intelligent feedback about the surrounding 
environment and the object in contact. It also allows the arm to 
react and execute pre-programmed series of actions in critical 
cases (extremely hot or fragile objects, etc.)  A first prototype has 
been developed to test the prosthetic arm with the embedded 
electro-mechanical system. This prototype is controlled using flex 
sensors integrated within a wearable glove. A microcontroller is 
added to the system, thus allowing to perform programmed 
actions and tasks. The arm is created using a 3-D printer in order 
for it to be cost efficient. All parts are printed separately then 
assembled together. This prototype focuses on the arm-
environment interaction. A second prototype based on the EEG 

Type Approximate Cost 
(U.S. Dollars) 

Installation Degree of 
Control 

Accuracy 

EEG 100 – 400   Detachable Complete 
control 

Accurate 

Surgical 10,000 – 120,000 Permanent Complete 
control 

Very 
accurate 

Sensors Below 100 Detachable Limited Accurate 
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control has also been developed and still under test. Preliminary 
experimental results show that the EEG technique is a promising 
and good alternative to other existing techniques. 

2. System Architecture 

The proposed system is divided into 4 major units [11] as shown 
in Figure 1: 

1- The Input Unit – EEG sensors 
2- The Processing Unit – Pattern recognition  
3- The Electro-Mechanical Unit - The arm 
4- The Interface Unit – Smart sensor network 

Figure 1. Mind-controlled smart prosthetic arm architecture 

2.1. Input Unit 

In this unit, brain signals were captured by an array of advanced 
EEG sensors communicating with a Signal Processing Unit via 
low-power and secure connectivity using Bluetooth technology. 
This device has an internal sampling rate of 2048Hz and 14 
sensors arranged according to the international 10-20 System as 
shown in Figure 2 in order to cover the most relevant area over 
the brain. This allows a maximum and efficient coverage of the 
brain activity. EEG signals are acquired using the Emotiv EPOC 
wireless recording headset bearing 14 channels (AF3, F7, F3, FC5, 
T7, P7, O1, O2, P8, T8, FC6, F4, F8), referenced to the common 
mode sense [12]. 

 

Figure 2. EEG 14-sensor arrangement 

2.2. Processing Unit 

The EEG signals provided by the input unit were sampled and 
processed on a lightweight wearable device – the Processing Unit. 
The processing activity consists of two main parts: a pattern 
recognition part that identifies different brain behavior captured by 
the input unit, and a command part that generates a series of 
commands to be sent to the mechatronics system of the arm.  

This unit was programmed to distinguish between several 
states of the mind representing different levels of “meditation” and 
“focus”. Every mind state was captured and encoded to represent 
a set of desired tasks to be performed by the arm. Due to the 
diversity and the complexity of brain wave activities among 
different humans, machine-learning techniques were required to 
train patients to specific arm movements according to a set of mind 
states. 

2.3. Electro-mechanical Unit 

This unit was designed and built from various lightweight high-
strength materials that can handle high impacts and fragile 
elements as well. It integrated servos capable of handling 800 oz.-
in. of stall torque. These servos were strategically placed to 
minimize hardware and facilitate complex moves. A 
microcontroller was also integrated to this setup to provide the 
interface between the Mechanical Unit and the Processing Unit. It 
can also be programmed to perform a series of predefined 
movements, allowing the arm to have a sophisticated and realistic 
real hand behavior. 

2.4. Interface Unit – Smart Sensor Network 

This unit is composed of a network of smart sensors, including 
temperature, skin pressure and ultrasonic proximity sensors, 
accelerometers, potentiometers, strain gauges and gyroscopes. The 
main features of this unit allow the arm to interact with and adapt 
to the surrounding environment. Moreover, a bi-directional 
communication was required to give commands to the arm and 
provides feedback to the patient. This integrated network of 
sensors and actuators required custom communication protocols 
and networking techniques that allow seamless interaction and 
control between the arm and patient. By default, controlling the 
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arm was handled by the brain (patient); however, it can be 
transferred to the arm to proactively protect itself against damage. 

 Due to its unique features, the proposed Mind-controlled Smart 
Prosthetic Arm should be able to improve the quality of life for 
millions of patients and their families around the world. Its low 
cost design makes it accessible for a wide range of beneficiaries, 
especially those with limited or no access to advanced health care. 

3. Technical Specifications 

3.1. Hardware Overview 

The Smart Prosthetic Arm architecture was based on an 
advanced electro-mechanical system controlled by EEG neuro-
feedback technology. This architecture is divided into 4 main 
units in terms of hardware (see Figure 3 and Figure 4) [13]: 

 

Figure 3. System overview – block diagram 

 
Figure 4. System overview – photo of the actual components 

As shown in Figure 4, component number 1 is the processing unit 
that receives the EEG waves from the headset and communicates 
with the control unit; component number 2 is the Emotiv EEG 
headset with 14 sensors; component number 3 corresponds to the 
embedded sensors (temperature, proximity and touch); 

component number 4 is the control unit, which is Arduino based; 
component number 5 is the XBee driver (wireless 
communication with the processing unit). 

 The Data Sampling Unit includes 14 EEG sensors 
implemented in the EEG-based headset. This unit converts EEG 
signals to digital signals and send them to the processing unit 
through Bluetooth communication channel.  

 The Wireless Communication Unit includes low power 
connection Bluetooth module interfaced with the Raspberry III 
microcomputer. This part implements a communication protocol 
between the user (EEG sensors installed on the head) and the 
embedded microcontroller in the prosthetic arm.  

 The Computing and Processing Unit: Sampled EEG signals 
are channeled through the wireless communication unit to reach 
the Computing and Processing Unit, which is embedded in the 
arm and includes a Raspberry Pi III microcomputer, interfaced 
with an Arduino Mega microcontroller that handle the mechanical 
servo units installed in the arm. The main function of the 
processing unit is to treat the digitized EEG signals. It is 
programmed to compare between the headset reading and a set of 
premeasured patterns related to different states of the mind. 
Different mind states are captured and encoded to represent a set 
of desired tasks to be performed by the arm. This Unit is also 
programmed with multiple hand reflexes, triggered by the smart 
sensor network embedded in the arm. It gives the arm a human-
like behavior via smooth movements and smart reflexes. 

 Finally, the Electro-Mechanical Unit includes nine servo 
motors installed on the 3D designed model. The 3D hand model is 
built from various lightweight high-strength materials that can 
handle high impacts and fragile elements as well. This unit 
integrates all servos, which are capable of handling 800 oz.-in. of 
stall torque. It is embedded in the arm and links servos to joints to 
perform different motions. The servos are strategically placed to 
minimize hardware and facilitate complex moves. A 
microcontroller is also integrated to this setup to provide the 
interface between the Mechanical Unit and the Processing Unit. 

 One of the main features of this arm is its affordability, which 
is accomplished mainly due to the fact that the arm is entirely 3D 
printed, which is one of the most affordable, yet durable ways of 
manufacturing such a product in this day.  

 For the process of building, different materials were used to 
create a full arm. The usage of different materials provided a more 
practical build. 

 The hand was created using a material called EcoPLA, which 
is PLA mixed with certain chemicals to provide a sense for heat 
recognition. This material can change color when exposed to heat. 
The added sensors provide visual aid to the user of the arm so that 
the user can estimate the heat of the held item. EcoPLA is 
considered to be a clean material, mainly extruded from starch, 
corn, and sugar cane, which makes it more environmental friendly. 
For the mechanical moving parts that need better endurance and 
will be exposed to more pressure, PLA is also used as the material 
for the build because of its strength, flexibility, and heat resistance, 
which makes it more reliable; therefore, it is the best material to 
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execute the job with no flaws. It is also easily sanded and 
machined. 

 For the forearm, shoulder, and elbow, PLA is used to complete 
the build. PLA is a printing material that is easily machined under 
normal conditions, on the other hand ABS needs special heating 
bed during the printing. PLA is also an environment friendly 
plastic which can be created using a mixture of different plant 
substances, such as potatoes and corn, yet, it does not bio-degrade 
easily. PLA is also considered strong and rigid material, yet it has 
a lower melting temperature which makes it unreliable under 
pressure. 

 The project required the use of nine servomotors in different 
places in the arm. To make sure the hand is able to carry a load 
varying from 3-5 kg, first we had to know how much torque each 
servo motor needed. To get that, the following formula shown in 
(1) for the static mode is used: 

 +M = (L1 × cos(θ1) + L2 × cos(θ2))x9.8                              (1) 

+M is the momentum; L1 is the length between the force and the 
first angle θ1; L2 is the length between the force and the second 
angle θ2 as shown in Figure 5.  

 

 
 

 

 

 

 

 

 

 

 

 

 For the dynamic mode of the servo motors, friction of the arm 
parts along with some other parameters were neglected. The 
following formula shown in (2) is used: 

𝑀𝑀 = 𝐹𝐹 × 𝑙𝑙 + 𝐽𝐽 × 𝛼𝛼                                                                      (2) 

𝐹𝐹 is the force applied on the hand; 𝑙𝑙 is the length of the arm; 𝐽𝐽 is 
the polar movement of inertia; 𝛼𝛼  is the angular acceleration or 
polar acceleration. 

 The equation for the dynamic mode shown in (2) changes from 
one part to another (shoulder, wrist, hand or elbow). 

 The next calculations are obtained while the hand is in the static 
mode, not the dynamic mode. While the angles are equal to zero, 
the servos will be outputting their highest torque in the static mode 
as shown in Table 3.  

Table 3. Load calculation for a servo motor 

Mass 
(Kg) 

Force 
(N) 

Wrist S. 
Torque 

Hand S. 
Torque 

Biceps S. 
Torque 

Shoulder S. 
Torque 

1 Kg 9.8 1.96 3.43 6.615 7.889 
2 Kg 19.6 3.92 6.86 13.23 15.778 

3 Kg 29.4 5.88 10.29 19.845 23.667 
5 Kg 49 9.8 17.15 33.075 39.445 

7 Kg 68.6 13.72 24.01 46.305 55.223 
10 Kg 98 19.6 34.3 66.15 78.89 

 

3.2. Dynamic Modeling of Prosthetic Arm 
 In the time domain, the mechanical model of the Prosthetic 
Arm can be represented as a generalized second order differential 
equation form for the translation motions as shown in (3): 

𝑓𝑓(𝑡𝑡) = 𝑚𝑚 𝑑𝑑
2𝑥𝑥
𝑑𝑑𝑡𝑡2

+ 𝐶𝐶1
𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡

+ 𝐾𝐾1. 𝑥𝑥(𝑡𝑡).        (3) 

where: f(t) represents the applied tension forces in the two sides of 
the tendons to create displacement between fingers at different 
configurations, m is the mass of the movable part, x(t) is the 
displacement between fingers at different time, C1 is the friction 
damping coefficient for the translation motion , K1 is the spring 
constant . the same model can be restated for the torque   𝑇𝑇(𝑡𝑡) at 
the elbow and shoulder joints as shown in (4): 

𝑇𝑇(𝑡𝑡) = 𝐽𝐽 𝑑𝑑
2𝜃𝜃
𝑑𝑑𝑡𝑡2

+ 𝐶𝐶2
𝑑𝑑𝜃𝜃
𝑑𝑑𝑡𝑡

+ 𝐾𝐾2.𝜃𝜃(𝑡𝑡).   (4) 

where: J is the mass polar moment of inertia (kg.m2) of the rotated 
part, θ(t) is the angular displacement (rad.), C2 is the friction 
damping coefficient for the rotational motion , K2 is the rotational 
spring constant . 

 From the multibody dynamic model of the different parts of the 
Prosthetic Arm, we can get the required toque for each of the 8 
motors at all possible movement configurations, the selection 
design value for the motors specifications was based on the 
maximum calculated required torque & Power. 

3.3. Power Consumption 

The power study of the proposed Smart Prosthetic Arm is 
divided into 2 major parts.  

The EEG headset uses a lithium (Li) battery that provides up 
to 12 hours of continuous use when fully charged. If fully 
discharged (after 12 hours of usage), it can take up to 4 hours to 
be recharged. However, the charging process takes between 30 
minutes to 2 hours when not fully discharged. Therefore, it is 
recommended to recharge it before 12 hours of continuous use. 
For safety reasons, the headset does not work while charging it.  

The electro-mechanical system is composed of eight servo 
motors of rated power 0.5 Watts and 3.5 Watts, which are placed 
on different parts of the prosthetic arm (wrist, elbow, shoulder and 
fingers). Three servomotors with a rated power of 3.5 Watts are 
placed on the wrist, elbow and shoulder area to provide three 
degrees of freedom. In addition, five servomotors with a rated 
power 0.5 Watts each are used to control the five fingers. Thus, 
all the servomotors consume a total power of 13 Watts. A 5V 
battery with an output current of 2.6 Ampere is required to provide 

Figure 5. Prosthetic Arm Technical Specifications 
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power to all servomotors embedded in the arm. The wireless 
communication unit operates when a 50 mA is supplied at 3.3 V, 
which requires a power of 0.165 Watts to operate.  

In addition, a network of smart sensors is used, including 
temperature, skin pressure and ultrasonic proximity sensors, 
accelerometers, potentiometers, strain gauges and gyroscopes. 
These sensors consume a total current of 100 mA. The power 
consumption of the low-power single board computer 
(Computing and Processing Unit) is 0.1 Watts corresponding to a 
current of 30 mA. To power all the units listed above, the system 
requires a power source with an output current not less than 2.8 A 
and 5V as output voltage.  

Two 10,000 mAh lithium ion batteries are chosen with an 
output current of 2A each. They include a charging circuit (via 
USB Cable), and a boost converter that provides 5V DC. These 
batteries have an 80% efficiency loss on both ends, meaning that 
it is not recommended to operate the arm while the battery is being 
charged. With these two batteries, the arm will be operational for 
7 continuous hours knowing that the average hand movements per 
person during a day are equivalent to 1 to 3 hours of continuous 
movements depending on the daily activity performed. In 
conclusion, the whole system can be operational for 2 full days. 

3.4. Smart Sensors 

The sensors included in the proposed solution can be classified 
in two categories: user-end sensors and environment-end sensors. 
The first category consists of the 14 EEG sensors presented 
previously which are installed on the user headset.  

As for sensors of the second category, their main feature is to 
allow the arm to interact and adapt to the surrounding 
environment, by providing intelligent feedback about critical 
condition, such as high temperature or pressure, etc. When 
interfaced with the embedded microprocessor installed on the arm, 
this network will give the prosthetic arm a human-like behavior 
with smart reflexes and smooth movements. Note that the 
feedback coming from some of these sensors will not only be used 
to operate some servos of the arm, but will also be displayed on 
small LCD screen mounted on the forearm. 

3.5. Control 

The proposed system was based on both fully autonomous and 
semi-autonomous control.  

A bi-directional communication channel was implemented 
between the smart sensor network and the embedded 
microprocessor in such a way to autonomously control the 
electro-mechanical unit and provide feedback to the user by 
displaying it on an LCD mounted on the arm. This setup offered 
the arm the ability to have smart reflexes when it counters delicate, 
dangerous and critical situations such as protecting the arm from 
very hot surface contact or over squeezing fragile objects (glass, 

human hand, etc…). This integrated network of sensors and 
actuators requires custom communication protocols and control 
mechanisms techniques that allow seamless interaction and 
control hand over between the arm and the user.  

By default, the brain signals control the arm movements semi-
autonomously via a wireless connection. The EEG headset has a 
proprietary wireless USB dongle that can be connected to the 
processing unit via a Bluetooth module. It reads the neuro-
electrical signals and interprets them as a set of predefined outputs 
that reflect facial expressions, mood and conscious intentions. 
These predefined outputs are received by the processing unit, 
compared with user-dependent library of pattern and then 
converted into functions. These functions are then labeled using 
variables and sent to the Arduino microcontroller through via 
UART channel. Based on these variables, a certain movement of 
the arm occurs according to the mapping that is done between the 
variables and the readings. 

4. Project Cost 

 The cost of the project was divided into components and 
equipment cost (servo motors, sensors, Bluetooth, Raspberry PI II 
and EEG-based headset, two USB battery packs), labor costs and 
the 3D printing cost of the prosthetic arm. All the required 
components are relatively cheap off-shelf products that can be 
purchased from multiple providers. The total cost of the system is 
estimated to be around 1140 USD as shown in Table 4. 

Table 4. Cost of project components 

Components needed Approximate Cost 
(U.S. Dollars) 

EEG-based headset (including battery and 
software) 

400 

Servo motors 135 

Bluetooth module 95 

Smart network sensors 150 

Raspberry PI II & Arduino Mega 60 

Batteries 100 

3D model arm 200 

Total cost 1140 
 

 The total cost of the proposed solution is estimated to be 
relatively affordable and more economical when compared to the 
existing solutions (surgical, bionic and static prosthetic arms) 
manufactured by different companies around the world. 

5. Testing and Results 

 During the training session performed, the signals 
corresponding to valence, engagement, frustration, meditation, 
short and long-term excitement detected by the Emotiv EPOC 
headset for 30 and 300 seconds are shown in Figure 6.  
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Figure 6. Different signals detected by the Emotiv headset 

A 3D cube was displayed, and a training session was available 
in order to guide the user to move the object either to the left or to 
the right with his thoughts as shown in Figure 7. The process 
started by recording the user’s mind when he was not thinking of 
anything. Then, the user could select an action he prefered to 
move the object. His thoughts were recorded for the time interval 
when he was thinking of the object.  

 
Figure 7. Training session with the 3D cube 

Thinking of moving the cube to the left stimulated the hand of 
the prosthetic arm to close (see Figure 8). However, thinking of 
moving the cube to the right stimulated the hand to open (see 
Figure 9). 

 
Figure 8. Prosthetic arm – closing hand 

Coming up for the scenarios and the algorithms of the arm are 
one of the things that makes this arm considered as a smart arm. 

The scenarios simply define the smart reflexes of the arm which 
can protect the user from the surrounding environment or the 
people who are communicating with the user. Initially, the arm 
automatically checks the three sensors (pressure, IR temperature, 
and proximity). If all of the sensors are in a safe state, the 
following scenarios can be initiated: 

 
Figure 9. Prosthetic arm – opening hand 

Scenario 1: User will be able to initiate brain command and 
control the arm if all the sensors are in a safe state. 

Scenario 2: If the user initiates “Action 1” command, this will 
enable the handshake. The servomotors in the hand will increment 
the angle and check if it has the optimum pressure for the 
handshake. If it reaches it, it will stop automatically. 

Scenario 3: If the user imitates “Action 2” command, this will 
enable the arm to grab a soda can and pour it in a cup. The servo 
motor in the bicep moves up and stops at a certain degree, then 
the servo motor in the wrist is rotated so that the soda will be 
poured in the cup. 

On the other hand, if one of the three sensors is not in a safe state, 
the following scenarios will be taken: 

Scenario 4: If the hand holds an object, the temperature sensor, 
which is embedded within the hand, will measure the temperature. 
If the temperature is too hot for human skin and reaches the pain 
threshold, “Action 3” will be automatically initiated. Once Action 
3 is initiated a red LED lights up. 

Scenario 5: It is the same as the previous scenario, but in this case 
if the temperature is too hot for the material of the hand itself, 
“Action 4” is automatically initiated. The servomotors in the hand 
open the fingers and release the object. 

Scenario 6: Here if the proximity sensor which is placed in the 
back side of the arm reads a distance which is not in the safe range 
(too close to an object), the servo motors within the shoulder will 
move the arm forward to keep the arm within a safe range. This is 
defined as “Action 5”. 

Finally the code on the Arduino was updated so that all the 
individual codes were combined together. The codes for each 
sensor, the codes for testing the servomotors and the codes for the 
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different gestures based on the input were all put together in a way 
for the arm to function effortlessly. Within the code, the first thing 
that was taken into consideration and checked is the sensor 
network. If the sensors are not in a safe state, they will follow the 
scenarios as shown previously. Otherwise, the serial port will be 
checked if it is receiving any data. The serial port is checked 
because the Arduino communicates with the XBee through a 
serial connection. If data is being received, it will go through 
different if statements, each one checking if the input is 
representing a certain letter. Each letter corresponds either to a 
raw action (move arm up) or a certain gesture.  

The Emotiv EPOC headset has 16 electrodes, which it uses to 
measure the electromagnetic pulses from the brain. These 
electromagnetic pulses are created by intentional thoughts, facial 
expressions and even the mental state of the user. What we will 
be using for the inputs are the intentional thoughts and the facial 
expressions.  

Before wearing the headset, Saline solution must first be 
applied to the electrodes. Once the electrodes are damp, they can 
be connected to the headset. Saline solution is applied in order to 
increase contact and the quality of the signal read; however, if too 
much is applied, it could lead to affecting the electrical equipment. 
Once the user slides the headset on to his head, he/she must insure 
that the electrodes are placed in the correct position and are in 
contact with the scalp; this ensures a good signal (green). To get 
the most accurate output, it is best that all electrodes are green. 

The flowchart of the algorithm is shown in Figure 10.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion 

The proposed arm hosts state-of-the art technological 
advancement, communication protocols, control systems, and 
human interfacing. This gives it great potential in many 
applications related to the health care field as well as other fields. 
As long as health care is considered, the idea could be expanded 
to other body parts as well as to patients having other dysfunctions 
as nerve damage. On the other hand, many industrial and 
commercial applications can utilize many features of the proposed 
arm. Within the health care field, there exists a class of patients 
who need extra help with their daily lives. This includes elderly 
people, people under rehabilitation, and people with limited 
mobility, etc. The proposed arm may be interfaced to a robotic-
structure and function as a helper or caregiver to this group of 
people. It can be programmed to do various functions according 
to specific patient needs. This may vary from cooking to 
assistance with bathing or dressing. Another example in the 
medical field is remote high precision surgical procedures, where 
surgeons can undergo operations remotely with the aid of the 
robotic arm. Many industries employ robots in the manufacturing 
process, many of which can make use of a modified version of the 
proposed arm. Based on a specific application, this smart arm can 
be programmed to execute a series of predefined actions, and 
customized with dedicated sensors, actuators and customized 
algorithms (such as image and signal processing, gesture and 
voice recognition etc…). In addition, connecting the arm to the 
Internet, and making it part of an Internet of Things network (IOT) 
will increase the performance and productivity of many industry 
applications. A first prototype is designed, built and was under 
test. The testing required long training sessions in order first to 
build a user-dependent library of brain activity patterns, and 
second to make the user more familiar and comfortable using this 
hand. 
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 The increase of textual information published in Arabic language on the internet, public 
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of relevant information contained in large corpus of texts. The purpose of indexing is to 
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when taking semantic into consideration. In this paper, we will present an indexation system 
based on contextual representation that will take the advantage of semantic links given in 
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is represented by its relevant keyphrases instead of its simple keywords. The experimental 
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1. Introduction 

Document indexing is an essential step in the text mining 
process because it determines how the knowledge contained in the 
documents is represented. It takes place each time a document is 
added to the corpus. Indexation must then deal with two main 
problems, the choice of the most representative terms of each 
document and the evaluation of their power of representation.  

Several approaches are proposed in the literature, particularly 
in English, but they are unusable for documents in Arabic, given 
its specific characteristics and the complexity of its morphology, 
grammar and vocabulary. For instance, association rules and 
semantic approaches based on external references are more 
complicated to use on Arabic documents. 

The indexation, under all its forms, aims to extract the most 
relevant descriptors from a given document. The more 
sophisticated the selection is, the more accurate are the subsequent 
tasks of text mining using indexation systems, like classification 
and information retrieval.  

Document indexing involves extracting keywords that best 
represent a document. In spite of the essential role of this phase in 
the next step of the natural language processing process, few are 
the works identified at this level [1][2][3].  

While preparing this paper, we stopped particularly on 
descriptor's type extracted from a document in a text mining 
process. We noticed that stemming is the most used method to 
represent a document.  

This paper is an extension of work originally presented in the 
11th International Conference on Intelligent Systems: Theories and 
Applications (SITA 2016) [4]. It presents a comparison of the two 
text representation methods: stem-based representation and 
keyphrase-based representation, as well as their applications and 
compatibility with the Arabic language. However, our proposed 
approach can be applied to other languages.  

The rest of this paper is organized as following. The second 
part introduces the related works. The third part is dedicated to the 
presentation of a conventional text mining process. The fourth 
part describes the proposed indexing systems and the used 
methods. We will present and discuss the experimental results in 
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the fifth section and we conclude by highlighting our contribution 
and any possible improvements. 

2. Related Works 

Before starting the keywords extraction, a very important task 
must be accomplished, which is cleaning and normalizing the text. 
Tokenization, stop words removal and normalization are 
frequently used as a preprocessing step. While stemming is the 
most complicated and discussed issue. 

The stemming method consists of extracting the root of a word. 
In other words, associating the words linked morphologically to 
the same root. The number of terms is then reduced, which makes 
the system more effective. This technique reveals a major 
drawback which is ambiguity.  

A root can be defined as a word that cannot be created from 
other word. For example, the root of the Arabic word (“التصفیات”, 
the qualifications) is (“صف”, row). Although stemming methods 
cause a big loss of meaning from the original words, these 
techniques are competitive and provide good classification results. 
Hence, several works on Arabic text indexing opt for roots as 
document’s descriptors. 

Mansour et al. in their work [5], they perform a morphological 
analysis of the words in a document to extract indexes. First, the 
authors propose a process of extracting stems. Second, they set up 
a recognition system of names and verbs, based on rhymes 
(grammatical patterns) and grammatical rules. A weight is then 
assigned to each stem taking into account its occurrence and 
introducing a function indicating how the word is spread in the 
document 

El-Khoribi [6] applied the stemming as a representation of 
features. Features are represented as vectors that consist of a 
number of elements equal to the number of classes which the 
probability of belonging to a class where stems occur. Then a stems 
lookup table is built from roots and labels of the classes to which 
they belong. Then, a Hidden Markov Model is used to evaluate the 
membership of a new document to a class. 

Al Molijy et al. [7] used a linguistic method for the extraction 
of indexes from Arabic documents. Their method is based on the 
parsing of words document. The proposed algorithm consists of 
breaking words into N-grams (where N equals 3, 4 or 5), calculate 
their frequencies, and then retain the first 100 most frequent words, 
constituting thereby an N-gram document profile. The advantage 
of this method is the reduction of the number of words representing 
a document. 

Bawaneh et al. [8] compared between the two classifiers K-
Nearest Neighbor (KNN) and Naïve Bayesian (NB). The light 
stemmer was used as feature and TFIDF (Term Frequency – 
Inverse Document Frequency) measurement as a method of 
weighting features. The K-NN classifier was considered more 
efficient. 

Gharib et al. [2] applied four classifiers on Arabic corpus which 
are:  SVM (Support Vector Machine), NB, K-NN and Rocchio 
method, using stemming as features representation technique and 
TFIDF as weighting method. The Rocchio classifier works better 

when the feature space is small but the SVM performs better when 
space becomes larger. 

Raheel et al. [3] have shown in a comparative study the 
influence of the choice of entities representing a document, on 
manipulating the performance of classifiers. They selected as 
descriptors, words in their original form, lemmas, roots, and the n-
grams. Two classifiers were used, the SVM and Naive Bayesian 
Networks. SVM based on the 3-grams gave better classification 
results. 

Harrag et al. [9] conducted a comparative study of three 
pretreatment techniques: light stemming, root-based stemming and 
dictionary lookup stemming in order to reduce the feature space. 
Then two classifiers were tested, Artificial Neural Networks and 
SVM. 

Since the stemming is the method of representation which is 
the most common in text mining preprocessing, several studies 
have contributed to its improvement [10][11][12][13][14] [15]. 
However, the extraction of keyphrases has not experienced the 
same progress [16]. 

3. Arabic Text Mining Process 

 
 المغرب یتجاوز تداعیات أزمة المال ھذه السنة 

، وتوقع أن  2009أبدى بنك المغرب ارتیاحاً لأداء الاقتصاد في المغرب، خلال 
في المائة للعام الثاني على التوالي، رغم   6إلى  5یتراوح معدل النمو بین 

تداعیات أزمة الاقتصاد العالمیة وتأثیرھا على إیرادات المغرب من العملات 
 .الصعبة والاستثمارات الخارجیة

، 2010في المائة في  4إلى  3وتوقع المركزي أن یحقق النمو الاقتصادي 
اً بالإنتاج الزراعي وتحسن أسعار القطاعات الصناعیةارتباط . 

 
Figure 1: Original text from the used corpus. 

3.1. Preprocessing 

Before starting the document indexing phase, a very important 
task is to clean up and standardize the text. The following are the 
most commonly used steps: 

• Tokenization 

Tokenization is the production of a sequence of segments 
separated by spaces or punctuation marks. The output is a list of 
words without neither punctuation, nor special characters. 

 
ً  المغرب بنك أبدى  السنة ھذه المال أزمة تداعیات یتجاوز المغرب  لأداء  ارتیاحا

 في 6 إلى 5 بین النمو معدل یتراوح أن وتوقع 2009 خلال المغرب في الاقتصاد
  وتأثیرھا العالمیة الاقتصاد أزمة تداعیات رغم التوالي على الثاني للعام المائة
  وتوقع الخارجیة والاستثمارات الصعبة العملات من  المغرب إیرادات على

ً  2010 في  المائة في 4 إلى 3 الاقتصادي  النمو یحقق أن المركزي    ارتباطا
الصناعیة  القطاعات أسعار وتحسن  الزراعي بالإنتاج  

 
Figure 2: text after tokenization. 

• Stop words removal 

Stop words are non-significant terms in a text. It is a about 
eliminating words whose occurrence is very frequent and do not 
bring any added value to the process of indexation. These words 
are usually pronouns, articles and conjunctions. 
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أزمة المال السنة أبدى بنك المغرب ارتیاحاً لأداء   المغرب یتجاوز تداعیات

الاقتصاد المغرب خلال توقع یتراوح معدل النمو المائة للعام الثاني التوالي  
تداعیات أزمة الاقتصاد العالمیة تأثیرھا إیرادات المغرب العملات الصعبة  
اطاً  الاستثمارات الخارجیة توقع المركزي یحقق النمو الاقتصادي المائة ارتب

 بالإنتاج الزراعي تحسن أسعار القطاعات الصناعیة 
 

Figure 3: text after stop words removal. 

• Stemming 

Stemming can be defined as the process of removing prefixes, 
infixes and suffixes from words to reduce these words to their 
stems (roots). To remedy the problem of big loss of meaningful 
information, the notion of light stemming has been evoked in 
several works and consists in eliminating just the prefixes and 
suffixes of a given word without having to go back to its root. 

• Conversions 

The first conversion that can be applied to a document is the 
elimination of diacritical marks. Diacritical marks are signs added 
to the top or bottom of the Arabic letters to specify the 
pronunciation of the word. This phonological role also influences 
the meaning of this word. Indeed, two words can be written in the 
same way but differentiated by the addition of different diacritical 
signs. For example, if the word "عالم" is pronounced (عالم, âalim) 
it means "scientist", and if pronounced (عالم, âalam) it means 
"world". This procedure aims to standardize the documents 
because it is rare to find a fully accented corpus. 

 
 خلل   مغرب قصد لاداء ارتیاحا مغرب بني ابدى  سنة مول ازم دعا جوز مغرب

  عمل مغرب ردا اثر علم قصد ازم دعا رغم  ولى ثنى عوم نمي عدل روح وقع
  قطع سعر  حسن زرع توج ارتباطا قصد  نمي حقق مركز وقع  خرج ثمر صعب
 صنع

 
Figure 4: text after stemming and conversions. 

The second conversion is that of characters which has for 
purpose to normalize the letters which can be written in several 
forms. Thus the characters "إ"  ,"ا" are replaced by "آ" and "أ", 
similarly "ة" is converted into "ه" and "ي", "ئ" into "ى". In our 
system, we did not consider this conversion. 

3.2. Term weighting 

 The weighting of an indexing term is the association of 
numerical values called weight to that term to represent its power 
of discrimination for each document in the collection. This 
characterization is linked to the informativeness of the term for the 
given document. This notion refers to the amount of meaning that 
a word carries. 

There are several ways to determine the weight of a term. In our 
case, we have used the TF-IDF (Term-Frequency Inverse 
Document Frequency) method.  

                             Weighti(j) = TFij×IDFj                                   (1) 

Where TFij is the occurrence frequency of term the j in a document 
i and IDFj is the inverse absolute frequency of term j in the 
collection. Thus the weight of a term increases if it is frequent in 
the document and decreases if it is frequent in the collection. 

3.3. Document representation 

 Document representation is one of the techniques used to 
reduce the complexity of documents and makes them easier to 
manipulate, and the document is then transformed from its textual 
version to a matrix [Document × Term] (Figure 5). The 
representation of the most used document is the Vector Space 
Model. The documents are represented by vectors of words. This 
representation has its own drawbaks as the large dimension of 
representation and loss of correlation between adjacent words, the 
thing that leads to the loss of the semantic relationship that exists 
between the terms in the original document. To overcome these 
problems, weighting methods are used to assign appropriate 
weights to the term as shown in Figure 5: 

 T1 T2 … Tm  

D1 w11 w12 … w1m Ca 

D2 w21 w22 … w2m Cb 

… … … … … … 

Dn wn1 wn2 … wnm Ck 

Figure 5 : Document × Terme Matrix. 
 

Each input represents a vector of terms, where wnm is the 
weight of the term Tm in the document Dn, and Ci is the class 
assigned to the document Di. 

3.4. Classification 

The text classification is an important part of the text mining. 
It consists in providing a set of learning data (labeled documents) 
to the classification system. The task is then to determine a 
classification model that is capable of affecting the correct class 
for a new document. 

 Lately, the task of automatic text classification has been widely 
studied and the progress seems to be efficient in this field [2]. 
Several classification methods have been compared and proven to 
be effective, including the Bayesian classifier, decision trees, K-
nearest neighbor, Support Vector Machines, neural networks. 

The classification of textual documents presents many 
challenges and difficulties. First, it is difficult to grasp high level 
semantics and abstract concepts of natural language only a few 
keywords. This confirms that the efficiency of the indexing step 
is paramount and entirely decisive. 

3.5. Evaluation 

Experimental evaluation of classifiers is the last step in the 
indexing process, and generally attempts to evaluate the 
effectiveness of a classifier, namely, its ability to make 
categorization decisions. To this end, there are many measures, 
each emphasizing one or other property of the system.  

We used the most commonly used measures: recall, precision  
and the f-measure which synthesizes the first two formulas. Let’s 
consider the following nominations: 

TP (True positive), FN (False Negative), FP (False positive), TN 
(True Negative). 

http://www.astesj.com/


M. S. EL BAZZI et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 900-905 (2017) 

www.astesj.com   903 

Recall = TP
TP +FN

         (2) Precision= TP
TP+FP

          (3) 
 

         F-measure =    2 × recall × Precision 
(recall + Precision)

                       (4) 

4. Proposed Approach: Keyphrases based indexing 

4.1. Text features  

Descriptors are the units of text that represent its content. There 
are several categories of descriptors, which attempt, on the one 
hand, to reduce the size of the document, and on the other hand to 
preserve its semantic aspect. We quote: 

Word: the text is simply segmented into single words after 
removing stop words. 

Lemma: the words of the text are reduced to their canonical forms. 
The process of lemmatization consists on using grammatical rules 
to replace verbs by their infinitives and names by their singular 
forms. 

Root (or stem): the stemming process extracts the roots of each 
word from the text. The words are then associated with their 
common root. 

Concepts: they take the form of a word or group of words, coming 
from a list of controlled lexicon, generally dictionaries or 
ontologies. 

Keyphrase: it is a sequence of words that describes more perfectly 
a document than a single word. They maintain better context and 
semantics. For example, the term "middle east" is more 
descriptive than "middle" and "east" taken distinctly. 

4.2. Keyphrases Extraction Methotds 

In this section, we try to give an overview of different used 
methods for unsupervised keyphrases extraction (table 1). 
Consequently, our proposed system is completely automatic. The 
unsupervised methods have the particularity to abstract the 
specific nature of the processed data.  
 

Table 1: Overview of unsupervised methods for keyphrases extraction 

Reference Approach 

Nabil et al. 
[26] 

Combining linguistic methods with statistical 
methods 

Ali et al. [27] enrich statistical and linguistic information 

Mihalcea 
et al. [28] A Graph based ranking algorithm 

El-Beltagy 
et al. [29] 

Consider the position of the first occurrence 
of any given phrase 

Elshishtawy 
et al. [30] 

Combining the linguistic knowledge and the 
machine learning techniques 

Najadat et al. 
[31] 

Phrase frequency (PF), summation of phrase 
terms frequencies (Tf), PFIDF (Phrase 

 
1http://www.aljazeera.net 

Frequency - Inverse Document Frequecy), 
Phrase Position, Title Threshold and phrase 
distribution 

Liu et al. [32] 
The best keyphrase must be: understandable, 
semantically relevant with the document and 
have high coverage of the whole document 

Sarkar et al. 
[33] 

A candidate keyphrase is considered as a 
sequence of words that does not contain 
neither punctuations nor stop words, and then 
this sequence is broken into smaller phrases 

 

4.3. The Used Keyphrases Extraction Method 

Our implemented method for keyphrases extraction is inspired 
from Najadat’s [31] approach which uses Phrases frequency. 
Hence, to extract keyphrases we follow those steps: 

1. Segmentation of the text into simple words; 

2. Calculating the number of co-occurrences of two (or 
more) consecutive words. To get a candidate keyphrase, 
the consecutive words should co-occur at least two times 
in the given document. 

3. Calculate the TFIDF of obtained keyphrases to get the 
final list of indexes. 

5. Results and Discussion  

In this work, we have conducted a study about the influence of 
the choice of features’ type on the efficiency of documents 
indexing. Consequently, experimental results should clarify our 
hypothesis which considers that keyphrases describe better the 
content of a document than simple keyword. 

For validation, we tested our system on a corpus of 1000 
documents of electronic press, extracted from Aljazeera 1  and 
Alarabiya 2 . This corpus is classified into 3 categories. These 
categories are: Economics, Politics and Sport.  

In this section, a series of experiments was conducted. For each 
experiment, we used TFIDF as weighting method and the optimal 
and same Thresholds’ values of K-Nearest Neighbor and features 
selection.  Tables 2 and 3 show different classification results 
obtained for each feature type. These results are expressed through 
recall, precision and F-measure criteria.  

Table 2: classification results using stems 

 Recall Precision F-measure 
Economics 0.164 0.392 0.231 
Politics 0.477 0.326 0.387 
Sport 0.393 0.351 0.371 
Average 0.345 0.356 0.350 

Table 3: classification results using keyphrases. 

 Recall Precision F-measure 
Economics 0.447 0.461 0.454 
Politics 0.537 0.327 0.406 
Sport 0.136 0.36 0.197 
Average 0.373 0.382 0.378 

2http://www.alarabiya.net 
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We conducted another test by performing the stemming firstly 
and then proceeding to extract keyphrases. After this combination, 
we obtained a list of stemmed-keyphrases. Classification results 
(table 4) do not show a significant impact of stemming, which 
explains that the system can stand alone.  

Table 4: classification results using stemmed keyphrases. 

 Recall Precision F-measure 
Economics 0.149 0.370 0.212 
Politics 0.731 0.365 0.487 
Sport 0.242 0.410 0.304 
Average 0.373 0.382 0.378 

 

The obtained results show that our approach has an impact on the 
behavior of the indexes in the classification phase.  

Figure 6: Graphic representing the obtained results. 

 

Despite the fact that we were not particularly selective on the 
keyphrases extraction method, the results are encouraging. 

Figure 7: Recall curves depending on each class. 

 

Figure 8: Precision curves depending on each class. 

 

Despite the fact that the results are close for the two 
approaches (keyphrases and stemmed keyphrases) on average 
recall and precision (table 3and 4), we clearly distinguish the 
changes in values according to each domain (figure 7 and 8). This 
is probably due to the homogeneity of the classes in the corpus. 
However, our approach reaches up to 73% of recall and 46% of 
precision in some cases. This leads us to test our approach on 
other bigger corpus with various classes, and considering adding 
other improvements. 

The experimental results confirms our assumption that 
keyphrases express better documents than simple keywords. 
However, this comparison does not, in any way, thwart the 
approaches presented in related works. Nevertheless, our work 
could be taken as an advance on what is proposed in the state of 
the art of Arabic documents indexing. 

6. Conclusion 

. In this paper, we introduced keyphrases based indexing for 
Arabic documents. After segmenting texts into simple words, we 
select candidate terms using the co-occurrence method, then we 
used the TFIDF formula to obtain the final list of indexes. Our 
objective is to assess the ability of keyphrases to represent a given 
document. 

On one hand, stemming techniques are used in Arabic text 
preprocessing to reduce multiple forms of the word to one root. 
However, the results that we have obtained show that the stem’s 
power of discrimination is relatively low. This may be due to the 
loss of semantic linking between words during the stemming 
process. On the other hand, we have proposed a method that extract 
keyphrases in order to represent document. Although the 
keyphrases extraction method we used is basic, and based on 
calculation of frequencies, the results of indexation outperform 
those obtained by the stem based indexing. 

In our future works, we will continue to reveal the semantic 
information by developing new indexing methods. Nonetheless, 
we consider developing an efficient method in order to extract 
Arabic keyphrases. Many other improvements are planned for 
Arabic document indexation. 
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 The concept of renewable energy is increasing day by day because the electrical 
applications are moving towards utilization of renewable sources and due to this factor 
electric power is also gaining ground and new type of converters are modelled in order to 
get high utilization of renewable sources. In this paper, two types of multiport converters 
are presented which includes a DC-DC converter with a transformer attached and a DC-
DC converter without a transformer. The converter with transformer is further subdivided 
into a full bridge and a half bridge DC-DC converter. The simulation results for all 
converters are presented and in the end, a case is taken for comparison which involves fixed 
resistance. The converters are compared with a constant load resistance of 70 ohms in 
terms of cost, area, complexity, control, isolation, weight and efficiency etc. 
 

Keywords:  
Dual Input Single Output 
DC-DC converter 
PV panel 
Half bridge converter 
Full bridge converter 

 

 

1. Introduction  

 There is an increased trend in the use of multiport converters 
because of the demand for renewable energy. Electrical 
applications are moving towards the utilization of renewable 
energy due to which research in electrical power electronics has 
increased. With the advancement in renewable energy usage, the 
DC-DC converter research has also increased and hence multiport 
converters are being proposed. The multiport converter helps in 
interfacing multiple sources at a time and delivers power from 
sources to load simultaneously as well as separately.  

In [1] a review of multiport converter is presented. The 
multiport converters presented in [1] comprises of converters with 
the transformer attached and detached. The converter with the 
transformer attached is further subdivided in to Half Bridge Three 
Port (HBTP) DC-DC Converter and Full Bridge Three Port 
(FBTP) DC-DC Converter. The advantages and disadvantages of 
each converter type for each DC-DC converters are presented.  

This proposed paper is an extension of [1] where the multiport 
converters were analyzed at constant load resistance of 70 ohms 

for each case and they are compared in terms of losses within the 
converters, area of the converters, cost of converters, controlling 
of converters and complexity of converters etc. 

In [2] an overview is presented regarding multiport converters. 
The first section contains the information of multiport converter 
introduction. In the second section, a comparison between the 
multiport converter and conventional converter is presented.  

The conclusion of research involves; every dc-dc converter has 
its own advantages and disadvantages so it depends upon the 
applications for which the converter is to be used. In the case of 
isolation, converters with transformers are to be used while if the 
isolation is not required then DC-DC converters without 
transformers are to be used. 

In [3] a dc-dc converter topology is presented which has the 
following advantages: 

• Simplification of power conditioning 

• Improved utilization of source 

• The ports of converter supports bidirectional power flow 

• Each port can be controlled individually 

• The connected sources of current can be decoupled  
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With this converter, we can control the level of every 
individual delivery of power and decouple the associated source of 
the current in series sources. 

In [4] different types of DC to DC converters are used and their 
computational performances are analyzed along with their 
efficiencies. The Buck converter gives better computational 
performance and a high efficiency with the resistance lesser than 
Resistance at the maximum power point (RMPP) but a low 
efficiency with the Resistance greater than the RMPP. The Boost 
converter gave a low computational performance and a low 
efficiency with the Resistance less than  RMPP but a high efficiency 
with the Resistance greater than RMPP.  Similarly, the Buck-Boost 
converter gave a better computational performance and a high 
efficiency with the Resistance less than RMPP along with a high 
efficiency with the Resistance greater than RMPP. 

 The Cuk converter gave an average computational 
performance with a medium efficiency with the Resistance less 
than RMPP but a high efficiency with the Resistance greater than 
RMPP. The SEPIC converter also gave an average computational 
performance with a medium efficiency with the Resistance less 
than RMPP but a high efficiency with the Resistance greater than 
RMPP while the Zeta Converter gave a better computational 
performance with a medium efficiency with the Resistance less 
than RMPP but a high efficiency with the Resistance  greater than 
RMPP.   

From the above discussion it can be concluded easily that the 
buck-boost converter is suitable for Maximum Power Point 
Tracker (MPPT) because its efficiency is higher in both cases 
whether the resistance is greater than RMPP or less. 

In [5] multiport converters are discussed. The converters are 
compared in terms of soft switching and isolation. In the 
conclusion of [5] the advantages and disadvantages of a multi-port 
dc-dc converter are presented. These are:  

• utilization of two or more simultaneous power sources 

•  lower cost due to semi-conductor elements and fewer 
passive components 

• the power to load can be in higher productions because of 
multiple sources 

• the management of energy can be monitored in a better way 

In [6] the comparative study of MPPT algorithm is presented. 
The MPPT algorithm is used by the controller to get maximum 
power from the PV panel.  

The algorithms presented for comparison are based on Fuzzy 
Logic for MPPT controller, Incremental Conductance and Perturb 
& Observe (P&O). The algorithms are tested in standard 
conditions with atmospheric condition variance. The results 
obtained are: 

• The response of Incremental Conductance algorithm is 
better at a steady state but it has some errors when 
compared to the Perturb & Observe algorithm. 

• In Perturb & Observe algorithm there is some oscillation at 
the operating point which results in loss in available power 
thus PV module efficiency is decreased. 

• In Perturb & Observe algorithm the MPP tracking is 
directly proportional to the step size of perturbation. By 
higher steps the Maximum Power Point (MPP) is achieved 
faster but then there are oscillations at steady state. 

• The Fuzzy Logic controller provides a better steady state 
and transient state performance as compared to classical 
methods.  Fuzzy Logic controller tracks MPP with high 
speed and it has more stability at the steady-state in 
comparison with Perturb & Observe algorithm and 
Incremental Conductance algorithm. 

For different types and capacities of renewable energy sources, 
an isolated multiport DC-DC converter is proposed in [7] for its 
corresponding simultaneous management of power. Only one 
controllable switch is utilized for each port in which a source is 
connected. As a result, it has a very limited number of power 
switches and a very simple topology. The proposed converter’s 
operation and characteristics are explained and analyzed and  its 
applications are discussed. 

In order to replace the regular transformer distribution, a solid 
state transformer (SST) is proposed in [8] which helps enables the 
formation of power quality features along with providing ports for 
the integration of the distributed generation (DG) (e.g. 
photovoltaic (PV)) as well as storage. A quad-active-bridge (QAB) 
converter based on SST topology is modelled in [8] which 
facilitates the load isolation along with the isolation of the 
distributed generation as well as the storage. An average model 
formulated on the gyrator is developed which helps facilitates a 
general multi-active-bridge (MAB) converter. Using these 
expressions, the power ratings of the MAB ports are derived. 
These results are then applied onto the QAB converter and later on 
it is analyzed. 

For a stand-alone renewable power system application, a 
systematic strategy is proposed in [9] in order to interface a 
renewable source, a load and a storage battery with the generated 
Three-Port Half-Bridge Converters (TPHBCs). If the DC bias 
current is allowed in the transformer then the half-bridge 
converter’s primary circuit operates as a rectified synchronous 
buck converter which can help configure a power flow path 
between the battery and the renewable source which are, as a 
result, connected in parallel with one of the dividing capacitors. A 
post and a synchronous regulation has been proposed for various 
implementations in order to make the voltage on any two of the 
ports individually controlled.   

A three-port converter (TPC) derived from a full-bridge 
converter (FBC) is proposed in [10] and its systematic approach 
has been discussed. The methodology helps strips a pair of the 
switching legs of the corresponding FBCs into two different 
switching cells with distinct sources attached to it and along with 
this a DC bias current is also allowed in the transformer. By 
utilizing the proposed strategy, a full-bridge TPC (FB-TPC) is 
developed for the applications of the renewable power systems 
which composes of multiple characteristics which includes: a 
single-stage power conversion between any two of the three ports, 
reduced number of devices, an easy and understandable control 
method and topology.   

A three-port DC-DC converter which integrates the 
photovoltaic (PV) and the power of the battery for a high step-up 
applications is proposed in [11] in which the topology comprises 
of two coupled inductors (they help to acquire high step-up voltage 
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gain and also help reduces the voltage stress produced by the two 
input switches), two active-clamp circuits (which helps recycles 
the energy which is stored in the leakage inductors and also 
improves the efficiency of the system) and five power switches. 
The operation mode does not require changing in case a transition 
between the discharging and charging occurs.  

The major contribution of the proposed paper is to analyze 
multiport converters at constant load resistance of 70 ohms for 
each case and after that, they are compared in terms of losses 
within the converters, area of the converters, cost of converters, 
controlling of converters and complexity of converters etc. So this 
paper is organized as follows: 

• Section 2 explains in detail about the Half bridge and Full 
bridge converters. 

• Section 3 discusses the Dual Input Single Output converter 
(DISO). 

• Section 4 is detailed with the comparison between a 
converter with a transformer and a converter without a 
transformer. 

• Section 5 contains the in depth analyses of the results. 

• And at the end in Section 6, the conclusion has been given. 
 

2. Half Bridge Converter and Full Bridge Converter 

In the above section, the literature about Multiport converters 
has been presented. According to the literature the multiport 
converters have resolved the problems of single input converters 
and improved the renewable energy interfacing.  

The interfaced sources in the multiport converter can be 
unidirectional or bidirectional and the sources are able to deliver 
power to load individually and simultaneously. By the use of 
multiport converters, components are reduced hence cost is 
reduced, while reliability and power are increased.  

The characteristics of multiport converter in comparison with 
traditional converter are: 

• It has a high efficiency. 

• It is more reliable. 

• It has less number of components but complexity increases. 

• Insulation can be attained by adding transformer. 

• It supports unidirectional as well as bidirectional power 
flow. 

• It has more control area. 

• It has flexibility.  

2.1. Operation of converter 

Figure 1 shows the half bridge single phase converter. It is 
composed of two switches (out of which the mostly used switch is 
MOSFET) and two capacitors, one with source and one with load.  

The flow of power inside the inverter varies after every half 
cycle.  

Let the source voltage be ‘Vs’ for half bridge converter and 
switching frequency be ‘f’ and ‘T’ be the total time of the whole 
cycle. 

   𝑓𝑓 = 1
𝑇𝑇

                (1) 

For time 0 < t ≤ T
2
  the power flow path is through MOSFET 

‘S1’ and capacitor ‘C2’. The voltage obtained at load ‘VL’ is  

   VL = 𝑉𝑉𝑠𝑠
2

                (2) 

For time   T
2

 < t ≤ T  the power flow path is through the 
MOSFET ‘S2’ and capacitor ‘C1’. The voltage obtained at load 
‘VL’ is 

                                                                    VL = −𝑉𝑉𝑠𝑠
2

                                    (3) 

It can be seen that the magnitude of ‘VL’ is half as half of the 
voltage is dropped across the capacitor. 

 
Figure 1:  Half Bridge Converter 

Figure 2 shows the full bridge single phase converter. It is 
composed of four switches (of which the mostly used switch is 
MOSFET), with source and load. The flow of power in the inverter 
varies after every half cycle.  

Let the source voltage for the full bridge converter be ‘Vs’ and 
switching frequency is ‘f’ and ‘T’ be the total time of the whole 
cycle. 

                                              𝑓𝑓 = 1
𝑇𝑇

                                          (4) 

For time 0 < t ≤ T
2
  the power flow path is through MOSFET 

‘S1’ and MOSFET ‘S4’. The voltage obtained at load ‘VL’ is  

                                                                     VL = 𝑉𝑉𝑠𝑠                                          (5) 

For time  T
2

 < t ≤ T the power flow path is via MOSFET ‘S2’ 
and MOSFET ‘S3’. The voltage obtained at load is ‘VL’ 

                                                                    VL = −𝑉𝑉𝑠𝑠                                        (6) 

It can be seen that the magnitude of the voltage at output ‘VL’ 
is increased in comparison to the half bridge converter because half 
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of the voltage which dropped across the capacitor is now retrieved 
by using switches instead of capacitors. 

The half bridge converter limitation is overcome by using the 
full bridge converter. So with the help of the full bridge converter, 
the output voltage is increased. 

3. Dual Input Single Output 

The dual input single output (DISO) DC-DC converter shown 
in Figure 3 is presented in [1]. It is a DC-DC converter without a 
transformer. The converter is composed of one inductor, two 
capacitors and four switches.  

The advantage of this converter is the controlled flow of power 
between the input and the output. The two input sources are, the 
unidirectional battery and the PV panel. The use of the battery is 
to provide power to the load side.  

The PV panel is used as a primary source for utilization of the 
renewable energy while at the secondary source; the battery 
delivers the power when there is a power reduction from the solar 
system. 

 
Figure 3: Dual Input Single Output Converter 

4. Comparison between Transformer and Transformer-less 
Multiport Converter 

Both the systems, with a transformer and without a 
transformer, delivers power but with some specifications whether 
a transformer is required or not in an application, depends on the 
particular application. 

4.1. With transformer 

A transformer is used in any of the applications listed below: 

• For step up of voltage. 

• For step down of voltage. 

• For creation of either magnetic or galvanic isolation. 

• For reduction of transformer current, Delta-wye 
transformers should be used. 

• Fault current can be restricted. 

• For obtaining multiple output voltages, taps in the 
transformer can be used. 

There are also some disadvantages in using transformers: 

• Cost increment  

• Area increment  

• Weight increment  

• Reduction in Efficiency  

4.2. Without transformer 

In comparison to a system with a transformer, the system 
without a transformer also works, and it has some unique 
characteristics as well:  

• Reduction in Cost  

• No heavy circuitry 

• Reduction in Weight  

• Reduction in number of components 

• Efficiency increment  

• Fast Response  

Some disadvantages of system without transformer are: 

• Isolation is not present 

• The level  of voltage remains the same 

• No taps availability as in the case of the transformer 

5. Results 

5.1. Half Bridge converter 

Figure 4 displays the output voltage of the half bridge 
converter. It can clearly be seen from the graph that the output 
voltage reaches a maximum magnitude of 19 V after which it 
stabilizes steadily. 
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Figure 4: Half Bridge Converter Output Voltage 

There is an overshoot produced at 0.1seconds but till 0.2 
seconds the voltage stabilizes completely. The ripples produced in 
the output are due to the capacitor of a smaller magnitude being 
used. If the value of capacitor is increased the output stabilization 
time will be high. 

 
Figure 5: Half bridge Converter Switches Signals 

The states of the switches has been displayed in Figure 5, 
where the first signal displayed has been provided to switch ‘S1’ 
while its inverted wave that is displayed in the second signal in 
Figure 5 is for the switch ‘S2’.  

This means that while the switch ‘S1’ is ON, ‘S2’ will remain 
OFF and vice versa. Similarly, the same case is observed for the 
remaining bridges in the converter. 

5.2. Full Bridge Converter 

In Figure 6, the voltage at the output of the full bridge converter 
is displayed. It is observed that the voltage can be stabilized at 
around 190 V till 0.02s with the help of high capacitances. 

 
Figure 6: Full Bridge Converter Output Voltage 

The produced ripples in the output voltage are a result of using 
capacitors with small magnitudes. If the magnitude of the 
capacitors is increased, the output time taken for the converter to 
stabilize would increase. 

The switching signals provided to the H-bridge have been 
represented in Figure 7. The four signals (from top to bottom) are 
being provided to the four switches from ‘S1’, ‘S2’, ‘S3’ and ‘S4’. 
For controlling on side of the H-bridge ‘S1’ and ‘S3’ are used 
while ‘S2’ and ‘S4’ are used for controlling the other end of the H-
bridge. It can be viewed that while ‘S1’ (signal waveform 1) is 
switched ON, ‘S3’ (signal waveform 3) remains OFF and vice 
versa while when ‘S2’ (signal waveform 2) is switched ON, ‘S4’ 
(signal waveform 4) remains OFF during that interval and vice 
versa. 

 
Figure 7: Full Bridge Converter Switches Signals 
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5.3. Dual Input Single Output 

The result obtained at fixed resistance of 70 ohm for all 
three converters are shown in the table below. 

Table: Voltage at inputs and output of multiport DC-DC converter 

Type of Converter Source 1 
(V) 

Source 2 
(V) 

Output Voltage 
(V) 

DISO converter (without 
transformer) 

 

20 

 

20 

 

39 

FBTP DC-DC converter 
(with transformer) 

 

34.5 

 

50 

 

400 

HBTP DC-DC converter 
(with transformer) 

 

34.5 

 

50 

 

152 

 

 
Figure 8: Dual Input Single Output Converter Switches Signals 

Figure 8 represents the switching pulses for Dual Input Single 
Output converter while Figure 9 displays the output voltage for the 
same DISO converter.  

It can be seen from Figure 8 that the switching frequency has 
been altered a bit for all the three switching signals to a ratio of 
0.25%.  

The first switch remains ON for 0.25% while the second switch 
remains ON for 50% and the third one remains ON for 75% for the 
same time interval (that is from 0 to 0.1ms).  

The final output of this converter is displayed in Figure 9, 
which reaches a maximum of 57V in the overshoot and later on 
stabilizes at 39V. The time taken for the converter to stabilize in 
0.3s.  

The efficiency of this converter is quite high compared to the 
other remaining converters but its major drawback is that one user 
cannot alter the voltage level in this converter.  

 
Figure 9: Dual Input Single Output Converter Output Voltage 

It can be seen from the above Table that the voltage level of 
Dual input single output converter remains the same as it is nearly 
equal to the input source’s voltage. The result obtained shows that 
it is a highly efficient system as losses are very low in this 
converter. It has a low cost because less number of components are 
involved in it.  

The ripples in the output are very low and the harmonics are 
not present in this converter. The structure of this converter is quite 
simple and easy to implement but its control strategy is a complex 
task.It can be seen from the Table that the input voltage level of 
the three port full bridge converter is increased. The output result 
is almost 12 times higher than the input voltage level.  

This converter is not efficient as compared to the DISO 
converter and its cost is higher. The advantage of this converter 
over the DISO converter is that the voltage level can be increased 
or decreased as per requirement. The harmonics are less compared 
to the half bridge converter but the ripples produced in the output 
are high.  

The structure of this converter is complex but its controlling 
strategy is simple. A little complexity is to cater the switching time 
of the transistors or switches, so that all the four switches can work 
properly. It can be seen from the Table that the voltage level of the 
three port half bridge converter is increased.  

The output result is 4.4 times higher than input voltage level. 
This converter is less efficient  compared to the above two 
converters and its cost is high. In this converter, the efficiency is 
very low because of high losses in the converter.  

The harmonics produced in the output is high and the ripples 
are also high compared to the full bridge converter. The structure 
of this converter is not simple but control is quite easy, as only two 
switches are involved. When one switch is open, the other switch 
is closed and vice versa. 

6. Conclusion 

In this paper, multiport converters are discussed. The 
converters are of different types and a comparison between the 
converters is presented on the basis of the multiport converter with 
a transformer and without a transformer. The multiport converters 
presented in research are divided into two groups. One with a 
transformer converter and the other without a transformer 
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converter. The converters with transformer are further subdivided 
into two parts.  

• Full Bridge Three Port DC-DC Converter 

• Half Bridge Three Port DC-DC Converter 

The advantages of the converter with a transformer are: It 
steps-up or steps-down the voltage level, provides isolation 
between the input and output sides, the transformer current can be 
reduced by Delta-wye transformers, fault current is reduced by 
impedance, magnetic isolation can be attained and by the taps in 
transformer we can attain multiple voltages in the output. 

The disadvantages of the converter with a transformer are: 
efficiency reduction, in some cases weight is increased; area 
increment of converter is also present while the cost also increases. 
The harmonics components are greater due to the transformer and 
it has a complex structure (whereas its control is quite easy). Now 
moving towards the converters without a transformer. The 
transformer-less converter presented was the Dual Input Single 
Output converter.  

The advantages of the transformer-less converter in 
comparison to the converter with transformer are: it has a reduced 
cost factor, less components are used so the area of circuit is 
reduced. The harmonics are very low and its efficiency is high due 
to low losses in the converter since the output voltage (39V) is 
almost equal to the input source voltages (20V each). Its structure 
is easy to implement.  

The disadvantages of transformer-less converter in comparison 
with the converter with transformer are: only a single level of 
voltage is obtained, there is no magnetic isolation or galvanic 
isolation between input and output side, the fault current in not 
affected as there is no transformer present. The control of this 
converter is difficult because we have to control more than two 
pulses at a single time (Source 1 and Source 2).  

The complete research work concludes that; every DC-DC 
converter has its own advantages and disadvantages, so it depends 
upon the application for which the converter is to be used. For 
example if we need to change the voltage level, we have to use a 
converter which contains a transformer while in the case when 
voltage level change is not required we can use a transformer-less 
converter. 
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 Wavy FinFET is a hybrid device that integrates FinFET and Ultrathin Body FET 
technologies on SOI platform to provide high density and drivability without causing area 
penalty. The problem associated with this device is higher leakage and lower threshold 
voltage. This problem can be solved by structural modification of the device. This work 
analyses the performance of Wavy FinFET under various optimization methods such as 
device/channel engineering, work function engineering, spacer engineering and variation 
of isolation oxide thickness. The obtained results indicate that optimized Wavy FinFET can 
act as a solution for low power, highly reliable device topology. Leakage power is found to 
be reduced by 40.39%, 30.39% and 43.75% with channel engineering techniques such as 
substrate doping., halo doping and retrograde doping, respectively. Leakage power is 
lowered by 35.48% and 32.25% with increase in gate work function and isolation oxide 
thickness respectively. By using high k spacer material 54.77% reduction in leakage is 
further obtained without compromising drive current. In ADSE(Asymmetric Drain Side 
Extention) wavy FinFET,leakage is reduced by 61.35%. Whereas in symmetric and 
asymmetric Dual k wavy FinFET, leakage reduction is found to be  44.19% and 28.25% 
respectively.  

Keywords:  
FinFET 
Ultrathin Body 
Wavy 
SOI 
Leakage 
Spacer 

 

 

1. Introduction  

Gordon Moore predicted the scaling trends in integrated 
circuits in 1965 [1]. The technology driving factors are reduced 
cost, improved performance and greater circuit functionality. 
Scaling causes reduction in gate control over current flow in 
channel and which will in turn results in short channel effects. In 
order to mitigate these effects, engineers had to innovate advanced 
MOSFET structures which can be used in smaller technology 
nodes. Gate oxide scaling combined with gate length scaling was 
the traditional MOSFET scaling which ran out in the early 2000’s 
due to leakage limitations. Engineers had to innovate new 
structures since market was demanding low leakage. Strained 
silicon is an example of a revolutionary technology that provided 
improved performance when traditional MOSFET scaling 
methods were no longer effective [2]. It provided valuable 
performance enhancements at 90 nm and 65 nm generations. 
Intel’s 45 nm logic technology was the first to introduce high-k + 

metal gate transistors for improved performance and reduced 
leakage [3]. Further scaling was achieved using structural change 
in transistor architecture. A layered silicon-insulator-silicon 
substrate replaced conventional silicon substrates to form SOI 
technology[4]. The ultrathin body FET eliminates the leakage 
paths between source and drain , and thereby control short-
channel effects with thin body [5]. Multiple gate devices such as 
double gate, trigate, pi-gate, GAA devices could achieve better 
gate control over channel [6]. ITFET (Inverted T channel FET) 
combines double gate FinFET and single gate SOI to achieve 
layout efficiency[7]. 

Wavy FinFET is a hybrid device comprising of FinFET and 
Ultrathin body FETs [8]. Since UTB (Ultrathin Body) is inserted 
in the otherwise wasted fin-fin spacing, drivability increases 
(because of the increased path for current flow ) without causing 
area penalty. The major issues related to wavy FinFET 
architecture are increase in leakage and reduction in threshold 
voltage. Optimization  are required to mitigate these problems and 
thereby to obtain better device performance. 
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In the following session, comparative analysis of trigate SOI 
FinFET and wavy FinFET are done. After that optimization 
methods such as channel engineering, work function engineering, 
spacer engineering and isolation oxide thickness variation are 
done. Finally the last session concludes this work. 

2.  Trigate v/s Wavy FinFET 
3D structure of Trigate SOI FinFET, segmented trigate SOI  

FinFET with 3 fins and wavy FinFET having dimensions as per 
2013 Overall Roadmap Technology Characteristics Fin-FET 
parameters specified by the International Technology Roadmap 
for Semiconductors (ITRS) at the 7-nm technology node [9] were 
drawn using COGENDA TCAD [10]. In all structures fin height 
width and fin termination edge are 30nm, 6.8nm and 25nm 
respectively. Gate length is 18nm and EOT is 0.5nm. The channel 
is intrinsic and UTB thickness in wavy FinFET is 4.5nm. Fin 
spacing is 19nm in the case of multifin architecture. The structures 
are given in Figure 1. It can be seen that Ultrathin body is inserted 
in the otherwise wasted fin spacing to achieve advantages of two 
competing technologies. Figure 2 shows the gate cross section of 
trigate FinFET with single fin, with 3 fins and that of wavy 
FinFET. We can see that channel area under gate in wavy FinFET 
is higher compared to  that of conventional FinFET.  
 

 
 

 
 

Figure 1.(a) Trigate FinFET with single fin, (b) Trigate FinFET with 3 fins, (c) 
Wavy FinFET 

 
 
Figure 2. Gate cross section of (a) Trigate FinFET with single fin, (b) Trigate 
FinFET with 3 fins and (c) Wavy FinFET 

Simulations are carried out to analyase the performance of 
normal trigate FinFET with single fin, trigate FinFET with 
multiple fins and wavy FinFET. Also the Ultrathin body thickness 
is varied from 2.5nm to 4.5nm to see the variation of current with 
ultrathin body thickness. In Table 1, W2.5, W3.5, W4.5 represents 
wavy FinFET with UTB thickness 2.5nm, 3.5nm, 4.5nm 
respectively.  
 
Table 1. Comparison of conventional FinFET and wavy FinFET (UTB 
thickness=2.5nm, 3.5nm, 4.5nm) 

Stru 
Cture 

Ioff 
(A) 

Ion 
(A) 

Vt 
(m
V) 

SS 
(m
V/d
ec) 

DIB
L 

trigate 
1 fin 

2.05e-13 1.03e-05 372 62 40 

trigate 
3 fins 

3.21e-13 2.43e-05 371 62.8 40.2 

W 2.5 1.09e-12 2.79e-05 367 65.7 43.6 
W 3.5 3.35e-12 2.95e-05 365 70.2 47.3 
W 4.5 1.55e-11 3.82e-05 355 73.9 53 

 
It can be seen that the drive performance of segmented 

FinFET is better than that of conventional FinFET. In order to 
increase the drive current further, it is required to array more 
number of fins which will result in area penalty. At the same time 
wavy FinFET overcomes this difficulty and current is increased 
keeping the same footprint area. Also it is found that drive 
capability and short channel characteristics varies with the 
thickness of UTB in wavy FinFET. It can be seen that, higher 
UTB thickness results in ION. But the problem is along with ON 
current, OFF current also increases. Threshold voltage of wavy 
FinFET is lesser compared to that of conventional FinFET which 
further reduces with increase in UTB thickness.  

Due to threshold voltage mismatch between UTB and fins, 
subthreshold swing and DIBL becomes higher in wavy channel 
transistor. Hence wavy FinFET has to be optimized to achieve 
higher ION with lower leakage power. 

3. Optimized Low Power Wavy FinFET  

Substrate back biasing is one of the methods for threshold 
voltage tuning [8]. Reverse back biasing helps to increase the Vt 
and reduce IOFF. The problem here is that the reduction in leakage 
is obtained at the expense of ON current. Hence another methods 
are needed to optimize wavy FinFET, which is discussed in the 
following sessions of  this work. 

3.1. Substrate Doping  

Doping concentration of the silicon is varied from undoped 
to 1e17 cm-3. Fig. 3 represents the variation in Vt with doping 
concentration. Vt increases as doping increases. Table 2 
represents the effect of doping on ION, IOFF and leakage power. 
Both linear and logarithmic plot of Vgs- Id characteristics with 
different doping concentration are shown in Figure 4. It can be 
observed that along with increase in doping concentration, 
leakage is reduced. Hence leakage power is also reduced. 40.39% 
reduction in leakage current is obtained by choosing the doping 
concentration to be 1e17/cm3. Here a 4.71% reduction in ON 
current is observed. 
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Table 2. Effect of  doping 

Doping 
(cm-3) 

Ioff 

(A) 
Ion 

(A) 
Pleak 

(W) 
Undoped 1.55e-11 3.82e-05 1.24e-11 
1e16 9.79e-12 3.67e-05 7.83e-12 
1e17 9.24e-12 3.64e-05 7.39e-12 

 
 

 
Figure 3. Vt variation with doping concentration 

 

 
Figure 4. Transfer characteristics with different doping concentration 

3.2. Halo and Retrograde Doping 

Halo doping can be performed by incorporating highly doped 
p type region near source and drain ends. Here the drain and 
source junction depletion region width reduces. It can help in the 
reduction of DIBL (Drain Induced Barrier Lowering) and punch 
through. For retrograde doping surface concentration is kept low 
to increase surface mobility and the subsurface doping is kept high 
to act as a barrier against punch through [11]. Effect of both halo 
doping and retrograde doping are shown in Figure 5 and Table 3. 
By using these methods leakage can be reduced.  

Table 3. effect of halo and retrograde doping 
 

 undoped Halo 
doping 

Retrograde 
Doping 

Ioff 1.55e-11 1.079e-11 8.718e-12 
Ion 3.82e-05 3.72e-05 3.696e-05 
Pleak 1.24e-11 8.632e-12 6.968e-12 
DIBL 53 48 45.8 

 

 

 
Figure 5. Effect of Halo and retrograde doping 

Here the advantage is that we get reduction in leakage power 
without much sacrificing drive performance. Ion/Ioff ratio also 
will be higher. 

3.3. Work function Engineering 

Threshold voltage is dependent work function. Hence by 
varying gate work function of wavy FinFET, better performance 
can be achieved. Gate work function is varied from 4.5eV  to 4.6 
eV. Effect of work function is shown in Figure 6 and Table 4. As 
the work function increases, threshold voltage increases and 
leakage reduces. 35.48% reduction in leakage power is obtained 
by increasing work function to 4.6 eV. 
 

 
Figure 6. Effect of work function on Vt 

 

Table 4. Effect of  work function on performance of wavy FinFET 
 

Work 
Functi
on(eV) 

Ioff (A) 
 

Ion(A) Vt 
(mV) 

Pleak(W) 

4.5  1.55e-11 3.82e-05 355 1.24e-11 
4.6 1.00e-11 3.73e-05 360 8.00e-12 

3.4. Isolation oxide thickness variation 

This is a method for leakage suppression. Threshold voltage 
is directly proportional to isolation oxide thickness. Increasing 
isolation oxide thickness leads to higher threshold voltage which 
further leads to reduced leakage. Isolation oxide thickness is 
varied from 20nm to 40nm. Effect of BOX thickness variation is 
given in Figure 7. Leakage power is found to be lower in the case 
of higher oxide thickness. 

 
Figure 7. Effect of isolation oxide thickness on Ioff and leakage power 
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3.5. High-k Spacer  

In sub-20 nm region, short channel effects are reduced using 
underlap regions. But here on current reduces. Even at high Vds, 
gate-source/drain barrier restricts source to drain carrier flow. 
Introduction of high-k spacers can provide strong field coupling 
from the gate. Effect change in spacer material is checked by 
using SiO2 (k=3.9), Si3N4 (k=7.5) and Hfo2 (k=22) as the spacers. 
Simulation result is shown in Figure 8. As the dielectric constant 
of the spacer material increases, an increase in Ion and reduction 
in Ioff can be seen. And thus device can be optimized for lower 
leakage power and higher Ion/Ioff  ratio. Effect of change in spacer 
material on Ioff, Ion, Vt and leakage power is shown in Table 5.  

 

 
 
Figure 8. Transfer characteristics of wavy FinFET with different spacer materials 
 

Table 5. Effect of change in spacer material 
 

Mater
ial 

Ioff(A) Ion(A) Vt(m
V) 

Pleak 

SiO2 1.09e-11 3.46e-05 356 8.72e-12 
Si3N4 1.01e-11 3.84e-05 362 8.08e-12 
HfO2 7.01e-12 3.98e-05 396 5.61e-12 

 

Higher the dielectric strength of spacer, lesser the leakage, 
and  higher the threshold voltage can be obtained which leads to 
a better device performance. By using HfO2 as the spacer material 
on both sides of gate, 54.77% reduction in off current is achieved. 

3.6. Asymmetric Drain Spacer Extention (ADSE) Wavy FinFET 

In asymmetric drain spacer extention FinFET as shown in 
Figure 9, an additional spacer is introduced only on the drain side 
to introduce drain-side underlap in FinFET. Thus, bidirectional 
currents in these transistors are not the same. The spacer thickness 
at drain side is higher which will result in asymmetry in current 
and reduction in DIBL. DIBL and OFF current is found to be 
reduced by using ADSE structure.  

 
 

Figure 9: ADSE Wavy FinFET 
Effect of ADSE wavy FinFET on drain current is shown in 

Figure 10. Drain current in logarithmic scale is shown on left Y 

axis and from which it can be understood that the OFF current is 
lower in ADSE Wavy FinFET compared to normal wavy FinFET. 
Here the leakage power is reduced by 61.35% compared to that of 
normal wavy FinFET.  

 
 

 
 

Figure 10: Effect of ADSE Wavy FinFET 
 

3.7. Symmetric and Asymmetric Dual-k Spacer Architecture 
 

The problem associated with high-k spacer is that it increases 
the fringe capacitance (Cfr) that worsens the circuit delay in digital 
applications [12]. By introducing dual k spacer, instead of single 
spacer material, inner high-k and outer low-k spacer material is 
introduced. Interface region between high-k and low k region can 
make significant changes in device properties. Ion/Ioff can be 
increased.  

 

 
Figure 11: (a)Symmetric dual-k and(b)asymmetrc dual-k wavy FinFET. 

 
In symmetric dual-k as shown in Figure 11(a), there will be 

dual k spacer on both sides of gate. Where as in asymmetric dual 
k structure as shown in Figure 11(b), dual k spacer is present only 
on source side. Effect of introducing symmetric dual-k spacer on 
leakage power and Ion/Ioff ratio are shown in Figure 12. For dual-
k, Si3N4 and HfO2 are used as high k spacers along with SiO2 
spacer. 44.948% increase in ION/IOFF is obtained with symmetric 
dual-k structure (HfO2- inner high-k spacer) compared to 
conventional with SiO2 spacer. 
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Figure 12: Effect  of symmetric dual-k structure 
 

Table 6 shows the effect of introducing asymmetric dual k 
spacer in wavy FinFET architecture. 28.25% reduction in leakage 
power is achieved by introducing asymmetric double dielectric 
spacer in wavy FinFET architecture 

 
Table 6: Effect of asymmetric dual k spacer 

 
Structure IOFF(A) ION(A) ION/IOFF Pleakage 

 
Wavy 
FinFET 

1.55e-11 3.82e-05 2.46e06 1.24e-11 

Asymmetric 
dual k 

1.11e-11 3.76e-05 3.38e06 8.89e-12 

 
3. Conclusion  

Since wavy FinFET is a hybrid structure of 
UTBFET(Ultrathin Body FET) and FinFET, it is found to be 
better than conventional FinFET in terms of drivability, 
integration density and area efficiency. The problems associated 
with wavy FinFET are increased leakage power and degraded 
SCE. This work could propose structural modifications of wavy 
FinFET  using methods such as channel engineering, work 
function engineering, variation of isolation oxide thickness and 
spacer engineering  to optimize the device for better performance. 
ION/IOFF ratios of optimized structures are given in Figure 13 and 
Percentage change in leakage power is shown in Table 7. It can 
be observed that these optimization techniques leads to reduction 
in leakage and improvement in performance of wavy FinFET.  

 

Figure 13: ION/IOFF in various optimization methods. 

Table 7: Percentage change in leakage power and on current with optimization 
methods 

Methods Value/Percentage 
reduction in 

Pleakage 
Unoptimized Wavy 
FinFET 

1.24e-11 

Substrate Doping 40.39% 
Halo Doping 30.39% 
Retrograde Doping 43.75% 
Work function Engineering 35.48% 
BOX thickness Variation 32..25% 
Higk k spacer 54.77% 
ADSE wavy FinFET 61.35% 
Symmetric dual-k spacer 44.19% 
Asymmetric dual-k spacer 28.25% 
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 The goal of this paper is to explain the story telling, game design, game play and how is 
the interaction with the game Program with Ixquic. Here is the description about the new 
approach to this video game I called Program with Ixquic. Initially focused on an 
educational video game but now is a hybrid, now has more levels and provides moments of 
great fun, where each player can have some much fun in each different level and 
environments of interaction.  
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1. Introduction 

In this article we consider pertinent to ask the following 
question from which we set out to create this video game. How 
can you learn to program in object-oriented philosophy with 
languages such as Java?. To answer this question is that we 
created a video game that allows players to learn languages such 
as Java. This video game we call Program with Ixquic and we 
started to create it from the year 2014, conceptualizing and 
generating ideas, that would allow us to create what we now have 
a complete and very fun game. Program with Ixquic. 

Program with Ixquic, is a game that started as an educational 
game to learn object oriented programming in Java language. 
After some changes now it's an entertainment game with a bit of 
the topic of education. Program with Ixquic, contains three game 
levels, consisting of a card game, hidden objects and a 3D 
environment, in Augmented Reality like a fairy tale, where the 
player can interact and play in different ways to learn some 
programming.   

Fortunately this game has evolved and with this improved 
remarkably. In this article we show an advance of this 
development that has been changing over time from being a 
simple 2D card game to a small pandora box full of incredible 
surprises that each player will enjoy to the maximum. 

Program with Ixquic, is a game (in the future a complete 
Serious Game) that contains some ingredients related to training 

applications, application that improving cognitive functions, 
memory training, development of mental skills and improvement 
of strategic skills.  

However, there are many applications that are directed to 
control sensors to calculate heart rate, moods and is applied in 
either sensory, psychological or motor rehabilitation of the users 
[8]. 

2.  Serious Games 

2.1 How to define a Serious Games 

“Serious Games are a mental contest, played with a computer 
in accordance with specific rules, that uses entertainment to 
further government or corporate training, education, health, 
public policy, and strategic communication objectives. [9]” 

2.2 What are the objectives of SG? 

SGs seek to improve a particular skill of the user interacting 
with the game. The idea is that while the player interacts more and 
more with the game will improve some cognitive, sensory or 
physical ability [9].  

3.  Story Telling Program with Ixquic 

This is the story that starts this video game Program with 
Ixquic, described in a comic that tells the story of a girl named 
Cucita who is one of the characters of Program with Ixquic. The 
story begins in the CDMX in the traffic of a sunny day and Cucita * Tania Patiño, Madagascar Studio, Coyoacán, CDMX, (52)5539813442 & 
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in a moment of thinking about the immortality of the crab, in 
traffic imagine that it would be a good idea to create a 
programming application to learn to program in some language 
programming in basic form. This is the intro of Program with 
Ixquic and from there starts this video game [2], [7],[8]. 
 

 
 
                 Figure.1.  Story Telling  Program with Ixquic 
 
4. Game play of Program with Ixquic 

Program with Ixquic, consists of a card game, hidden objects 
and a 3D environment in Augmented Reality with expanded 
object display, where the player can interact and play in different 
ways by learning some programming. 
 

To enter the game appears this interface of Program with Ixquic: 

 

Figure.2. Interface Program with Ixquic [2]. 

4.1  User-Centered Design in Program with Ixquic 

      This is an example of how we were creating each level of play, 
for example, is the card game level, we first generated it with 
paper and pencil. We tested user to see if it worked and how it 
worked. Once we have finished, we begin with the design of each 
letter and each symbol representing an element of nature, a 
number or a Mayan symbol. This is an application where is 
involved the user in each phase of the development process which 
ensures that the final product responds to their needs and 
characteristics [10]. Then this is the result of the level 1 of the 
video game Program with Ixquic.  

 
 
 
 
 
 
 
 
 
  
 
 

 
            Figure.3.User-Centered Design in Program with Ixquic 

 4.2. Level 1.  Card Game 

A Card Game, was where we applying the design philosophy 
and a process related to User-Centered Design (DCU) [10], we 
understand the requirements and limitations of the end user then 
we create this type of card game that had magical symbols where 
we expected that the users can learn and practice in an original 
way topics related to programming.  

This card games comes from ancient times and distinct places 
in the world: Egypt, India and China. In this case each card has a 
description of a data structure or a programming concept, thus 
giving a description of its function[1]. 

 

 

 

 

                      Figure.4. Basic programming concepts 

4.3  Level 2  Hidden Figures 

In this level called Hidden Figures, we show a landscape 
where each user have to find (photographs, drawings, graphs, 
etc.), that are hidden and have to be found. Those things are 
related to programming concepts or structures, maybe a question 
is done and then find the thing. 
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Here is an example of a landscape Yucatán, México, where 
an investigator have to find many things related to programming 
topics of Java [6]. 

Figure.5. Hidden Figures 

4.4  Level 4 Augmented Reality 

The third level in Program with Ixquic is a 3D environment 
in Augmented Reality with expanded object display. The concept 
of Augmented Reality brings together a wide variety of user 
experiences.  There are three main categories of RA tools [4],[5]. 

- Augmented reality games generate immersion experiences. 

- Augmented reality 3D visualizer, as it is the case of Augment, 
allows to place 3D models in real size in the environment, using 
a 'tracker' to move the model in space. 

- Augmented reality browsers enrich the camera viewer with 
context information. For example, one can point his or her 
smartphone at a building to visualize a story. 

In Program with Ixquic, we create a story tale and some 
interactions with characters in augmented reality technology 
(RA), and a book with scenarios come to life, allowing gamers to 
interact with them and experience stories that are told in a more 
engaging way. This books only need an Internet connection, a 
camera (it can be a smartphone, a tablet or laptop) to display the 
tale [2],[3],[4]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 

Figure.6. AR Ixquic Princess Tale 
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 To use IP services continually while users are moving with their mobile devices, IP mobility 
management that enables them to keep IP communication is necessary. Although Mobile 
IP is a popular method to manage IP mobility, Mobile IP has a problem that there is a 
possibility of a mobile node (MN) communicating over a redundant route. Then, Software 
Defined Network (SDN) based IP mobility management has emerged to solve this problem. 
Most of these solutions focus on intra-domain handovers and routing. However, since 
wireless network environment has spread, mobile devices move across domains during 
communication. To deal with this, we need to look upon inter-domain handovers and 
routing. In this paper, we propose a SDN based IP mobility management scheme 
considering situation of mobile devices moving across domains. This proposed scheme 
focuses on inter-domain handovers and introduces efficient functions of management 
information sharing and inter-domain routing. Experimental results show the desired 
effects of the proposed scheme: optimizing communication route and keeping the 
management information exchange traffic low. 

Keywords:  
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1. Introduction 

1.1. Background and Overview 

This paper is an extension of work originally presented in 2016 
18th Asia-Pacific Network Operations and Management 
Symposium (APNOMS) [1]. Due to the widespread of wireless 
network environment, it is now possible to use Internet services in 
various places and scenes, and IP services like file transfer service, 
remote terminal service, and virtual desktop service are popularly 
used [2,3]. These services can be used with small-sized devices 
capable of wireless communication like laptop PCs, smart phones, 
tablet PCs. We call them mobile node (MN) from now on. MNs 
are portable, thus people tend to move around while using IP 
services with MNs. Especially with session continuous IP services, 
continuity of service during movement may be a problem. When a 
MN moves and connects to an access point in a different network 
domain, MN's IP address may change. If MN's IP address changes 

during communication and communication session is 
disconnected, this causes some problems that would affect the use 
of services may occur such as lack of data and logout from 
services. Thus, IP mobility management is essential for enabling 
use of IP services while moving. 

Mobile IP is one of the IP mobility management standardized 
by Internet Engineering Task Force (IETF) [4-6]. Mobile IP is a 
technology to enable continuous communication when a MN 
moves during a communication. Even when a MN moves to a 
different domain, it enables the MN to continue its communication 
with the IP address that it was using before the movement. 
However, there are cases that a MN's communication route falls 
into a triangular routing. This might lead to a degrade in quality of 
service caused by communication delay. Moreover, it is necessary 
for a MN to be equipped with Mobile IP function, and this leaves 
a challenge of application to all MNs. 

There are some researches that apply Software Defined 
Network (SDN) to IP mobility management to solve the problems 
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mentioned above [7,8]. SDN is a technology to control a network 
dynamically with a software [9]. We show an overview of SDN in 
Figure 1. By using SDN, a SDN controller centrally manages SDN 
switches in their domain and this enables nodes to communicate 
with suitable route. However, existing researches focus on intra-
domain move. To cope with inter-domain movement with SDN, 
SDN controllers in different domains have to exchange 
information about movement of a MN. On this occasion, 
communication cost between SDN controllers may increase and it 
might become a problem in practical use. Therefore, it is difficult 
to maintain communication efficiently when a MN makes an inter-
domain move. 

There were two major trends in ways to handle inter-domain 
handover with SDN. One approach is to use Mobile IP when inter-
domain handovers occurs [8]. By using Mobile IP, SDN 
controllers doesn't need to search for domains to exchange 
information of MNs. However, Mobile IP has difficulty in 
communication route optimization. Another is to announce 
information of MNs to every controllers in the network [7]. This 
approach allows the communication routes to be optimized. 
However, with a network consisted of many domains, 
communication for the announcement might compress the 
communication bandwidth. These conventional approaches could 
only realize efficient data exchange or route optimization. 

To overcome both of the problems, we propose an SDN based 
IP mobility management scheme considering inter-domain 
handovers. Our proposed scheme consists of two functions. The 
Management Information Sharing Function (MISF) searches a 
destination domain of a moved MN effectively and chooses 
minimum SDN controllers to share minimum information related 
to MN's communication to manage information efficiently. The 
Inter-domain Routing Function (IDRF) calculates an appropriate 
route to allow the MN to continue effective communication. 

We also conducted some simulation experiments to confirm 
the effectiveness of our proposed scheme. The simulation results 
show that our proposal achieved to optimize communication route 
and keep traffic between SDN controllers low. 

1.2. Novelty and Contribution 

To realize efficient inter-domain handovers, we propose a 
novel scheme to efficiently exchange MNs’ information between 
SDN controllers in each domains and optimize communication 
route between a MN and a CN. Existing approaches don’t realize 
these two requirements simultaneously because these approaches 
differ in target, purpose and assumed environment therefore they 
do not match the purpose of what we concentrate on this time. At 
the time Mobile IP emerged, route optimization had little meaning 
because there were not so many candidates of route to be selected. 
Moreover, it aimed for easy implementation without any 
modifications in network infrastructure, as it focused on practical 
use so Mobile IP doesn’t have full support to route optimization. 
The SDN based methods don’t aim at covering wide area network 
and they are approaches for environment with some limitation on 
scale. Hence they can handle inter-domain handovers but not 
efficiently. Our proposed scheme realizes 1) efficient information 
exchange between SDN controllers, and 2) route optimization 
simultaneously to achieve the inter-domain handovers in large-
scaled wide-area network efficiently with functional support of 
network infrastructure. 

With this novelty, mobile communication will be more 
seamless and delayless. This leads to an improvement of 
communication quality for users moving around with their 
communicating MNs. For example, when users with mobile PCs 
move across domains while downloading data from a cloud server, 
the disconnection of communication would occur and lead to 
packet loss. Moreover, when the users move across domains while 
using interactive-type applications such as remote login terminal 
or remote virtual desktop environment (VDI), a session would be 
interrupted. In addition, redundant communication route leads to 
serious communication delay especially when users are handling 
large data. By using the proposed scheme, MN users will be able 
to download or upload their data smoothly and perfectly while 
moving around. As for the interactive-type applications, MN users 
will be able to use the services without any termination of the 
process, even without the applications having the function of 
switching connections when the IP address changes. 

1.3. Paper Organization 

In the following sections, we first summarize the problems of 
Mobile IP and SDN based IP mobility management in section 2. 
Then we propose the SDN based IP mobility management scheme 
in section 3, followed by details of functions. In section 4, we 
evaluate our proposed scheme and show its effectiveness. Finally 
in section 5, we conclude the paper and discuss future works. 

2. Related Work 

2.1. Mobile IP 

In this section, we introduce related works of IP mobility 
management and summarize their problems. Internet Engineering 
Task Force (IETF) standardized Mobile IPv4 to realize IP mobility 
management [4]. Mobile IPv4 is a protocol to maintain 
communication between a MN and a Correspondent Node (CN), 
which communicates with the MN, after the MN moves to other 
network domain. Figure 2 shows its overview. Mobile IPv4 uses a 
Home Address (HoA) and a Care-of Address (CoA) to continue 
communication after MN's move. HoA is an address that MN was 
using in the source domain and CoA is an address MN is using in 
the destination domain. The MN registers its binding-cache to its 

Figure 1 Overview of Software Defined Network (SDN). 
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Home Agent (HA). Binding-cache is a set of HoA and CoA of a 
MN. The HA transfers the packets sent to HoA, to CoA. However, 
there is a possibility that a MN communicate with a CN over a 
redundant route, which we call triangle routing problem, 
depending on the location of the HA. 

Mobile IPv6 is also standardized by IETF [5]. In addition to 
functions of Mobile IPv4, Mobile IPv6 has a route optimization 
function which enables MNs to communicate with the most 
suitable route. However, this is an optional function so only the 
MNs with support for route optimization can use this function. 

In order to realize IP mobility management, we need to share a 
variety of information such as HoA, CoA, lifetime of Binding 
Cache, etc. among a MN, a HA, and a Foreign Agent (FA). IETF 
standardized Mobile IPv6 Management Information Base [10]. It 
defines large amount of information needed for Mobile IPv6. It is 
essential to select where to share plentiful information efficiently 
to realize IP mobility management. In Mobile IPv4 and Mobile 
IPv6, the MN registers its binding cache to its HoA. Thus, there is 
no need of searching for where to share information. 

In Mobile IPv4 and Mobile IPv6, the MN needs to conduct IP 
mobility management. On the other hand, Proxy Mobile IPv6 
(PMIPv6) executes IP mobility management on network 
equipment. Figure 3 shows its overview. The network equipment 
execute process for IP mobility management in PMIP. Therefore, 
there is no need of MN to involve in IP mobility management. 
Local Mobility Anchor keeps bindings of HoA and Proxy-CoA. 
Mobile Access Gateway (MAG) detects MNs and registers 
bindings to LMA. After a MN moves, MAG registers the MN's 
HoA and Proxy-CoA binding to LMA. Packets sent to the MN's 
HoA are transferred to the MN via LMA. Like Mobile IPv4 and 
Mobile IPv6, PMIP also has some possibility of triangular routing. 

2.2. SDN based IP mobility management 

SDN enables us to control networks intensively and flexibly. 
Therefore, SDN has attracted attentions as a means to solve the 
route optimization problem. Using SDN, network devices execute 

all the IP mobility management processes. Thus, unlike Mobile 
IPv4 and Mobile IPv6, the MN does not need to be equipped with 
IP mobility management functions. For this reason, there are some 
IP mobility management approaches using SDN. Papers [7] and 
[8] show route optimization mechanisms in the case when intra-
domain handover occurs. However, in the case of inter-domain 
handover, the mechanism in [7] uses Mobile IP, therefore MNs 
need to be equipped with route optimization function to optimize 
route after handover. The mechanism in [8] regards inter-domain 
handover as infrequent and broadcasts this event to all other 
controllers. Therefore, amount of traffic increases when inter-
domain handover occurs frequently in a network consisted by 
many domains. 

2.3. Problems of related works 

We summarized the problems of the related works in Table. 
We confirm that existing works cannot realize intra-domain route 
optimization, inter-domain route optimization, and efficient 
selection of domain to share information all together. 

The papers [7] and [8] applied SDN to solve the problem of 
Mobile IP, route optimization, but SDN controllers can only 
control the network under their managed domain. This means that 
these approaches focus on intra-domain route. However, in recent 
network environment, users move freely to various domain 
networks while using IP services. Therefore, we have to consider 
the IP mobility management in multiple domain networks. 

To realize IP mobility management in multiple domain 
networks, we need SDN controller in each domain to share 
information of MNs. However, if a SDN controller broadcasts the 
information to all other SDN controllers, it might cause large 
amount of traffic in a situation that inter-domain handover occurs 
frequently. Hence, we need a mechanism to share information 
efficiently in multiple domain networks. 

3. SDN Based IP Mobility Management Scheme 
Considering Inter-Domain Handovers 

3.1. Overview 

In this section, we propose a SDN based IP mobility 
management scheme considering inter-domain handovers to solve 
the problems explained in section 2. We first show the  

Figure 2 Overview of Mobile IPv4. 

Figure 3 Overview of Proxy Mobile IPv6. 
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Table Summary of related works 

overview of our proposed scheme and discuss the details of 
composing functions later. We show the overview of our scheme 
in Figure 4. This approach realizes inter-domain route optimization 
while sharing information efficiently with two functions; 
Management Information Sharing Function and Inter-domain 
Routing Function. 

The Management Information Sharing Function (MISF) 
searches for the domain which MN was in before movement 
(source domain) and modifies the domain to exchange MN 
information to reduce traffic load between SDN controllers. The 
Inter-domain Routing Function (IDRF) calculates end-to-end route 
between MN and CN in the domain MN moved into (destination 
domain) and announces this route only to the domains in the path 
to optimize inter-domain routes. 

We assume that inter-domain topology changes do not occur 
frequently. Therefore, the SDN controllers have an inter-domain 
topology information. Inter-domain topology information consists 
of SDN controller's IP address of each domain, network address of 
each domain, and inter-domain link information. The functions we 
mentioned above use this inter-domain topology information to 
search domain and calculate routes. 

We show the components of our proposal in Figure 5. The 
components include SDN controllers, SDN switches, a MN, and a 
CN. Our scheme supports IPv4 network with two layers of 
network: a SDN controller network and a SDN switch network. 
SDN controller network is consisted of each domain's SDN 
controller and is used for SDN controllers to exchange information 
to optimize MN-CN route. SDN switch network is consisted of 

SDN switches. We call the SDN switch network managed by one 
SDN controller “domain”. 

3.2. Management Information Sharing Function 

We describe the detailed design of MISF with an example. The 
network we use for explanation is shown in Figure 4. We assume 
that a MN moves to a destination domain from a source domain 
during a communication with a CN and the SDN controller of the 
destination domain detects the connection of the MN. The MN's IP 
address changes after move. We show below the MAC address, IP 
address which the MN was using in the source domain (former IP 
address) and IP address which the MN is using currently in the 
destination domain (current IP address). 

• MAC address: 00:00:00:00:00:11 

• former IP address: 10.0.1.1 

• current IP address: 10.0.2.1 

We define the names of domains and SDN controllers that 
involve in MN handover as below: 

 

• Domains 

approaches Mobile IPv4 [4] Mobile IPv6 [5] PMIPv6 [6] Paper [7] Paper [8] 

Intra-domain routing × △ △ ○ ○ 

Inter-domain routing × △ × ○ △ 

Domain selection to share information ○ ○ ○ × ○ 
 

Figure 4 Overview of SDN based IP mobility management considering inter-
domain handovers. Figure 5 Network configuration. 
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o Dd: the domain that MN belongs to after move 

o Ds: the domain that MN belongs to before move 

o Dc: the domain that CN belongs to 

• SDN controllers 

o Cd: SDN controller that manages Dd 

o Cs: SDN controller that manages Ds 

o Cc: SDN controller that manages Dc 

We describe the procedure of MISF step by step. 

1. Cd searches for Ds based on MAC address of MN. 

Cd sends queries in order from neighboring domains like 
in Figure 6. SDN controllers of the domains that received 
the query search their domain to check if MN belonged to, 
and sends the result to Cd for a reply. When MN was not 
in their domain, they reply the absence of MN. When MN 
was in their domain, they reply the IP address MN was 
using. 

2. Cd generates node connection information from the IP 
address sent from Cs. 

Node connection information consists of following 
information. 

• MAC address of MN 

• former IP address 

• current IP address 

3. Cd sends node connection information to Cc. 

Cd sends the information as shown in Figure 7. On this 
occasion, Cd gets the IP address of CN from header of the 
packet sent from MN to CN and derive the information of 
Cc. 

3.3. Inter-domain routing function 

Next, we explain the detailed design of IDRF following the 
example we used in the explanation of MISF in section 3.2. 

1. Cd calculates the MN-CN inter-domain route. 

We regard each domain as a node and calculate inter-
domain route. We take the number of inter-domain hops 
(Nhop) and the total number of flow entries that are needed 
to be installed in SDN switches (Nflow) into account to 
select a route that is the shortest and able to suppress the 
resource consumption of SDN controllers. 

2. Cd announces the route information to the SDN controllers 
of the domains to go via the selected route. 

In the example, Cd announces the route to the domains 
shown in Figure 8. 

3. Each SDN controller generates flow entries based on the 
received route information and installs them to their 
corresponding SDN switches. 

Especially, the SDN switch that the CN connects to check 
flow entries and rewrites the packets sent between  the MN 
and the CN based on the node connection information. 
This keeps the IP address of the MN seen from the CN the 
same as before and it enables the communication to 
continue between the MN and the CN as before 
movement. Concretely, we set the flow entries as shown 
below. 

• Rewrite the destination IP address of the packets 
sent from the CN to the MN from former IP address 
to current IP address. 

• Rewrite the source IP address of the packets sent 
from the MN to the CN from current IP address to 
former IP address. 

We would explain the detail of Step 1 mentioned above. 
Concretely, we choose the route with minimum Nflow in the routes 
with minimum Nhop in the following steps. 

Figure 6 Search for Ds. 
Figure 7 Announcement of node connection information. 
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1. Cd checks for routes with minimum Nhop based on inter-
domain topology information. 

We use breadth first search algorithm for this search. 

2. If there is only one route with minimum Nhop, we choose 
this route as the shortest route. If there are two or more 
routes with minimum Nhop, we then compare Nflow of each 
route.Cd asks SDN controllers of each domain via listed 
route the number of flow entries they need to install for each 
route like in Figure 9. The SDN controllers reply the 
number of flow entries to Cd and Cd calculates Nflow of each 
route. 

3. Cd chooses the route with minimum Nflow as the finally 
decided route. 

4. Performance Evaluation 

4.1. Overview 

We carried out simulation experiments to validate an 
effectiveness of our proposed scheme. Especially, we confirmed 
the reduction on both communication load between SDN 
controllers by MISF and reduction effect on communication delay 
between a MN and a CN by IDRF. 

 We used OpenDaylight Lithium [11] as SDN controllers, 
Open vSwitch [12] as SDN switches, and OpenFlow1.3 [13] as the 
communication protocol between the SDN controllers and the 
SDN switches. We implemented the two functions we introduced 
in section 3 into SDN controllers. 

We equipped two approaches for comparison with our 
proposed scheme. 

• approach 1: announces move of MN to all domains 

We replaced MISF to a function to announce the 
movement of MN to all the SDN controllers [8]. 

• approach 2: transfers packets sent to MN from source domain 

We replaced IDRF to a function to set route via the domain 
where the MN belongs to before moving [4-7]. 

We constructed a virtual network as an experimental network 
with Mininet2.2.1 [14]. The bandwidth capacity of the links 
between SDN switches are set to 1Mbps and delay of each links is 
set to 10ms. 

The experiments are conducted in the following scenario: 

1. A MN moves from Ds to Dd 5 seconds after the MN and a 
CN started communication. 

2. Cd searches for source domain and retrieve former IP 
address of the MN. 

3. Cd generates node connection information and announces it 
to Cc. 

4. Cd calculates new communication route between the MN 
and the CN. 

5. Cd announces the new route and SDN controllers of the 
domains involved in the new route install flow entries. 

In this paper, we carried out three types of experiments. 

• Experiment 1: evaluation of MISF 

• Experiment 2: evaluation of IDRF 

• Experiment 3: comprehensive evaluation of the proposed 
scheme 

4.2. Experiment 1: Evaluation of MISF 

In Experiment 1, we focused on traffic loads of communication 
between SDN controllers. We arranged three networks: each 
network consists 5, 10, and 15 domains, respectively. The number 
of inter-domain hops between source domain and destination 

Figure 8 Announcement of inter-domain route. Figure 9 Inquiring Nflow. 
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domain is 1. The domains increase concentrically like shown in 
Figure 10. 

Figure 11 shows how the traffic load changed as the number of 
domains changed. In case of approach 1, traffic load increased 
according to the increase of number of domains. In contrast, traffic 
load in the case of proposed scheme did not raise even though the 
number of domains increased. 

4.3. Experiment 2:  Evaluation of IDRF 

In Experiment 2, we focused on the delay of communication 
(Round Trip Time: RTT) between the MN and the CN after MN's 
move. We arranged a network with 10 domains and set the number 
of inter-domain hops between Dd and Ds to 1, 2, and 3, 
respectively, as shown in Figure 12. 

Figure 13 shows the result of Experiment 2. In the case of 
approach 2, RTT increased according to the increase of number of 
inter-domain hops between Dd and Ds. In contrast, the proposed 
approach succeeded to keep RTT less than that of approach 2 in 
any case. 

4.4. Experiment 3: Comprehensive evaluation of the proposed 
scheme 

In Experiment 3, we compared traffic load between SDN 
controllers and the RTT between the MN and the CN of the 
proposed scheme, approach 1, and approach 2. We set the 
parameters as below: 

Figure 11 Experimental result 1: Traffic load of communication between SDN 
controllers. 

Figure 10 Experimental network topology in Experiment 1. 

Figure 12 Experimental network in Experiment 2. 
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• The number of inter-domain hops between the MN and the 
CN: 1, 2, 3 

• The number of domains consisting an experimental network: 
8, 9, 10 

Figure 14 shows the topology of network when the number of 
domains are 8, 9, and 10, respectively. The MN moves as indicated 
by the arrows in the figure. 

We show the traffic load between the SDN controllers for each 
number of hops between the MN and the CN in Figure 15. Traffic 
loads increase as Ds gets farther from Dd with the proposed scheme 
and the approach 2, whereas with the approach 1, traffic load was 
not affected by the number of hops but influenced by the number 
of domains. 

Figure 16 shows the RTT of the communication between the 
MN and the CN for each number of domains. With the proposed 
scheme and the approach 1, RTT differs by the number of hops but 
is always smaller than that of the approach 2 in any case. With the 
approach 2, RTT increased as the number of hops between Ds and 
Dd got bigger. However, the results of the proposed scheme and 
the approach 1 showed no relevance to the number of hops 
between Ds and Dd. 

4.5. Summary of evaluations 

We discuss the results of Experiment 1. In case of the proposed 
scheme, the closer the source domain was to destination domain, 
the smaller the traffic load was because our scheme queries from 
neighbors.  

However, the traffic load of the approach 1 increased as the 
number of domains increased. This is because the approach 1 
announces to all the domains in the network regardless of the 
position of the source domain. 

Next, we discuss the results of Experiment 2. In case of the 
proposed scheme, the number of inter-domain hops does not 
become larger than the number that can be taken by the approach 
2. Therefore, the communication delay in proposed scheme gets 
smaller than approach 2. This is due to the fact that the longest 
route the proposed scheme chooses is the same route as the one 
chosen by approach 2. 

Finally, we analyze the results of Experiment 3 according to 
the following viewpoints: traffic load between SDN controllers 
and RTT of communication between the MN and the CN after 
MN's movement. 

First we talk about traffic load between SDN controllers. The 
proposed scheme and approach 1 exceeded approach 2 in traffic 
load between the SDN controllers. However, as the number of 
inter-domain hops between source domain and destination domain 
got bigger, traffic load of the proposed scheme and approach 2 
tended to get bigger. For examples, we understand that when Ds 
and Dd were 3 hops away, traffic load of proposed scheme was 
pretty similar to that of approach 1 as we can see from Figure 15 
(c). As Ds was 3 hops away from Dd, Cd ended up searching all the 
domains. When Ds and Dd was 2 hops away, traffic load of 
approach 2 was the biggest of all approaches. Approach 2 used 
MISF, the same function as the one proposed scheme uses. Thus, 
the traffic load of this function was the same as that of the proposed 
scheme. The difference came from the traffic load of IDRF. The 
difference in the communication route  

Figure 13 Experimental result 2: RTT between the MN and the CN. 

Figure 14 Experimental network topology in Experiment 3. 
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set after MN's movement caused the difference in amount of 
communication made between SDN controllers and this affected 
the overall traffic load. Figure 15 (b) shows that when Ds and Dd 
were 2 hops away, the traffic load of the proposed scheme and 
approach 1 exceeded the traffic load of approach 2 greatly. In this 
case, there were several routes with minimum inter-domain hops. 
Therefore, IDRF queried for the number of flow entries that was 
needed to be installed for each route. This querying caused the 
increase of the traffic load. This fact shows that by asking the 
number of needed flow entries, the traffic load between the SDN 
controllers increases. 

Next, RTT of communication between the MN and the CN 
after MN's movement. With approach 2, RTT increased as the 
number of hops between Ds and Dd increased. In approach 2, 
packets sent to the MN were first sent to Ds and then got transferred 
to the MN. Thus, the communication route gets longer as the MN 
moves farther. In contrast, the proposed scheme and approach 1 
selected the shortest route regardless of the position of Ds. 
Therefore, RTT did not get too big. Besides, the transferring route 
was the longest route that could be chosen in the proposed scheme 
and approach 2. Thus, these approaches could keep RTT the same 
as that of approach 2 or smaller. 

Figure 15 Experimental result 3-1: RTT between the MN and the CN. Figure 16 Experimental result 3-1: The traffic load between SDN controllers. 
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From the results mentioned above, the approach 1 and the 
approach 2 can only hold back the RTT of communication between 
the MN and the CN after MN's move, or traffic load between SDN 
controllers. However, the proposed scheme is able to deal with 
both. 

4.6. Discussion 

These quantitative experimental results mentioned above 
reveal the contribution of our proposed scheme in practical use. 
This achievement enables the suppression of the consumption of 
limited network resources while enabling users of MNs to move 
around keeping seamless and fast communication even if they 
moved across domains. For example, consider the situation where 
many users work with laptop PC or tablet PC to download data 
from cloud servers or to upload data. The users can smoothly 
download/upload large data from/to cloud servers while they are 
moving, like during transit time. Concerning interactive-type 
applications such as remote login terminal or VDI environment, 
the users can use the services continuously when the connecting 
network domain changes. 

Generally speaking, to avoid the termination of services or 
processes when MNs move across network domains, application-
level handover function is usually implemented in the applications. 
When IP address of a MN changes according to the MN’s 
movement, the handover function terminates the transport 
connection on the previous IP address, and then establishes a new 
transport connection on the new IP address. By this function, the 
data communication sessions seem to continue transparently and 
application logic can handle the sessions seamlessly. However, not 
all the applications have this feature implemented. This is because 
the mechanism is relatively complicated and it is necessary to deal 
with the server side as well. Our approach enables this 
functionality in network level. It means that all the Internet 
applications can utilize their network-dependent functions 
seamlessly in case that MNs move across the network domain. 

Furthermore, when a user is at a place that the service areas of 
different access points overlap, the MN shifts its connecting access 
point back and forth depending on the link condition even when 
the user is not moving physically. Proposed scheme can manage 
this kind of handover and keep communication quality. 
Meanwhile, a standardization activity of a fast initial setup of Wi-
Fi link is progressing as IEEE802.11ai [15]. This function would 
enable a Wi-Fi client to establish a secure link setup within 100ms. 
If this standard will widely be used in the above environment, 
switching of access point may occur very rapidly frequently in near 
future. There are no technologies currently available to deal with 
such situations, and we can expect that our proposed scheme will 
work effectively in such situations. 

5. Conclusion 

This paper aimed at realizing seamless connection and route 
optimization in SDN based IP mobility management on inter-
domain handovers. It is difficult to realize efficient information 
exchange between SDN controllers and route optimization 
together. To solve this problem, we proposed the SDN based IP 
mobility management scheme considering inter-domain 
handovers. As simulation results show, we achieved to optimize 
route while keeping  management information exchange traffic 
between SDN controllers low. 

As the future works, we need to improve IDRF. By extending 
the algorithm to handle weight of paths, we can take more kinds of 
information into account, such as  bandwidth of inter-domain links 
and network usage. 
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 Traditional CT in our industry has been limited to Business card sized samples, due to the 

Cone Beam x-ray systems used by Electronics manufacturing companies. Inclined or 

Partial CT provides a slightly different solution showing layers or slices in 2D very well, 

but due to the partial nature of the scans does not produce very accurate 3D 

reconstructions. This seminar will look at more sophisticated x-ray systems, including dual 

tube units, which can image at sub-micron level and have the ability to build an accurate 

and detailed 3D image of a tablet or smart phone without any stitching or joining of images. 

With high quality reconstruction software, these images can easily be manipulated to allow 

key features or failure sites to be easily seen. These systems are being used in Failure 

Analysis but also in NPI and in the design and development process as CAD data can be 

overlaid and metrology is also possible with some systems. 
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1. Introduction 

Traditional Electronics CT 

Within electronics manufacturing and failure analysis 

inspection 2D inspection is the primary method of x-ray 

inspection and traditionally systems were only offering this.  CT 

or 3D then became an option and quality varied dramatically 

dependant on many factors including: quality of image, stability 

of x-ray tube, reconstruction software, computing power etc. 

Time to make a 3D image was also long and to get detailed images 

could take many hours. This made it something which had very 

little use in the real world of manufacturing.  

However due to the design of the systems and the technology 

used the biggest issue with CT was that the sample size was 

roughly the dimensions of a Business Card. This was due to the 

simple fact that to get good magnification the sample has to be 

close to the x-ray tube and to build the CT image the sample has 

to be rotated within the beam of the x-ray tube.  

Cone beam technology is standard in the machines used for 

electronics inspection. 

 

 

Figure 1 Conventional CT x-ray layout 

 

The tube is at the bottom of the system, the sample held by 

some form of manipulator and a collector at the top of the system. 

Or the other way around in some systems, however this can cause 

issues with the sample colliding with the tube. So, in this type of 

systems CT is normally a failure analysis technique, unless you 

are working at the component level. 
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2. Inclined or partial CT 

This is a quite recent technology, the main benefit is that it 

works by focussing on an area of interest on an assembly or 

product, the only size limit is the inspection area of the system. 

The area of interest is set within the x-ray cone beam and the 

sample or the detector is rotated.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 ICT manipulation 

 

A larger number of images are taken, for instance one every 

degree, these are then processed to make a number of slices. This 

allows the operator to drill down through the number of slices to 

check interfaces and other key areas within the images. It is also 

used for separating components on the top and bottom sides of the 

board where complex components are ‘mirrored’ causing issues 

for traditional 2D x-ray systems. This is due to overlapping 

images of the components even at an angled view which can cause 

confusion or make voiding calculations impossible. 

 

 

Figure 3 ICT slice showing QFN interface 
 

However, as the captured images are taken at an angle and 

not by rotating the sample 360 degrees within the beam some data 

is missing. This means that when the 3D reconstruction is done it 

is not accurate in some areas as the data is incomplete. To 

overcome this some systems guestimate what should be there, 

which makes the image look more real but may not be accurate. 

 

Figure 4 BGA balls showing lack of data 
 

The figure above shows a section through some BGA balls, 

where the cross section is taken the 3D reconstructed image is 

accurate but the pointed area of the balls is inaccurate and is a 

result of lack of gathered data in this area.  

 

3. Cross Over Systems 

Background 

The lines between NDT and Electronics x-ray inspection 

have become blurred as smaller features need to be seen in NDT 

and assembled product CT is being requested by more and more 

electronic manufacturing companies. 

This has led to more flexible platforms being developed 

which can cope with sub-micron demands and large field of view 

applications. Certain key features are required to give a system 

the ability to perform well in both arenas. 

 

 
Figure 5 Cross Over System 

 

A very stable base is needed for the key components (tube, 

manipulator and detector), normally Granite is used for this. Very 

accurate motion systems, with encoder modules made by 

Heidenheimer or other top quality manufacturers. Rotation tables 

being very high precision with high end air bearings, giving 

accurate and repeatable results. 

Detector 

q

Tube 
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Figure 6 Air bearing rotation table 
 

The higher-powered x-ray tubes also tend to be water cooled 

with diamond targets to give stable performance for demanding 

applications and over longer scanning times. 

To have the ability to work at the Nano and sub-micron level 

and also to image larger demanding applications it is normal for 

these systems to have 2 tube types. This can add to the time 

needed, however some systems can change tubes at the touch of a 

button. Even keeping the same focus region when the tubes are 

changed, this is a great advantage 
 

 

Figure 7 shows two x-ray tubes inside the system 
 

These systems also tend to be larger than the normal off line 

ones seem in our industry. Partly due to the configuration which 

is horizontal rather than vertical, the larger and heavier sample 

sizes and the larger flat panel detectors. 

4. New Technologies 

Helical scanning 

In order to increase the field of view but maintain high 

magnification helical scanning is used, as well as very accurate 

manipulation very clever software is needed to control the 

technology. The tube and the detector rise together allowing the 

field of view to move up the sample, producing very detailed large 

image. 

The other alternative is to use stitching to join several smaller 

images together and produce one large image but the accuracy is 

poor by comparison. 
 

 

Figure 8 shows helical scanning layout 

This allows very detailed images of larger objects to be 

made as the smart phone below illustrates 

 

 

Figure 9 Smart phone imaged in a single shot 

5. Virtual Rotation Access 

This is a software driven technology which allows the 

operator to select a field of view not in the centre of the rotation 

table.  

 

 
 

Figure 10 shows virtual rotation in action 
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It’s ideal for hard to hold samples or to make several 3D 

images without having to reposition the sample multiple times to 

make the optimum image 

 

 

Figure 11a full 3D image of bracket 

 

Figure 11b 3D image of mounting hole made by virtual rotation 

6. Anti-collision systems 

When working with large samples or with those which are 

offset or held in at an angle the potential for collision and damage 

increases. The more sophisticated systems use a camera and 

clever software to check the position of the sample during 

rotation. This allows the operator to set the sample close to the 

tube giving high magnification of the image without the potential 

for damage. 

 

 

 

 

 

Figure 12 shows camera action for collision prevention 

7. Remote Monitoring and Push Messages 

This software innovation allows the operator to manage the 

system remotely or even manage multiple systems.  

Continuous communication of inspection progress and health 

data gives the operator complete control. It displays the system 

Health Monitor, real time information and alerts. The software 

works on all Windows tablets and PCs; it allows remote 

monitoring sending push messages calling the user for direct 

system interaction e.g. decision expected or scan finished 

 

 

Figure 13 shows system remote monitor 

8. Metrology 

Traditional x-ray systems have struggled with measurement 

accuracy and repeatability, basically they were microscope based 

and not measurement systems. 

Cross Over systems have much more accurate components 

and active vibration damping, making them metrology based. 

The better machines have calibration values related to the 

PTB certified measurement sphere gauge in a controlled 

environment at 20°C +/- 0.5°. Some companies offer guaranteed 

PTB values for a delivered system which can be ordered as 

optional feature.  

 

Figure 14 actual to nominal comparison measurement of component 
 

9. CT Images from High End Systems 

Below are some images demonstrating the capability of Cross 

Over systems, from sub-micron to full assemblies. They show 

features which are very challenging such as dendrites a few 

microns in diameter and hard to see even with high end 2D 
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systems. Through 17 m diameter copper wires to batteries and 

relays up to smart phones   

 

 

Figure 15 dendrites  5m 

 

Figure 16 copper pillars 

 

Figure 17 30m balls 

 

Figure 18 12m copper pillars 

 

 

 

 

Figure 19 SMART phone, complete image 

 

Figure 20 Relay assembly 

 

Figure 21 15m copper wires 
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 The aim of this paper is to describe mathematical modeling and digital control of a hybrid 
switching buck converter. This converter belongs to a class of so called hybrid switching 
converters and contains a resonant capacitor, resonant inductor and a diode in addition to 
original buck converter components. The dc gain of this converter is shown to be 
independent of resonant branch parameters. Moreover the dc conversion ratio is derived 
for both ideal case and including main inductor dc resistance. Small signal model of the 
converter is derived and is shown to be similar to conventional buck converter. Simulation 
results in SIMPLIS Software as well as experimental results of digital control using an 8 
bit STM microcontroller are presented. The potential advantages and applications of this 
converter are discussed. 
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1. Introduction 

A new class of switching power converters known as hybrid 
switching converters has been proposed quite recently by S. Cuk 
[1], [2]. These converters embody the switching characteristics of 
two predominant methods of power conversion; square wave 
PWM switching converters and resonant switching converters. In 
square wave PWM switching converters, the reactive elements are 
charged and discharged linearly. Due to this, the semiconductor 
devices have to be hard switched resulting in significant switching 
losses. In order to avoid the switching loses, quasi resonant and 
resonant switching converters were developed. In resonant 
converters, the reactive elements are charged and discharged in 
sinusoidal manner resulting in ZVS or ZCS of semiconductor 
devices depending upon mode of operation. However, the 
resonant converters suffer from difficult design and control issues. 
In order to combine the best of the two worlds, a hybrid class of 
switching converters is proposed by [1], [2]. These converters are 
essentially derivatives of PWM switching converters and contain 
additional components as compared to their PWM method 
counterparts. These additional components, referred to as 
resonant components, provide capabilities otherwise impossible 
to achieve with either of the two classes of power converters [3]. 

The behavior of these resonant components is a hybrid of two 
methods: they either charge linearly and discharge in resonant 
manner or vice versa. These characteristics provide improvements 
over conventional PWM switching converters as will be shown in 
this paper.  

Vg M
C R

Lr

Cr

D1

D2

L

Resonant Switching 
part

PWM 
Switching parts

 
Figure 1 Hybrid Switching Buck Converter 

Figure 1 shows the hybrid switching buck converter (HSBC) 
with PWM switching parts and resonant switching parts 
highlighted. It can be seen that the converter is essentially a buck 
converter with additional resonant reactive components i.e. 
resonant capacitor Cr and inductor Lr along with a diode. The 
resonant capacitor Cr charges in resonant manner along with the 
resonant inductor Lr whereas it discharges linearly. The aim of 
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this paper is to mathematically model the dc gain characteristics 
as well as small signal transfer function of this converter. It will 
be shown that this converter, though having a different dc gain 
ratio than a conventional buck converter, can provide similar 
characteristics as that of buck converter along with advantages 
such as magnetic size reduction of the main power inductor. 
Moreover, it is shown that the digital control of this converter can 
be achieved in a similar fashion as that of a conventional buck 
converter.   

The paper is presented in the following manner: section 2 
provides steady state operation and dc gain ratio of the hybrid 
switching Buck converter. Section 3 provides small signal 
derivation of HSBC and equivalent circuit is derived. Section 4 
provides digital control implementation details around an 8 bit 
STM microcontroller. Section 5 gives simulation results 
performed in SIMPLIS software as well as practical example 
results. In section 6, possible applications of this converter are 
discussed.  

2. Steady State Operation and DC Gain Characteristics 

The converter is assumed to be operating in continuous 
conduction mode. All semiconductor devices are assumed to be 
ideal. Also it is assumed that the resonant components (Cr and Lr) 
are much smaller than the main filter components (C and L). For 
simplicity of analysis, we assume that the on period of the main 
switch is equal to half of resonant period where resonant period is 
defined as: 

2* * *Tr pi Lr Cr=                 (1) 

The converter operates in two modes depending on the state 
of MOSFET switch M. The resulting circuit waveforms along 
with the equations describing the reactive elements are presented 
next. 

2.1 MOSFET Switch ON 

Vg(t)
M

C RLr
Cr

D1

D2

L
iL(t) VL(t)+ -

VLr(t)+ - iLr(t)+ -VD2(t)
+

-
VD1(t)

ig(t)
+

VCr(t)
-

+

-

V(t)

iC(t)

 
Figure 2 MOSFET ON, D2 ON, D1 OFF 

When main MOSFET switch is ON, the diode D1 is reversed 
biased and diode D2 turns ON. The current flows from input to 
output charging both the main power inductor and resonant 
branch comprising of Lr and Cr. The capacitor Cr is charged 
resonantly. The inductor Lr is volt-sec balanced during this time 
interval only as the current through Lr flows only when D2 is 
conducting. This implies a different volt-sec balance approach 
than the main inductor L which is volt-sec balanced over complete 

switching period. It is assumed here that the resonant capacitor Cr 
is initially charged to a voltage level of Vcr1. The important 
waveforms and associated equations for this mode can be 
presented as: 

t
0 DTs

VL(t)

iL(t)

Vg(t) – V(t)

Vg(t) – V(t)
L

∆iL(t) IL

VCr(t)

VCr1

VCr2
∆Vcr(t) 

iLr(t)

ig(t) iL(t)+iLr(t)

 
Figure 3 Waveforms in Mode I 

( ) ( ) ( )L
g

di tL V t V t
dt

= −
                                                       

(2)

( ) ( )( ) ( )L Lr
dV t V tC i t i t

dt R
= + −                              (3) 

( ) ( ) ( ) ( )Lr
g Cr

di tLr V t V t V t
dt

= − −                                       (4) 

( ) ( )Cr
Lr

dV tCr i t
dt

=
                                                               

(5) 

( ) ( ) ( )g L Lri t i t i t= +
                                                                      

(6) 

As can be seen, the main inductor Volt-sec equation remains 
the same as the conventional buck converter. Although the 
resonant branch is charged sinusoidally, the equations can be 
written in similar manner as the PWM branch. The VCr and iLr can 
be described as: 

1 r 0( ) cos(w (t t ))Cr CrV t V= × × −                                          (7) 

2
0( ) sin( ( ))Cr

Lr r
Vi t w t t
Zn

= × −
                                             

(8) 

Where Zn is the natural impedance and wr is the resonant 
frequency of the resonant branch given as: 

1, r
LrZn w
Cr Lr Cr

= =
×                                              

(9) 
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As can be seen, the sinusoidal behavior of the resonant branch 
has no significant effect on the equations of the PWM branch 
components. 

2.2 MOSFET Switch OFF 

Vg(t)
M

C RLr
Cr

D1

D2

L
iL(t) VL(t)+ -

VLr(t)+ - iLr(t)+ -VD2(t)
+

-
VD1(t)

ig(t)
+

VCr(t)
-

+

-

V(t)

iC(t)

 

Figure 4 MOSEFT OFF, D2 OFF, D1 ON 

When the MOSFET switch is OFF, the current iL(t) traverses 
through diode D1 which is the freewheeling diode, same as in 
conventional buck converter. The diode D2 turns off and the 
resonant capacitor Cr begins to discharge in the quasi linear 
fashion. The resonant inductor current is zero in this mode. The 
inductor current has a negative slope as shown in the figure. The 
important waveforms and associated equations for this mode are: 

t
DTs Ts

VL(t)

iL(t)

Vcr(t) – V(t)

Vcr(t) – V(t)
L

∆iL(t) IL

VCr(t)

VCr1

VCr2
∆Vcr(t) 

iLr(t)

ig(t)

0

0

0

 
Figure 5 Waveforms in Mode II 

( ) ( ) ( )L
Cr

di tL V t V t
dt

= −                                                      (10) 

( ) ( )( )L
dV t V tC i t

dt R
= −                            (11) 

( ) 0Lrdi tLr
dt

=                                                                       (12) 

( ) ( )Cr
L

dV tCr i t
dt

= −
                                                           

(13)  

( ) 0gi t =
                                                                                        

(14) 

As can be seen, the resonant capacitor Cr is quasi linearly 
discharged from level Vcr2 to Vcr1. The average voltage across 
Cr will be shown to be equal to difference of input and output 
voltages. Also note that the inductor Volt-Sec balance equation 
for mode II is different from conventional buck converter and 
therein lays the advantage of present topology as will be shown 
later. 

2.3 DC Gain Characteristics 

The dc gain of hybrid switching buck converter can be 
derived by applying principle of volt-sec balance on main and 
resonant inductors as well as principle of charge balance on main 
and resonant capacitors [4]. 

For main filter inductor L: 

g
( ) ( ) (V V) D' ( ) 0L Ts

L Ts Cr
d i tL V t D V V

dt
〈 〉

= 〈 〉 = × − + × − =
     

                                                                                             
(15) 

Where D is the main switch duty cycle and D’=1-D. Also we 
have assumed steady state so the time varying quantities are 
replaced by their dc values. Solving Eq. (2.14) yields: 

'g CrD V V D V× = − ×
                                                           

(16) 

Applying Volt-sec balance on resonant inductor Lr yields: 

g
( ) ( ) (V V) D' (0) 0Lr Ts

Lr Ts Cr
d i tLr V t D V

dt
〈 〉

= 〈 〉 = × − − + × =

                  
(17) 

After simplification we get:  

Cr gV V V= −
                                                                         

(18) 

Thus the average voltage across resonant capacitor is equal 
to the difference of input and output voltages. After substituting 
Eq. (2.17) into Eq. (2.15), we get the desired dc gain as: 

1
2g

V
V D

=
−

                                                                           
(19) 

The dc gain is very different from conventional buck 
converter and (19) suggests that there is a lower limit on the output 
voltage. For duty ration D=0, we get V = Vg/2. However, in the 
next section it is shown that this is not the case as main inductor 
dc resistance reduces the dc gain ratio and thus the converter can 
traverse almost all the range of output voltage. 

Next the principle of capacitor charge balance is applied to 
main filter capacitor as well as resonant capacitor. For capacitor 
C, we get: 
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L Lr L

( )
( ) (I I ) (I ) 0's

C s
T

T

d V t V V
C i t D D

dt R R

〈 〉
= 〈 〉 = × + − + × − =  

                           (20) 

After simplification we get: 

Lr'VIL D I
R

− = − ×
                                                           

(21) 

Applying Charge balance on resonant capacitor Cr, we get: 

( ) ( ) ( ) ' ( ) 0Cr Ts
Cr Ts Lr L

d V tCr i t D I D I
dt

〈 〉
= 〈 〉 = × + × − =

              (22) 

This results into: 

'
Lr L

DI I
D

= ×
                                                                     

(23) 

Finally we get relationship between average inductor current and 
load resistance as follows: 

(2 )
VIL

R D
=

× −                                                                 
(24) 

We can also calculate the average value of input current which is 
the same as main MOSFET average current as follows: 

( ) ( )g Ts L Lri t D I I〈 〉 = × +
                                                  

(25) 

After substituting Eq. (2.22) we get: 

g LI I=
                                                                                

(26) 

A summary of DC characteristics of conventional buck converter 
and hybrid switching buck converter is presented in a tabular form. 

Table 1 DC Characteristics Comparison 

DC 
Characteristic 

Conventional 
Buck Converter 

Hybrid Switching 
Buck Converter 

Voltage Gain D  1
2 D−

 

Average Inductor 
Current 

V
R

 
(2 )
V

R D× −
 

Average Input 
Current 

D V
R
×

 
(2 )
V

R D× −
 

Average Switch 
Voltage gV  V  

Main Inductor 
ripple ∆iL 

'gV DD Ts
L

 
'VDD Ts

L
 

VD1 
gV  V  

From the above table, following advantages of Hybrid Switching 
Buck converter can be summarized: 

 The inductor current ripple is reduced. This implies that 
for the same switching frequency, hybrid switching buck 
converter requires smaller main power inductor. This 
advantage is achieved without increasing switching 
frequency. 

 Both MOSFET and freewheeling diode voltage ratings 
are reduced. Low voltage switches with better switching 
features can be used. 

2.4 DC Gain with Inductor DC Resistance 

Finally, we derive the DC gain including main inductor dc 
resistance. For reference, the circuit is produced here including 
inductor dc resistance: 

Vg(t)
M

C RLr
Cr

D1

D2

L
iL(t) VL(t)+ -

VLr(t)+ - iLr(t)+ -VD2(t)
+

-
VD1(t)

ig(t)
+

VCr(t)
-

+

-

V(t)

iC(t)

rL

 
Figure 6 Hybrid Buck Converter including inductor resistance 

Only the Volt-Sec balance equation of main inductor is changed 
and is given below: 

g L L

L L

( ) (V V I r )
D' ( I r ) 0

L Ts

Cr

V t D
V V

〈 〉 = × − − ×

+ × − − × =                              
(27) 

After simplification we obtain: 

' 0g L L CrD V V I r D V× − − × + =
                                       

(28) 

Replacing the value of VCr from (18) and simplifying: 

(2 ) 0g L LV V D I r− × − − × =
                                            

(29) 

We replace value of IL from (24) and simplify to get final 
equation: 
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1

(2 )
(2 )

Lg

V
rV D

R D

=
− −

× −                                                
(30) 

This equation shows the effect of inductor dc resistance rL on DC 
gain. The DC gain is reduced and thus the converter is able to 
traverse wider range of output voltage. 

3. Small Signal Modeling of HSBC 

In this section we derive small signal transfer function of hybrid 
switching buck converter. We can write the large signal equations 

for the main filter inductor and capacitor using the approach in [4]. 
The averaged equation for inductor L is given below: 

( ) ( )[ ( ) ( ) ]

'( )[ ( ) ( ) ]

L Ts
g Ts Ts

Ts TsCr

di tL d t V t V tdt
d t V t V t

〈 〉
= 〈 〉 −〈 〉

+ 〈 〉 −〈 〉                  

(31) 

Where <x(t)>Ts denotes the average of x(t) over switching period 
Ts. We can perturb and linearize this non linear averaged equation 
by replacing time varying quantities with their steady state values 
perturbed in small quantities as shown next: 

 

 



 

( ) ( ), ( ) ( ),
( ) ( ) ( ) ( ),

( ) ( ), ( ) ( )

( ) ( ), '( ) ' ( )

g Ts g g Ts g g

Ts

L Ts L

g

crTsCr Cr

LrLr Ts Lr

V t V v t i t I i t
V t V v t V t V v t

i t I i t i t I t

d t D d t d t D d t

i

< > = + < > = +

< > = + < > = +

< > = + < > = +

= + = −


(32) 

Where ( )x t  represents the small signal perturbation in steady 

state value of variable ( )x t  .After replacing in (31), we get 
following equation: 


  

  

[ ( )] [ ( )] [ ( ) ( )]

[ ' ( )] [ ( ) ( )]

L
g g

crCr

d I i tL D d t V v t V v tdt
D d t V v t V v t

+ = + × + − −

+ − × + − −

             (33) 

After simplification, we ignore dc and higher order terms and 
arrives on following small signal equation for inductor L: 


  ( ) ( ) ' ( ) ( ) V ( )L

g cr
di tL Dv t D v t d t v t

dt
= + + − 

                 
(34) 

Similarly, the non linear averaged equation can be written for the 
output capacitor C: 

Figure 7 Small Signal Equivalent Circuit for HSBC 

Figure 8 Equivalent Circuit with DC Transformer 

http://www.astesj.com/


M. U. Abbasi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 937-945 (2017) 

www.astesj.com   942 

( ) ( )( )[ ( ) ( ) ]

( )'( )[ ( ) ]

Ts Ts
L Ts Lr Ts

Ts
L Ts

d V t V tC d t i t i t
dt R

V td t i t
R

< > < >
= < > + < > −

< >
+ < > −

     

                                                                                              (35) 

After perturbing and linearizing steps as shown for the inductor, 
we obtain following small signal equation for capacitor C: 




( ) ( )( ) ( ) ( )L Lr Lr
d t tC i t Di t d t

dt R
v vI= + + −                     (36) 

Applying the similar procedure for the input current ig(t), we have: 

( ) ( )[ ( ) ( ) ]g Ts L Ts Lr Tsi t d t i t i t〈 〉 = 〈 〉 + 〈 〉
                              

(37) 
 

After perturbation and simplification we obtain following 
equation: 

( )( ) [ ] [ ( ) ( )]g L LrL Lrd ti t I I D i t i t= + + +                                  (38) 

The (33), (36) and (38) represent the small signal model of 
the hybrid switching buck converter. We can combine these 
equations to produce the equivalent small signal model of hybrid 
switching buck converter. 

As can be observed, the small signal ac model of the hybrid 
switching buck converter is similar to the conventional buck 
converter with the inclusion of additional voltage and current 
sources due to the presence of resonant capacitor and inductor. 
However, this circuit can be solved in the manner similar to the 
conventional buck converter to obtain desired transfer function 
such as control to output transfer function [4], [5]. 

On the primary side of the DC transformer, two additional 
current sources are present. One current source is due to the effect 
of the change in resonant inductor current. This is because the 
resonant inductor current is drawn from the input port of the 
converter. Any change in this resonant current will be reflected in 
the input current ig(t). The other two sources combined as one 
represent the effect of change in control variable i.e. duty cycle 
d(t). The DC values of both the inductor current and resonant 
current are responsible for this effect. In case of a conventional 
buck converter, only DC value of inductor current is present here                                                                                                     
but in case of HSBC both the main power inductor and resonant 
inductor are charged by the input port and thus both values are 
present.  

As can be observed on the secondary side, there are two 
voltage sources as compared to the one in case of a conventional 
buck converter. Moreover, the voltage source consisting of Vg in 
conventional buck converter is now replaced with one consisting 
of output voltage V. This can be attributed to the fact that the 
HSBC applies different volt-sec to the main power inductor as 
compared to the conventional buck converter. During the time 
when the MOSFET switch in OFF, the conventional buck 
converter applies minus V times the off time interval (-V*D’Ts), 
where HSBC applies Vcr – V time the off time interval ((Vcr-
V)*D’Ts). This difference is reflected in the form of change in 
voltage source on the secondary side of the transformer. 

An additional voltage source is due to the effect of change is 
resonant capacitor voltage. The resonant capacitor voltage is 
applied only during the off time interval and hence its small signal 
component is multiplied by the complement of steady state duty 
cycle. 

One might imagine after looking at small signal equivalent 
circuits shown above that the HSBC is more difficult to control 
and that its small signal control to output transfer function will be 
more complex than a conventional buck converter. However, as 
will be shown in next sections, the small signal characteristics of 
HSBC closely mirror those of the conventional buck converter. 
The control of the HSBC can also be accomplished by the 
identical computational effort as that of conventional buck 
converter.  

4. Digital Control Implementation 

In order to demonstrate the viability of the converter and the 
potential of simple 8 bit microcontrollers to control this converter, 
a simple test setup was created in lab around an 8 bit STM 
microcontroller [5]. The simplified schematic diagram of the 
implementation is presented below: 

470µH

33Ω

1N4007
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+

-
v (t)

220µF

Gate Driver 
Circuit IR2110

PWM Block 
Kpwm = 1/320
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R2
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(R1+R2)+

-

Voltage 
Follower

Rf

Cf

STM8S105C8T6

20 V 1N4007 1µH

220nF

 

Figure 7 Digital Control Setup 

The output of the converter is scaled down by the resistor divider 
and converted into digital domain by the ADC. The PI 
compensator block calculates the error and applies compensation 
to generate the duty cycle for the main switch. The built in PWM 
block of STM controller is used to generate the duty cycle 
controlled pulse signal for MOSFET. 

 The flowchart of the software used to control the converter is 
shown below: 
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Start ADC 
conversion

Timer Interrupt ISR

Calculate error

Calculate Kp

Limit Kp

Calculate Ki

Limit Ki

Duty = Kp+Ki

Limit Duty

Load Duty

Exit ISR
 

Figure 8 Software Flowchart 

It should be noted here that the duty cycle calculated by the 
PI controller is limited to a certain minimum value to ensure that 
the duty cycle is always greater than half of resonant period as 
given by Eq. (2.1). This ensures that the resonant current cycle is 
completed without any interruption. The concept is illustrated in 
the next figure. 

iLr(t)

Tr/2

Minimum Duty Cycle

 
Figure 9 Minimum Duty Cycle 

At first glance it would appear that this is negatively 
restricting duty cycle above a minimum threshold. However, in 
practical designs, the duty cycle generally oscillates around its 
designed value in small quantities and very rarely traverses the 
entire range of its possible values. So, if the converter is designed 
such that the half resonant period is some small fraction of the 
duty cycle, say five percent, then this restriction can be met 
without much problem. In practical setup used for this converter 
in the lab, the half of resonant period was about five percent of 
duty cycle and converter operated without problem. 

5. Simulation and Practical Results 
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The converter is simulated in SIMPLIS simulation software. 
The screenshot of the SIMPLIS simulation is shown in figure 
12.This software provides the ability to simulate the circuit in its 
steady state form directly, without having to perform lengthy and 
time consuming transient analysis. This feature of the software is 
called Periodic Operating Point (POP) analysis.  

Moreover, the ac analysis of this converter circuit can be 
performed in time domain without having to derive equivalent 
frequency domain models, thereby simulating a real life network 
analyzer in software [6]. 

The circuit is simulated for three different values of MOSFET 
duty cycle, 30%, 50% and 80%. The results of important circuit 
parameters for these three duty cycles are presented in figure 13. 

As we can see from figure 13, the ILr becomes zero in case of duty 
cycle being greater than or equal to the half of resonant period. In 
case duty cycle is less than Tr/2, then the diode D4 will be hard 
switched and incurs switching losses. Therefore, the converter 
should be designed such that the duty cycle is limited to the values 
above the Tr/2.The behavior of the resonant capacitor voltage 
swing should also be considered here. The case in which duty 
cycle is less than half of resonant period, the voltage Vcr charges 
sinusoidally up to the point of switch transition and then 
discharges linearly. The behavior is consistent with the theory of 
hybrid switching conversion i.e. resonant charging and linear 
discharging. Also the case in which duty cycle is greater than half 
the resonant period, the voltage Vcr rises sinusoidally until the 
current ILr is flowing. When the current ILr tries to become 

negative, the diode D2 blocks the flow and the current can flow 
no further. This results in voltage Vcr becoming constant. This, of 
course, doesn’t affects the converter behavior. 

It can be seen that the output voltage can traverse greater range 
than predicted by the DC gain of (19). This is because of the fact 
that the simulation software includes the parasitic elements such 
as MOSFET on resistance and diode forward voltage drops. Such 
parasitic, like the dc resistance of main power inductor, work to 
reduce the DC gain predicted by (19), thereby allowing the 
converter to traverse greater output voltage range. 

It was predicted in the previous section that the small signal 
characteristics of HSBC are very much identical to those of 
conventional buck converter. In this section, we present the small 
signal control to output transfer function characteristics simulated 
in SIMPLIS software. This software has the capability to simulate 
the circuit in time domain, thereby emulating the behavior of a 
network analyzer. The bode plots of the simulation are shown next: 

Figure 11 Simulation results for three different Duty Cycles 

Figure 10 SIMPLIS Simulation of HSBC 
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Figure 12 HSBC Bode plot 

As we can clearly see, the converter exhibits almost same 
gain roll off as that of a conventional buck converter [4], [5]. The 
gain cross over frequency for the simulated circuit comes out to 
be 2.73 KHz. This shows that HSBC is a stable open loop 
converter which can be controlled easily using simple control 
structures.  

In order to demonstrate the viability of the converter, a simple 
prototype was built on breadboard in lab. The setup was arranged 
according to the figure 9. The following table shows the 
parameters of this setup: 

Table 2 Setup Parameters 

Parameter Value 

Input Voltage Vg 20 V 

Output Voltage Vout 10 V 

Load Resistance 33 Ω 

L 470µH 

C 220µF 

Lr 1 µH 

Cr 220nF 

MOSFET IRF540N 

Diodes IN4007 

Switching Frequency 50 KHz 
 

The breadboard setup in the lab and the results are presented next: 

The breadboard setup consists of a simple assembly of HSBC. 
The converter is essentially derived from a buck converter 
presented in [5]. The STM discovery board is used to control the 

converter using a PI controller. The results of the converter 
operation are presented next. 

 

Figure 13 Breadboard Setup 

 

Figure 14 Voltage Startup Response 

The output voltage startup response presents good picture 
with reasonable rise time for an 8 bit controller. The response time 
should be adequate for general power conversion applications not 
requiring stringent response constraints.  

 
Figure 15 Steady State Output Voltage 

As can be observed, over the period of various switching 
cycles, the converter exhibits no limit cycle oscillations. 
Therefore, this converter can be controlled using a simple PI 
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controller. The output voltage can be regulated within reasonable 
bounds depending on the applications. 

6. Potential Applications 

The hybrid switching buck converter presented in this paper 
belongs to a new class of converters and as such is unfamiliar to 
practicing engineers. Although at first glance it may appear that 
the part count for this converter is increased when compared to a 
conventional buck converter, however, the advantages presented 
by this converter can overcome such issues.  

First, if the converter is designed carefully, the diode D2 in 
series with resonant inductor is soft switched thereby avoiding 
switching losses. Second, the most significant portion of the PCB 
is taken up by magnetic in a dc-dc converter. For example, in an 
MPPT solar battery charger dc-dc converter, the inductor core is 
the largest component in the power converter. The hybrid 
switching converter provides the reduction in the size of main 
power inductor and is therefore suitable for such applications.  

Another area of potential application can be the converters 
that require reduction in size due to space constraints, such as 
integrated dc-dc converters for military and space applications. 
Such converters can benefit from this type of hybrid switching 
buck converter.  

7. Conclusion 

In this paper, a hybrid switching buck converter was 
presented. The concept of hybrid switching was introduced. The 
DC conversion ratio of this HSBC was derived and its dc 
characteristics were compared to conventional switching buck 
converter. It was shown that HSBC results in reduced magnetic 
size without increasing switching frequency of associated 
switching losses. The small signal analysis was performed on this 
HSBC and the result was shown to be familiar to the conventional 
buck converter. The simulation and practical results of digital 
control using 8 bit microcontroller were presented. The potential 
application areas of this HSBC were discussed.  
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 For human comfort and convenience, appropriate temperature values may not be sufficient 
enough for the environment that they live in. The moisture content of the air has an 
important place in this regard. 30% to 65% humidity is desireable for a relaxed and 
comfortable life. Humidity in the environment is fundamental for the human health, 
convenience and comfort. Humidity is also valid for therapeutics. The drugs that are used 
in medicine for diagnosis and therapy must be inhaled with cold or hot water vapor in case 
drug effectiveness is desired to be increased. For such achievments, cold vaporization 
method is being preferred to reach the alveoli of the patients, thus, the drug can be used in 
a more efficient manner without damaging the respiratory tract. In this project, effect of 
ambient temperaure in ultrasonic nebulizers is investigated. It is proved that as the 
temperature increases 5°C, the speed of cold vapor increases 10% which refers a decrease 
in particle diameter. The variations in particle dimension may severely effect the efficiency 
of therapeutics. Therefore, in this study, it is presented that ultrasonic nebulizers should be 
designed considering ambient temperature. A design rationale is proposed in this study. 
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1. Introduction 

For the human comfort and convenience, only appropriate 
temperature values may not be sufficient for the environment that 
they live in. The moisture content of the air has an important place 
in this regard [2]. For a relaxed and comfortable life relative 
humidity is desirable in the range of %30 to %65 in the 
environment [3]. Humidity in the environment is fundamental for 
the human health, convenience and comfort [4]. The drugs that 
used in medicine for diagnosis and therapy must be inhaled with 
both cold and hot water vapor steam in the patient's body [5]. Cold 
vaporization method is being preferred to reach the alveoli of the 
patient, thus, the drug can be used in a more efficient manner 
without damaging the respiratory tract [6]. 

Ultrasonic nebulizers utilize water to carry out drugs to the 
alveols. Ultrasonic nebulizers dissociate water into their smallest 
particles by sound waves and thus compose cold vapour. Obtained 
cold vapour and drugs are mixed intoeach other and blown to 

patient through a mask or directly to the environment. Therefore, 
respiratory tract is moisturized and the desired drugs are carried 
out to the alveols of the patients efficiently [7].  

Some environments may contain excessive moisture while 
some of them are over dried. This situation is pretty much 
common especially among the houses with a radiator during 
winters and houses with air conditioning in summers. Ideal 
moisture ratio should be between 30% and 65% for human beings. 
For humans especially for babies, dry air may cause enfections to 
spread faster, dehydrate pharyngonasal area, burning in the eyes 
and cracking in the lips. Dust formation becomes rapid and affects 
those with allergies. [8]. The spread of cold vapor provides 
accurate humidity in the environment and creates beneficial 
effects on health. Water droplets have ionizing effect for the air. 
Negative ions attack pollutant particles in the air, reducing it to a 
minimum, thereby reducing cigarette smoke, pollens and dust [9]. 
Medical studies have proved that negative ions have a positive 
effect on people's physical and psychological health with both 
their stress-relief functions and their direct effects on respiratory 
devices which makes them much more effective [10].  
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Simply a nebulizer generates vapour. There are various ways 
to generate vapour [11]. The most convenient method for this is 
by heating the liquid. On the other hand an ultrasonic nebulizer 
system evaporates liquids with ultrasonic sound waves. The major 
problem here is not evaporating water but obtaining cold vapour. 

An ultrasonic nebulizer uses a vibrating piezoelectric crystal 
that vibrates with 1.7 MHz or higher frequency in order to 
generate vapour [12]. The crystal transducer is made of materials 
like quartz-barium titanate and converts electrical signals into 
sound waves. The sound beam that focuses on the liquid which is 
located just above the transducer creates waves. When the 
frequency and amplitude are strong enough, the wave peak 
reaches the surface of the fluid as a sprinkler of water particles. 
Working principle of an ultrasonic nebulizer is illustrated in Fig. 1. 

Ultrasonic nebulizers are most frequently used in intensive 
care units. In these units, ultrasonic nebulizers are mainly used for 
the humidification of the rooms, and also for the evaporation of 
liquid medicines to assist them to effectively inhaled by 
respiratory organs. In addition, it is also used to humidify the air 
for patients who are connected to artificial respiration and oxygen 
support systems [13]. 

By the help of this study, effect of ambient temperature on 
ultrasonic nebulizers is investigated. In order to achieve this, 
ambient temperature is constantly recorded and particle 
dimensions of cold vapour are measured. As a result it is 
understood that, ambient temperature has a serious impact on 
particle dimension thus affecting the effectiveness of ultrasonic 
nebulizers therapeutic capability. 

In addition, this study aims to further development of national 
fabrication of ultrasonic nebulizers in Turkey and creates 
difference in the area of biomedical device fabrication that may 
not be evaluated as strong [14-22]. 

2. Materials and Method 

Ultrasonic nebulizers are based on the princible that 
disassociating water into its particles with high frequency sound 
waves that is generated by a vibrating piezoelectric crystal. This 
piezoelectric crystal that is located under the liquid, generate 
sound waves with a frequency of 1.7 MHz or more, and 
disassociating water into its particles. 

It is possible to change the particle diameter of of the 
evaporation by changing the frequency of the piezoelectric 
crystal. As the frequency of the piezoelectric crystal increases, the 
particle diameter decreases. As the frequency decreases, the 
particle diameter increases. As the particle diameter increases, it 
will be unable for medications or humid air to reach the extreme 
edges of the alveoli. Same phenomenon is observed when the 
ambient temperature changes. Particle size decreases as the 
ambient temperature increases, while particle sizes increase as the 
ambient temperature decreases. 

The quantity of the liquid is important since the piezoelectric 
crystal is operated inside the liquid. It is important because crystal 
may deteriorate due to the heat energy that occurs during the 
formation of the sound waves. For this reason, the quantity of the 
water is constantly measured and a system is designed that 
prevents the degradation of the crystal by cutting the energy when 
there is not enough water left within the device. 

Block diagram of the designed ultrasonic nebülizer is 
illustrated in Fig. 2. A picture of the ultrasonic crystal is presented 
in Fig. 3. In addition, a level sensor for water measurement is 
shown in Fig 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: Working principle of an ultrasonic nebülizer 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Block diagram of the designed ultrasonic nebülizer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Ultrasonic crystal 
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The design and drawing stages of the nebulizer circuit were 
first completed using the Proteus ISIS program. The design is 
simulated with the Proteus ISIS program to check the operability 
of the system. After being confident that the simulation process of 
the design is completed and the design may work flawlessly, the 
process of printing circuit board with Proteus ARES program is 
started. This process is presented in Fig. 6. 
 

The design of the boxing process has initiated after the 
control of the nebulizer circuit and date/clock circuit are 
implemented and operability of the design is controled. Therefore 
the circuit and system could be used in maximum confort. 
 

A crystal with a special casting design is placed in the lower 
part of the water tank. BU 406 power transistor that controls the 
ultrasonic crystal generates a lot of heat due to the high voltage 
and fast triggering characteristics. Since this heat may damage the 
transistor, the special casting that surrounds the crystal is used as 
a cooler. The water within the water tank cools down the casting 
and casting cools the crystal and the transistor. This is the reason 
why water level is critically important for this research. The cold 
vapor that is generated by the crystal is delivered to the patient by 
the help of a channel just located on the top of the ultrasonic 
nebulizer. 
 

Finally, chassis is placed and LCD screen that displays 
ambient temperature, date/time and control parameters is located 
on it. Therefore the prototype is finalized. LCD screen and the 
final design of the ultrasonic nebulizer are shown in  
Figs. 7, 8 and 9. 
 

The experiments are done by changing the ambient 
temperatures by several radiators that surrounds the ultrasonic 
nebulizer. At the beginnig the temperature is recorded as 25ºC 
±0.3ºC. The process is initiated and the period until the visually 
detection of cold vapor out from the funnel of the nebulizer is 
recorded. This period provides the speed of the particles of cold 
vapor thus giving us the estimations for particle dimensions. 
 

As second step the temperature is increased 5ºC to 30ºC ± 
0.3ºC, the process is initiated and the period of visually detection 
of cold vapour is recorded. As third step the temperature is 
increased to 35ºC and the entire process is recorded again. As 
fourth and fifth step, the temperature is reduced to 20ºC ± 0.3ºC 
and 15ºC ± 0.3ºC, respectively. In those steps, period of visually 
detection of cold vapor is recorded. All steps are repeated three 
times to obtain statistically accurate results. 
 
3. Results and Discussion 

During the test phase, the ambient temperature is measured 
in different methods and double checked to ensure that the sensor 
and system operate properly and consistently. In order to ensure 
the system has taken correct measurements or not, the 
measurement stability was controlled with a calibrated 
thermometer at regular intervals. 
 

Fig.4 presents the relationship between ambient temperature 
change and period for visually detection of cold vapor. As it is 
shown as the temperature increases the vapor speed decreases 
which refers an increase in particle dimensions. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4: The relationship between ambient temperature change and period for 
visually detection of cold vapor. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: Level sensor for water measurement 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6: Designing the circuit board of an ultrasonic nebulizer 
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Fig 7: Temperature measurement results a) 25ºC b)-11.3ºC c) +62.2 ºC 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8: Inside and back views of the designed ultrasonic nebulizer 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9: Final prototype of ultrasonic nebulizer b) During work 

4. Conclusion 

The purpose of this project is to prove that it is quite simple 
to fabricate home made low cost specially designed ultrasonic 
nebulizers that is mainly imported to Turkey with high prices. 
 

In addition, it is proved that ambient temperature has serious 
impact on particle dimensions. It is presented that as the ambient 
temperature increases five celcius, the speed of cold vapour 
increases around 10% which refers a decrease in particle 
dimensions. As the temperature decreases five celcius, the speed 
of cold vapor also decreases 10% which refers an increase in 
particle dimensions. 
 

As future researches, Particle Image Velocimetry (PIV) 
might be used to understand the particle dimensions in detail. A 
PIV may assist us to truly analysis the particle speed and 
dimensions of the cold vapor as the temperature increases or 
decreases. Also, in future the sensitivity of the research might be 
increased, therefore change in particle dimensions and particle 
speed per one celcius temperature variation might be detected. 
This may help us to optimize the period for therapeutics. 
 

The most important innovation in this study is to merge a 
temperature sensor just outside the cover of the ultrasonic 
nebulizer. This assists users to estimate the particle dimensions 
and predict the optimum time for therapeutic. 
 

In future, an ultrasonic nebulizer that adjusts the vibration 
frequency of the ultrasonic crystal based on the change in ambient 
temperature might be designed. This design may optimize the 
dimensions of particles and fix the period for therapeutic. This 
version of an ultrasonic nebulizer will prevent the fluctiations 
caused by temperature variations of the environment. 
 

This model of an ultrasonic nebulizer is yet haven’t 
fabricated. This should be considered as a future direction. 
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 Data visualization is an effective tool for communicating the results of opinion surveys, 
epidemiological studies, statistics on consumer habits, etc. The graphical representation of 
data usually assists human information processing by reducing demands on attention, 
working memory, and long-term memory. It allows, among other things, a faster reading of 
the information (by acting on the forms, directions, colors...), the independence of the 
language (or culture), a better capture the attention of the audience, etc.  
Data that could be graphically represented may be structured or unstructured. The 
unstructured data, whose volume grows exponentially, often hide important and even vital 
information for society and companies. It, therefore, takes a lot of work to extract valuable 
information from unstructured data. If it is easier to understand a message through 
structured data, such as a table, than through a long narrative text, it is even easier to 
convey a message through a graphic than a table. In our opinion, it is often very useful to 
synthesize the unstructured data in the form of graphical representations.  
In this paper, we present an approach for processing unstructured data containing statistics 
in order to represent them graphically. This approach allows transforming the unstructured 
data into structured one which globally conveys the same countable information. The 
graphical representation of such a structured data is then obvious. This approach deals 
with both quantitative and qualitative data. It is based on Natural Language Processing 
Techniques and Text Mining. An application that implements this process is also presented 
in this paper. 
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1. Introduction  

The English idiom "A picture is worth a thousand words" 
expresses an idea implicitly admitted by the human mind and 
indicates that it is easier to understand a complex idea through an 
image; But also that an image of a subject conveys its meaning or 
essence more effectively than a long speech or a textual description 
does. Data and information visualization is one of the most 
primitive forms of communication known to man. It meets a very 
basic need: telling a story. This communication way originated in 
the drawings found in the prehistoric caves dating back to 30,000 
B.C., even before the writing that dates only 3000 B.C. 

In our modern world, the visualization of information has 
evolved and is used to communicate information of all kinds: 
economic, social, military, health, etc. Graphical representations 

are the best way to make decisions by facilitating to grasp difficult 
concepts or to identify new patterns. They help to better process 
information by reducing the requirements on attention, working 
memory and long-term memory. In a business environment, 
visualizations can have two broad goals, which sometimes overlap: 
Explanatory and Exploratory. Data explanation allows solving 
specific problems and the exploration of large data sets allows 
understanding it better. Generally speaking, graphical 
representations are used to gain better insight of the problem we 
are studying. 

Since the early 1990s, the emergence of the World Wide Web 
(WWW) [1] has facilitated the access to the information to 
individuals and companies. It has become the most important 
vehicle of a tremendous amount of data, allowing the people to 
share the information from the largest database repositories 
globally. Almost 80% of the data published on the WWW are 
unstructured and, despite the computer assistance for data 
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processing, it remains very difficult to extract valuable knowledge 
from this large volume of data, when it’s about countable data, 
especially without graphical illustrations. 

 When unstructured data contain statistics, they may be 
accompanied by graphical illustrations in the form of static images 
(GIF, PNG, etc.). These charts and graphics are no longer up-to-
date as the data content changes. The graphs should then be 
reproduced in accordance with the new data.  

In our opinion, it would be more appropriate to produce 
graphical illustrations that correspond exactly to the data 
processed. This can be made possible by updating the graphical 
representations, each time the data evolves. However, some data 
change instantly and reproducing the graphics that are faithful to it 
makes the process of analyzing it and representing it graphically 
too complex. The analysis and the graphical representation should, 
therefore, be on-demand. 

The objective of this work is to propose an approach for 
analyzing data, especially from the WWW in order to extract the 
relevant countable information, organize it in a way it can be 
graphically represented and annotate it using the means of the 
Semantic Web techniques [2]. This allows users to request a 
graphical representation of this information whenever they want. 
Indeed, the "on demand graphics" allows taking into account the 
effective state of the information when such representation is 
requested. 

2. The Graphical Representation of Data 

William Playfair (22 September 1759 – 11 February 1823) was 
the first to devise and publish different types of statistical chart 
(most notably the time-series line graph, the bar chart, the pie chart, 
and the circle chart). Modern statistical graphs are almost identical 
to those published by Playfair and count four basic types of graphs 
used as well as the graphical representation of stochastic variables: 
Line graphs/Polygraphs, Bar graphs, Pie graphs and Flow Charts. 

Not all data could be graphically represented, and not all 
graphic representations are of paramount importance. Only data 
that may vary for effects-related causes can be graphically 
represented. The objective of these graphical representations is to 
analyze the causes and predict the effects in order to make the 
appropriate decisions. 

It is usual in the computer science domain to classify data into 
two well-known categories: structured and unstructured data [3]. 

Structured data are usually associated with a model or a schema 
and resides in a fixed field within a record or file such as Relational 
databases and Spreadsheets. The schema defines the structure of 
data with data types (string, integers, date, etc.) as well as the way 
data are stored, accessed and processed. The structured data are 
easily maintainable and manageable since they are based on 
Schema-on-write method and managed with most known 
Structured Query Language (SQL).  

Unstructured data do not reside in a field or record, do not have 
a standard model and do not follow a schema. There’s no specific 
definition of storing, accessing, and processing this kind of data. 
The unstructured data might follow an internal structure; however, 
there’s no schema, tags, or markers describing the fields of data. 
Although the unstructured data are difficult to process using 
traditional computer software modules, their processing is 
nonetheless very important because of its important volume 

compared to the structured data. They have remained unidentified 
or ignored for a long time knowing that important business 
prospects are hidden in these data as well as social and political 
trends. 

3. Processing the Data 

Processing data means processing both structured and 
unstructured data. In the first case, when data are structured, the 
variable data are explicitly specified and their different values are 
well known. The graphical representation of such a data is an easy 
and very well mastered process. In the second case, when it comes 
to unstructured data, the amount of text is simply too large to read 
and analyze efficiently even with assistance of computers. The 
work is, therefore, more tedious. On the one hand, we must analyze 
the text to determine the context. On the other hand, it is necessary 
to extract the statistical data, when it exists, to process it and to 
carry out calculations in order to transform unstructured data into 
structured one such as a table. 

3.1. Processing Structured Data 

The processing of structured data does not pose any significant 
difficulties. The data are represented in tables, generally easy to 
understand and interpret. Tables are easy to read, however a visual 
can communicate more information than a table in a much smaller 
space and is, therefore more effective than tables for presenting 
data. For example, notice the Table 1 below, related to the French 
presidential elections of 2017, and try to spot the candidate with 
the highest estimated voting rate.  

Date Sample size Mélenchon Macron Fillon Le Pen 

28 Mar 2017 2,231 14% 25.5% 17.5% 25% 

24 Mar 2017 2,225 13% 26% 18% 25% 

20 Mar 2017 2,245 12.5% 26% 18% 25% 

18 Mar 2017 935 11.5% 25% 18% 26% 

Table 1. Polls finished since the publication of the official list of candidates 

When the data contained in this table are represented 
graphically (Fig. 1), the information is obtained very quickly. The 
graphical representation of a structured data set represented in the 
form of a table presents no particular difficulties. All data 
processing tools, modern spreadsheets and statistical applications 
do it very well. The only small problem to be solved in this case is 
to determine which variable will be represented in the y-axis and 
which will occupy the x-axis. This problem is solved from the 
context of the document that is determined in the same way that 
the data are structured or not. We will discuss the context of the 
document and the extraction of variables when processing 
unstructured data. 

 The unstructured data that we take into account are texts 
expressed in natural language. To represent graphically the 
unstructured data it is necessary that this data contain countable 
information. These countable data have to be extracted from the 
text and processed to be transformed into structured data. 

 Transforming unstructured data into structured data containing 
the same information requires the specification of a model or a 
schema for the target structured data. The structure of the 
countable data in relation to this work is simple and can be 
specified as a simple association (variable, value). This association 
represents what we call the "Main Variable"; e.g. (candidate, 
voting_rate). The Main Variable is the one whose values are 
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represented on the y-axis. The value associated with a variable may 
itself depend on other variable criteria. For example, the 
voting_rate may depend on the date, the region, the age of the 
voter, etc. A second association necessary is in this case: (value, 
criterion). 

 
Fig. 1. Data visualization obtained from the Table 1. 

3.2. Processing Unstructured Data 

  The schema of the targeted structured data is modeled as 
an Ontology that we call “Ontology of the Context”. Indeed, the 
different associations specified in this ontology depend on the 
context. Fig. 2 shows the “Ontology of the Context” related to the 
French Presidential elections of 2017. 

 
Fig. 2. Ontology of the context 

 At the present time, the different Ontologies of the Context are 
modeled manually. The ideal would be that these ontologies be 
created and updated automatically; this is one of the perspectives 
of our research works. 

 The processing of the data is based on two main steps: (i) the 
identification of variable data and the building of the 
corresponding structured entity; and (ii) the semantic annotation 
that avoids reprocessing a set of unstructured data that have already 
been processed. 

4. Transforming unstructured into structured data 

 Unstructured data that can be subject to statistical calculations 
may appear in two ways: qualitative data which is when 
descriptive statements can be made about a subject based on 
observations, interviews or evaluations, e.g. a political forum (Fig. 
3) or numerical values as in the example (§1) hereafter: 

“The French Presidential Election of 2017: if you are a French 
citizen, at least 18 years old, you can participate in the French 
presidential elections of 2017 and express your opinion. As for 
most elections in France, presidential elections are conducted in 

two stages. The first round, which takes place on 23rd April 2017, 
is open to any candidate who meets the requirements. Assuming, 
as is virtually certain to happen, that no single candidate acquires 
no absolute majority of votes in the first round, there is then a 
second round, a fortnight later, which is a runoff  between the two 
candidates with the highest votes in the first round . The next 
French President will be whoever gets a simple majority of the 
votes in the second round.” 

 
Fig. 3. “French Politics” forum 

 The processing of unstructured data for the extraction of 
statistics is a tedious work. On the one hand, we must analyze the 
text to determine the context. On the other hand, it is necessary to 
extract the statistical data, when it exists, to process it and to carry 
out calculations in order to transform unstructured data into 
structured one such as a table. The overall context in which the 
data are used allows to build or to update the “Ontology of the 
Context” [4]. 

4.1. Identification of the context 

The identification of the context requires five main steps as 
described in [5]: 

• The tagging [6] which consists in dividing the text into a 
sequence of tokens, which roughly correspond to a words 
and associating to each one of them a label providing 
certain information (syntactic category, number, verb 
tense…). This step also allows identifying the different 
noun phrases and complex nominal groups found in a 
document. A noun phrase is a word or group of words in a 
sentence that acts like a noun. A complex nominal group 
is a simple noun phrase modified by one or two 
prepositional phrases (preposition followed by a nominal 
group).  

• Named Entity Recognition [7] step which purpose is to 
label sequences of words in a text (tagged in the first step) 
which are the names of persons, organizations, locations, 

0

5

10

15

20

25

30

Mélenchon Macron Fillon Le Pen

03/18/17

03/20/17

03/24/17

03/28/18

Socio-professional
category

TimeAge

Candidate

Republican
party

François Fillon

National
Front party

Marine Le
Pen

Continious

Opinion 

Voting rate

Discrete General
variable

memeber_of

is

memeber_of

synonym_of

has

has_category

depends_on has_type

has_type

Emmanuel 
Macron

Jean-Luc 
Mélenchon

memeber_of

Socialist
party

memeber_of

Unsubmissive
France party

http://www.astesj.com/


R. Guetari et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 951-957 (2017) 

www.astesj.com     954 

monetary values, etc. The annotation of the different 
named entities allows identifying variables. 

•  The coreference resolution [8] occurs when multiple noun 
phrases refer to the same entity or object in a document. It 
is an important step in our process, allowing the 
information extraction, such as the overall context of the 
document and the significant variable data. 

• The Identification of the main topics [9] of a document 
helps us to identify the most important textual units of a 
document. These units are formed by key-words that we 
refer to in this document as “key-terms candidates and are 
the different noun phrases in a document. The 
identification of the main topics is basically made thanks 
to the Text Rank algorithm [10] and the Word Sense 
Disambiguation process [5]. 

• The identification of the context is the last step. Once the 
different main topics are identified, we need to determine 
only one of them that will be the one representing and 
defining the context of the document. To do this, first, a 
similarity rate [11] is computed between each couple of 
words from the main topics set. The word that has the 
highest similarity rate with all the other words, is defined 
as the most important topic of the document. Additional 
information may be necessary to refine the context. Thus, 
in a second step, the identification of the different complex 
nominal groups found in the document is required in order 
to have a more accurate context. An algorithm allowing 
the identification of the context has been implemented and 
experimented [9]. 

 When applying the Context Identification Process on the 
following paragraph (§1), the text raking allows selecting the 
different main topics found in the data: “French presidential 
election”, “round”, “president”, “votes”, “candidates”, etc. The 
similarity between all pairs of main topics is calculated and given 
in Table 2. 

 Round Votes Candidates France President 
French Presidential Elections 0,0635 18,7456 0,0616 0,0592 0,0715 
Round  × 0,0575 0,0625 0,0585 0,046 
Votes × × 0,0618 0,0592 0,0715 
Candidates × × × 0,0629 0,0487 
France × × × × 0,0471 

Table 2. Measurement of similarity rates between all pairs of main topics 

 The topic that has the highest similarity rate with all the others 
is: “French presidential election”. However important information 
is missing: the date. The algorithm presented in [9] determines the 
different complex nominal groups and identifies the final context: 
“The French presidential election of 2017”. 

 The similarity rate between the topics “French presidential 
election” and “votes” is very high. This represents a very good 
indication of the variable data to be extracted from the text. 
Referring to the "Ontology of the Context", we see that the vote is 
associated with a candidate. The pair (Variable, Value) of the 
"Main Variable" is thus identified. Other information is easily 
identified in this paragraph which is the relationship between the 
vote and the city which represents the pair (value, criterion). 

4.2. Identification of the countable information 

The identification and retrieval of countable data depend on the 
nature of the data sources. The processing of such a data differs 

according to the variable data being represented by numerical 
values or qualitative data.  

Case 1: Data containing numeric values 

The extraction of the variables consists first of all in identifying 
the key words characterizing each of the identified countable data. 
This work is still in progress and is mainly based on the Natural 
Language Processing (NLP) [12] and the Text Mining [13, 14]. At 
the present time, it uses a controlled vocabulary and is not 
completely automated. The purpose of this process is to determine 
the identifiers of each countable data. An identifier of a variable 
datum is a token obtained from unstructured text and standardized 
according to the well-known methods used in NLP and indexing, 
namely stemming and lemmatization [15]. This process occurs 
simultaneously with the identification of the context. It uses the 
different named entities extracted in the data processing stage in 
order to group the ones that belong to the same category (the names 
of persons, organizations, etc.) in a “class of category”. The 
identifier of the Main Variable is obtained from the keyword which 
has the highest similarity rate with the identified context, after 
resolving the coreferences.  

The process of identification of significant variable data takes 
place in three main steps [9]: (i.) the grouping of the named entities 
in classes of categories, (ii.) the Classification of named entities of 
the same class of category, and (iii.) the variables’ identification. 
We take the following example (§2) to illustrate this three-step 
process: 

(§2) “The French presidential election will be held on April 
2017. The election will occur in different French cities to allow the 
winning candidate to access the presidency. Until now, the 
candidate with the estimated highest scores of votes is Marine Le 
Pen. She is credited with 35% of voting intentions in Paris. Polls 
give her 32% of voting intentions in Toulouse. However, she is 
ranked third in other cities such as Marseille with 18% of voting 
intentions and Lyon with 16.5% of voting intentions according to 
the most recent surveys. We asked the question "who would you 
vote for?" for the two childhood friends Fabien Martin and Marcel 
Laurent. Although they lived in the same neighborhood and in the 
same conditions of life, the two friends vote for two different 
candidates. Fabien says he will vote for François Fillon while 
Marcel is in favor of Marine Le Pen” 

i. Processing the named entities, this consists in grouping the 
named entities belonging to the same “Class of Category” such 
as the names of persons, organizations, etc. In the (§2), a Class 
of Category “PERSON” gathers four names (Fig.4) 

ii. Processing the named entities of the same class of category. 
Named entities within a same category may belong to different 
concepts. A concept is a general idea about some distinct 
entities or classes of entities. Let’s consider a class of category 
that contains different names of candidates and voters (Fig. 4), 
the process must be able to differentiate between both concepts 
“candidate” and “voter”. The named entities that belong to the 
same class of category are classified according to their concept. 
The Class of Categories PERSON includes candidates for the 
presidential election (François Fillon and Marine Le Pen) and 
other names that can be considered as voters (Fabien Martin 
and Marcel Laurent) (Fig. 4). Two classes of concepts have 
been identified: “CANDIDATE” and “UNKNOWN” (Fig. 5) 
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Fig. 4. Building the Classes of Categories 

 
Fig. 5. Building the classes of concepts 

iii. Identification of countable data. The last step consists in 
identifying the variable data: the “Main Variable” that depends 
on the context and the others according to which the Main 
Variable varies. We have developed an algorithm [9] allowing 
to extract the different variables and to "format" them in a 
structure such as a table. The algorithm builds a matrix M with 
n rows (n is the number of sentences in the document) and three 
columns containing respectively nouns, verbs and 
complements, which are obtained from each sentence. The 
algorithm splits up the matrix M into several sub-matrices (Mk). 
The cutting of the matrix is based on the verbs. Each row of 
each sub-matrix contains the triplets (name, verb, complement) 
extracted from each sentence. The rows of each sub-matrix are 
formed of all triplets containing the same verb or one of its 
synonyms. 

The processing of (§2) using the algorithm [9] results in the 
following sub-matrices: 

M1 = 



















surveysrecent most   the toaccording
 intentions  votingof 16.5%lyon with 

 and intentions  votingof 18%with 
 Marseille assuch  citiesother in  third

ranked isPen Le Marine

Toulousein  intentions  votingof 32%Pen  Le MarinegivePolls

Parisin intention   votingof 35%with credited isPen Le Marine
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M2 = 









2017 Aprilon  held be willelection alpresidentiFrench  The

ComplementVerbNoun

 

M3 = 













Pen Le Marine  is voteof scoreshighest 

  with thecandidate The

ComplementVerbNoun

 

 Among all the sub-matrices obtained from the splitting up of 
the matrix M, we keep only those with the noun and complement 
columns corresponding to the parameters of the main variable. In 
the considered example, only the sub-matrix M1 contains the name 
of a candidate in the noun column or complement column. While 
processing the nouns or the complements one can identifies voting 
rates (numerical values) as well as the names of some French cities. 
The pair (voting_rate, city) is therefore identified. Table 3 is the 
result of this process: 

Candidate Votes City 
Marine Le Pen 35% Paris 
Marine Le Pen 32% Toulouse 
Marine Le Pen 18% Marseille 
Marine Le Pen 16,5% Lyon 

Table 3. Identification of countable data 

Case 2: Qualitative data 

 The political forum contains only expressions of voting 
intentions and no numerical data (Fig. 3). Each row of it is an 
expression of opinion in which the "speaker" supports the 
candidate he has chosen.  
 In an unstructured text where people express their opinions, it 
is important to determine the author of the text of an opinion as 
well as the content of that opinion. The Opinion generally 
expresses a positive or negative feeling towards a particular 
context or situation. The recognition of the "speaker" prevents 
counting the same opinion several times. 

Several works have been carried out for the recognition of the 
“speaker” in a text. K. Glass and S. Bangay [16] propose “a naïve, 
salience-based method for speaker identification in fiction books”. 
They have shown that it is possible to identify different speakers 
from a text without using a complex machine learning or logic-
based techniques. D. K. Elson et al. [17] proposed a method for 
extracting social networks from literary fiction. This method 
allows identifying all the characters in a story and determining 
which characters have relationships with each other. The method 
also allows determining whether the sentiment in each relationship 
is positive or negative. Other research works [18, 19] have 
addressed the same subject and demonstrated the feasibility of 
recognizing the speaker in the texts. Some of the “speaker 
recognition” methods have been implemented.  

The sentiment analysis [20, 21], also known as opinion mining, 
seeks to recognize and characterize aspects of an author’s opinion 
or appreciation on a topic from information in natural language 
written texts. An opinion can be expressed by a person or an 
organization about a product, a service, a topic, an event, etc. We 
use the word "entity" to qualify the topic that is evaluated by an 
expression of feeling. For example, the entity in a political forum 
is a candidate.  

The sentiment analysis focuses today on attributing of a 
polarity to subjective expressions (words and phrases that express 
opinions, emotions, feelings, etc.) in order to decide the orientation 
of an opinion [22] or the positive / negative / neutral value of it in 
a document [23][24][25]. Most of the techniques used for the 
classification of sentiment in texts in natural languages are based 
on supervised learning, e.g. naive Bayesian classification, support 
vector machines (SVM), or any other supervised learning method. 

In our experiments, we have used the implementation of the 
speaker recognition as well as the sentiment analysis in the 
Stanford CoreNLP framework [26]. 

The object that is evaluated by a sentiment in a text depends on 
the context. At the present time, it is determined as the Main 
Variable by the Ontology of the Context. The value associated with 
the Main Variable is calculated by summing the positive opinions 
expressed. Negative or neutral opinions are not taken into account. 
For example, in political forum (Fig. 3), voting intentions are 
calculated by adding together the speakers who express an opinion 
favorable to a given candidate. When a speaker changes his mind, 
only his last expression is taken into account.  
5. Application 

The results of our research works have been implemented as an 
application allowing transforming unstructured data into 
structured data that could be represented graphically. The 
architecture of the application is presented in Fig. 6.  

PERSON

Marine le Pen
Fabien Martin
François Fillon
Marcel Laurent

CANDIDATE

Marine Le Pen
François Fillon

UNKNOWN PERSON

Fabien Martin
Marcel Laurent
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Fig. 6. Architecture of the application 

The application has been developed with the help of the 
following open source frameworks: 

• Stanford CoreNLP [26], a Java open source framework 
created by Stanford University, that implements most of the 
common core natural language processing (NLP) steps 
needed in our approach, from tokenization through to 
coreference resolution.  

• TextRank [27]: a Java implementation of the TextRank 
algorithm allowing the identification of the most important 
keywords in a document. 

• WordNet Similarity for Java (WS4J) [28]: a module that 
implements a variety of semantic similarity and relatedness 
measures based on information found in the lexical 
database WordNet.  

 The application has been tested on several types of data. In this 
paper, we present the case of the French presidential elections of 
2017.  The recognition of the context is precise however, we had 
some problems for the recognition of the "speaker". We have 
modified the source code, but we have not yet got the expected 
precision and a research work is underway to address this issue. 
 The forum contains only expressions of voting intentions and 
no numerical data (Fig. 3). Each row of it is an expression of 
opinion in which the "speaker" supports the candidate he has 
chosen. Fig. 7, Fig. 8, Fig. 9 and Fig. 10 represent the output of the 
application: 

 
Fig. 7. Countable data recognition 

 
Fig. 8. Voting rate per candidate 

 
Fig. 9. Voting rate vs. Date 

 
Fig. 10. Voting rates vs. Socio-professional category 

 The following graphs can be obtained on request from the 
various calculation results performed by the application: the voting 
rate per candidate (Fig. 11), the voting rates vs. date (Fig. 12) and 
the voting rates vs. socio-professional category (Fig. 13) 

 
Fig. 11. Pie chart of the voting rate per candidate 

 

Fig. 12. Polygraph of the voting rates vs. date 

 

Fig. 13. Polygraph of the voting rates vs. date 
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6. Conclusion 

 Visualization provides a simple, easy-to-interpret idea of a data 
volume that may be too large. The graphically representable data 
generally contain relationships between causes and effects that 
may change according to different criteria (date, region, climate, 
etc.). Data linked by cause-and-effect relationships can be either 
quantitative or qualitative and may also be in the form of structured 
or unstructured data. When it comes to unstructured data, it is easy 
for a human mind to extract relationships and make the graphical 
representation if the volume of data provided is reasonable. Since 
this is a very large volume of data, computer assistance is essential. 
For structured data, this is hardly a problem, but when it comes to 
unstructured data, the work is more tedious. 

 In this paper, we present a method allowing the graphical 
representation of statistical data presented in the form of 
unstructured data. The first consists of transforming the 
unstructured data into structured data and then graphically 
represent this latter, which is an obvious task. We also present a 
framework developed from the results obtained from our research. 
The method is based on NLP and text mining for the analysis and 
identification of statistical data. An algorithm has been developed 
for the transformation of unstructured statistical data into 
structured data easily represented graphically. 

 The work presented in this paper is only the first step. 
Currently, it leaves an important number of research perspectives. 
Indeed, this work concerns only a single document. In our future 
work, we will exploit the results of a Web search query to make a 
graphical representation of common significant variable data. 
Similarly, we will intend to improve our process using the Text 
mining. This technique concerns the classification of multiple 
documents in order to enrich the “Ontology of the Context”. 
Besides, it will allow the analyses of the documents in order to 
extract the variable data. 
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 This paper proposes a method for estimating the spectral reflectance of Neugebauer 
primaries or eight basic colors when the spectral reflectance data of several colors are 
given. The proposed method is based on Neugebauer model, which expresses an arbitrary 
color as a weighted average of Neugebauer primaries, and its sparse version called sparse 
Neugebauer model. We also reproduce the colors from the estimated reflectance spectra, 
and show experimental results of spectral reflectance estimation and color reproduction 
from the estimated spectral data. It is experimentally demonstrated that the sparse 
Neugebauer model outperforms the conventional Neugebauer model in both spectral 
reflectance estimation and color reproduction.  
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1. Introduction 

The reflectance properties of object surfaces are determined by 
the spectral reflectance factors that are normally measured at 
regular intervals in the visible spectrum of radiation by reflectance 
spectrophotometers [1]. The integrals of the products of the 
spectral reflectance, the relative spectral power distribution of an 
illuminant and color matching functions produce the tristimulus 
values. On the other hand, the inverse computation from 
tristimulus values or colorimetric data to the spectral reflectance is 
a difficult problem because the computation of tristimulus values 
from spectral reflectance involves the dimensionality reduction of 
data, i.e., the spectral reflectance estimation is an ill-posed 
problem.  

Recently, Sharma and Wang proposed a neural network-based 
spectrum recovery method, and evaluated the accuracy of the 
spectrum recovery by the spectral mean-squared error [2]. Harifi 
et al. presented a principal component analysis (PCA)-based 
method which employed six principal components [3]. Amiri and 
Amirshahi proposed a step by step progressive method for 
recovery of spectral data from the corresponding colorimetric 
information, where the spatial dimensions are decreased from 6D 
to 3D in a step-by-step manner to decrease the number of samples 
used for color gamut interpolation [4]. Wu et al. presented an 
approach that uses a new sample selection criterion based on color 

feature match to select a series of suitable samples for creating the 
adapted transformation matrix to reconstruct spectral reflectance 
[5]. Inoue et al. proposed two methods for recovering the 
reflectance spectra of colorimetric data by using the non-negative 
constraints in reflectance spectra, where the problem of reflectance 
spectra recovery is formulated as a nonnegative least squares 
problem [6] into which the Neugebauer model [7] is incorporated 
[8]. These methods can be used to estimate the spectral reflectance 
from general colorimetric data including CIE tristimulus values 
and CMYK-printed samples.  

The Neugebauer model can be used to infer the gamut 
boundaries of printed colorants on paper [7] by printers such as 
conventional CMYK printers. If three inks, such as cyan, magenta 
and yellow, are utilized, then the paper may be covered by one ink, 
two inks, three inks, or may be left blank. As a result, eight 
combinations of overlap of inks can occur, and they correspond to 
eight basic colors, such as red, green, blue, black, cyan, magenta, 
yellow and white, which are referred to as the Neugebauer 
primaries [7]. Although the Neugebauer model was originally 
developed for modeling the printed colorants on paper, it can be 
used for general colorimetric data as we will prove in Subsection 
2.1 that the equation of the Neugebauer model holds for any color 
in RGB color space.  

In this paper, we propose sparse Neugebauer model for 
estimating spectral reflectance of Neugebauer primaries or basic 
eight colors when reflectance spectra of several colors are given. 
Experimental results show that the proposed method achieves 
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lower estimation error than the previous method with the 
conventional Neugebauer model. We also reproduce the 
Neugebauer primaries and the colors of given reflectance spectra 
from the estimated reflectance spectra. The effectiveness of the 
sparse Neugebauer model in color reproduction is also 
demonstrated in comparison with the conventional Neugebauer 
model.  

The rest of this paper is organized as follows. Section 2 
summarizes the Neugebauer model, and then proposes the sparse 
Neugebauer model. Section 3 proposes a method for estimating the 
spectral reflectance based on the Neugebauer models, and a 
convergence property of the proposed estimation algorithm is 
proved. Section 4 describes the procedure for reproducing the 
colors from the estimated spectral data. Section 5 shows 
experimental results. Finally, Section 6 concludes this paper. 

2. Neugebauer Models 

In this section, we first summarize the Neugebauer model, and 
then propose sparse Neugebauer model to improve the 
performance of spectral reflectance estimation and color 
reproduction.  

2.1. Neugebauer Model 

Let 𝒗𝒗 = [𝑟𝑟,𝑔𝑔, 𝑏𝑏] be a color vector in RGB color space (bold 
italic lowercase letters denote vectors), where 𝑟𝑟,𝑔𝑔 and 𝑏𝑏 denote 
the red, green and blue components of the color, and satisfy 0 ≤
𝑟𝑟 ≤ 1, 0 ≤ 𝑔𝑔 ≤ 1  and 0 ≤ 𝑏𝑏 ≤ 1 , respectively. Then 𝒗𝒗  have 
another expression as follows:   

𝒗𝒗 = 𝑎𝑎1𝒓𝒓 + 𝑎𝑎2𝒈𝒈 + 𝑎𝑎3𝒃𝒃 + 𝑎𝑎4𝒌𝒌 + 𝑎𝑎5𝒄𝒄 + 𝑎𝑎6𝒎𝒎 + 𝑎𝑎7𝒚𝒚 + 𝑎𝑎8𝒘𝒘, (1) 

where 𝒓𝒓 = [1,0,0],𝒈𝒈 = [0,1,0],𝒃𝒃 = [0,0,1],𝒌𝒌 = [0,0,0], 𝒄𝒄 =
𝒘𝒘− 𝒓𝒓,𝒎𝒎 = 𝒘𝒘 − 𝒈𝒈,𝒚𝒚 = 𝒘𝒘− 𝒃𝒃  and 𝒘𝒘 = [1,1,1]  denote the 
Neugebauer primaries [7]: red, green, blue, black, cyan, magenta, 
yellow and white, respectively. The coefficients in (1) are given by 

 𝑎𝑎1 = 𝑟𝑟(1 − 𝑔𝑔)(1 − 𝑏𝑏),   𝑎𝑎5 = (1 − 𝑟𝑟)𝑔𝑔𝑏𝑏,  

 𝑎𝑎2 = (1 − 𝑟𝑟)𝑔𝑔(1 − 𝑏𝑏),   𝑎𝑎6 = 𝑟𝑟(1 − 𝑔𝑔)𝑏𝑏,  

 𝑎𝑎3 = (1 − 𝑟𝑟)(1 − 𝑔𝑔)𝑏𝑏,   𝑎𝑎7 = 𝑟𝑟𝑔𝑔(1 − 𝑏𝑏),  

 𝑎𝑎4 = (1 − 𝑟𝑟)(1 − 𝑔𝑔)(1 − 𝑏𝑏),   𝑎𝑎8 = 𝑟𝑟𝑔𝑔𝑏𝑏, (2) 

which are called the Demichel equations, and (1) is called the 
Neugebauer equation [7]. The coefficients in (2) are nonnegative 
and satisfy ∑ 𝑎𝑎𝑘𝑘𝐾𝐾

𝑘𝑘=1 = 1 where 𝐾𝐾 = 8. The equality in (1) with the 
coefficients in (2) can be confirmed for each element as follows: 
for example, the first element in (1) satisfies 

  𝑟𝑟(1 − 𝑔𝑔)(1 − 𝑏𝑏) + 𝑟𝑟(1 − 𝑔𝑔)𝑏𝑏 + 𝑟𝑟𝑔𝑔(1 − 𝑏𝑏) + 𝑟𝑟𝑔𝑔𝑏𝑏  

 = 𝑟𝑟[(1 − 𝑔𝑔)(1 − 𝑏𝑏) + (1 − 𝑔𝑔)𝑏𝑏 + 𝑔𝑔(1 − 𝑏𝑏) + 𝑔𝑔𝑏𝑏]  

 = 𝑟𝑟[(1 − 𝑔𝑔){(1 − 𝑏𝑏) + 𝑏𝑏} + 𝑔𝑔{(1 − 𝑏𝑏) + 𝑏𝑏}]  

 = 𝑟𝑟[(1 − 𝑔𝑔) + 𝑔𝑔][(1 − 𝑏𝑏) + 𝑏𝑏] = 𝑟𝑟.  

The similar equations hold for the second and third elements in (1).  

 We simply call (1) with (2) the Neugebauer model, which is 
valid for both tristimulus values and spectral reflectance, and use 
it for spectral reflectance estimation.  

2.2. Sparse Neugebauer Model 

 Let 𝑆𝑆 = {𝒓𝒓,𝒈𝒈,𝒃𝒃,𝒌𝒌, 𝒄𝒄,𝒎𝒎,𝒚𝒚,𝒘𝒘}  be a set of the Neugebauer 
primaries. Then the Neugebauer equation in (1) states that an 
arbitrary color vector 𝒗𝒗 can be expressed as a weighted average of 
the eight color vectors in 𝑆𝑆. We can also express a color vector in 
RGB color space as a linear combination of four colors which are 
in general position in RGB color space because four points being 
in general position in a three-dimensional color span a three-
dimensional linear space, and form a tetrahedron. If a color is just 
on a plane spanned by three vertices of RGB color cube or a line 
connecting two vertices of RGB color cube, then the color is 
expressed as the linear combinations of three or two vertices, 
respectively. We describe the most general four-color case as 
follows (in the other degenerated cases, the description can be 
simplified): Let �̃�𝑆 = {𝒔𝒔1, 𝒔𝒔2, 𝒔𝒔3, 𝒔𝒔4} be a subset of 𝑆𝑆 the elements 
of which are in general position. Then, for a color vector 𝒗𝒗, we 
have 

 𝒗𝒗 − 𝒔𝒔1 = 𝛼𝛼2(𝒔𝒔2 − 𝒔𝒔1) + 𝛼𝛼3(𝒔𝒔3 − 𝒔𝒔1) + 𝛼𝛼4(𝒔𝒔4 − 𝒔𝒔1)  

 = [𝛼𝛼2,𝛼𝛼3,𝛼𝛼4] �
𝒔𝒔2 − 𝒔𝒔1
𝒔𝒔3 − 𝒔𝒔1
𝒔𝒔4 − 𝒔𝒔1

�,  

from which the coefficients 𝛼𝛼2,𝛼𝛼3,𝛼𝛼4 are given by 

 [𝛼𝛼2,𝛼𝛼3,𝛼𝛼4] = (𝒗𝒗 − 𝒔𝒔1) �
𝒔𝒔2 − 𝒔𝒔1
𝒔𝒔3 − 𝒔𝒔1
𝒔𝒔4 − 𝒔𝒔1

�
−1

,  

where 𝒔𝒔1 is selected as a basic point. As a result, we have  

 𝒗𝒗 = 𝛼𝛼1𝒔𝒔1 + 𝛼𝛼2𝒔𝒔2 + 𝛼𝛼3𝒔𝒔3 + 𝛼𝛼4𝒔𝒔4, (3) 

where 𝛼𝛼1 = 1 − 𝛼𝛼2 − 𝛼𝛼3 − 𝛼𝛼4 , and the four coefficients are 
nonnegative if 𝒗𝒗 is in the tetrahedron with the four vertices in �̃�𝑆. 
We call (3) the sparse Neugebauer model since four coefficients 
among eight ones in (1) are zero in (3).  

We adapt the minimal brightness variation criterion (MBVQ) 
proposed by Shaked et al. [9] for selecting four Neugebauer 
primaries 𝒔𝒔1, 𝒔𝒔2, 𝒔𝒔3, 𝒔𝒔4, which are called the minimal brightness 
variation quadruple (MBVQ) [9], and given by 
{𝒓𝒓,𝒈𝒈,𝒃𝒃,𝒌𝒌}, {𝒘𝒘, 𝒄𝒄,𝒎𝒎,𝒚𝒚}, {𝒎𝒎,𝒚𝒚,𝒈𝒈, 𝒄𝒄}, {𝒓𝒓,𝒈𝒈,𝒎𝒎,𝒚𝒚}, {𝒓𝒓,𝒈𝒈,𝒃𝒃,𝒎𝒎}  or 
{𝒄𝒄,𝒎𝒎,𝒈𝒈,𝒃𝒃}.  

3. Spectral Reflectance Estimation 

Assume that the reflectance spectra of 𝑚𝑚  colors 𝒗𝒗𝑖𝑖 =
[𝑟𝑟𝑖𝑖 ,𝑔𝑔𝑖𝑖 , 𝑏𝑏𝑖𝑖]  for 𝑖𝑖 = 1, … ,𝑚𝑚  are given and stored in 𝑄𝑄 = [𝑞𝑞𝑖𝑖𝑖𝑖] , 
where 𝑞𝑞𝑖𝑖𝑖𝑖  denotes the reflectance of the 𝑗𝑗th wavelength 𝜆𝜆𝑖𝑖 for 𝑗𝑗 =
1, … ,𝑛𝑛 in the 𝑖𝑖th color 𝒗𝒗𝑖𝑖. Then, by the above nonsparse or sparse 
Neugebauer model, we have 

 𝑄𝑄 ≈ 𝐴𝐴𝐴𝐴,  

where 𝐴𝐴 = [𝑎𝑎𝑖𝑖𝑘𝑘]  denotes an 𝑚𝑚 × 𝐾𝐾  coefficient matrix whose 
elements are given by 
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 𝑎𝑎𝑖𝑖,1 = 𝑟𝑟𝑖𝑖(1 − 𝑔𝑔𝑖𝑖)(1 − 𝑏𝑏𝑖𝑖),   𝑎𝑎𝑖𝑖,5 = (1 − 𝑟𝑟𝑖𝑖)𝑔𝑔𝑖𝑖𝑏𝑏𝑖𝑖 ,  

 𝑎𝑎𝑖𝑖,2 = (1 − 𝑟𝑟𝑖𝑖)𝑔𝑔𝑖𝑖(1 − 𝑏𝑏𝑖𝑖),   𝑎𝑎𝑖𝑖,6 = 𝑟𝑟𝑖𝑖(1 − 𝑔𝑔𝑖𝑖)𝑏𝑏𝑖𝑖 ,  

 𝑎𝑎𝑖𝑖,3 = (1 − 𝑟𝑟𝑖𝑖)(1 − 𝑔𝑔𝑖𝑖)𝑏𝑏𝑖𝑖 ,   𝑎𝑎𝑖𝑖,7 = 𝑟𝑟𝑖𝑖𝑔𝑔𝑖𝑖(1 − 𝑏𝑏𝑖𝑖),  

 𝑎𝑎𝑖𝑖,4 = (1 − 𝑟𝑟𝑖𝑖)(1 − 𝑔𝑔𝑖𝑖)(1 − 𝑏𝑏𝑖𝑖),   𝑎𝑎𝑖𝑖,8 = 𝑟𝑟𝑖𝑖𝑔𝑔𝑖𝑖𝑏𝑏𝑖𝑖 , (4) 

when the Neugebauer model is used, and these are the Demichel 
equations [7] for the 𝑖𝑖th color 𝒗𝒗𝑖𝑖, and the number of columns in 𝐴𝐴 
is the number of the Neugebauer primaries, i.e., 𝐾𝐾 = 8. For the 
sparse Neugebauer model, four coefficients out of the eight ones 
in (4) become zero. 𝐴𝐴 = [𝑝𝑝𝑘𝑘𝑖𝑖]  denotes a 𝐾𝐾 × 𝑛𝑛  matrix whose 
(𝑘𝑘, 𝑗𝑗)  element 𝑝𝑝𝑘𝑘𝑖𝑖  is the reflectance of the 𝑘𝑘 th Neugebauer 
primary at the 𝑗𝑗th wavelength 𝜆𝜆𝑖𝑖. Then we formulate the problem 
for estimating the spectral reflectance of the Neugebauer primaries 
as follows:  

 min
𝑃𝑃
‖𝑄𝑄 − 𝐴𝐴𝐴𝐴‖𝐹𝐹2 , (5) 

 subj. to   𝑝𝑝𝑘𝑘𝑖𝑖 ≥ 0, (6) 

where ‖∙‖𝐹𝐹 denotes the Frobenius norm, and the constraint (6) is 
for 𝑘𝑘 = 1, … ,𝐾𝐾  and 𝑗𝑗 = 1, … ,𝑛𝑛 . Let 𝐸𝐸(𝐴𝐴)  be the objective 
function in (5), then we have 

 𝐸𝐸(𝐴𝐴) = ∑ ∑ �𝑞𝑞𝑖𝑖𝑖𝑖 − ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 �2𝑛𝑛

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1   

 = ∑ ∑ �𝑞𝑞𝑖𝑖𝑖𝑖2 − 2𝑞𝑞𝑖𝑖𝑖𝑖 ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 + �∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾

𝑘𝑘=1 �2�𝑛𝑛
𝑖𝑖=1

𝑚𝑚
𝑖𝑖=1 .  

Since ∑ ∑ 𝑞𝑞𝑖𝑖𝑖𝑖2𝑛𝑛
𝑖𝑖=1

𝑚𝑚
𝑖𝑖=1  is a constant independent of 𝑝𝑝𝑘𝑘𝑖𝑖 , the 

minimization of 𝐸𝐸(𝐴𝐴) is equivalent to the maximization of 

 𝐹𝐹(𝐴𝐴) = ∑ ∑ �𝑞𝑞𝑖𝑖𝑖𝑖 ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 − 1

2
�∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾

𝑘𝑘=1 �2�𝑛𝑛
𝑖𝑖=1

𝑚𝑚
𝑖𝑖=1 . (7) 

Applying Jensen’s inequality [10] to the second term of the right 
side in (7), we have 

  �∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 �2 = �∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘

𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖

𝐾𝐾
𝑘𝑘=1 �

2
   

 ≤ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 �
𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖

�
2

=𝐾𝐾
𝑘𝑘=1 ∑ �𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘�

2

𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖
𝐾𝐾
𝑘𝑘=1 , (8) 

where 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘  are positive constants satisfying ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘𝐾𝐾
𝑘𝑘=1 = 1 . 

Substituting the rightmost term in (8) into (7), we have a lower 
bound of 𝐹𝐹(𝐴𝐴) as 

 𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴,𝑈𝑈) = ∑ ∑ �𝑞𝑞𝑖𝑖𝑖𝑖 ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 − 1

2
∑ �𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘�

2

𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖
𝐾𝐾
𝑘𝑘=1 �𝑛𝑛

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1 ,(9) 

where 𝑈𝑈 = [𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘] denotes a three-dimensional array having 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 
as its (𝑖𝑖, 𝑗𝑗, 𝑘𝑘) element.  

 Replacing 𝐹𝐹  with 𝐹𝐹𝐿𝐿𝐿𝐿 , we formulate the problem of spectral 
reflectance estimation as follows: 

 max
𝑃𝑃,𝑈𝑈

𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴,𝑈𝑈) (10) 

 subj. to   ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘𝐾𝐾
𝑘𝑘=1 = 1,   𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 > 0,   𝑝𝑝𝑘𝑘𝑖𝑖 ≥ 0. (11) 

Let 𝐿𝐿 = 𝐹𝐹𝐿𝐿𝐿𝐿 − ∑ ∑ 𝜇𝜇𝑖𝑖𝑖𝑖(∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘𝐾𝐾
𝑘𝑘=1 − 1)𝑛𝑛

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1  be the Lagrange 

function for the constrained maximization problem (10) with (11), 
where 𝜇𝜇𝑖𝑖𝑖𝑖  for 𝑖𝑖 = 1, … ,𝑚𝑚  and 𝑗𝑗 = 1, … ,𝑛𝑛  are the Lagrange 
multipliers. Then we have the following condition for optimality: 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖

= 1
2

�𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘�
2

𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖
2 − 𝜇𝜇𝑖𝑖𝑖𝑖 = 0,  

from which we have 

 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 =
𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
�2𝜇𝜇𝑖𝑖𝑘𝑘

, (12) 

which is substituted into 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝜇𝜇𝑖𝑖𝑘𝑘

= ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘𝐾𝐾
𝑘𝑘=1 − 1 = 0  

to obtain 

 �2𝜇𝜇𝑖𝑖𝑖𝑖 = ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾
𝑘𝑘=1 . (13) 

Substitution of (13) into (12) gives  

 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 =
𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘

∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘𝐾𝐾
𝑖𝑖=1

. (14) 

 Next, we solve the following optimality condition for 𝑝𝑝𝑘𝑘𝑖𝑖: 

 𝜕𝜕𝐿𝐿
𝜕𝜕𝑝𝑝𝑖𝑖𝑘𝑘

= 𝜕𝜕𝐹𝐹𝐿𝐿𝐿𝐿
𝜕𝜕𝑝𝑝𝑖𝑖𝑘𝑘

= ∑ �𝑎𝑎𝑖𝑖𝑘𝑘𝑞𝑞𝑖𝑖𝑖𝑖 −
𝑎𝑎𝑖𝑖𝑖𝑖
2 𝑝𝑝𝑖𝑖𝑘𝑘
𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖

�𝑚𝑚
𝑖𝑖=1 = 0,  

and have 

 𝑝𝑝𝑘𝑘𝑖𝑖 =
∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑘𝑘
𝑚𝑚
𝑖𝑖=1

∑
𝑎𝑎𝑖𝑖𝑖𝑖
2

𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖
𝑚𝑚
𝑖𝑖=1

,  

into which we substitute (14) to have 

 𝑝𝑝𝑘𝑘𝑖𝑖 =
∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑘𝑘
𝑚𝑚
𝑖𝑖=1

∑ 𝑎𝑎𝑖𝑖𝑖𝑖
2 ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘

𝐾𝐾
𝑖𝑖=1
𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘

𝑚𝑚
𝑖𝑖=1

= 𝑝𝑝𝑘𝑘𝑖𝑖
∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑘𝑘
𝑚𝑚
𝑖𝑖=1

∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘𝐾𝐾
𝑖𝑖=1

𝑚𝑚
𝑖𝑖=1

,  

from which we have an iterative formula for 𝑝𝑝𝑘𝑘𝑖𝑖  as follows: 

 𝑝𝑝𝑘𝑘𝑖𝑖
(𝑡𝑡+1) = 𝑝𝑝𝑘𝑘𝑖𝑖

(𝑡𝑡) ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑘𝑘
𝑚𝑚
𝑖𝑖=1

∑ ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖
(𝑡𝑡)𝐾𝐾

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1

, (15) 

where 𝑡𝑡 denotes the number of iterations for 𝑡𝑡 = 0,1, … ,𝑇𝑇 with the 
maximum iteration number 𝑇𝑇 . The above formula (15) can be 
written in a matrix form as 

 𝐴𝐴(𝑡𝑡+1) = 𝐴𝐴(𝑡𝑡) ⊙ (𝐴𝐴𝑇𝑇𝑄𝑄) ⊘ �𝐴𝐴𝑇𝑇𝐴𝐴𝐴𝐴(𝑡𝑡)�, (16) 
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where ⊙  and ⊘  denote the element-wise multiplication and 
division, respectively, because 𝑝𝑝𝑘𝑘𝑖𝑖

(𝑡𝑡),  ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑞𝑞𝑖𝑖𝑖𝑖𝑚𝑚
𝑖𝑖=1  and 

∑ ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
(𝑡𝑡)𝐾𝐾

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1  in (15) are the (𝑘𝑘, 𝑗𝑗)  elements of matrices 

𝐴𝐴(𝑡𝑡),𝐴𝐴𝑇𝑇𝑄𝑄 and 𝐴𝐴𝑇𝑇𝐴𝐴𝐴𝐴(𝑡𝑡) in (16), respectively.  

Proposition 1 The sequence �𝐸𝐸�𝐴𝐴(𝑡𝑡)��
𝑡𝑡=0,1,…

 converges. 

Proof. Let  

 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘
(𝑡𝑡+1) =

𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
(𝑡𝑡)

∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑘𝑘
(𝑡𝑡)𝐾𝐾

𝑖𝑖=1
 (17) 

be an instance of 𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘  substituted 𝑝𝑝𝑘𝑘𝑖𝑖
(𝑡𝑡) for 𝑝𝑝𝑘𝑘𝑖𝑖  in (14). Then (15) 

can be written as 

 𝑝𝑝𝑘𝑘𝑖𝑖
(𝑡𝑡+1) =

∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑘𝑘
𝑚𝑚
𝑖𝑖=1

∑
𝑎𝑎𝑖𝑖𝑖𝑖
2

𝑢𝑢𝑖𝑖𝑘𝑘𝑖𝑖
(𝑡𝑡+1)

𝑚𝑚
𝑖𝑖=1

. (18) 

Since (17) is the solution to ∂𝐿𝐿/𝜕𝜕𝑢𝑢𝑖𝑖𝑖𝑖𝑘𝑘 = 0 and ∂𝐿𝐿/𝜕𝜕𝜇𝜇𝑖𝑖𝑖𝑖 = 0 with 
𝐴𝐴 = 𝐴𝐴(𝑡𝑡) , we find that 𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴(𝑡𝑡),𝑈𝑈(𝑡𝑡+1)) ≥ 𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴(𝑡𝑡),𝑈𝑈(𝑡𝑡)) . 
Similarly, since (18) is the solution to ∂𝐿𝐿/𝜕𝜕𝑝𝑝𝑘𝑘𝑖𝑖 = 0  with 𝑈𝑈 =
𝑈𝑈(𝑡𝑡+1), we find that 𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴(𝑡𝑡+1),𝑈𝑈(𝑡𝑡+1)) ≥ 𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴(𝑡𝑡),𝑈𝑈(𝑡𝑡+1)), i.e., 

 𝐹𝐹𝐿𝐿𝐿𝐿�𝐴𝐴(𝑡𝑡+1),𝑈𝑈(𝑡𝑡+1)� ≥ 𝐹𝐹𝐿𝐿𝐿𝐿�𝐴𝐴(𝑡𝑡),𝑈𝑈(𝑡𝑡)�. (19) 

 Next, substituting (14) into (9), we have 

  

𝐹𝐹𝐿𝐿𝐿𝐿(𝐴𝐴,𝑈𝑈) = ���𝑞𝑞𝑖𝑖𝑖𝑖 �𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖

𝐾𝐾

𝑘𝑘=1

−
1
2
�

�𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖�
2

𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖

𝐾𝐾

𝑘𝑘=1

�𝑎𝑎𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖

𝐾𝐾

𝑖𝑖=1

�
𝑛𝑛

𝑖𝑖=1

𝑚𝑚

𝑖𝑖=1

 

 

= ���𝑞𝑞𝑖𝑖𝑖𝑖�𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖

𝐾𝐾

𝑘𝑘=1

−
1
2
��𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖

𝐾𝐾

𝑘𝑘=1

�

2

�
𝑛𝑛

𝑖𝑖=1

𝑚𝑚

𝑖𝑖=1

= 𝐹𝐹(𝐴𝐴), 

from which and (19) we have 

 𝐹𝐹�𝐴𝐴(𝑡𝑡+1)� ≥ 𝐹𝐹�𝐴𝐴(𝑡𝑡)�. (20) 

Considering the relationship between 𝐸𝐸(𝐴𝐴)  and 𝐹𝐹(𝐴𝐴)  given by 
𝐸𝐸(𝐴𝐴) = ∑ ∑ 𝑞𝑞𝑖𝑖𝑖𝑖2𝑛𝑛

𝑖𝑖=1
𝑚𝑚
𝑖𝑖=1 − 2𝐹𝐹(𝐴𝐴), we have the following inequality 

from (20): 

 𝐸𝐸�𝐴𝐴(𝑡𝑡+1)� ≤ 𝐸𝐸�𝐴𝐴(𝑡𝑡)�,  

that is, the sequence �𝐸𝐸�𝐴𝐴(𝑡𝑡)��
𝑡𝑡=0,1,…

 is monotonically 

nonincreasing, and is also bounded below by 0, i.e., 𝐸𝐸(𝐴𝐴) ≥ 0 by 
definition. Consequently, the sequence �𝐸𝐸�𝐴𝐴(𝑡𝑡)��

𝑡𝑡=0,1,…
 converges 

to a number greater than or equal to 0.     ∎ 

4. Color Reproduction 

 Let �̅�𝑥(𝜆𝜆),  𝑦𝑦�(𝜆𝜆) and 𝑧𝑧̅(𝜆𝜆) be the color matching functions for 
the 1931 2°  CIE standard colorimetric observer [], where 𝜆𝜆 
denotes a wavelength, and let �̅�𝑠(𝜆𝜆) be the relative spectral power 
distribution of an illuminant. Then the CIE XYZ tristimulus values 
of a spectral reflectance �̅�𝑝(𝜆𝜆) are given by 

 𝑋𝑋� = 𝑘𝑘� ∫ �̅�𝑠(𝜆𝜆)�̅�𝑝(𝜆𝜆)�̅�𝑥(𝜆𝜆)𝑑𝑑𝜆𝜆, (21) 

 𝑌𝑌� = 𝑘𝑘� ∫ �̅�𝑠(𝜆𝜆)�̅�𝑝(𝜆𝜆)𝑦𝑦�(𝜆𝜆)𝑑𝑑𝜆𝜆, (22) 

 �̅�𝑍 = 𝑘𝑘� ∫ �̅�𝑠(𝜆𝜆)�̅�𝑝(𝜆𝜆)𝑧𝑧̅(𝜆𝜆)𝑑𝑑𝜆𝜆, (23) 

where 𝑘𝑘� is a normalizing factor given by 𝑘𝑘� = ∫ �̅�𝑠(𝜆𝜆)𝑦𝑦�(𝜆𝜆)𝑑𝑑𝜆𝜆. We 
use the trapezoidal rule for computing the above integrals. The 
transformation from the CIE XYZ tristimulus values into the 
standard RGB (sRGB) is as follows. First, we compute the linear 
transformation  

 �
𝑅𝑅
𝐺𝐺
𝐵𝐵
� = �

3.2406 −1.5372 −0.4986
−0.9689 1.8758 0.0415
0.0557 −0.2040 1.0570

� �
𝑋𝑋�
𝑌𝑌�
�̅�𝑍
�,  

where note that similar but slightly different transformation 
matrices are also proposed and used in practice.  

 Next, a nonlinear luminance encoding, which is also known as 
gamma encoding, is calculated to obtain sRGB values as follows: 

 𝑅𝑅sRGB = �1.055𝑅𝑅
1
2.4 − 0.055, if   𝑅𝑅 > 0.0031308,

12.92𝑅𝑅, if   𝑅𝑅 ≤ 0.0031308;
  

 𝐺𝐺sRGB = �1.055𝐺𝐺
1
2.4 − 0.055, if   𝐺𝐺 > 0.0031308,

12.92𝐺𝐺, if   𝐺𝐺 ≤ 0.0031308;
  

 𝐵𝐵sRGB = �1.055𝐵𝐵
1
2.4 − 0.055, if   𝐵𝐵 > 0.0031308,

12.92𝐵𝐵, if   𝐵𝐵 ≤ 0.0031308.
  

Consequently, we obtain the sRGB values (𝑅𝑅sRGB,𝐺𝐺sRGB,𝐵𝐵sRGB) 
transformed from the CIE XYZ tristimulus values (𝑋𝑋�,𝑌𝑌� , �̅�𝑍). 

5. Experimental Results 

 In this section, we show experimental results of spectral 
reflectance estimation and color reproduction. Figure 1 shows the 
Macbeth ColorChecker (MCC), of which the manufacturer’s 
sRGB D65 color values are also given on the Internet 
(ColorChecker, Wikipedia. URL: https://en.wikipedia.org/wiki/ 
ColorChecker). Although the 24 squares of painted samples in 
MCC are not materials but colorants, the proposed method can 
handle both of them equally because the Neugebauer model is 
valid for general colorimetric data as shown in Subsection 2.1.  
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Figure 1 Macbeth ColorChecker. 

The spectral reflectance data of the 24 colors in MCC are shown 
in Figure 2, where the line colors correspond to the MCC colors. 
These data are provided by the Munsell Color Science Laboratory 
(URL: http://www.cis.rit.edu/research/mcsl2/online/cie.php). 

 
Figure 2 Reflectance spectra of Macbeth ColorChecker colors. 

 In the following experiments, we store the above data in a 
matrix 𝑄𝑄 ∈ ℝ𝑚𝑚×𝑛𝑛 where 𝑚𝑚 denotes the number of colors in MCC, 
i.e., 𝑚𝑚 = 24, and 𝑛𝑛 denotes the number of spectral data in which 
the wavelengths between 380 nm (nanometer) and 780 nm are 
sampled at 5 nm intervals, i.e., 𝑛𝑛 = 81.  

 Figure 3 shows the change in the value of the objective function 
𝐸𝐸(𝐴𝐴)  of the proposed method with the Neugebauer model 
described in Section 2.1, where the vertical and horizontal axes 
denote the objective function value and the number of iterations 𝑡𝑡 
with the maximum iteration number 𝑇𝑇 = 50, respectively. The 
objective function value monotonically decreases with the increase 
in the number of iterations, that supports the claim in Proposition 
1 experimentally.  

 
Figure 3 Change in objective function value. 

 Figure 4 shows the estimated spectral reflectance of the 
Neugebauer primaries by the sequential coordinate-wise algorithm 
(SCA) [6,8], where the vertical and horizontal axes denote the 
reflectance and wavelength, respectively, and the colors of solid 
lines correspond to the primary colors, and the broken line denotes 
white color. On the other hand, Figure 5 shows the estimated 
spectral reflectance by the proposed method with the Neugebauer 
model, and is similar to Figure 4, although the algorithms are 
different from each other. We measured CPU time for estimating 
the spectral reflectance on an Intel Core-i3-equipped PC using 
Portable Python 2.7.6.1. Then SCA and the proposed method 
required 1.12 and 0.028 seconds, respectively, from which we 
conclude that the proposed method is computationally more 
efficient than SCA.  

 
Figure 4 Estimated spectral reflectance by SCA [6,8]. 

 
Figure 5 Estimated spectral reflectance by the proposed method with Neugebauer 

model.  

 Next, we compare sparse Neugebauer model with nonsparse or 
conventional Neugebauer model in the proposed method. Figure 6 
shows the coefficients in two Neugebauer models for the upper left 
color in MCC in Figure 1, where the vertical and horizontal axes 
denote the value of each coefficient and the Neugebauer primaries, 
respectively. the blue and red bars denote conventional (nonsparse) 
and sparse Neugebauer models, respectively. In the conventional 
model (blue bars), all Neugebauer primaries have positive values. 
On the other hand, in sparse one (red bars), only four colors (R, G, 
B and M) have positive values, and the other coefficients are 
strictly zero.  
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Figure 6 Coefficients in Neugebauer models.  

 Figure 7 shows the estimated spectral reflectance of the 
Neugebauer primaries by the proposed method with the sparse 
Neugebauer model. Each curve in Figure 7 has greater variance 
than that in Figure 5 or 4.  

 
Figure 7 Estimated spectral reflectance by the proposed method with sparse 

Neugebauer model.  

 From Figure 8 to Figure 11, we show the reflectance spectra of 
the colors in MCC from the first to fourth rows, respectively (here 
we divide the 24 MCC colors into 4 figures each of which includes 
the spectral reflectance curves of 6 colors for visibility), where 
solid lines show the original reflectance spectra, and broken lines 
show their estimated ones by the proposed method with the 
Neugebauer model.  

 
Figure 8 The original reflectance spectra of the colors in the first row of MCC 
(solid lines) and their estimated ones by the proposed method with Neugebauer 

model (broken lines).  

 
Figure 9 The original reflectance spectra of the colors in the second row of MCC 
(solid lines) and their estimated ones by the proposed method with Neugebauer 

model (broken lines). 

 
Figure 10 The original reflectance spectra of the colors in the third row of MCC 
(solid lines) and their estimated ones by the proposed method with Neugebauer 

model (broken lines). 

 
Figure 11 The original reflectance spectra of the colors in the fourth row of MCC 
(solid lines) and their estimated ones by the proposed method with Neugebauer 

model (broken lines). 

 On the other hand, from Figure 12 to Figure 15, we show the 
estimated reflectance spectra by the proposed method with sparse 
Neugebauer model, as well as Figures 8-11 with the Neugebauer 
model.  
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Figure 12 The original reflectance spectra of the colors in the first row of MCC 

(solid lines) and their estimated ones by the proposed method with sparse 
Neugebauer model (broken lines). 

 
Figure 13 The original reflectance spectra of the colors in the second row of MCC 

(solid lines) and their estimated ones by the proposed method with sparse 
Neugebauer model (broken lines). 

 
Figure 14 The original reflectance spectra of the colors in the third row of MCC 

(solid lines) and their estimated ones by the proposed method with sparse 
Neugebauer model (broken lines). 

 
Figure 15 The original reflectance spectra of the colors in the fourth row of MCC 

(solid lines) and their estimated ones by the proposed method with sparse 
Neugebauer model (broken lines). 

 We evaluate the mean squared error between the original and 
estimated reflectance spectra given by 

 MSE𝑖𝑖 = 1
𝑛𝑛
∑ �𝑞𝑞𝑖𝑖𝑖𝑖 − ∑ 𝑎𝑎𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘𝑖𝑖𝐾𝐾

𝑘𝑘=1 �2𝑛𝑛
𝑖𝑖=1   

for the 𝑖𝑖th color in MCC. Figure 16 shows the result where the 
vertical and horizontal axes denote the mean squared error and the 
identification number of MCC colors, respectively, and the blue 
and red bars denote the conventional nonsparse and the sparse 
Neugebauer models, respectively. In 18 colors among all 24 colors, 
the sparse Neugebauer model achieved smaller MSE𝑖𝑖  than the 
conventional one. The average of MSE𝑖𝑖 for 𝑖𝑖 = 1, … ,𝑚𝑚 given by 

 MSE = 1
𝑚𝑚
∑ MSE𝑖𝑖𝑚𝑚
𝑖𝑖=1   

are 7.66 × 10−3  for the conventional Neugebauer model and 
6.83 × 10−3 for the sparse one.  

 
Figure 16 Mean squared error of estimated reflectance spectra. 

 Next, we also evaluate the same measure using the leave-one-
out cross-validation [11], where the spectral reflectance of the 𝑖𝑖th 
color in MCC is removed from 𝑄𝑄  to evaluate MSE𝑖𝑖 . Figure 17 
shows the result, where the sparse Neugebauer model (red bars) 
achieved smaller MSE𝑖𝑖 in 15 colors among all 24 colors than the 
conventional Neugebauer model (blue bars). The values of MSE 
are 1.37 × 10−2  for the conventional Neugebauer model and 
1.15 × 10−2 for the sparse one.  

 
Figure 17 Mean squared error of estimated reflectance spectra evaluated by the 

leave-one-out cross-validation. 
 Finally, we show the results of color reproduction from the 
estimated reflectance spectra. Figure 18 shows the original 
Neugebauer primaries: red, green, blue, black, cyan, magenta, 
yellow and white.  
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Figure 18 Neugebauer primaries. 

Figure 19 shows the reproduced Neugebauer primaries with the 
conventional Neugebauer model, in which blue is wrongly 
transformed into magenta.  

 
Figure 19 Reproduced Neugebauer primaries from the estimated reflectance 

spectra with Neugebauer model. 

On the other hand, the reproduced Neugebauer primaries with the 
sparse Neugebauer model is shown in Figure 20, where blue is 
correctly reproduced as well as the other colors.  

 
Figure 20 Reproduced Neugebauer primaries from the estimated reflectance 

spectra with sparse Neugebauer model. 
 Figures 21 and 22 show the reproduced MCC colors with the 
conventional and sparse Neugebauer models, respectively. The 
reproduced colors are similar to the original ones in Figure 1. 
Additionally, note that the proposed method can be applied to not 
only the CMYK-printed colors like MCC but also more general 
tristimulus values including material colors.  

 
Figure 21 Reproduced MCC colors with Neugebauer model. 

 
Figure 22 Reproduced MCC colors with sparse Neugebauer model. 

 We evaluate the mean absolute error between the original and 
reproduced MCC colors given by 

 MAE𝑖𝑖 = |𝑟𝑟𝑖𝑖−�̃�𝑟𝑖𝑖|+|𝑔𝑔𝑖𝑖−𝑔𝑔�𝑖𝑖|+�𝑏𝑏𝑖𝑖−𝑏𝑏�𝑖𝑖�
3

  

for the 𝑖𝑖th color in MCC, where �̃�𝑟𝑖𝑖 ,𝑔𝑔�𝑖𝑖 and 𝑏𝑏�𝑖𝑖denote the reproduced 
sRGB values from the estimated reflectance spectra. Figure 23 
shows the result, where the sparse Neugebauer model (red bars) 
achieved smaller MAE𝑖𝑖 in 20 colors among all 24 colors than the 

conventional Neugebauer model. The average of MAE𝑖𝑖  for 𝑖𝑖 =
1, … ,𝑚𝑚 given by 

 MAE = 1
𝑚𝑚
∑ MAE𝑖𝑖𝑚𝑚
𝑖𝑖=1   

are 17.65 for the conventional Neugebauer model and 13.81 for the 
sparse one.  

 
Figure 23 Mean absolute error of reproduced MCC colors. 

 Consequently, the sparse Neugebauer model improved the 
performance of both spectral reflectance estimation and color 
reproduction from the estimated spectral reflectance compared 
with the conventional Neugebauer model.  

6. Conclusion 

 In this paper, we proposed a method for estimating spectral 
reflectance based on the Neugebauer model and its sparse version. 
The sparse Neugebauer model improved the estimation 
performance compared with the conventional Neugebauer model. 
We also proved the convergence property of the proposed 
algorithm for spectral reflectance estimation. Additionally, we 
reproduced the colors from the estimated spectral reflectance, in 
which the sparse Neugebauer model also improved the 
performance compared with the conventional one.  

 For future work we would like to improve the performance of 
both spectral reflectance estimation and color reproduction by 
robustifying the proposed method, and compare the proposed 
method with other related methods including learning-based 
methods. We are also planning an application of the proposed 
method to the design of spectral reflectance for controlled color 
reproduction under various illuminations.  
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 The discussed system in this paper uses the Kinect’s 3D input (acquired through IR 
projector and Camera) to detect gestures and then based on these gestures perform certain 
tasks, and display certain results on an output screen. The programming language used 
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the data required within the system. The deigned system was created for a library but the 
system’s design is broad enough to allow its utilization in many more domains. 
Implementation, system screenshots, simulation and results are discussed along with testing 
the system in different condition of light and distance. Some simple additions have been 
added to this version of the program to facilitate the interaction between the user and the 
system further. 
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1. Introduction 

The advancement of control systems that has taken large leaps 
in the past decade has raised human-machine interfaces to a whole 
new level where they became more and more remote from the 
user’s body like voice control, eye control and body and hand 
gesture control which have changed the concept of human-
machine interface from the typical and complex concept to become 
more natural and human-like, also known as Natural User 
Interfaces or NUI .  Most of the new systems are trying to enhance 
the user interface further more so that a larger number of people 
can be able to use the new technology with less effort and time 
consumption. These types of interfaces allow users to bypass the 
limits of age, education and sometimes physical disabilities to have 
a better control over technological systems which have become an 
undisputable need for us on daily basis.  

The system to be discussed implements gesture recognition to 
control the system where users interface with it remotely using 
simple gestures to navigate the system. With all the possibilities 
available for gesture detection, the most reliable method is 3D 
imaging, where the gesture is no longer dependent on the 2D 
properties of the hands, like color, shape etc. to determine and 
recognize the gestures of the user, which is very expensive in terms 
of processing and may lead to delays within the system when the 
user is expecting real time feedback.  

Although the system was designed for a library however its 
possible implementations can go way beyond the walls of libraries 

into museums, hospitals, malls and many more applications, it can 
also aid elderly or people with special needs control many things 
from electrical appliances to electrical doors, applications etc... . It 
will follow the hand gestures of the user to allow him to explore 
different books with different genres and authors available within 
the library, where the books will be classified into topics, and 
within each topic related books available will be displayed. Further 
information about each book (including author’s name, ISBN, a 
short summary about the contents of the book and its location 
within the library) can be displayed to the user. This paper 
demonstrates the design and implementation of a 3D gesture-based 
control system that was previously discussed in 2016 2nd 
International Conference on Open Source Software Computing 
(OSSCOM) [1]. 

2. Similar Systems 

2.1. Maintaining the Integrity of the Specifications (Heading 2) 

Similar control systems were created using different 
techniques. A "Wireless Gesture Controlled Robotic Arm with 
Vision" was presented in [2] using accelerometers that allowed the 
user to control the robotic arm wirelessly, by using 3-axis DOF's 
(Degree of Freedom) accelerometers controlled via RF signals. 
The robotic arm is mounted on a movable platform to signify the 
hand and leg of the user, where the robotic arm correspond to the 
user’s arm and the platform corresponds to the user’s leg. 
Accelerometers are fixed on the user’s hand and leg to capture their 
gestures and movements allowing the robotic arm and platform to 
move accordingly. 
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Another gesture controlled user interface called “Open Gesture” 
was proposed in [3]. A web cam is used with an open source 
program to implement the system in smart TVs for almost all users. 
Although the system can be used by most people, still it faces some 
drawbacks; the main tool for capturing gestures is a web cam, 
meaning that to identify gestures, image processing is required, 
and that is computationally expensive and will not allow the 
system to receive the same quality of information obtained by 3D 
scanning. Another drawback is the fact that the web cam is light-
dependent and will not work in all lighting conditions, where dim 
lit and unlit places create a challenge for the system to identify the 
gestures performed. The system also assumes that all users are of 
a certain educational background, and that is not true, so the system 
is limited to these people only. Even though the system we propose 
in this paper is for a library, however the gesture control can be 
performed over anything and almost everywhere we want with 
some small changes. 

Another approach was presented in [4], which uses the 
WiiMote from Nintendo to control smart homes (appliances, lights, 
windows…), where the 3D accelerometer will be used to detect the 
gestures and a classification framework composed of machine-
learning algorithms like Neural Networks and Support Vector 
Machine (SVM) will be used for gesture recognition classification 
and training. Although this system has a high level of accuracy for 
gesture recognition due to the use of the classification framework, 
a setback lies in the use of the WiiMote, where it restricts the 
gesture recognition for the user to only the time when the controller 
is held by hand, which after long periods may result in 
inconveniences for the users especially the elderly. 

Yet another gesture controlled system was presented by [5], 
where Kinect’s depth imaging was combined with traditional 
Camshift tracking algorithm along with HMM (Hidden Markov 
Models) for dynamic gesture classification to control the motion 
of  a bi-handed Cyton 14D-2G. A Client/Server structured robot 
tele-operation application system is developed, which provides a 
favorable function of remotely controlling a dual-arm robot by 
gestural commands. 

3. Proposed System 

3.1. Design Specifications 

From the many choices of NUI we chose to utilize hand 
gestures because they are familiar and universal to all users where 
even small children learn to use gestures before they even learn to 
talk, and so this supports the fact that this system can be compatible 
with all backgrounds and ages of users. 

Gesture recognition was accomplished with the help of the 
Kinect, which is a line of motion sensing input devices that 
includes a 2D camera along with a 3D scanner system called Light 
Coding which employs a variant of image-based 3D reconstruction 
that requires the work of an IR projector and IR camera. 

Some of the great advantages of using the Kinect sensor are the 
fact that its price is affordable and that it can catch great depth 
images in different lighting conditions like dim lit or unlit places 
as well as places with good lighting. This is a property not 

available in any of the other 2D image capturing sensors. Another 
important factors is the fact that Kinect uses 3D imaging instead of 
2D imaging, which is independent of the light (as previously 
mentioned) and thus does not require image processing and 
resolves the issue of computationally expensive algorithm we 
would have been forced to use, making the system more robust and 
increasing gesture detection therefore increasing the speed and 
dependability of the system’s response to the gestures. 

The Kinect will be connected to a computer with a Processing 
program designed to detect gestures and respond accordingly to 
them. Since we only needed the 3D imaging of the Kinect, 2D 
images were not used and thus the real time streaming of the 
surrounding environment was done in grey scale images of the 
Kinect sensor. 

The system design targets the majority of people, meaning that 
users’ age, physical abilities and educational backgrounds will 
vary, so we had to take into consideration the controlling gestures 
since they had to be performable and known to all users with ease 
and without resorting to difficult physical actions that on the long 
term may strain the users. The system was only programmed to 
respond to two types of gestures: hand wave and hand click, where 
the wave gesture was used to initiate the program and then when 
inside the program it was used to go back to the previous 
screen/menu while the click gesture was used as a selection gesture. 

The programming language used was Processing, which is a 
free open source programming language and runs on Mac, 
Windows, and GNU/Linux platforms. Processing has many 
libraries related to Kinect, and because it was easy to learn and 
because it is an object oriented programming language, it allowed 
us to have more flexibility when dealing with Kinect input and 
manipulating information and output. 

Data were stored in a database that can be updated according 
to the needs of the system where the program fetches required 
information from the database depending on the type of gesture 
detected. If the gesture is a click for example, then the system will 
fetch all the information related to the object clicked on by the user. 
And so for that purpose MySQL database was used to store the 
information about the books and the other information to be 
displayed within the program. 

The following figure (Fig.1) represents the interaction between 
hardware components of the system designed: 

 

 

 

 

 

 

 

 

  
Figure 1 Hardware components of the system 
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4. Implementation 

The system developed is an event-response application, where 
the user’s gestures are the events that change the state of the system 
(the displayed information and the navigation through the system) 
to trigger the response to these events allowing him/her to control 
the system. 

To allow the system to understand gestures we needed a 
gesture recognition algorithm to start with. So we decided to use a 
pre-made gesture recognition program that was available to save 
time and effort and to focus on the main idea of the project. 

Although two approaches were available for us to control the 
system, one was 2 dimensional (2D) and the other was 3 
dimensional (3D) depending on the algorithm used for the 
detection of gestures, however the 2D approach proved to have 
poor reliability due to the delays it showed within the system and 
the program’s inability to follow the users hand and fingertips 
proficiently, thus it was halted and the 3D approach was adopted 
due to its good response to the users hand movements and gestures 
adding to the reliability of the system. 

4.1. 2D Approach 

The Finger Tracker library was our first alternate for gesture 
detection where it detects the tips of the fingers of the user. It does 
that through slicing the space detected by the Kinect into layers of 
2D surfaces and then determining the fingertips through scanning 
each 2D surface and finding “inflections in the curvature of the 
contour” then drawing red ellipses in their positions, as seen in 
Figure 2. 

 

 

 

 

 

 

 

 

 

 

Finger’s gestures and movements were used as the events that 
control the system. So we first eliminated the depth image (the 
grey-scaled 3D-image captured by the Kinect seen in Figure 2) and 
only drew the contour of the hand along with the fingertips 
(fingertips displayed in red and contour in green in Figure 2) with 
a rate approximate to 30 fps (frames per second), which is the 
frame rate of the Kinect, on a black background, and like that we 
were able to observe the real-time motion of our fingertips on 
screen. Next, fingertips previously drawn as 2d images were 
replaced by special 2D graphics known as “Sprites” as displayed 
in Figure 3. Sprites are 2D images that have special properties with 
boundaries and libraries that allow us to detect the collision 
between one sprite and the other, set their properties, motion, 
speeds and so much more. The library used here is called Sprites 
library, and allows us to control all the previously mentioned 
properties of sprites. 

  
 

Images of books were inserted as sprites as well (see Fig.4), so 
to be able to detect collision between them and the fingertips 
sprites and the books sprites, an algorithm was created so that 
certain actions can be executed upon detection. 

 

 

 

 

 

 

 
 

Two events were defined to control the system and change its 
states, a pointing gesture and a pinching gesture.A loop was used 
to iterate over the seven pictures given, then a condition checks for 
any collision between any book and a predefined fingertip 
(detected when the user is pointing at the book) which is shown 
using the yellow sprite in Figure 2. If the condition is satisfied, the 
name of the book that the finger sprite collided with will be printed 
on screen (see Figure3). Then the loop iterates over the books again 
to check for collisions. To select the required book two fingertips 
were used, such that if a pinching gesture was performed and the 
distance between the boundaries of the finger sprites was smaller 
than a certain threshold and the collision between these sprites and 
the book sprite was detected information about the selected book 
will be displayed, thus the system would transit from the initial 
state where the books are displayed to either state depending on 
the detected event; a pointing gesture results in displaying the 
name and a pinching gesture results in displaying the information. 
The following state chart displays how the system transits between 
states based on the events created by the user. (Figure 5) 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Fingers tracked using FingeTracker library 

 

 
Figure 4 Book information displayed upon the detection of collision between 

a fingertip sprite and a book sprite 

 

Figure 3 Sprites inserted on the fingertips 

 

 
Figure 5State chart that shows the transition of the system between states 

based on events created by user 
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Figure 6 displays how the software components in this 
approach work with each other: 

 

 

 

 

 

 

 

 

 

4.2. 3D Approach 

The other available option for gesture implementation and 
detection was within the SimpleOpenNi library which is the 
“Hands” sample code that allows us to detect three hand gestures: 
Wave, Click, and Hand Raise which will be used as attributes for 
events to change the state of the system (and therefore change the 
displayed output). Upon detecting any of the three gestures, the 
detected hand is given an ID number between 1 and 7 and a unique 
colour is assigned to it where a circle of that colour is drawn in 
the upper middle part of the user’s palm and displayed on the 
screen, as can be seen in Figure 7. 

 

 

 

 

 

 

Each gesture is assigned an integer number from 1 to 3, where 
Wave = 0, Click = 1, and Hand_Riase = 2. Because our system 
only needed the presence of two gestures (one for selection and 
another to go back to the previous menu) the click gesture was 
used for selection and the wave gesture was used for going back. 
Notice that the system focuses on detection of hands only, thus 
the user’s profile, age, physical abilities and educational 
background are of no importance, as long as the user can use 
his/her hands effectively in front of the Kinect. 

Then the system was programmed to respond to a certain 
gesture in a certain position where the position is the other 
attribute of the events that allow us to change the state of the 
system and therefore navigate forth and back through them, so 
that if the user wanted to select a certain topic or book all he had 
to do was to click on the image of that topic or book and after 
getting the required information, a simple wave of the hand allows 
the user to go back to the topics menu or to the collection of 

displayed books, allowing him to navigate back and forth within 
the system. 

Meaning that the events here have two attributes; one is the 
gesture type and the other is the position where the gesture is 
performed, so upon the completion of the event when satisfying 
the conditions, the system transits to another state where the 
information matching the completed event are displayed. 

A small description of the system along with some screenshots 
will be displayed for better understanding of how the system 
works. 

The user faces a Kinect sensor and a Screen that will display 
to him the program he will interact with. The screen displays the 
user’s depth image, this shows that the program still isn’t 
functional till the user waves his/her hand, then a “START” 
button will be displayed in the middle of the screen (as seen in 
Figure 8) announcing that the program is ready and waiting for 
the click of the user. 

 

 

 

 

 

 
 

Next the user will “click” within the boundaries of the start 
button opening the main page of the system where empty shelves 
and the topics of the available books are displayed on the screen. 
Figure 9 displays the state chart of the system, where each event 
allows the user to go back or forth within the system, changing 
the state and therefore the displayed output of the system. 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 3 Software components of 2D approach 

 

 

 

 
Figure 4 How hand code displays detected hands after gestures 

 

 
Figure 5 After a wave of the hand the start button is displayed 

 

 
Figure 6 State chart displaying the overall states of the system and how they 

changed based on the user’s events (click and wave) 

 

http://www.astesj.com/


A. Ahmad et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 967-973 (2017) 

www.astesj.com   971 

As the user clicks the start button, a new screen will appear 
with the topics of the available books displayed on the left side of 
the screen, and empty shelves in the middle of the screen, as seen 
in Figure 10. Here the condition was to perform the click gesture 
within the boundary range of the start button. 

 

 

 

 

 

 
Next the user can select any of the displayed topics he/she is 

interested in through a click gesture on the required topic. 

 As a response to this gesture pictures of the available books 
concerning this topic will be displayed on the empty shelves as 
seen in Fig. 11. 

 

 

 

 

 

 
 

With a simple click on the book a larger image of it is displayed 
along with information about it (author, ISBN, summary, position 
within the library…) on the right hand side of the screen as seen 
in Figure 12. 

 

 

 

 

 

 

 

Going back to the previous menu can be done with a simple 
wave of the hand. The same gesture can take us back one step 
wherever we are within the program, as seen in Figure 11. 

Figure 13 displays the software components of the 3D 
approach of the system. 

 

 

 

 

 

 

 

4.3. Database Implementation 

MySQL database was created to store the attributes and 
information and picture paths of the books to be displayed on 
screen, and information were retrieved from the database, using 
queries triggered by events created by the user. 

For the system to retrieve the data a function was created 
which returned the desired information as a string array. The 
function then  

• Performs a query: Selects all rows from the 
specified table 

• Iterates over all of the selected rows 
• Gets the "attribute" value of each entry 
• Increments the loop to hop to the next position 

in the array thus retrieving the paths of pictures and 
books’ information (summary, author…) 

This implementation makes this control system quite broad 
where if we wanted to change the application field of the system 
from a library management system to another different domain, 
then the users must only supply the database with the new 
information to update the tables, so the system can then perform 
different actions (display images, control devices etc…) thus 
extending the range of the system’s application field. 

5. Simulations and Results 

5.1. Test Cases and Acceptance Criteria 

To consider the system as acceptable for interfacing it should 
satisfy the following criteria: 

• Be able to detect gestures without too much 
effort from the user, and without any delays.  

• Be well organized so that the user wouldn’t be 
confused about the information or about how to select 
items. 

• Use gestures that are easy and familiar to people 
so that all users would be able to perform them without 
effort. 

• Limit the range of gesture performance such 
that it wouldn’t be too wide, so that the hand movements 
wouldn’t strain the user, and they must be swift and not 
involve too much movement. 

• Have a high percentage of accuracy and 
fidelity. 

 
Figure 7 Main screen displayed after clicking the start button 

 

 

 

 
Figure 8 Books displayed on the shelves 

 

 
Figure 9Information displayed about the selected book 

 

 
Figure 10 Software components of the 3D approach 
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The tests were performed on both approaches mentioned 
before, the 2D and 3D approaches. 

 

5.2. Simulation Results 

Although the 2D approach involved finger gestures that have 
become quite common among most people due to their use in 
touch interface (smartphones and tablets etc..), the continuous 
flickering of the fingertip sprites and the fact that the detected IDs 
of the finger sprites were inconsistent made collision detection 
much harder reducing the accuracy of the system significantly, 
leading to considering the approach as invalid. 

The 3D approach underwent many tests to validate its 
efficiency, fidelity, real time response to users’ gestures and the 
response of users towards the used gestures. The results proved 
the system to be well compatible with the criteria mentioned 
above. The range of gesture performance has also been detected 
to be good and reachable by the majority of the users who have 
performed this test which included users of different ages and 
different educational levels. The gestures used, namely the 
waving and clicking were very well detected and responded to, on 
condition that the user faces the Kinect head on without any tilting 
and without any obstacles and that the Kinect would remain 
stationary after calibration. The accuracy has increased 
significantly from the first prototype, and fidelity was very good, 
where users were able to go forth and back while navigating 
within the system. 

The figures previously displayed were screenshots captured 
during the simulation of both approaches, where each of them 
displays exactly how the system responds to the actions of the 
user. 

Statistics were made based on new review from test users of 
the system, where two surveys was conducted concerning the 
concept of the system as a gesture based control system, whether 
users had previously used similar system and if they would buy 
such a system themselves (see Figure 14). The survey was done 
on social media and on field with test users. 

 
 
 
 
 
 
 
 
 
 
 
 
 

The results of the survey were as follows: 
64% of the users stated that this was their first time using a gesture 
controlled system while 36% stated that they have a similar 
previous experience (Xbox, telephone), 72% of them stated that 
they would buy such a system to use in their daily life while 28% 
declared that they would not. (Figure 15) 

 
 
 
 
 
 
 
 
 
 
 

 
 

Although the feedback of users varied about buying such a 
system or not, but all agreed that the system was easy to use and 
learn, and that the gestures were fairly simple to perform. While 
the wave gesture was the easiest to perform with a 100% on its 
performance and real time response, the click gesture was more 
challenging where the response to the gesture was at 50% before 
making the Kinect stationary, but rose to 90% after fixing it to a 
specific location, making the gesture detection easier and the 
system response to users better, where the optimal distance for the 
user to be at is between 2 and 2,5 meters away from the Kinect 
with the Kinect stationed at 1.5 to 1.65 meters high. 

The system was also tested for other gestures that are not 
defined within the program, but there was no reaction from the 
system whatsoever, so the system only responds to predefined 
gestures (the ones mentioned before). 

The size of the population was increased from the previous 
paper, where about 20 people previously tested the system, and 
now the test subjects were doubled so the responses were more 
various and the feedback was more accurate. 

The ground truth for the gestures used for us as programmers 
was obtained through tests, and then when the system is presented 
to the users, a tutorial is given to make sure the gestures and how 
the system works are both clear to the users, and after the tutorial, 
users adapted immediately to the system and the feedback was 
very satisfactory. These are some of the users’ feedbacks on the 
system: “Gestures are easy to learn and perform”, “The wave 
gesture is like saying hello and goodbye”, some noted that the 
tutorial is very important for controlling the system properly, and 
so within each display window instructions were included to help 
first time users understand what to do while navigating the 
system. (See Figure 16) 

 

 
 

 
Figure 11 Online survey 

 

 

 

Figure 13 Directions displayed to help users 

 
Figure 12 Statistics of Surveys 
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A better step would be to include a video tutorial about the 
gestures to make sure that even people who can’t read can still 
understand and use the system. 

To test the performance of the system under different 
conditions we decided to perform the test with a single user but 
on different distances, and in different lighting conditions. 

The evaluation of the response was classified as Excellent 
(100%), Very Good (85%), Good (70%) and Bad (0), and the 
distance started from 1.5 m from the Kinect to make sure that the 
user’s hand wouldn’t extend to its blind spot, where the range of 
detection starts from 1 m and extends to almost 6m away from the 
Kinect. 

As for lighting conditions, the tester performed the gestures 
outdoors during daytime in an open space, where there was a lot 
of sunlight, then indoors but with sunlight as well, then the 
amount of sunlight was decreased and instead electric lighting 
was used mostly, then the lights were 85% dimmed and finally the 
lights were completely turned off and the sunlight was blocked to 
get the darkest possible environment. 

Figure 17 displays the response of the system under the 
previously mentioned conditions. As we can see in the figure, the 
response of the system is optimal between 1.5 and 3 m and 
precisely at 2.5m which is the optimal distance for the user in all 
lighting conditions, however when the distance increases 
outdoors the response becomes very bad due to the large amounts 
of IR light present in sunlight which can affect the performance of 
the sensor and decrease its range of response. The performance 
gets better as the amount of sunlight decreases, however in the 
remaining lighting conditions it proved to have a good response 
till about 4m from the Kinect, then the response decreases and 
stops after 5m. But when all lights were blocked, the response was 
much better and the range increased to 6m which is the range of 
“vision” of the Kinect. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Another problem we faced in this implementation which was 
the calibration of the sensor distance from the user, where any 
change in the distance between the user and the sensor had greatly 
affected the system. This can be resolved by keeping the sensor 
stationary. Since the control system created was implemented in 
a library, then the educational background of the user is limited to 
a certain level, and age has its limits as well, however this type of 
control system is gesture dependent, meaning that if implemented 
in other domains to control things, like hardware, then it will no 

longer limit the educational background or age of users and it can 
be used by the majority of people. 

The accuracy of the system was very good, however for better 
results new algorithms can be created specifically for the purpose 
of this system, which would enhance the accuracy and hence the 
overall system response. 

6. Conclusion 

The simulations of the system and the user feedback about 
the system have reflected a good response, as long as the Kinect 
remains stationary after calibration to ensure the best results. The 
simplicity of the system can allow it to go into various domains 
for control over software or hardware and so it can be 
implemented anywhere to control systems easier, however it can 
be improved through further studies and more specialized hand 
detection algorithms. 
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Figure 14 System response under different lighting conditions and distances 
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A new method to detect heart sound that does not require machine 
learning is proposed. The heart sound is a time series event which is 
generated by the heart mechanical system. From the analysis of heart 
sound S-transform and the understanding of how heart works, it can be 
deducted that each heart sound component has unique properties in 
terms of timing, frequency, and amplitude. Based on these facts, a 
deterministic method can be designed to identify each heart sound 
components. The recorded heart sound then can be printed with each 
component correctly labeled. This greatly help the physician to diagnose 
the heart problem. The result shows that most known heart sounds were 
successfully detected. There are some murmur cases where the detection 
failed. This can be improved by adding more heuristics including 
setting some initial parameters such as noise threshold accurately, 
taking into account the recording equipment and also the 
environmental condition. It is expected that this method can be 
integrated into an electronic stethoscope biomedical system
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1 Introduction

Auscultation is an act of medical diagnosis by listen-
ing to sounds from the heart, lungs or other organs
with a stethoscope. Stethoscope has been a popular
tool to early diagnose a patient since its development
on 1800's [1], due to its simplicity and wide availabil-
ity. The outcome from a diagnose using this stetho-
scope could vary according to physician's hearing sen-
sitivity and experiences [2]. The introduction of dig-
ital stethoscopes reduce the hearing sensitivity prob-
lem because the heart sound can be amplified to suit
the examiner's need and furthermore noise can also be
reduced. However, the digital stethoscopes still have
not solved the skill and experience required to be able
to diagnose heart problems accurately.

Our research group is working to develop an easy
to use digital stethoscope that has some capabilities to
detect various type of heart sound.To do this, we need
to design a device that can detect components of heart
sound such as primary heart sound; S1, S2, S3, S4, as
well as murmurs and clicks. The intention is to de-
velop a tool that can provide some suggestion to help
medical practitioners in performing a quick diagnose
of patient's problem. This tools should be small and
simple enough so that it will be easily accepted be-
cause it is not very different than the ordinary stetho-

scope.
The first challenge towards this goal is to design

a simple and yet effective heart sound detection tech-
nique. Most of heart sound classification techniques
are based on machine learning methods such as clus-
tering and artificial neural networks [3, 4], SVM and
MCSearch [5]. They need a large amount of data to
learn from and also they require a lot of computation.
To overcome those problems, this study investigated a
simple detection method without machine learning or
statistical approach using only the time series features
of heart sound.

The next section takes a deeper look at heart sound
signals to discover the deterministic features of each
component. These features will be used in the core of
the proposed detection method described in section
III. Section IV presents the result and discussion of
our experiment. The conclusion of this paper is writ-
ten in section V.

2 Heart Sound as Time Series

Heart sound is acoustic signal produced by the me-
chanical activities of the heart as a result of the vi-
bration of the valves, heart muscle tissues, and great
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(a) (b)

Figure 1: (a) Illustration of heart sound signal with S1, S2, S3 and S4 component, (b) S-transform diagram.

vessels . The closure of mitral tricuspid valves pro-
duce S1, and the second heart sound (S2) caused by
the sudden closure of aortic and pulmonary valves. S1
has lower frequency with longer duration and higher
intensity, while S2 has higher frequency with shorter
duration. Under pathological conditions and abnor-
malities, additional components of the third heart
sound (S3) and/or the fourth heart sound (S4) may
be present. S3 occurs in the rapid filling period of
early diastole after S2 due to the vibration of blood
inside the ventricles, which may indicate the systolic
dysfunction. S4 appears before S1 and it is caused by
altered physical properties of ventricle or increase in
the rate and volume of blood flow in the late diastolic
interval, which may indicate the presence of acute my-
ocardial infarction or ischemia diseases [6] . S3 and
S4 are usually low amplitude and low frequency that
make them difficult to be detected. These four heart
sound components lie in the frequency range of 20-
200 Hz [7].

A normal cardiac cycle comprises of four main
segments which are S1, systolic period, S2 and dias-
tolic period, as shown in 1. Single cardiac cycle can
also be defined by the interval between the beginning
of S1 and the beginning of the next S1. Systolic pe-
riod is the interval between the end of S1 and the be-
ginning of S2, while diastolic period is defined as the
interval between the end of S2 and the beginning of
S1 in the next cycle. The systolic period is usually
shorter than the diastolic period. Figure 1 illustrates
two cycles of quadruple gallop heart sound consist-
ing of S1, S2, S3, and S4 components (each sound has
been labeled by red text). By analyzing the pattern
of heart sound features, the heart malfunction symp-
toms leading to CVD can be identified. The first and
most important step towards automatic heart sound
diagnosis and analysis is segmentation and detection.

According to the process how a heart sound is gen-
erated, it can be considered as a time-series events
which generate a series of amplitudes values that fol-
low a certain pattern. Hence methods commonly used

in time series analysis such as Fourier Transform (FFT,
DFT, STFT), wavelet, and S-transform can also be used
to analyze heart sound. To further understand the
heart sound behavior, S-transform analysis is applied
on denoised heart sound signal to examine its time
and frequency characteristics.

S-transform is introduced by Stockwell et.al and
defined as:

S(t, f ) =
∫ a

b
s(t)

|f |
√

2π
e
−t−τ2f 2

2 e−i2πf τdτ (1)

Figure 1(a) depicts a heart sound signal in time do-
main, while Figure 1(b) shows its S-transform repre-
sentation. From these two figures it can be deducted
that each component of heart sound occupies separate
area in time domain. Since there is no overlapping re-
gion we can use time as the main feature to determin-
istically distinguish each component (S1, S2, S3, and
S4).

3 Detection Method

The steps of the proposed method are depicted in Fig-
ure 2. Description of each step is as follows:

3.1 Preprocessing

These are processes that should be done before heart
sound detection can be performed:

3.1.1 Down Sampling

Normally a phonocardiogram or a heart sound record
duration is at least 15 seconds. The recording can
be performed using digital stethoscope. With sample
rate at 44.1 kHz the amount of data generated is too
large for our purpose, so this signal should be down-
sampled to 2000 Hz. The reason to choose this down-
sampling frequency is to make sure that all the heart
sound which occurred in this frequency is properly
represented [8].
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Figure 2: Heart sounds detection's steps.

3.1.2 Filtering and Denoising

To reduce high-frequency noise, the down-sampled
signal x(n) is filtered using low passed filter with
400 Hz cut-off frequency. To extract the remaining
artifacts, signal x(n) was pass through denoising pro-
cess using Empirical Mode Decomposition (EMD) [9]
method which produced signal xd(n). This method
is chosen because it gave better results compared to
other denoising technique [10].

3.2 Detection and classification

3.2.1 Envelope Extraction and Smoothing

Shannon Energy theorem was used in the envelope ex-
traction process of denoised signal [11, 12]. Based on
these envelopes heart sound components will be de-
termined.

xenv(n) = −x2
d(n)logx2

d(n) (2)

Our experiment shows that the produced enve-
lope was not smooth. It has some ripples that might
falsely be detected as peaks during peak detection
process. To overcome this problem, the Finite Impulse
Response (FIR) filter was used to remove the ripples.
The cut-off frequency of this filter is 25 HZ.

3.2.2 Autocorrelation and Signal Segmentation

To compute cardiac cycle and cardiac number, au-
tocorrelation method was applied to the envelopes.
Cardiac cycle period was determined by calculating
the average distance between highest peaks and its
neighboring peaks. To calculate the number of car-
diac cycle, sum of the number of highest peaks and
one was divided by two. Based on our experiment,
to calculate more accurate a cardiac cycle time, it was
needed at least three cycles. Therefore it needs at least
three seconds recording time. In order to shorten the

calculation process, the calculation process, envelope
signal that has been smoothed was divided into four
cardiac cycle segment.

3.2.3 Peak Detection and Threshold Calculation

A peak is defined as the highest point (local maxima)
between two local valley points. The formula for local
maxima is:

d(xenv(n))
dn

> 0 and
d(xenv(n+ 1))

dn
< 0 (3)

while valley point (minima) defines as

d(xenv(n))
dn

< 0 and
d(xenv(n+ 1))

dn
> 0 (4)

Some extra peaks might be detected by the pro-
gram due to left over noise and artifacts. For example,
a normal heart sound must have two peaks per car-
diac cycle. Due to the noise, the program might detect
some small peaks as shown by red dot in Figure 3a. To
overcome this problem the Heron's formula was ap-
plied to calculate the threshold of the peak. With this
formula the area of triangle formed by a local max-
imum and its two neighbor local minima was calcu-
lated. The area that is less than average of all triangles
will be ignored. The results of implemented this for-
mula is shown in Figure 3b. This procedure will not
ignore the peak caused by a split.

It shows that after applying this formula, the pro-
gram detects three peaks instead of two. After cal-
culating peak's threshold, the adjustment of peak is
needed. In this adjustment the difference between the
peak's two minima amplitudes were checked. If the
difference is greater than 0.01 mv the adjustment will
ignore (not remove) the peak and its second minima.
Then the new peak is produced from a combination of
first peak's minima, second peak, and second peak's
minima. The results of the adjustment is shown in
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(a) Before using Heron's formula (b) After using Heron's formula (c) After peak adjustment

Figure 3: Graphical outcome for peak detection method.

Figure 3c.

3.2.4 Heart Sound Component Detection

to distinguish primary heart sound, extra heart sound,
murmur, and other abnormalities, five features were
extracted from the signal; peak frequency, peak inter-
val, peak duration, total power, and amplitude. On
the peak adjustment process, peak frequency is used
to calculate each peak frequency that was detected.

The distance between two heart sound compo-
nents (peaks) is determined by peak interval. The
peak interval is measured from the first peak's sec-
ond minima to the second peak’s first minima, while
the peak duration is measured from the first minima
to the second minima of the peak. To calculate the
power on systolic and diastolic region we use to the
total power formula. Finally, the amplitude is used to
differentiate heart sound abnormalities in systolic and
diastolic region.

The following are the detection steps starting with
wide split detection, followed by heart sound com-
ponent detection, split detection, and murmur, click,
and ejection click detection. Figure 4 shows the whole
detection process, while the descriptions of each step
is as follows:

Firstly, Wide Split Detection. Wide split is occured
if S1 or S2 has more than one peaks. Wide split detec-
tion is used to distinguish whether the second peak
of the closest is extra heart sound (S3 or S4) or the
split sound. In this process, peak frequency feature
is used. If the frequency peaks are similar, thus the
peaks must be considered as a wide split sound and
the number of peaks in the cycle will be reduced by
one. If the frequency of peaks are quite different, it
means the second peak is either S3 or S4.

Secondly, Heart Sounds Component Detection.
The number of peak per cycle and the heart sounds'
characteristics (TABLE 1 [13, 14, 15]) are used in
this detection process as the bases to detect the heart
sounds components. There are four possible number
of peaks per cycle as explained below.

No Sounds Duration (ms) Frequency (Hz)
1 S1 100 – 160 10 – 140
2 S2 80 – 140 10 – 400
3 S3 40 – 80 15 – 60
4 S4 30 – 60 15 – 45

Table 1: Heart sounds characteristics

• Case 1: Only one peak in a cardiac cycle is de-
tected. It means that the peak is S1, and S2 is
covered by murmur, either its continuous mur-
mur or to-and-fro murmur.

• Case 2: There are two peaks in a cycle. It means
that those peaks are S1 and S2. To determine
which peak corresponds to S1 or S2, peak inter-
val features is used. If the distance of second
minima of first peak to first minima of second
peak is less than the distance of second minima
of second peak to first minima of first peak, it
means that the first peak is S1 and the second
peak is S2, vice versa.

• Case 3: There are three peaks in a cycle. It
means there is an extra sound component which
either S3 or S4. Before determining S3 or S4, S1
and S2 need to be decided. To distinguish ex-
tra sound from primary sound, the distinctive
feature of heart sound, peak duration, is used.
S3 or S4 has shorter duration than S1 or S2.
Therefore, S1 and S2 can be decided by using
the same method that explain before. If the dis-
tance between the third peak and S1 is shorter
than the distance between this peak and S2, thus
this peak is S4, otherwise this peak is S3.

• Case 4: There are four peaks in a cycle. It means
that S1, S2, S4, and S4 are present in the cy-
cle. The same procedure using peak duration
and peak interval will be applied to determine
each peak to corresponding heart sound.

Thirdly, Split Detection. Split only occurs on ei-
ther S1 or S2. Split can be heard when the separation
exceeds 20 ms [16]. It means that if there is more than
one peak in either S1 or S2 and they are more than 20
ms apart, then it is considered a split Example of S1
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Figure 4: Flowchart of detection process.

(a) S2 Split (b) S3

Figure 5: Graphical outcome for peak detection method.

split can be seen in Figure 3, which shows envelope
signal of split S1.

Finally, Murmur, Click, and Ejection Click Detec-

tion. The avarge power feature is used to indicate
whether there is murmur or click in either systolic
or diastolic area. If the average power in systolic or
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diastloic area greater than the average power in that
area for a normal heart sound it indicates there is ab-
normal sound such as murmur, click or ejection click
in the area [17]. In this case, the envelope signals in
systolic or diastolic area are examined further to de-
termine which abnormal sound these signals belong
to. If there are several peaks that are higher than the
threshold then these can be an indication of murmur.
Based on our experience, the threshold for murmur
should be set to half of the average amplitude of the
known signal. The type of murmur is classified based
on the location where the murmur occurs and its am-
plitude. If the peak is greater than four times of mur-
mur's threshold then it is a Click. These threshold are
obtained purely heuristically form our observations.
If there is a click that followed by murmur then it is
an Ejection Click.

It is expected that the above process will be able to
produce information related to following heart prob-
lems [18], such as:

• The presence of systolic murmur can indicate
AV valve regurgitation, while diastolic is mur-
mur related with the problem on semilunar
valves

• To-and-fro murmur indicates the problem with
all valves

• Wide split of S1 and/or S2 is a symptom of right
brand bundle block (RBBB)

• Fixed split on S2 indicate an atrial septal defect

• Paradoxical splitting on S2 means LBBB prob-
lem

• Ejection click is a symptom of aortic or pul-
monary stenosis

• Mid systolic click indicates mitral or tricuspid
prolapse

• Opening snap shows the presence of artificial
valve or rheumatic mitral stenosis

• The presence of S3 or S4 indicates ventricle stiff-
ness, the summation gallop indicates the heart
failure

However the decision regarding the real heart prob-
lems of a patient is entirely left to the physician.

4 Results and Discussion

The heart sounds samples were taken form the ones
that available in the internet [19, 20, 21], which sig-
nals were noiseless. To make them imitate the real
sound, an artificial noise was added to the signal. In
our experiment, the input signals were designed to
have a 13.98 dB signal-to-noise ratio. This noise addi-
tion is intended to demonstrate the effect of filtering
and denoising process.

The simulation is run on OS X El Capitan with
processor 2.5 GHz intel core i5 and 8 GB RAM using
MATLAB 2014a software.

There are more than 20 heart sounds recording
that are used to test the detection program. The list
of distinctive sounds that are successfully detected
and classified are shown in Table 2. The goal of the
program is to identify and produced a label on the
printed heart sound signal to mark which type of
sounds occur. Figure 5 shows two of the simulation
results, which are Figure 5a S2 Split and Figure 5b S3

There are cases where the program does not give
correct results. This is happen if and only if murmur
or the abnormal sounds amplitude and frequency are
similar with the heart sounds'. If this happen, the
whole heart sounds will be covered by the abnormal
sounds or murmur. The example of this case is con-
tinuous murmur, where S2 is covered by murmur.

Tabel 2 shows the different signals that can be
identified

Name Source
Single S1 S2 E-general Medical, Michi-

gan, Thinklabs
Split S1 Littmann, Michigan
Mid-systolic Click Michigan
Early Systolic Murmur Michigan
Mid-Systolic Murmur Michigan
Late Systolic Mumur Michigan
Holo Systolic Murmur Michigan
S4 Gallop Littmann, Michigan, Thin-

klabs
S3 Gallop Littmann, Michigan
Quadruple Gallop E-General medical
Ejection Click E-general medical , Michi-

gan
S4 and Mid-Systolic
Murmur

Michigan

S3 and Holosystolic
Murmur

Michigan

Normal Split S2 Littmann, Thinklabs
S2 Wide Split E-general medical

Table 2: Heart sounds recording

5 Conclusion

This study proposes a deterministic approach to de-
tect heart sound and its regularity. The preprocess-
ing apply EMD denoising and low pass filter to cancel
noise and remove unwanted artifact. To extract sig-
nal's envelope Shannon Energy method is used, and
follow by using FIR filter to smoothen the jagged en-
velope. Our main source to classify heart sound is the
signal's envelope. To detect the number of peak per
cardiac cycle, Heron's formula and peak adjustment
were then applied. These peaks and their extracted
features were the keys to detect and classify the heart
sounds.
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Our experiment shows that quite a few of distinc-
tive heart sounds can be successfully detected by this
proposed method. Still, some more heuristics can be
added to improve accuracy. This method will be fur-
ther improved so that it can be embedded as part of a
digital stethoscope.

Conflict of Interest We have read and understood
the policy on declaration of interests and declare that
we have no competing interests.

Acknowledgment We would like to thank Electron-
ics Department of Instiut Teknologi Bandung for the
funding of our research, Mr Setiadi for helping us
proof read the journal, and all others who directly or
indirectly helped us to finish the project

References

[1] “History of the stethoscope.” [Online]. Available:
http://www.adctoday.com/learning-center/
about-stethoscopes/history-stethoscope

[2] H. Liang, S. Lukkarinen, and I. Hartimo, “Heart
sound segmentation algorithm based on heart
sound envelogram,” Computers in Cardiology
1997.

[3] I. N. Amit G., Gavriely N., “Cluster analysis and
classification of heart sounds,” Biomedical Signal
Processing and Control 4 (2009) 2636.

[4] T. Dokur Z., lmez, “Heart sound classification
using wavelet transform and incremental self-
organizing map,” Digital Signal Processing 18:
951959.

[5] P. A. Redlarski G., Gradolewski D., “A system for
heart sounds classification,” PloS one, vol. 9, no.
11, p. e112673, 2014.

[6] J. F. Tseng Y, Ko P, “Detection of the third and
fourth heart sounds using hilbert-huang trans-
form,” Biomedical engineering online, vol. 11, no.
1, pp. 113, 2012.

[7] S. Choi and Z. Jiang, “Comparison of envelope
extraction algorithms for cardiac sound signal
segmentation,” Expert Systems with Applications,
vol. 34, no. 2, pp. 10561069, 2008.

[8] Z. CHOI, SJIANG, “Comparison of envelope
extraction algorithms for cardiac sound signal
segmentation,” Expert Systems with Applications,
vol. 34, no. 2, pp. 1056–1069, 2008.

[9] N. E. Huang, Z. Shen, S. R. Long, M. C. Wu,
H. H. Shih, Q. Zheng, N.-C. Yen, C. C. Tung, and
H. H. Liu, “The empirical mode decomposition
and the hilbert spectrum for nonlinear and non-
stationary time series analysis,” Proceedings of the

Royal Society A: Mathematical, Physical and Engi-
neering Sciences, vol. 454, no. 1971, pp. 903–995,
1998.

[10] A. H. Salman, N. Ahmadi, R. Mengko, A. Z. R.
Langi, and T. L. R. Mengko, “Performance com-
parison of denoising methods for heart sound
signal,” 2015 International Symposium on Intel-
ligent Signal Processing and Communication Sys-
tems (ISPACS), 2015.

[11] M. Saini, International Journal of Electronics and
Communication Technology, pp. 15–19, 2016.

[12] A. H. Salman, N. Ahmadi, R. Mengko, A. Z. R.
Langi, and T. L. R. Mengko, “Automatic segmen-
tation and detection of heart sound components
s1, s2, s3 and s4,” 2015 4th International Con-
ference on Instrumentation, Communications, In-
formation Technology, and Biomedical Engineering
(ICICI-BME), 2015.

[13] L. James, “Heart sounds,” 2011. [On-
line]. Available: http://www.slideshare.net/
LawrenceJames/heart-sounds

[14] A. Hamidah, “Integrated biosignal processing
for early detection of heart abnormality: Auscul-
tation and visualization,” 2015.

[15] G. Amit, “Heart sound analysis: Theory, tech-
nique and applications,” 2004.

[16] N. Ranganathan, V. Sivaciyan, and F. B. Saksena,
The art and science of cardiac physical examination.
Humana Press, 2006.

[17] M. Singh and A. Cheema, “Heart sounds classi-
fication using feature extraction of phonocardio-
graphy signal,” International Journal of Computer
Applications, vol. 77, no. 4, pp. 13–17, 2013.

[18] L. S. Jung H., “The cardiac cycle: Mechanisms
of heart sounds and murmurs,” The physiology of
Heart Disease, A Collaboration Project of Medical
Students and Faculty, 5th ed.

[19] R. Judge and R. Mangrulkar, “Heart sound
and murmur library,” 2015. [Online]. Avail-
able: http://open.umich.edu/education/med/
resources/heart-sound-murmur-library/2015/
materials.html

[20] “Basic heart sounds course.” [Online]. Avail-
able: http://www.littmann.ca/wps/portal/
3M/en CA/3M-Littmann-CA/stethoscope/
littmann-learning-institute/heart-lung-sounds/
heart-sounds/

[21] T. Bauch, “Thinklabs one - digital stethoscope.”
[Online]. Available: http://www.thinklabs.com/
#!heart-sounds-old/c1dqs

www.astesj.com 980

http://www.adctoday.com/learning-center/about-stethoscopes/ history-stethoscope
http://www.adctoday.com/learning-center/about-stethoscopes/ history-stethoscope
http://www.slideshare.net/LawrenceJames/heart-sounds
http://www.slideshare.net/LawrenceJames/heart-sounds
http://open.umich.edu/education/med/resources/heart-sound-murmur-library/2015/materials.html
http://open.umich.edu/education/med/resources/heart-sound-murmur-library/2015/materials.html
http://open.umich.edu/education/med/resources/heart-sound-murmur-library/2015/materials.html
http://www.littmann.ca/wps/portal/3M/en_CA/3M-Littmann-CA/stethoscope/littmann-learning-institute/heart-lung-sounds/heart-sounds/
http://www.littmann.ca/wps/portal/3M/en_CA/3M-Littmann-CA/stethoscope/littmann-learning-institute/heart-lung-sounds/heart-sounds/
http://www.littmann.ca/wps/portal/3M/en_CA/3M-Littmann-CA/stethoscope/littmann-learning-institute/heart-lung-sounds/heart-sounds/
http://www.littmann.ca/wps/portal/3M/en_CA/3M-Littmann-CA/stethoscope/littmann-learning-institute/heart-lung-sounds/heart-sounds/
http://www.thinklabs.com/#!heart-sounds-old/c1dqs
http://www.thinklabs.com/#!heart-sounds-old/c1dqs
http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 2, No. 3, 981-986 (2017) 

www.astesj.com
Special issue on Recent Advances in Engineering Systems

ASTES Journal
ISSN: 2415-6698

Spatial Modulation Technique For Filtered-OFDM Based Wire-
less Transmission

Shaddrack Yaw Nusenu*,1,2

1University of Electronic Science and Technology of China (UESTC), School of Communication and Information
Engineering, China.

2Koforidua Technical University (KTU), Electrical / Electronic Department, Faculty of Engineering, Ghana.

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 04 April, 2017
Accepted: 28 June, 2017
Online: 10 July, 2017

In this paper, a spatial modulation (SM) which provides no synchronization 
between the transmitting antennas and avoids inter-channel interference 
(ICI) at the receiver input while maintaining high spectral efficiency is 
applied to filtered-orthogonal frequency division multiplexing (F-OFDM) 
transmission. The SM technique maps a block of information bits into two 
information carrying units, namely, a symbol chosen from a signal 
constellation diagram and a unique antenna number selected from the set of 
transmit antennas. Therefore, for F-OFDM wireless transmission, each 
subcarrier within the subband is mapped to one of the transmitting 
antennas. During wireless data transmission, there is only one active 
antenna transmitting power on that subcarrier at an instant of time and the 
rest of the antennas remains silent (zero power). At the receiver, a 
maximum-likelihood (ML) detector recovers the transmitted block of 
information bits by estimating the transmitted signal and the respective 
transmit antenna number. The effectiveness of the proposed method is 
verified using numerical results.
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1 Introduction

The unprecedented increase of mobile communications,
wireless Internet access and multi-media applications has
been driven by telecommunications companies and re-
searchers to conceive new transmission technologies, proto-
cols, and network infrastructure solutions in order to max-
imize both throughput and spectral efficiency [1]. For the
next generation of wireless communication, it has become
necessary to provide higher data rate and improve spectral
efficiency. Employing multi–antennas at transmitter and re-
ceiver has shown to be an effective technique to achieve
spectral efficiency over the past few years. The use of
spatial multiplexing using multiple input multiple output
(MIMO) was first proposed in [2]. MIMO technology is
one of the techniques employed to attain high spectral effi-
ciency by transmitting multiple data streams from multiple
antennas [3]. However, the MIMO transmission is depen-
dent on transmit and receive antenna spacing [4, 5], syn-
chronization of the transmit antenna [6], as well as the al-
gorithm needed for inter-channel interference (ICI) reduc-
tion at the receiver input. The Bell Labs Layered Space-
Time Architecture (BLAST) in [7] proposed MIMO detec-

tion algorithms, named vertical BLAST (V-BLAST) [8]. In
V-BLAST, multiple data streams are transmitted separately
and detected successively by employing both an array pro-
cessing (nulling) and interference cancelation techniques.

OFDM is another promising technique proposed for
transmitting high speed data over wireless channels in fu-
ture mobile communication systems [9]. OFDM has been
useful in several wireless standards, for example, digital
audio and video broadcasting (DAB) and (DVB-T), IEEE
802.11a [10], the IEEE 802.16a metropolitan area network
(MAN), and the local area standard (LAN) [11]. Although,
OFDM features seems attractive, there is still technical
challenges that needs to be addressed for future wireless
transmission [12, 13].

Recently, a new extension to OFDM has been proposed,
namely, F-OFDM in [12, 13]. The most significant differ-
ence of F-OFDM, as opposed to the conventional OFDM, is
that the former total bandwidth has been divided into mul-
tiple subband. In addition, each subband have a distinct
subcarrier spacing with its own cyclic prefix (CP) and filter.
On the other, in conventional OFDM, total bandwidth con-
sists of a single block and has the same subcarrier spacing
between the individual subcarriers. Note that, there is de-
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gree of flexibility in F-OFDM than its counterpart OFDM.
The details can be found in [12, 13].

Therefore, in this paper, SM is applied to F-OFDM,
namely, spatial modulation F-OFDM (SM F-OFDM),
which provides higher spectral efficiency as a result of both
SM and F-OFDM advantages. The main contributions of
this work can be summarized as follows: (i) Analogue to
[9], SM F-OFDM is designed for wireless transmission. (ii)
Binary phase shift keying (BPSK) and quadrature ampli-
tude modulation (QAM) modulation schemes were adopted
for SM mapping rule.

The remaining sections are organized as follows: In
Section II, the system model of SM-F-OFDM is presented.
Simulation results are provided in Section III and conclud-
ing summaries are drawn in Section IV.

Throughout the paper, the following notations are used.
Bold lowercase and bold uppercase letters denote vectors
and matrices, respectively. We use [.]T and ‖.‖F to de-
note transpose and Frobenius norm of a matrix or a vector,
respectively. î(k) is the estimated transmit antenna index
(number) and x̂î(k) is the estimated transmitted symbol. F-
OFDM modulator-1 contains data belong to first antenna
and so forth and ⊗ denotes time convolution.

2 System Model of SM F-OFDM
In this section, SM is discussed briefly. Suppose the total
number of transmit and receive antennas is denoted by Nt
and Nr respectively, M being the cardinality of the signal
constellation. Hence, the rate of SM (bits per channel use
- (bpcu)) for arbitrary Nt and M respectively, can be given
by [14],[15]

RSM = log2(Nt) + log2(M) (1)

where log2(Nt) defines the single active transmit antenna
and log2(M) is the transmitted QAM/BPSK modulation
symbols. Note that the Nt , Nr and M, respectively, can
be chosen independently [16]. The basic principle of SM is
that, it maps multiple information bits into one information
symbol with respect to their corresponding transmit antenna
number. The number of information bits that can be trans-
mitted in SM technique depends on the signal constellation
diagram employed as well as the given number of transmit
antennas. It is important to note that the SM utilizes the dis-
tinctiveness and random nature of the wireless channel for
communication. The following summarized SM character-
istics [14]:

1) At any signaling time instance, only one transmit an-
tenna is active for data transmission while the other
antennas remains silent.

2) The spatial position of each transmit antenna of the
set is employed as an information source.

The proposed architecture of SM F-OFDM system is
depicted in Figure 1, with the F-OFDM transmitter showing
in Figure 2, while F-OFDM receiver is illustrated in Figure
3. Suppose the input Q(k) is m×n matrix which represents
the transmitted symbols, wherem is the total number of bits
per symbol per subcarrier and n denotes the total number of

subcarriers of the multiple subband of F-OFDM system. By
using the SM mapping rule as listed in Table I, this matrix
is mapped into X(k) of size Nt ×n.

From Table I, the SM mapping rule, maps each col-
umn in Q(k) into 4QAM and BPSK signal constellations
respectively. In addition, one transmit antenna from a set of
two (QPSK) and four (BPSK) antennas is assumed. Herein,
4QAM and BPSK modulation schemes were adopted in this
work. As can be seen in Table I, the encoding mechanism
are Nt = 2 and M = 4 when QAM is adopted. Note that,
three information bits can be mapped onto 4-QAM with
two transmit antennas selected. Similarly, for BPSK, the
same spectral efficiency can be achieved with Nt = 4 and
M = 4. Thus the F-OFDM system can convey three bits
in each time slots. The number of information bits that can
be transmitted on each F-OFDM subcarriers is given in (1).
According to the SM mapping rule, the matrix Q(k) has
one nonzero element in each column at the position of the
mapped transmit antenna number. All the other elements
in that column are defined as zero. It is worth mentioning
that, when Nt = 1 simplifies SM F-OFDM to conventional
single antenna communications.

Supposing in Figure 1, an input bit sequence of
[0 0 1]T (column vector in Q(k)) from Table I, is mapped
to the QAM symbol - 1 + j and the first transmit antenna
by using SM mapping. Thus only the first antenna trans-
mits this symbol on the first F-OFDM subcarrier, whereas
other antenna remains silent (zero power). As a result, the
first column vector in X(k) is [−1+ j 0]T . The second bit
sequence is [1 1 0]T and is mapped to [0 −1− j]T , and
so on. Similarly, the same approach is adopted for BPSK
symbols. The resultant symbols in each row vector xv(k)
are the data that will be transmitted on all subcarriers from
transmit antenna v. And F-OFDM modulator will be used
to modulate each row vector xv(k).

At the F-OFDM modulator output, sv(t) vector is gener-
ated. Each sv(t) vector generated has a unique and disjoint
set of F-OFDM subcarriers. The resulting output vectors at
the F-OFDM modulator will be transmitted simultaneously
from the Nt over the channel H(t). At the receiver, the re-
ceived matrix Y(t) can be expressed as

Y(t) = H(t)⊗S(t) +G(t) (2)

where S(t) is a matrix that has all F-OFDM symbols that
are transmitted from all transmit antennas. G(t) is the ad-
ditive noise matrix, in which each element is assumed to be
an independent and identically distributed (iid) zero mean
complex Gaussian random variable with variance σ2

N . H(t)
is the Nr ×Nt channel matrix between transmit antennas v
and receive antennas k, respectively and can be expressed
as (3)

H (t) =


h1,1 (t)
h2,1 (t)
...

hNr ,1 (t)

h1,2 (t)
h2,2 (t)
...

hNr ,2 (t)

· · ·
· · ·
. . .
· · ·

h1,Nr (t)
...
...

hNr ,Nt (t)

 (3)

where hk,v is a complex fading coefficient between the vth

transmit antenna and kth the receive antenna. hk,v is as-
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Figure 1: Proposed architecture of Spatial Modulation F-OFDM System for wireless transmission.
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Figure 2: Block diagram of F-OFDM Transmitter.
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Figure 3: Block diagram of F-OFDM Receiver.

Table 1: Adopted SM F-OFDM Mapping Rule (3 bpcu).
QAM BPSK

Input bits Antenna Number Transmit Symbol Antenna Number Transmit Symbol
000 1 +1+j 1 -1
001 1 -1+j 1 +1
010 1 -1-j 2 -1
011 1 +1-j 2 +1
100 2 +1+j 3 -1
101 2 -1+j 3 +1
110 2 -1-j 4 -1
111 2 +1-j 4 +1
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Figure 4: Illustration of BER performance for 4 bits per subcarrier employing ML and ZF detectors.
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Figure 5: Illustration of BER performance for 3 bits per subcarrier employing ML and ZF detectors.

sumed to be iid complex zero mean Gaussian with variance
one.

The receiver uses maximum likelihood detector to esti-
mate the index, î(k) and the transmitted symbol, x̂î(k) can
be expressed as[

î∂,x̂∂
]
=argmax

i,x
Pr

(
Y∂

∣∣∣H(t) ,x̂î
)

= argmin
i,x

(∥∥∥Y∂ −H (t) , x̂î
∥∥∥2
F

) (4)

where Y∂ is the output matrix from the ML for the sub-
carrier ∂, i.e. (∂ : 1,2, ...,n) and

Pr
(
Y∂

∣∣∣H (t) , x̂î
)
=

1

πNrσ2Nr
N

exp


∥∥∥Y∂ −H (t) , x̂î

∥∥∥2
F

σ2
N


(5)

is the conditional probability density function (PDF) of Y∂
given H(t) and xî . Equation (4) estimates both the transmit
antenna number and the transmitted symbols jointly. The
SM demodulator, then used these two estimates to extract
the transmitted information bits on this subcarrier by taking
an inverse mapping process adopted by the same mapping
table used at the transmitter.

Similarly, the zero forcing (ZF) detector can be written
as [

_
i
∂
,
_x
∂
]
=

((
HT (t)H (t)

)−1
H (t)

)
∗ x (6)

where x denotes the transmitted symbol vector, HT (t) is
the transpose of the channel matrix in (3) and ∗ denotes the
convolution.

3 Simulation Results and Discussions

In this section, simulation results for the proposed SM F-
OFDM transmission is shown. Monte Carlo simulations is
used to evaluate bit error rate (BER) performance utilizing
maximum likelihood (ML) detector at the receiver. In ad-
dition, zero forcing (ZF) detector was employed for com-
parison. Herein, it was considered that the receiver have
full channel knowledge and the receive antennas are sepa-
rated wide enough to avoid correlation. Flat Rayleigh fad-
ing channel was also assumed.

3.1 Three Bits Transmission

By using different configurations, a three bits per subcarrier
transmission can be achieved. For SM, a 4 × 4 BPSK and
2× 4 4QAM configuration convey three bits per subcarrier.
In Figure 4, SM 4 × 4 BPSK shows performance degrada-
tion as compared to SM 2 × 4 4QAM when ML detector
is used. A similar trend can be observed for ZF detector
as the same degradation performance is seen with the same
configurations. The results in Figure 4 shows that the ML
detector estimation outperforms ZL detector estimation.
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Figure 6: Illustration of BER performance for 6 bits per subcarrier employing ML and ZF detectors.

0 5 10 15 20 25 30
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR(dB)

B
E

R

 

 
3 bits (2x4 4 QAM − ML)
4 bits (2x4 8 QAM − ML)
6 bits (2x4 32 QAM − ML)

Figure 7: BER comparison performance for SM bits transmission, namely, 3, 4 and 6 bits, respectively when ML is
adopted.

3.2 Four Bits Transmission

Four bits transmission can be achieved by the employment
of SM 4×4 4QAM or 2×4 8QAM configuration. The com-
parison BER results in Figure 5 shows that the ZF demon-
strates the worst performance as compared to ML detector.

3.3 Six Bits Transmission

Figure 6 results extended the simulation to a spectral effi-
ciency of 6 bpcu for SM 4 × 4 16QAM or 2 × 4 32QAM
transmissions. Again, ML detection outperforms ZF detec-
tion. It can be observed that the likelihood of errors for an-
tenna detection increases with an increase in the number of
transmit antennas. Therefore, the 2× 4 SM system outper-
forms 4 × 4 system at high SNR. An interesting feature of
SM can be noticed in Figure 6, where the 2×4 32QAM for
ZF detector BER curve crosses the 4×4 16QAM ML detec-
tor at around 16 dB. This effect is a result of two estimation
processes which is performed in SM, thus antenna number
and transmitted symbol. Note that, the error level is dom-
inated by the estimation of the transmitted symbol for low
SNR, while the error level is dominated by the estimation
of the transmit antenna number for a relatively high SNR.
Hence, the scenario shown in Figure 6, for SNR < 16dB,
lower constellation size and higher number of transmit an-
tenna array is better for improved performance. On the
other hand, for SNR > 16dB, higher constellation size and
lower number of transmit antenna array is better. So there

is a flexible tradeoff in this regard.
Figure 7 illustrates the BER comparison for distinct SM

bits transmission, namely, 3 bits, 4 bits and 6 bits, respec-
tively, for QAM modulation scheme. It can be observed that
the 6 bits SM transmission performs better than the 3 bits
and 4 bits. Thus 6bits > 4bits > 3bits. This is because
higher data rate can be achieved in the SM 6 bits transmis-
sion leading to a higher spectral efficiency.

4 Conclusion
In this paper, spectral efficient multiple antenna transmis-
sion technique, namely, spatial modulation (SM) is applied
to F-OFDM for wireless transmission. The antenna pat-
tern is considered as a spatial constellation in an innovative
fashion by using SM technique to increase the spectral effi-
ciency. By computer simulation, BER performance for the
proposed scheme was evaluated for uncorrelated Rayleigh
fading channel and compared with ZF detector. The pro-
posed SM F-OFDM achieves a constant spectral efficiency
in bits per subcarrier. Another significant merit of employ-
ing SM is the possibility of interchanging the constellation
size and number of transmit antenna array to achieve better
performance with respect to the operating SNR. In a follows
up work, this feature will be further exploited. Furthermore,
the performance improvement of the system increases as
the transmission rate increases, which makes it a potential
candidate for high data rate transmission systems. In addi-
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tion, due to the estimation processes in SM approach, it is
worth investigating further new algorithms for detection to
improve the performance.
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Diffusion MRI-based tractography, which is built by connecting the 
principal components of the estimated water diffusion pattern, is used 
to elucidate neuronal connectivity. However, the anatomical accuracy 
of the method is affected by factors such as noise and imaging 
misalignments. In this manuscript, we present a method to clean 
diffusion datasets by rotating the diffusion patterns according to a 
transformation matrix, that is in turn obtained in the fractional 
anisotropy domain. We demonstrated the accuracy and feasibility of 
our method by improving brain images of a mouse and also by creating
a diffusion template in a neonates framework.
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1 Introduction

The diffusion-based methods of magnetic resonance
imaging (dMRI) are capable of elucidating micro-
structural insights by estimating the water patterns
of displacement into the tissue under study [1, 2].
Briefly, if there are not boundaries hindering the free
movement caused by Brownian motion, the water
diffuses isotropically. On the contrary, when there
are restrictions, the water displacement occurs along
the open spaces tracing a preference proper of the
anisotropic diffusion. Thus, the images produced
with dMRI are particularly useful for lighting neu-
ronal state and trending, which has been vastly ex-
plored [3, 4, 5] and to study the integrity of muscle
fiber [6, 7]. In the brain, dMRI is an outstanding tool
that allows the follow up in horizontal research; this
property together with the non-intrusiveness nature
of magnetic resonance imaging (MRI), have lead to
several studies of neurodegenerative assessments in-
cluding Parkinson [8, 9], Multiple sclerosis [10, 11],
Schizophrenia [12, 13] among others. However, dMRI
is a time-consuming technique and image quality as
any other MRI procedure deteriorates rapidly if the
scanning time is reduced. The timing issue has re-
stricted the dMRI to be fully implemented in the clin-
ics, and currently, it is only used to diagnose stroke
in ultra rapid sequences where the whole head vol-
ume is scanned three times to covering the orthogo-
nal axes and once more to produce the reference sig-
nal (B0) needed to compute diffusion [14, 15]. De-

spite this clinical acquisition scheme yields images
with a bad Signal-to-Noise ratio, it is enough to local-
ize the swelling processes depictive of stroke. As for
other applications in the clinics regarding dMRI, it is
mandatory to use a higher angular resolution like in
diffusion tensor imaging (DTI) [1, 16] or high angular
resolution diffusion imaging (HARDI) [17, 18]. The
required time to implement these high angular reso-
lution techniques renders it use prohibited in the clin-
ics. Researchers in their side, have the flexibility to
plan the scans and recruit the patients. They can also
apply standard methods to all samples and care for
repeatability. Thanks to this flexibility humanity has
faced in detail, important aspects and the core of neu-
rodegenerative diseases. However, a full understand-
ing requires close monitoring of the dynamic apop-
totic events which calls the attention over the small
animal modeling field. Here, scaning time is a con-
cern only for ethical reasons but, spatial resolution is
so exigent that the quality gained by the wider scan-
ning periods is lost in the little spin recruitment in-
duced when reducing the voxels’ size. Additionally,
at grids of cents of micrometers as used in the small
animal MRI field, a slight movement in the physical
setup is traduced in huge displacements or rotations
in the image. In this document, we present a method
that enhances the quality of dMRI datasets. Here,
we turn deteriorated diffusion images into meaning-
ful ones. More importantly, the quality is improved
with every new session which is of utmost relevance
in horizontal studies. The method was developed and
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thoroughly tested on programmatically created diffu-
sion phantoms and translated to both, the small ani-
mals and the clinics.

2 Materials and Methods

The Fig. 1 depicts the common dMRI pipeline under
the DTI modeling.

Our driving hypothesis focuses on DTI and states
that a diffusion study is more cost and time effective if
an averaging is done in the tensor space rather than in
the Diffusion Weighted Imaging (DWI) domain. Of-
ten, quality enhancement in dMRI is achieved by in-
crementing the number of machine averages which
increments the acquisition time. We instead propose
to use several images acquired in the low SNR regime
and perform the average-enhancing strategy in the
tensor domain. The averaging proposed here is not
an obvious one. Recall that tensors are 3 by 3 matri-
ces representing a diffusion geometry –all forms ellip-
soids including the sphere– and consequently, a cor-
rective action is not as simple as performing a linear
operation over the axes of the images. To elaborate
on this aspect, we summarize a theoretical framework
that illustrates our rationale on a toy example using
numerical phantoms.

2.1 Creating synthetic diffusion phan-
toms

Synthetic DWI signals can be created and manip-
ulated to reproduce rotational structural misalign-
ments in noise-free situations and with added Rician
noise using the framework mentioned above. For
demonstrative purposes, a synthetic-diffusion phan-
tom is created from which, one diffusion voxel or a
group of them (V) are selected. The V contains sev-
eral diffusion patterns as shown in Fig. 2. Each of
them is restricted to a cylinder of ρ = 5µ and length
L = 5mm, where the particles diffuse at 1/1500 mm2/s
as in [19]. This cylindrical model for diffusion mimics
the preferential direction of water motion in the free
space between cells, voxel by voxel. We define an ini-
tial reference signal resting along the x-axis (Dref ), see
Fig. 2-AI, which is a compendium of diffusion pat-
terns in each voxel that together create a preferred
global diffusion as it would do a brain tract under
dMRI. Then, using this model, we create other syn-
thetic diffusion patterns that are rotated creating the
desired misalignments, as in frames AII and AIII of
Fig. 2.

Assume then that each diffusion pattern comes
from a single fiber, like in fiber tracking [20]. Each
fiber orientation is then governed by Equation. 1.

f ibi =
[
cos(α ∗

pi

180
), sin(α ∗

pi

180
),0

]
. (1)

Where the parameter α will be zero in the syn-
thetic Dref signal, and will receive any value in the

range [0,90] whenever non-overlapping diffusion sig-
nals are simulated among acquisitions. Here, f ibi
represents the i simulated pattern. Fig. 2-Panel A
illustrates this procedure.

The diffusion coefficents in the V are derived by
taking the log on both sides of the Sketjal-Tanner
equation as in [21]:

log(Ŝi) = log(So)− bg ′iDgi (2)

Where So is the non-sensitized signal, b is the b-
value, gi is the gradient direction, D is the diffusion
factor, and Ŝi is the DWI signal for the gi direction.
The Ŝi factor can be decomposed into the ideal signal
Si and a Rician noise component, represented as two
independent Gaussians N1 and N2 with a variance σ :

Ŝi =
√

[Si +N1(0,σ ) +N2(0,σ ) (3)

The diffusion tensors Dt are estimated in the Log-
euclidean (LE) domain (where they are represented by
the parameter L) using the D contributions from all
gradient directions:

L = log(D)↔ Ď = exp(Ľ) (4)

The operations in the LE domain are computation-
ally inexpensive when compared with other manifold-
based methods such as [22, 23, 24]. To see details of
how the LE outperforms other common tensor esti-
mation strategies; please refer to the document [21].
Tensors in the LE domain can be moved back to the
original tensor space through Equation 4.

For the framework described in this section, rota-
tions are forced to be in the x-y plane (about the z-
axis). Hence, rotational corrections under ideal con-
ditions are generated using Trot = RTR′ , where R can
be represented as:

R =


cos α∗pi180 −sin α∗pi

180 0
sin α∗pi

180 cos α∗pi180 0
0 0 1

 (5)

In the presence of noise, the diffusion pattern ro-
tates randomly in any direction; thus, the correction
matrices may have rotational components along the Z
axis as well. Conveniently, R in Equation 5 is dynam-
ically created through registration in the Fractional
Anistropy (FA) domain; hence, projections in Z-axis,
in the case they are present, are also accounted.

The Fig. 2 illustrates the synthetic data that we
generated to test our method.
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Figure 1: Standard DTI pipeline. In the dimensions of the data, SLs stands for slices and DIRs for gradient
directions. Note how the data produces complex matrix formats along the whole path and only in the DAIs the
outputs are scalars. From here the convinience to using a registration on the FA index fro correction purposes.

Figure 2: Proof of concept synthetic data

The panel A of Fig. 2 shows ideal-synthetic-tensor
fields: AI is the reference, AII and AIII are tensor
fields simulating acquisition rotated 10 and 30 de-
grees with respect to the reference (AI). Panel B shows
the tensor field that is generated when the three ac-
quisitions (AI,AII, and AIII) are averaged in the DWI-
domain. Panel C shows the same information in the
tensor and FA domains. Some tensors of Panel A are
zoomed-in and shown in the first column of CI. In
Panel C, the columns simulate acquisitions with dif-
ferent levels of noise. In CI, the parameters of the
tensors are as follows: rows 1, 2, and 3 represent ten-
sors with 0, 10, and 30 degree rotations, respectively;
columns 1, 2, and 3 represent tensors with 0, 0.1, and
0.2 sigma noise, respectively, with the exception of the
tensors in the red boxes, in which the noise levels are
0.05 and 0.15 (left and right, respectively). Each panel

of CI is the tensor field from which the FA is generated
in the corresponding panel in CII.

In this proof of concept, a field of 32x32 pixels
with a horizontal diffusion pattern is used as a ref-
erence. Its tensor field is extracted as shown in Panel
AI. A set of rotations is induced in the tensor fields
(see Panels AII and AIII) and Rician noise with dif-
ferent levels is added (as displayed in Panel CI). For
our theoretical experiment, we generated six different
datasets using a combination of angular rotations re-
spect to the x-axis as well as various noise levels. The
details of these datasets are shown in Table 1. The
variance in the Rician noise of the noisy reference sig-
nals (Panel C, row 1, columns 2,3) is decreased by 0.5
to simulate the model acquisitions. The tensor fields
are also used to generate FA maps for registration
purposes, which generates the transformation matri-
ces used to correct the misalignments in the tensor
field. Hence, in summary, with this procedure, syn-
thetic signals in the DWI domain, tensor fields, and
FA maps are generated. The outcomes of these set of
experiments will serve to demonstrate how the pro-
posed method not only de-noises the images, but also
correct structural misalignments at the tensor stage,
enhancing general quality with each acquisition and,
therefore, improving the results in every subsequent
step.

2.2 Tensor averaging on small animal
data

Small animals are often used to recreate pathogenic
models. The idea of monitoring these models in time
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Table 1: Angles of rotation and noise levels of 5 different datasets of synthesized signals. Sets 0 and 3 represent
the ideal sets with no noise. Abbreviations: AoR (angles of rotation), σ (variance of Rician noise).

Set Reference 1st additional acquistion 2nd additional Acquisition

Set 0 AoR = 0° , σ = 0.00 AoR = 10° , σ = 0.00 AoR = 30° , σ = 0.00
Set 1 AoR = 0° , σ = 0.05 AoR = 10° , σ = 0.10 AoR = 30° , σ = 0.10
Set 2 AoR = 0° , σ = 0.15 AoR = 10° , σ = 0.20 AoR = 30° , σ = 0.20

Set 3 AoR = 0° , σ = 0.00 AoR = 0° , σ = 0.00 AoR = 0° , σ = 0.00
Set 4 AoR = 0° , σ = 0.05 AoR = 0° , σ = 0.10 AoR = 0° , σ = 0.10
Set 5 AoR = 0° , σ = 0.15 AoR = 0° , σ = 0.20 AoR = 0° , σ = 0.20

Figure 3: Results of the theoretical experiment using the new pipeline on synthetic data with rotation
induction.

using non-intrusive means such as the MRI vanish in
spite of the quality of images. Here we present a case
of quality enhancement on the diffusion data of an an-
imal model.

A mouse imaged with a 9.4 Tesla Bruker BioSpin
MRI GmbH using the diffusion EPI sequence. The ac-
quisition produced a matrix size of 106x160x88 where
each voxel has isometric side lengths of 0.08 mm,
yielding a field of view of 8.5x12.8x7.0mm3. The dif-
fusion parameters were set in 6 gradient directions
with sensitizer b-value of 3000s/mm2 and one refer-
ence image without sensitizer (B0).

The mouse was scanned twice using the same pro-
tocol and once more using the DWI averaging strat-
egy that comes built-in with scanners set in two. The
added acquisition time of the two initial experiments
equals the one utilized in the two DWI averaging ac-
quisition creating a fair comparison scheme.

2.3 Templates on human neonates data

Templates are vastly used in human frameworks as
references for structural assessments. Either T1 or T2

images are aligned and averaged to produce smooth
models [25, 26, 27]. Recall that T1 and T2 images are
3D stacks while diffusion images are 4D stacks, from
here the difficulty to apply the same aligning and av-
eraging techniques in this kind of data. For this proof
of concept, five brain DTI scans of term neonates with
regular -not pathological- MRI scans images were ac-
quired with a 1.5T GE scanner. The images are cap-
tured in a matrix of 256x256x22 where each voxel
represents a space of 0.70x0.70x4.99mm3; therefore,
the field of view is of 180x180x110mm3. The diffusion
parameters were set in 25 gradient directions with
sensitizer b-value of 700s/mm2 and one reference im-
age without sensitizer (B0). The images were acquired
without DWI averaging.

2.4 Tracts extraction in Neonates

As a proof of implementation, in this section, we use
the previously created template to map a limbic, some
association and commissural fiber tracts in a neonate
of 42 weeks conceptional age. Recall that these struc-
tures are undergoing the process of myelination at this
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Figure 4: Results of the theoretical experiment using the proposed pipeline on synthetic data with no rotation
induction.

age according to [28, 29, 30, 31]. In this conditions,
structural visualization under diffusion MRI methods
is not only hardened by factors such as size and neu-
ronal hyper-connectivity, but also by the lack of natu-
ral barriers that restrict the water displacement which
is provided by the myelin sheets in adult brains. The
structures shown in Fig. 7 correspond to one of the
subjects utilized to create the template.

3 Results

3.1 Synthetic data

With the synthetic material generated in Section 2,
the analysis focuses on the behaviour of the center
pixel, in which all the created signals converge (see
Panel B in Figure 2). The eigenvalues and eigenvectors
that describe the diffusion geometry are dependent on
the accuracy of the overlays of concomitant diffusion
patterns. The results of these experiments are shown
in Figures 3 and 4. Recall that the transformations in-
duced in the central voxel are also applied to the other
voxels in the field of view; therefore, the outcomes of
this exercise should be extrapolated to the whole im-
age space.

All the references to columns in this paragraph
belong to the Fig. 3. Column (a) contains the ten-
sor of the reference DWI signal. Columns (b) and (c)
hold tensors of the DWI signals that have been rotated
10°and 30°respectively, respect to the x-axis. Column
(d) represents the tensor of the DWI signal that has
been averaged using (a),(b) and (c) in the DWI do-
main without any prior rotation correction. Column
(e) shows the same information as in (d), but all done
in the tensor field. Column (f) and (g) contain the
corrected tensors of Columns (b) and (c), respectively.
Column (h) displays the result of averaging the ten-
sors in Columns (a), (f) and (g).

All the references to columns in this paragraph be-
long to the Fig. 4. Column (a) contains the tensor of
the reference DWI signal. Column (i) and (j) hold ten-

sors of the two additional DWI signals that have been
randomly generated. Column (d) represents the ten-
sor of the DWI signal that has been averaged using
(a),(i) and (j) in the DWI domain without any prior ro-
tation correction. Column (e) is the same as (d) but all
done in the tensor field. Column (k) and (l) hold the
corrected tensors of Columns (i) and (j), respectively.
Column (h) displays the tensor that has been averaged
from the tensors in Columns (a),(k) and (l).
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Figure 5: Diffusion image enhancement in small an-
imal data. Tractography of the corpus callosum (CC)
using a single region of interest that fully covers the
structure in coronal view.

For both Figures 3 and 4: Row (1) displays the
dataset with ideal conditions (no noise), row (2) the
one with σ = 0.1, and row (3) that with σ = 0.2. The
provided Angle (°) is the nearest angle (in degrees) of
the principle eigenvector with respect to the x-axis.
Abbreviations: FA (fractional anisotropy); PCS (prin-
cipal component); σ (variance of Rician noise). Also
note that in sets marked with * the σ is 0.5 lower
in the reference signals of the noisy datasets (row (2)
and (3)). The columns with bold entries correspond to
definitive results and should be use to focus the com-
parisons.

In the experiments with synthetic data, the pro-
posed method always aligned the additional acquisi-
tions to the model dataset, thus improving the overlap
between structures and consequently cleaning the im-
ages while retaining the essential information. This
statement remains true even in the data affected by
noise. Note also how all the factors that affect the trac-
tography are favorably adjusted.

Figure 6: Dynamic diffusion template for neonates
The tractography of the commissural and associating
tracts. Using a single subject -on top- and adding one
subject each time to end in a template of 5 subject at
the bottom

3.2 Small animal data

The dMRI studies depicted in Fig. 5 corresponds to
only one animal scanned several times, replicating
what it would happen in horizontal research.

The averaging is performed using the Acq 1 and
Acq2. Note how the corpus callosum (CC) fiber are
shown in blue, this is due to the position of the animal
in the scanner. Recall that in humans, the coordinates
are rotated 180° in the YZ plane; thus, fibers in the
CC that connect the two brain hemisphere are usually
shown in red.
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3.3 Neonatal data

The infant data has been processed with the tensor av-
eraging method after a rigorous re-sampling process
to enable the standard space and the registration as
well. The Fig. 6 shows the progressive improvement
with each newly added subject.

3.4 Tractography in neonatal datasets

With a clean template such as the one shown in Fig. 6,
it is possible to map the tracts of a subject with highly
compromised quality, as it is often the case in clin-
ics and hospitals where the medical necessity and the
comfort of the patient is prioritized over image clar-
ity. Through non-linear registration in the factional
anisotropy domain and by applying the obtained de-
formation fields to the tracts in the template, the
tracts in the subject appear respecting the anatomy,
see Fig. 7.

4 Dicussion

The Diffusion methods in the brain are meaningful
if the extracted structures follow the neuronal trend-
ing that has been estimated through histology in post-
morten samples. The tractography is an unbeatable
mechanism to elucidate the structures created by neu-
ron connectivity and thus, a visualizing method of
utmost relevance for our purposes and those of any
study based in dMRI. Once, the tractography is found
consistent with the previous knowledge of the struc-
ture, one can start analyzing the DAIs under the tracts
or out of them to enlight contrast. The results sec-
tion is presented with evidence of tractography and
improvement in this domain due to the relevance of
this visualization mechanism in dMRI.

The proof of concept of Section 2.1 consists of two
stages. The first one is intended to demonstrate that
set-up associated rotations can be dynamically cor-
rected. In a second run, the same pipeline is used in
a testing-set where no rotations are added; thus work-
ing solely with the random and unavoidable geometry
modifiers introduced by noise. In both groups of ex-
periments, ideal situations and two levels of noise are
evaluated. With our method, the tractography, FA,
principal components and angles are all kept within
acceptable ranges of the ground truth. Tensor pat-
terns are also closest to the original in (a), as it is evi-
denced if comparing columns (e),(f) and (h). Refer to
Figures 3 and 4. Note also how the rotations do not
greatly affect the diffusion geometry; the major contri-
bution of our new pipeline consists in correcting the
angle of the main principal components, therefore en-
abling the tractography in these datasets [32]. Also,
note in Figure 2 - Panel B, how the averaging of ten-
sor fields that are rotated about each other results in
shrunk tensors. In contrast, our method obtains ac-
ceptable orientations and tensor sizes in spite of noise
in the signal. When these specifications are moved to

real data, the tractography is better defined with each
new intake.

Regading the small animal data, rats and mice
are preferably used for tracking pathologies associ-
ated with motor deficiencies. One big field of study
is the ictus, which researchers induce in these ani-
mals. Cell swelling and apoptosis happen in the first
24 hours and diffusion normalizing processes happen
along the week after the inducement. Also, consider
that an adult rodent is used for these sort of exper-
iments; thus, growing factors are not crucial. Neu-
ron state and neuron connectivity changes, those are
the ones that we need to capture. If the structures
are aligned, as we proposed within our method, we
do not only clean the images while averaging. Recall
that as noise, any non-correlated data will be dimin-
ished. Analogously, all correlated data will be sus-
tained. In this way neurodegenerative processes will
become non-correlated information through acquisi-
tions and thus will be manifested as disappearing
structures while averaging. In a similar manner, pro-
liferation processes will be non-correlated data along
scannings, but this time, it will be displayed as ap-
pearing structures while averaging.

The above is a hypothesis and despite its veracity
can be inferred from the simulations in Section 2-A,
has not been demonstrated in the current work, over-
all because we do not have real data to support such as
statements. What we have shown is that our method
is more time-efficient that the machine averaging of-
ten used to produce better image quality. The message
that we would like to transmit is stated as follows:

Using our tensor FA-based rotation strategy in n
separated acquisitions that spend m minutes would
yield better image quality than doing one acquisition
lasting the same m minutes. This is very convenient
also regarding scanning setup, recall that the animals
should not be anesthetized more than 2 hours for eth-
ical reasons. Our strategy presents a way out to this
limitation which is a major drawback when working
with alive subjects at such as exigent spatial resolu-
tion. This claim remains true also for the neonates
field where the patient is priority and the scanning
times are fastened to avoid displacement artifacts.

The procedure that we are performing does not
modify the diffusion pattern (the lamdas are the
same), it just re-accommodate the orientation and dis-
placement in case present. As the diffusion anisotropy
indexes (such as FA, Aparent Diffusion Coeficiente,
Mean Diffusivity and so on) are rotationally indepen-
dent, and we keep the lamdas unmodified, our proce-
dure does not modify these values. Additionally, we
would like to emphasize the importance of the trac-
tography because all our efforts are focused on gener-
ating a good one. Once the structure of interest is well
located and even when the rotations do not affect the
DAIs – because of the facts given above –, you can al-
ways run the DAIs analysis on the voxels overlapped
by the extracted tractography in the original data.

The method exposed in this manuscript has been
successfully tested in a controlled environment be-
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Figure 7: Tractography in clinical datasets. Limbic, association and commissural structures (left,center and
right respectively) by standard methods (top row), in the template (center row) and in the studied clinical
subject (bottom row). Each structure is presented in stand alone fashion and overlapped with its respective
FA map of the brain. Top and bottom rows show, graphically, the significance of the proposed method.

fore being tested on the animal and also on clinical
data. The biological variability that authors try to
diminish by increasing the sample size is not an is-
sue here because the noise and the misalignments are
not produced by any metabolic or physiological rea-
son. We are dealing with setup-related factors that
are difficult to overcome due to the high resolution
used in the case of the animals and also to procedi-
mental disparities in the clinics. On the noise side,
recall that making smaller voxels reduces the rate of
spin recruitment while Brownian motion keeps the
noise in constant levels. On the displacement side,
note that we are trying to sharply locate the animal in
our macro world when the scanning system is captur-
ing the changes between 200 and 400 micrometers. As
for the neonates, the diversity in the acqusition proto-
cols and spatial resolutions is the reason for the lack
of structural coherence among subjects.

In both sets of real data, the enhancement con-
sists in better definition of structures and elimination
of doubtful fibers. The better definition of paths is
achieved when the diffusion information is highly cor-
related among acquisitions or subjects, not only rein-
forcing the correlated information but also weaken-
ing non-correlated one like noise. Another important
aspect demonstrated in the procedure with synthetic
data is the angle recovering of the tensor averaging
method. The angle in which principal components
of diffusion –the longest axis– coexists in neighboring
voxels can create or eliminate fibers depending if this
angle is smaller or bigger than 10°. The last statement

applies if the fiber tracking is performed with the Ten-
sorLine algorithm [33] which is the case of the current
implementation.

5 Conclusions
Diffusion MRI is a powerful tool that has not yet been
implemented in full extend at the clinics due to the
long lasting sessions required to achieve a good im-
age quality. Regarding the small animal field, dMRI
opens a myriad of possibilities but the spatial resolu-
tion is too exigent, and the quality of the images ends
by discouraging the realization. If carefully observed,
in both fields of application the quality is a concern
and in MRI, quality is a matter of time. Here, we
have introduced a post-scanning method that makes
the inter-acquisition time to become a valued asset
for image enhancing purposes. The method has been
thoroughly tested in synthetic toys and successfully
translated to real case scenarios. With all compelling
evidence exposed in this document, we confirm that
time in dMRI can be more efficiently utilized in the
tensor space than in the DWI domain.
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Classification of EEG signals in self-paced Brain Computer Interfaces 
(BCI) is an extremely challenging task. The main difficulty stems from 
the fact that start time of a control task is not defined. Therefore it is 
imperative to exploit the characteristics of the EEG data to the extent 
possible. In sensory motor self-paced BCIs, while performing the mental 
task, the user’s brain goes through several well-defined internal state 
changes. Applying appropriate classifiers that can capture these state 
changes and exploit the temporal correlation in EEG data can enhance 
the performance of the BCI. In this paper, we propose an ensemble 
learning approach for self-paced BCIs. We use Bayesian optimization to 
train several different classifiers on different parts of the BCI hyper-
parameter space. We call each of these classifiers Neural Network 
Conditional Random Field (NNCRF). NNCRF is a combination of a 
neural network and conditional random field (CRF). As in the standard 
CRF, NNCRF is able to model the correlation between adjacent EEG 
samples. However, NNCRF can also model the nonlinear dependencies 
between the input and the output, which makes it more powerful than 
the standard CRF. We compare the performance of our algorithm to 
those of three popular sequence labeling algorithms (Hidden Markov 
Models, Hidden Markov Support Vector Machines and CRF), and to 
two classical classifiers (Logistic Regression and Support Vector 
Machines). The classifiers are compared for the two cases: when the 
ensemble learning approach is not used and when it is. The data used in 
our studies are those from the BCI competition IV and the SM2 dataset. 
We show that our algorithm is considerably superior to the other 
approaches in terms of the Area Under the Curve (AUC) of the BCI 
system.
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1 Introduction

A brain computer interface (BCI) aims at detecting the
presence of specific patterns in a person’s brain ac-
tivity. These patterns relate to the user’s intention to
control a device [1]. If such patterns are detected in
the brain waves, then the BCI issues specific signals to
control the device.

BCI systems can be classified into two categories:
synchronous and self-paced [2]. In synchronous BCIs,
the user controls the BCI output during specific short
periods. Therefore, the user can only issue a control
command when he/she is prompted to operate the
system. Users of self-paced BCIs, on the other hand,

can control the system whenever they wish. The peri-
ods during which a user is issuing a signal to control
the system are called Control states, and those dur-
ing which the user is not controlling the system are
called No-Control (NC) states. During the NC states,
the BCI system should be designed so it does not issue
any control signal; otherwise a false positive output is
produced.

Despite the much progress made in self-paced
BCIs, they remain extremely challenging to design,
compared with synchronous BCI systems. This is be-
cause (unlike the case of synchronous BCIs), a user
of a self-paced BCI should be able to control the sys-
tem at any time, but the BCI system does not have any
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knowledge about the onset of any control command.
To address this property of self-paced BCIs (i.e.

the onset detection of intentional control), one of
the following two approaches can be used. The
first approach exploits the properties of the elec-
troencephalogram (EEG) data to design more ad-
vanced classification and/or feature extraction tech-
niques (the focus of this paper). For instance in [3]
and [4] the authors have used more advanced classi-
fiers to design self-paced BCI. The second approach
takes advantage of other cognitive tasks to detect the
onset of the intentional control. For instance in [5] the
authors have used high pitch and siren-like sounds to
facilitate distinguishing control tasks from no-control
states. In [6] the authors have used a combination
of motor imagery and P300 potential to design self-
paced BCIs.

The task of classifying brain signals in a self-paced
BCI has been formulated as a sequential supervised
learning problem [7]. In sequential learning, a se-
quence of observations and their corresponding labels
are known, and the goal is to construct a classifier that
predicts the sequence of the labels of a new sequence
of observations.

The most popular way to obtain observation se-
quences for sequential supervised learning is to use a
sliding window over the signal (these windows might
overlap). This approach takes consecutive input win-
dows of the brain signal (each of length w millisec-
onds), extracts features from each window and as-
signs a label to each window. The labels correspond
to whether or not the user is issuing a command to
operate the device. The sequence of the extracted fea-
ture vectors and their corresponding labels are used
to train a classifier. For a new sequence, the trained
classifier estimates the label of each window (i.e. the
intention of the user).

The advantage of using the sliding window ap-
proach is that it converts the sequential supervised
learning problem into a standard classification prob-
lem. Thus any classical supervised learning method
can be used to solve the problem. The majority of
the publications in the field have used this method
to build different self-paced BCIs [8], [9], [10]. The
disadvantage of the sliding window approach is that
the sequential correlation of the labels of consecutive
EEG windows is not exploited. Yet, the observations
and the labels of nearby windows are usually related
to each other. Thus there is a sequential correlation
between adjacent EEG windows, and this knowledge
could be used to improve the performance of the sys-
tem.

In [11] the authors show that the brain goes
through several well-defined internal state changes
while the subject is carrying out a motor imagery
mental task. Employing an algorithm that can
model/exploit these state transitions can enhance the
performance of the BCI. The class of sequence label-
ing algorithms are able to exploit the temporal struc-

ture of the EEG data. Among these algorithms, the
most popular is the Hidden Markov Model (HMM)
[12], which is a generative classifier. A generative
classifier models the joint probability of observations
and label sequences. Although the HMM classifier
has been successful in synchronous BCIs, in [13] the
authors concluded that the sliding window approach
(i.e. using classical classifiers) is superior to HMM in
self-paced BCIs. Due to intractability issues, HMMs
assume the observations are independent given the
states. This makes it difficult to incorporate knowl-
edge about the structure of the EEG data into the
model by extracting informative overlapping observa-
tions (the problem of over-counting evidence).

Another type of sequence labeling classifiers (be-
sides HMM) are the discriminative ones. These clas-
sifiers directly maximize the conditional likelihood of
the label sequence given the observations. These al-
gorithms have yielded very promising results in the
fields of natural language processing [14], and activ-
ity recognition [15] which are very similar in nature
to the task of self-paced classification of BCI. The ad-
vantage of these models is that they give the user the
freedom to extract many informative and overlapping
features from the observation sequence 1. These fea-
tures might be extracted from previous windows in
the brain signal and can be correlated.

In [16], [17] and [18], the authors applied discrim-
inative sequence labeling algorithms to self-paced
BCIs, to classify different motor imagery tasks. In
this paper, we use a discriminative sequence label-
ing algorithms to discriminate between NC and con-
trol states. The challenge here is that during the con-
trol states, i.e. while the subject is performing the
mental task, a set of well-defined state changes occur.
However, during the NC states, the subject can be in
any mental state, therefore finding specific patterns
in the EEG signal during NC states is extremely diffi-
cult. In other words, discriminating between two pre-
determined mental tasks (e.g. right hand versus left
hand movement) is much easier than discriminating a
predetermined mental task (e.g. left hand movement)
from NC states.

Our contributions in this paper are two-fold. The
first is a new discriminative sequence labeling clas-
sifier for self-paced BCIs. Our approach combines
the power of one of the most popular discrimina-
tive sequence labeling classifiers (Conditional Ran-
dom Field) to exploit the correlation in consecutive
EEG windows. It also utilizes a neural network to
extract high-level features from the observations. We
call our classifier Neural Network Conditional Ran-
dom Field (NNCRF). We compare its performance to
those of Hidden Markov Models (HMM), and two
of the most popular discriminative sequence labeling
classifiers i.e. Conditional Random Field (CRF) [19]
and Structural Support Vector Machines (SSVM) [20].
We also compare the performance of these discrim-
inative sequence labeling classifiers with two popu-

1These observations correspond to the features extracted from the raw EEG signal.
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lar classical classifiers i.e. Support Vector Machines
(SVM) [21] and Logistic Regression classifiers [22].
Our second contribution is discussed in the latter part
of the paper, where we propose an ensemble learn-
ing approach to further improve the accuracy of the
BCI system. We use Bayesian optimization [23] to
train several diverse classifiers on different parts of
the BCI hyper-parameter space. We evaluate the per-
formance of different algorithms using the data from
the BCI competition IV [24] and SM2 [25] dataset, and
show that our algorithm is considerably superior to
the existing approaches in terms of the Area Under
the Curve (AUC) of the BCI system.

In the rest of this paper, in section 2, we describe
the feature function in discriminative sequence label-
ing classifiers. In section 3, we introduce our pro-
posed sequence labeling classifier i.e. NNCRF. In
section 4 we describe our ensemble classification ap-
proach. In section 5, we explain the datasets, and in
sections 6 and 7, the results of different algorithms are
compared.

2 Feature Function in Discrimina-
tive Sequence Labeling

For sequence labeling algorithms, we assume that
each data sample in the training set consists of a se-
quence of observations, 2 and its corresponding la-
bel sequence. Assuming the training set is {xi , yi}Ni=1
where N is the number of training samples. xi is
the sequence of observations from K consecutive win-
dows and yi is the corresponding sequence of K la-
bels. Every w milliseconds of the EEG creates a win-
dow. xi is created by concatenating the observa-
tions from each of K consecutive windows i.e. xi =
[xi1, ...,xik , ...,xiK ] and xik corresponds to the observa-
tions from the kth window in the sequence number
i 3. Likewise, yi is created by concatenating the la-
bels of each of these K consecutive windows i.e. yi =
[yi1, ..., yik , ..., yiK ] and yik corresponds to the label of
the kth window in the sequence number i.

The discriminative sequence labeling algorithms
have the advantage of enabling a set of features to be
designed based on the structure of the data. Each fea-
ture is a function of the joint observations and their
labels i.e. Φ : X × Y− > R, where X is the observation
space, Y is the label space and R is the real space. In
classical classification the feature vector is built based
on the observations (X) only. However, here the idea
is to extract features from the joint observations (X)
and label (Y ) spaces. In this way, a feature function
Φ measures the joint compatibility of x (xi) and y (yi)
4. Although more complex types of features can be
used, the feature functions we use here are inspired
from first order HMMs.

The first feature function we used, is defined as

φσ0 = I(yk = σ ), σ ∈ Σ, (1)

where I represents the indicator function, and Σ cor-
responds to the set of possible label values (i.e. NC
states and movement states). The above feature func-
tion is based on Y only.

The second set of features forms a vector φk,1:L
with L dimensions that captures the relation between
the observation vector and the kth label in the se-
quence. We are assuming the observation vector is of
dimension L. Each element φσk,l of the vector φσk,1:L is
defined as

φσk,l = xk,lI(yk = σ ), σ ∈ Σ, (2)

where xk,l is the lth dimension of the observation vec-
tor.

The third type of features is defined as

φσ1,σ2
k(k−1) = I(yk = σ1 ∧ yk−1 = σ2), σ1,σ2 ∈ Σ, (3)

where φσ1,σ2
k(k−1) captures the relation between the kth

and (k − 1)th labels in the sequence.

3 Neural Network Conditional
Random Fields

In this section we first describe the standard Condi-
tional Random Field (CRF), then we describe Neural
Network CRF. CRF is one of the most popular discrim-
inative sequence labeling classifiers. In general the
linear chain Conditional Random Field (CRF) classi-
fier models the posterior distribution of the form

Pr(Y |X) =

exp(
J∑
j=1

λj

K∑
k=1

Φj (yk−1, yk ,x,k))

Z(X)
, (4)

where K is the sequence length, J is the number of fea-
tures extracted from the joint observation labels pair,
and Φj is the feature function. λjs are the parameters
of the model which are learned based on the training
data. Z(x) is the normalization factor (partition func-
tion):

Z(X) =
∑
y′1

∑
y′2

...
∑
y′K

exp(
J∑
j=1

λj

K∑
k=1

Φj (y
′
k−1, y

′
k ,x,k)).

(5)
To calculate the partition function we use forward-
backward algorithm which is a dynamic program-
ming algorithm.

Using the above mentioned set of features (equa-
tions 1, 2 and 3) the posterior function will be of the

2These observations correspond to the features extracted from the raw EEG signal.
3In our case, xik corresponds to the band-power of the window in a specific frequency band.
4For the sake of clarity, we drop the index i in the remainder of the text
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form

Pr(y1:K |x1:K ) =

exp
( K∑
k=1

(byk +W T
yk ,1:Lxk) +

K∑
k=2

Vyk−1,yk

)
Z(X)

,

(6)
where byk , Wyk ,1:L and Vyk−1,yk are the parameters of
the posterior distribution and should be learned us-
ing the training dataset. The set of parameters byk ,
Wyk ,1:L and Vyk ,yk−1

capture the importance of the first,
second and third type of features respectively.

To learn the optimal values of the parameters, we
minimize the L2 regularized negative log likelihood

min
λ

N∑
i=1

−Log Pr(yi |xi) +CλTλ, (7)

where the vector λ consists of the parameters of the
model (i.e. byk , Wyk ,1:L and Vyk−1,yk ), and C is the reg-
ularization coefficient. To find the optimal value of
the parameters, we use stochastic gradient descent al-
gorithm. As the loss function is convex, the gradient
descent algorithm converges to the global optimum of
the loss function.

For the inference i.e. assigning a sequence of la-
bels to xN+1, we assign the most probable sequence as
the predicted labels i.e.

ypredicted = argmax
y

P (y|xN+1). (8)

A Viterbi [12] like algorithm is used to find the most
probable sequence of labels.

The linearity of the exponent term in CRF makes
this classifier to have less expressive power compared
to the classifiers that exploit kernels. A good approach
that makes these algorithms more powerful is to pass
the data through a feed-forward neural network be-
fore applying the CRF part. Neural networks trans-
form the observation vector into high level features
which are then used as the input to the CRF. As a
result, the exponent term in CRF (i.e. the exponent
term in equation 6) becomes non-linear because of the
several layers of non-linear activation functions that
have been applied on the observation vector [26] [27].
This combination of a neural network followed by a
CRF forms our proposed classifier which we denote by
NNCRF (Neural Network Conditional Random Field).

The NNCRF can be viewed as a standard linear
chain CRF that uses a high level representation of
the observations. Therefore, the posterior function of
NNCRF has the same form as in equation 6 except
that the xk terms are replaced with the hM (xk) term
which represents the output of a feed-forward neural
networks with M layers.

Pr(Y |X) =

exp(
K∑
k=1

(byk +W T
yk ,1:Lh

(M)(xk)yk ) +
K∑
k=2

Vyk−1,yk )

Z(X)
.

(9)

The output of the (M)th layer (h(M)) is

h(M)(xk) = tanh(b(M−1) +W (M−1)hM−1(xk)), (10)

where b(M−1) and W (M−1) are the weights of the (M −
1)th layer, hM−1(xk) is the output of the (M − 1)th layer
of the neural network, and h0(xk) = xk . To avoid over-
fitting, the weights of the neural networks are the
same for all observations xk in a sequence i.e. the val-
ues of the weights do not depend on k.

Initialization of a neural networks is very crucial
for this algorithm to converge to a good local optima.
For initialization of the neural network, the value of
each parameter is a sample taken from a uniform dis-
tribution U [−γ,+γ] where

γ =

√
6√

size(M) + size(M − 1)
, (11)

where size(M) is the number of hidden units in the
Mth layer of the neural networks.

The loss function is the same as the loss function
of the standard CRF (Equation 7). The values of the
parameters of the neural networks and of the CRF
are jointly optimized using the back propagation algo-
rithm. The learning rate of the stochastic gradient de-
scent algorithm is adjusted using the bold driver ap-
proach. For inference the same algorithm as in stan-
dard linear chain CRF is used.

4 Ensemble of classifiers

In [28], the authors proposed an algorithm to cus-
tomize the synchronous BCI based on the brain char-
acteristics of each subject. Here, we adopt a similar
approach to build an ensemble of classifiers for self-
paced BCIs based on the brain characteristics of each
subject.

The brain characteristics of each subject are cap-
tured in the form of some hyper-parameters of the BCI
system. Hyper-parameters are the parameters of the
BCI system which are selected before feature extrac-
tion and classification. We use Bayesian optimization
which is an iterative algorithm to propose the values
of the hyper-parameters. The proposed values of the
hyper-parameters are used to train different classifiers
on different parts of the input space. Then, we com-
bine the results of the trained classifiers, using aver-
aging, to form the output of the ensemble classifier.

Bayesian optimization [23] [29] optimizes an ob-
jective function g(x) over some bounded set X. The
objective function does not have a closed form expres-
sion and its derivative is unknown. A Bayesian op-
timization algorithm sequentially constructs a prob-
abilistic model for g(x) and then uses this model to
select a candidate for the optimization task. In our
case, the objective function is the cross-validation ac-
curacy of the classifier. The input to the Bayesian opti-
mization algorithm consists of the values of the hyper-
parameters of the BCI system. Therefore the set X is
the hyper-parameter space of the BCI system.
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In this study, the hyper-parameter space of ev-
ery classifier consists of the frequency ranges to fil-
ter the EEG signal, the selected channels (from which
features are extracted), and the window length. For
our proposed NNCRF, we have an additional hyper-
parameter which is the number of neurons in the hid-
den layer of the neural networks. In our experiments,
we use NNCRF with one hidden layer NN.

The first set of hyper-parameters are the frequency
ranges to filter the EEG signal. In motor imagery
BCIs, the event-related desynchronization (ERD) and
the event-related synchronization (ERS) occur in the
upper alpha and the lower beta rhythms of the brain
[11]. Generally the range of the alpha and beta brain
waves are [8 − 12]Hz and [16 − 24]Hz respectively. A
popular approach for extracting features (i.e. build-
ing the observation vector) is to find these frequency
ranges for each subject, then calculate the band-power
of the brain signal in the given frequency ranges. An-
other approach is to apply a filter with a large band-
width in the approximate range ≈ [4 − 35]Hz that in-
cludes both the alpha and the beta brain waves of each
channel, then extract the band-power of the brain sig-
nal. But even when we apply the second approach
it is better to customize the frequency range for each
subject. Therefore, for frequency filtering, in each it-
eration of the Bayesian optimization, our algorithm
chooses one of the two above-mentioned options. The
first option is to apply a filter-bank with two blocks
corresponding to alpha and beta frequencies of the
brain on each channel. The second option is to apply a
filter with a large bandwidth (in the range [4−35]Hz)
that includes both alpha and beta brain waves of each
channel.

The second hyper-parameter is the set of the chan-
nels used to extract features from. For channel se-
lection, our algorithm selects the number of Common
Spatial Pattern (CSP) [30] filters (N = 2, 4, 6). It also
has the option of not applying CSP (i.e. uses all the
channels without applying any spatial filtering).

The third hyper-parameter is the length w (mil-
liseconds) of the window that we extract band-power
features from. For all of the sequence labeling classi-
fiers, we have only used the past two seconds of the
EEG signal to build the observation vector. For se-
quence labeling classifiers, we build a chain of consec-
utive windows as our observation vector. The length
of the chain is therefore 2

|w| × 1000. For classical clas-
sifiers we only look at the past w milliseconds of the
data. As discussed above, for the NNCRF classifier we
have a fourth hyper-parameter which is the number of
neurons in the hidden layer of the neural networks.

The pseudo code of the ensemble of classifiers is
given in Algorithm 1. At each iteration (t) of our al-
gorithm, the optimizer suggests a new set of values
(ht) of the hyper-parameters, then a new classifier (Lt)
is built based on these values. Based on the cross-
validation accuracy of Lt at iteration t, another set of
values of the hyper-parameters is suggested for iter-
ation (t + 1) and this process continues for at most

MAX iterations or when the cross-validation accuracy
plateaus. After running the optimization, we have T
classifiers, each trained on a different subset of the
hyper-parameter space.

The outputs of the classifiers are combined into a
single prediction rule which is much more accurate
than the individual classifiers. We use averaging to
create the output of the ensemble of classifiers. In
general, we seek a model with low bias and high vari-
ance as our final classifier. When the training data
is small and the classifier has high variance, and by
averaging we reduce the variance of the final classi-
fier while preserving the low bias of a single model.
Especially in the case of neural networks which can
get stuck in a local optimum and has a high vari-
ance, creating an ensemble of classifiers i.e. neural
networks which are trained on different parts of the
hyper-parameter space, may result in a better approx-
imation of the best possible classifier.

1. t := 1;
repeat

2. Increment t;
3. Find candidate (ht) from the
hyper-parameter space using Bayesian
optimization;

4. Create an observation matrix Xt from the
brain signals using ht ;

5. Train a new Classifier (Lt) using
observation matrix Xt ;

until t reaches maximum number of iterations
(MAX) or until convergence;

6. Combine L1...LT using averaging to build an
ensemble classifier;

Algorithm 1: The pseudo-code of the proposed algorithm

5 Datasets

To perform the experiments two self-paced sensory
motor BCI datasets have been used. The first dataset,
SM2 [25], was collected from 4 subjects attempting to
activate a switch by performing a right index finger
movement. At random intervals, a cue was displayed
for the subjects. The subjects attempted to activate
a switch by moving their right index finger after the
cue appeared. The EEG was recorded from 10 chan-
nels positioned over the supplementary motor area
and the primary motor cortex (i.e. FC1-4, FCz, C1-4,
Cz).

The second dataset, BCICIV2a, is the dataset IIa
from the BCI competition IV which is recorded from
9 subjects performing 4-class motor imagery (left
hand and right hand, both feet and tongue imagery
movements) tasks. The data consists of 19 chan-
nels along the scalp and recorded in a synchronous
paradigm. We have treated this dataset as a self-paced
BCI dataset. In other words, to evaluate the perfor-
mance of the classifiers on this dataset the time of
transition from previous mental task to the new one
(the time cue was displayed) has not been used. We
have also converted the problem into a binary classi-
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fication task i.e. separating movement imagery from
NC states. All 4-classes of motor-imagery are consid-
ered as movement and the periods in which the sub-
ject did not control the system are considered as the
No-Control class.

6 Results and Discussion

In our experiments, we first compared the perfor-
mance of our proposed NNCRF with the standard
CRF classifier, Hidden Markov Support Vector Ma-
chines (HMSVM), Hidden Markov Models (HMM)
and two popular classical classifiers i.e. Logistic Re-
gression and Support Vector Machines (SVM).

A Hidden Markov Support Vector Machine [31] is
a special case of Structural Support Vector Machines
in which the features are designed to capture the se-
quential nature of the data. The set of feature vectors
we used, capture the dependency between consecu-
tive labels in a sequence (yk and yk−1), and measure
the relation between the observation in the kth win-
dow (xk) and its corresponding label yk in a sequence.

To apply HMMs on self-paced BCIs, we trained
different HMMs for different mental tasks. We trained
two different HMMs, one was trained using NC data
and the other one using the samples of movement (in-
tentional control) task. Then the likelihood of a new
given sequence is calculated using the forward-back
algorithm, and the classification is performed by com-
paring the likelihoods of different HMMs. In this case,
each HMM focuses on learning the structure of the
mental task that it is trained on, rather than learning
to discriminate between different tasks.

The emission function used for HMM is a mix-
ture of Gaussian distributions. The parameters of
the HMM include the transition probabilities, and the
parameters of the mixture of Gaussian distributions.
The parameters are learned by maximizing the like-
lihood of the training dataset. The Baum-Weltch al-
gorithm is used to learn the parameters of the HMM
model.

To select the value of the hyper-parameters for the
first part of our experiments, we searched through
a manually specified set of values for the hyper-
parameters (default values). For frequency filtering,
we applied a filter-bank with two blocks in ranges [8-
12]Hz and [16-24]Hz corresponding to the typical al-
pha and beta frequencies of the brain. For spatial fil-
tering, we tried CSP with two, four and six filters. The
values of these hyper-parameters along with each clas-
sifier’s parameters are adjusted jointly using five-fold
cross-validation. The parameters with the best mean
cross-validation accuracy were used to train a classi-
fier on the training set. We used Area Under the Curve
(AUC) to evaluate the performance of the classifiers on
the test dataset.

In our experiments, the band power of the EEG
signal is used as the extracted features (observations)
for the classification phase. The window length was
equal to the sampling rate of the dataset and we used

the last two seconds of the data to perform the classi-
fication in the test phase.

In the second set of experiments, we used the ap-
proach explained in section 4 to create an ensemble
of classifiers. For all classifiers except NNCRF, we
have created the ensemble using different values of
the BCI hyper-parameters as explained in section 4.
For NNCRF, along with the BCI hyper-parameters, we
have also used different values of the number of neu-
rons in the hidden layer of the NNCRF algorithm to
create the ensemble. The Bayesian optimization al-
gorithm ran for at most 50 iterations or until cross-
validation accuracy plateaued. We repeated our ex-
periments five times to reduce the effect of random
seed. The average number of iterations of the Bayesian
optimization algorithm for all different classifiers was
27.

Table 1 shows the results of comparing different
classifiers when we used an ensemble of classifiers.
The columns with the label ”Default” correspond to
the results of not using the ensemble approach. In
Table 1, the columns with the ”Ensemble” label cor-
respond to the results of using an ensemble of each
of the classifiers. The results shown in Table 1 are
obtained by evaluating the classifiers on the indepen-
dent test dataset of each subject. Figure 1 (which is
a summary of Table 1) shows the average AUC of dif-
ferent algorithms when we used Bayesian optimiza-
tion compared to using the default value of the hyper-
parameters.

0
.6
5
7 0
.6
2
7

0
.5
7
8

0
.6
0
9

0
.6
4
9

0
.6
6
4

0
.6
9
6

0
.7
0
5

0
.6
1
6

0
.7
0
8

0
.7
1
1

0
.7
2
5

0.55

0.60

0.65

0.70

0.75

LR SVM HMM HMSVM CRF NNCRF

Average AUC of different classifiers 

Default parameters Ensemble of classifiers

Figure 1: Average AUC of different classifiers across all subjects.
The blue bars correspond to the average AUC when the default
value of the hyper-parameters have been used. The red bars cor-
respond to the average AUC after using our ensemble learning al-
gorithm. The numbers on top of each bar correspond to the AUC of
each algorithm.

Qualitative comparison of different algorithms in
Tables 1 suggests the following: 1) our proposed
ensemble learning approach considerably improves
the performance of any classifier for almost all sub-
jects, 2) HMM is the worst performing classifier, 3)
NNCRF outperforms other algorithms in terms of av-
erage AUC across all subjects on the test dataset, and
4) interestingly, for some subjects none of the discrim-
inative sequence labeling classifiers had a good per-
formance - this means that these classifiers are not
able to capture the temporal structure of the signal
in these subjects.
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Table 1: The results of comparing different algorithms on the test dataset. Default is the results of using the default values of the hyper-parameters. Ensemble
corresponds to the results of the ensemble learning approach. Highlighted cells show the algorithm for which the performance is the best.

LR SVM HMM HSVM CRF NNCRF
Subject Default Ensemble Default Ensemble Default Ensemble Default Ensemble Default Ensemble Default Ensemble

1 0.617162 0.708 ±0.003 0.471583 0.684 ±0.008 0.4704 0.572 ±0.003 0.566726 0.682 ±0.004 0.554054 0.651 ±0.006 0.565342 0.653 ±0.004
2 0.605175 0.663 ±0.004 0.534574 0.668 ±0.002 0.577131 0.647 ±0.014 0.602029 0.647 ±0.003 0.640085 0.66 ±0.004 0.681072 0.658 ±0.004
3 0.66646 0.709 ±0.003 0.659264 0.721 ±0.004 0.64575 0.688 ±0.003 0.642878 0.724 ±0.001 0.689771 0.735 ±0.002 0.691368 0.743 ±0.004
4 0.672782 0.769 ±0.002 0.618411 0.758 ±0.003 0.556342 0.571 ±0.004 0.592601 0.749 ±0.004 0.594204 0.725 ±0.006 0.540245 0.722 ±0.003
5 0.559119 0.629 ±0.003 0.559787 0.622 ±0.007 0.510666 0.509 ±0.003 0.509916 0.655 ±0.003 0.473098 0.618 ±0.006 0.493071 0.632 ±0.004
6 0.67886 0.692 ±0.004 0.652671 0.729 ±0.003 0.484071 0.63 ±0.015 0.629371 0.718 ±0.002 0.692138 0.731 ±0.005 0.700657 0.73 ±0.006
7 0.725141 0.762 ±0.002 0.710272 0.778 ±0.002 0.605163 0.71 ±0.01 0.68268 0.802 ±0.002 0.671861 0.751 ±0.003 0.666293 0.755 ±0.004
8 0.708607 0.729 ±0.002 0.706152 0.736 ±0.002 0.508587 0.633 ±0.034 0.541939 0.658 ±0.013 0.629435 0.697 ±0.011 0.717994 0.779 ±0.004
9 0.616434 0.626 ±0.006 0.606463 0.638 ±0.007 0.527084 0.598 ±0.013 0.564801 0.687 ±0.009 0.591498 0.669 ±0.005 0.588181 0.686 ±0.003
KT 0.766713 0.826 ±0.004 0.722982 0.818 ±0.002 0.711457 0.732 ±0.006 0.70759 0.827 ±0.004 0.789081 0.871 ±0.005 0.839713 0.881 ±0.004
CS 0.723935 0.733 ±0.004 0.727856 0.763 ±0.004 0.76225 0.637 ±0.01 0.706031 0.777 ±0.003 0.828081 0.831 ±0.004 0.797626 0.833 ±0.006
CB 0.610225 0.597 ±0.002 0.604169 0.6 ±0.003 0.547909 0.554 ±0.006 0.579983 0.617 ±0.003 0.615299 0.626 ±0.005 0.637969 0.631 ±0.003
ID 0.585436 0.605 ±0.002 0.573955 0.642 ±0.008 0.603535 0.518 ±0.004 0.588246 0.667 ±0.007 0.668705 0.682 ±0.011 0.706668 0.723±0.013
AVERAGE 0.657 0.696 0.627 0.705 0.578 0.616 0.609 0.708 0.649 0.711 0.664 0.725
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To statistically compare the performance of the
different classification methods, the Friedman statis-
tical test was performed. The Friedman test [32] is
a non-parametric statistical test, which ranks differ-
ent classifiers for each subject separately. It then av-
erages the ranks over all subjects. The algorithm with
the lowest rank is the best performing one. Figure 2
shows the average rank of different classifiers. The
best performing classifier is the ensemble of NNCRFs.
In all classification algorithms, using the ensemble
approach considerably improves the average rank.

In the Friedman test, the null hypothesis assumes
that all algorithms have the same performance (thus,
they have the same rank). After performing the Fried-
man test, the p-value was 4.34E-11. α was chosen
to be 0.05. This p-value is low enough to reject the
null hypothesis, therefore we conclude that the differ-
ence between algorithms is not random. Another set
of statistical tests are performed to identify which al-
gorithms are the source of difference. We conduct the
Holm’s [32] test as the post-hoc statistical test. In the
post-hoc test, we perform pairwise comparison of all
the other classifiers versus the best classifier (i.e. en-
semble of NNCRFs) in terms of the average rank.
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Figure 2: Average rank of different classifiers across all subjects.
The blue bars correspond to the average rank when the default
value of the hyper-parameters have been used. The red bars cor-
respond to the average rank after using our ensemble learning al-
gorithm.

Hypothesis P-value
11 HMM vs. NNCRF(ensemble) 8.13E-09

10 HMSVM vs. NNCRF(ensemble) 3.37E-08

9 HMM(Ensemble) vs. NNCRF(ensemble) 1.70E-06

8 SVM vs. NNCRF(ensemble) 9.29E-06

7 CRF vs. NNCRF(ensemble) 1.57E-04

6 LR vs. NNCRF(ensemble) 4.07E-04

5 NNCRF vs. NNCRF(ensemble) 9.03E-03

4 LR(Ensemble) vs. NNCRF(ensemble) 1.03E-01

3 SVM(Ensemble) vs. NNCRF(ensemble) 2.53E-01

2 HMSVM(Ensemble) vs. NNCRF(ensemble) 3.41E-01

1 CRF(Ensemble) vs. NNCRF(ensemble) 4.46E-01

Table 2: P-values corresponding to pairwise comparison of differ-
ent classifiers versus the best performing classifier. α is chosen to
be 0.05. All hypothesis with p-value less than 0.001 are rejected.

In this statistical test, each null hypothesis states

that the best classifier and the other classifier have
the same mean rank. The p-values corresponding
to pairwise comparison of classifiers are shown in
Table ??. According to the Holms test results, the
null hypothesis 1 through 5 are not rejected. This
means that the difference between the ensemble of
NNCRFs and other ensemble algorithms is not sig-
nificant. However, the statistical tests show that the
ensemble of NNCRFs is significantly better than non-
ensemble methods.

7 Conclusion

In this study, we proposed a discriminative sequence
labeling algorithm (classifier), to capture the dynam-
ics of the EEG signal. We evaluated the performance
of our algorithm (which we denote as NNCRF) on two
self-paced BCI datasets and showed that it is superior,
compared to classical classifiers and sequence label-
ing classifiers. NNCRF is a combination of a neural
network and a CRF classifier. We demonstrated that
CRF and NNCRF can capture the temporal properties
of the EEG signal and improve the accuracy of the
BCI in most of the subjects. In some subjects how-
ever, the temporal structure of the EEG data is dif-
ficult to capture by these classifiers. The neural net-
work part of NNCRF converts the original observation
vector into a new representation which is then fed to
the CRF part. The non-linear transformation (by the
neural network) of the observation vector helps the
CRF part to easily discriminate between the different
control and NC.

Overall, the reason for the poor performance of
classical approaches is that they do not exploit the dy-
namics of the EEG signal. As for the HMM, although
this algorithm models the temporal correlations in an
EEG signal, its poor performance stems from the fact
that it focuses on learning each mental task separately
(i.e. without learning to discriminate between them).
On the other hand, discriminative sequence labeling
classifiers do not only model the temporal properties
of each mental task, they also model the transition
from one metal task to another (e.g. transition from
movement to NC state).

We also showed that using an ensemble of classi-
fiers that have been trained on different parts of the
BCI hyper-parameter space can further improve the
performance. We used Bayesian optimization to find
the different values of the BCI hyper-parameters. Se-
lecting different values for the hyper-parameters ex-
poses each individual classifier to different parts of
the BCI hyper-parameter space. We believe that this
diversification is the key to the superiority of using
the ensemble of classifiers. The performance of each
individual classifier is very sensitive to the choice of
the hyper-parameters of the BCI and using an ensem-
ble of classifiers can decrease the variance of the final
classifier.

The best performing algorithm was the ensem-
ble of NNCRF classifiers both in terms of the aver-
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age rank and average AUC of the final classifier. We
statistically compared the performance of different
classifiers to the ensemble of NNCRFs. The results
showed, for SVM, LR, HMSVM and CRF, the ensem-
ble learning approach results in significantly better
performance compared to the single classifier with
default value of the hyper-parameters. For NNCRF,
the Holm’s statistical test showed that the difference
between NNCRF and the ensemble of NNCRF was
not significant. However, the performance of the
ensemble of NNCRFs was considerably better than
the single NNCRF with default values of the hyper-
parameters.

In this study, we used linear chain discriminative
sequence labeling classifiers, i.e. the type of the fea-
ture functions used in this study were all inspired by
Hidden Markov Models. So they are all local in na-
ture, with each feature function only depending on
the current or the previous label in the sequence. It
is possible to use global features such as the ones that
capture higher orders of dependency of the transition
between consecutive labels, or feature functions that
capture dependency between the EEG signal and la-
bels of the EEG signal from distant past. These types
of feature functions have the ability to capture more
complex structures in the data and increase the power
of each individual classifier.

Appendix

A. Block Diagram of the Learning

Figure 3 shows a simple block diagram of one iter-
ation of our ensemble learning algorithm (which is
explained in Section 4). In our approach the BCI
is like a self-regulating system which improves itself
based on the feedback that it receives from the clas-
sification block. The cross-validation accuracy of the
classifier is given to the Bayesian optimization block,
and this block proposes new values for the hyper-
parameters for next iteration of the algorithm. The
hyper-parameter values are used to extract features
from the EEG signal, and a new classifier is trained
using the features extracted from the training data.
The extracted features are the power values in the fre-
quency bands proposed by the Bayesian optimization
block.

Figure 3: A simple block diagram of one iteration of
our proposed ensemble learning algorithm.

Each iteration of our ensemble learning approach
generates a classifier (Lt). After running the algo-
rithm for T iterations, we will have T different clas-
sifiers which are trained on different parts of the
BCI hyper-parameter space. Eventually, the classifiers
(L1,L2, ...,LT ) are combined (using averaging) to build
a final classifier which is evaluated on the unseen test
dataset.
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Greenhouse cultivation is easy to keep up and control important factors 
such as light, temperature, and humidity. Using of sensors and 
actuators in the greenhouse to capture different values allows for the 
control of the equipment, it can also be optimized for growth at optimal 
temperature and humidity of various crops planted. We use wireless 
sensor networks’ system by sending results to the cloud service, 
monitoring values, and devices’s controlling via smart phone. The 
results of this study are useful for growing crops not only in technical 
parts, but also in physical part; it was evaluated by questionnaire using 
technology acceptance model.
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1 Introduction

Technology can link everything to the Internet called
the Internet of Things (IoTs). This means that the hu-
man beings control any object using a wireless sen-
sor network (WSN) which makes convenience to ev-
eryday life. Technology can be applied in many fields
such as home, city, wearable, industrial, health, retail,
farming, etc. IoTs refer to the network of objects, vehi-
cles, buildings, and other electronic detectors, as well
as software for connecting networks to exchange data
from sensors or actuators. IoTs can also make people
aware of the environment and remote control over the
existing network infrastructure. We can integrate the
physical world into the computer system and virtual
resources available on the internet to provide both
value-added data and functionality for users. The
trend of 2020 IoTs usage will increase by 50 billion
object were expected to be connected in the IoT [1].

IoTs’ devices include RFID, sensors, and computer
nodes. The system must have an internet connection
that the devices can send data and receive results to
communicate with each other. If there is no connec-
tion to the Internet but there are also some models

that can be connected to other IoTs’ devices. Bluetooth
is also an option in many ways to connect devices to
physical phenomena on networks [2].

At present, farmers need access to the existence
of agricultural information and they have relevant
knowledge in making decision and respond to infor-
mation needs. In the agricultural sector, through the
development of knowledge management systems and
farmers’ information inquiries, they can be answered
with the helpfulness of accessible multimedia as the
application of technology. Agriculture was interested
in improving access to technology. Promoting agricul-
ture on several aspects in developing countries, tech-
nology had crossed handles using wireless technol-
ogy and networking to utilize energy and power con-
sumption by equipment, which is helpful in the agri-
cultural development. The development of technol-
ogy in various domains had driven substantial inter-
est according to rising investments by private sectors
towards the growth of technology [3].

In this research, The greenhouse is the best experi-
mental place of our study with the IoTs system as well
as a closed viewing area. It was equipped with sensors
and internal devices for easy operation to analyze [4].
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2 Related Work

Greenhouses can control easily the environment in-
side their houses and disease outbreak in plants. It
can reduce energy consumption for the growth of the
plant fully. The benefits of greenhouses are high, but
the investment is also high. The original purpose of
the greenhouse is able to grow crops that cannot nor-
mally grow in the climate of that area. If a good green-
house system was managed, the greenhouse system
can grow all kinds of crops in the right habitat.

Hydroponics is a plant that does not use soil, but
that uses water with nutrients dissolved or planted in
nutrient solution. This is a new way to grow crops es-
pecially growing vegetables and plants used as food.
Because of saving space and non-contaminated with
chemicals in the soil, we get clean and fresh vegeta-
bles. Nowadays, hydroponics has two main benefits;
first, it allows for a more controlled environment for
planting growth instead of using the same soil elimi-
nating many unknown variables out of many experi-
ments. Second, many plants produce much less time
and sometimes better quality in a certain economic
environment and condition. Hydroponics will bring
more profit to farmers, have no disease in the soil, and
it can grow crops very close together. For this reason,
the plants produce more volume while using limited
space. There is also very little water use because of the
use of containers or closed loop water system to circu-
late water compared with traditional agriculture.

Hydroponics technology uses it gently such as
measuring ions, pH, and temperature in water. By
adopting sensors with the microcontroller, we get the
bills in the greenhouse and analyze the information
to control the water supply from this paper. Making
WSNs work helps us saving costs in many areas, such
as energy, labor costs, and chemical costs. And it can
make long-term value.

Figure 1: Schematic of the hydroponic greenhouse system used
in this study [6]

From the beginning step of our research, we build
a greenhouse and take the sensor to control the crops
of Hydroponics freely as automation [5] which re-
quires modeling as we want to fit the environmen-
tal management by placing the sensors in order to
provide humidity control in relation to the ambient

air temperature. The conditions were met by in-
stalling a color bulb to feed the plants LED represent-
ing of red (R) and blue (B) in emission either warm
(4700K+2700K) or cool white in parenting [6] and
managing water to save water as shown in Figure 1.

The development of today agriculture brings more
and more applied technology have a reference and
understanding of the environment that is important
in the economic production. The yield is sometimes
uncertain because of lack of environmental planting’s
understanding. It creates the WSNs’ technology for
environmental monitoring and theft detection; sim-
ple, cheap, and easy to use the system the detect the
data of temperature and humidity in the air covered
on the greenhouse properly.

Since we do not want to control by our own, we
have to look for the way that technology can con-
trol itself automatically. The technology that we
mentioned above called Message Queuing Telemetry
Transport (MQTT). This is communication technology
between sensors as M2M (machine-to-machine) con-
nected with the lightweight protocol. MQTT is de-
signed for the small electronics, small traffic data, and
low-bandwidth networks. It can be not only linked to
devices simultaneously but also changed the informa-
tion together. This means that we can make your de-
vices into the bigger network allowing it to control the
device where it was needed to turn on-off the devices
[5] as shown in Figure 2.

Figure 2: Flow Diagram of MQTT with nodeMCU

Nevertheless, there are many types of protocols,
such as HTTP and XMPP. MQTT on IoTs will have
an MQTT Broker to manage the storage that can send
information to hardware. MQTT clients and servers
handle complex messages for mobile applications and
reduce network management costs. MQTT applica-
tions run on mobile devices, such as smartphones and
tablets. MQTT was used for sensor and remote con-
trol data reception.

3 System Design and Realization

Adaptation of agriculture is difficult. We have to in-
vite an agency to improve agriculture and make the
agricultural sector more productive. Therefore, we
make one more comfortable and efficient technology
provided that farmers understand for controlling the
greenhouse. We can use one of the mobile application
called Blynk. It can be used the control system via
API from the application into the operation of various
devices and also tracked the data via mobile without
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technology knowledge. It is easy for people who do
not have the ability for using technology. Moreover,
the Blynk’s user interface system is very easy to use.
This following is the devices in details used in this
work as shown in Table 1.

Parameter Value Voltage
Temperature & Humidity DHT-11 2.5mA

Ultrasonic Sensor HC-SR04 15mA
Relay Board 4 Channel 10mA
Grow light - 1.7mA
Solenoid Plastic 1/4 1.3mA

Architecture Greenhouse -

Table 1: Deployment parameters

3.1 Monitoring Interface

This work was divided into two major topics: hard-
ware and software requirements. The first topic
shows in details such sensors, actuators, and com-
ponents in the system. The second topic deals with
software that was used for connecting hardware con-
trols such as turning on-and-off grow light and water
pump.

Figure 3: Phototype of system

Hardware Requirements: The main components of
the prototype as shown in the Figure 3. The details of
each section are as follows:

• NodeMCU is use to implement the monitoring
modules. The following sensors and other pe-
ripherals were used to collect real time data
from the field.

• DHT11 is a relatively cheap sensor for measur-
ing temperature and humidity values.

• Four Channel Relay Board (5V) for switching
AC/DC is used to high level trigger with AC mo-
tor (220V) to operate the electricity devices.

• Ultrasonic Sensor Module (HC-SR04) includes
an ultrasonic transmitter, receiver, and circuit.

There are four pins measuring 5-700 cm. used
to detect the water level in tank.

• Grow light is an artificial light source used to
keep plant growth at night by emitting an elec-
tromagnetic.

• Solenoid is the device controls the opening and
closing of the water flow.

• Water pump is water pushers move forward
from the tank to the pipe hydroponics.

Sensor data was connected to the ThingSpeak™as
API to store all results to the cloud results to the
database as shown in Figure 4. In order to analyze the
future information, we retrieve the information on the
smart phone device control which can be controlled
by grow light and water pumps.

Software Requirements: Sending data from hard-
ware to smart phone by using the Arduino IDE as a
communication medium. Here, the smart phone ap-
plication was called Blynk.

Blynk is an open-source electronics prototyp-
ing platform which is a modified version of
Wiring/Arduino IDE with iOS and Android apps to
control Arduino board using the Internet as shown in
Figure 4.

Figure 4: Blynk platform

Blynk platform with iOS and Android apps to con-
trol Arduino, Raspberry Pi, and the likes over the In-
ternet. It is a digital dashboard where you can build
a graphic user interface for your research by simply
dragging and dropping widgets.

3.2 Greenhouse Specification

• Area: The greenhouse is mounted on the roof
of the building with the size of 2.4 * 5.3 * 2.0
(length * width * height: m).

• Plants: The plants used in this study is Can-
tonese that season pale green succulent stems,
petioles 25-40 cm. wide, 5-15 cm. long. Veg-
etable consumption grows rapidly; it can be har-
vested just 35-45 days. We acknowledged the
seeds coming from Mae Jo University as an or-
ganic grain.
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4 Results

4.1 Productivity receive

First generation’s Productivity: Due to the high temper-
ature of the plant, 48 plants dying in the first week
since maximum temperature is 44◦C measured from
the sensor via the IoT. The DHT11 sensor was used to
measure in the survival rate 0% as shown in Figure 5.

Figure 5: Temperature in the first week

Next step, we created a 50% black SLAN UV fil-
ter mesh filter under the roof. Then the heat in the
greenhouse is noticeably reduced, as shown in Figure
6.

Figure 6: Temperature after installing filter UV 50%

Second generation’s productivity: After reducing
temperature by UV filtration inside a greenhouse, 48
plants can be survived 22 plants. This means that the
survival rate is 45.83%. It can be seen that from the
lower temperatures, the plants were more survived.
Hence, this is better productivity for growing as well.
The ultrasonic sensor monitors the amount of water in
the tank if it is lower than normal as we set up for the
suitable value of water level in the tank. After instant
processing, the solenoid valve was working to add wa-
ter until full of water. Both devices work reliably Ul-
trasonic sensor sends the up-to-date data which we
can desire the duration time for collecting data into
ThingSpeak™. The simulation of the water level can
be represented by graph plotted by the relationship
between water usage and time as shown in Figure 7.

Figure 7: Water usage represented to ThingSpeak™

Electronic devices, such as the solenoid and UV
light, were controlled by nodeMCU which makes
the connection with the sensor and sends data to
ThinkSpeak™for processing devices work of vegeta-
bles growth as well as shown in Figure 8.

Figure 8: Vegetables growth in the greenhouse

The greenhouses can work automatically and con-
trol via the applications controlled by the mobile
device. The connections were able to control by
NodeMCU. Freely, no matter where we are around the
world, you can control via Blynk, the top and middle
part displays the current temperature and the status
of the device, respectively, as shown in Figure 9. Re-
mark that it is really simple to set up everything and
start customizing. Blynk is one application instead of
supports hardware of your choices whether your Ar-
duino was linked to the Internet over Wi-Fi, Ethernet,
or this new ESP8266 chip.

Figure 9: Blnk Applications: (A) Draft display screen (B) Display
screen after processing

The sensor data including temperature and
relative humidity were recorded to the ThingS-
peak™every 3 minutes frequently. Not only all data
from sensors were processed in a reasonable manner
for the next plotted graph, but also the location of
this study from Google API service of ThingSpeak was
represented from all tasks can get the appropriate in-
formation of the survival plant. It can be seen that the
temperature and humidity in the air inverse variation
as shown in Figures 10 by analyzing with principal
component analysis.
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Figure 10: All data of temperature and relative humidity

Figure 11: Relationship between temperature and time

Figure 12: Relationship between relative humidity and time

Figure 13: Relationship between plant growth and time

We brought all the data to create the chart for find-
ing the appropriate value through the SPSS program.
We plotted the graph for finding the correlation be-
tween temperature, humidity, growth with time as
shown in Figures 11-13, respectively. We can arrange
the correlations observation by linear regression rep-
resented by

∇y − 96.13
0.4128E−3

= x; ∇y =
n∑
i=1

yi ,

where yi , i = 1,2,3 denotes temperature, humidity,
and growth variables, respectively.

Since we analyze from principal component analy-
sis, we can consider the communalities and total vari-
ance explained as initial eigenvalues as shown in Ta-
bles 2-3.

Component Initial Extraction Time
Time 1.000 0.730

Temperature 1.000 0.858
Humidity 1.000 0.857
Growth 1.000 0.971

Table 2: Factors Processed by Principal component analysis

Component Total Variance % Cumulative %
Time 2.301 57.531 57.531

Temperature 1.115 27.871 85.402
Humidity 0.404 10.089 95.491
Growth 0.180 4.509 100.000

Table 3: Total variance explained with initial eigenvalues

Notice that the temperature reverse variation with
humidity. From the total variance explained the ac-
ceptance of correlation’s observation with 70%, we
can see the humidity was adapted growth extremely
as well. However, the temperature is one of factor re-
acted with growth as necessary condition.

4.2 Control Testing

In our evaluation, we tested 10 times for checking the
efficiency of delay controlling. The Statistical tool is
mean or average (AVG). Hence, the result is not sig-
nificant as shown in Tables 4-5. This means that both
testing control inside and outside the LAN Delay were
equated.

NO.
Inside the LAN Delay(s)
LED Solenoid

Turn on Turn off Turn on Turn off
1 5.0 5.0 4.0 0*
2 5.0 5.0 6.0 0*
3 4.0 7.0 4.0 0*
4 5.0 6.0 5.0 0*
5 6.0 7.0 5.0 0*
6 6.0 8.0 3.0 0*
7 7.0 10.0 6.0 0*
8 8.0 14.0 4.0 0*
9 10.0 12.0 8.0 0*

10 14.0 13.0 3.0 0*
AVG 7.0 8.7 4.8 0

Table 4: Moblie Control Testing via Blynk in case of
inside the LAN delay
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NO.
Outside the LAN Delay(s)
LED Solenoid

Turn on Turn off Turn on Turn off
1 6.0 10.0 8.0 0*
2 5.0 9.0 6.0 0*
3 6.0 10.0 7.0 0*
4 4.0 10.0 7.0 0*
5 5.0 8.0 8.0 0*
6 6.0 7.0 9.0 0*
7 7.0 9.0 10.0 0*
8 8.0 6.0 14.0 0*
9 9.0 7.0 19.0 0*

10 10.0 9.0 14.0 0*
AVG 6.6 8.5 10.2 0

Table 5: Moblie Control Testing via Blynk in case of
outside the LAN delay

Remark the 0* that the sensor stops the water to
overflow the tank makes Solenoid stop working.

4.3 Evaluation Method

Technology Acceptance Model (TAM) was a recog-
nized and well-known theory as a measure of success.
Using TRA technology to develop a TAM model and
use it to study in the context of the adoption of infor-
mation systems. Without adopting the norms of the
surrounding people. Behavioral display it was used
as a factor in forecasting actual usage behavior.

Evaluation methods in how we will test our proto-
type show control over let the enthusiasts play mobile
apps users will need more time 5-10 minutes per per-
son. The rating 5 points 4 scale questionnaires based
in TAM provides the theory by being one, there are ex-
ternal variables, how the influence Attitude and will-
ingness to use in the research, the model was designed
as follows:

• Study on the use of TAM as the principle to cre-
ate a 4-D combination of forms 4 main factors of
TAM 16 articles,

• Satisfaction and meaning 5 agree that Strongly
agree 4 means Agree , 3 means ’Neutral,2 means
’Disagree’, and 1 means to ’ Strongly disagree’,

• Those interested in the quiz after our presenta-
tion Android application,

• Collect results Assessment, and

• Analysis of Cronbach (performance by pro-
cessing using the SPSS program standard the
achievement of Cronbach) must be 0.7 or higher.

We consider four factor of TAM as follows:

• Perceived Usefulness (PU) is a perception of the
technology use. The technology will make the
job better. Make more revenue.

• Perceived Ease of Use (PEU) is a perception that
the technology is easy to use. Users are more
comfortable than ever.

• Online Cognitions (OC) is a perception data on
the Internet through online for helping peo-
ple recognize information through social media,
and viable online communities.

• Behavior Intention (BI) is behavior in technol-
ogy that influences the intended and actual use
of technology.

Our questionnaire used all factors of TAM such as Per-
ceived Usefulness, Perceived Ease of Use, Online Cog-
nitions and Behavioral Intention to Use in Figure 14.

Figure 14: TAM for system Smart Farm Hydopronics Style

4.4 Sample Storage

The sample size for this study was 30, totaling 30
Thai persons in the age range of 20-40 years living in
Suratthani as shown in Table 7.

Attrinute Value N Percentage

Gender
Male 11 36.3%

Female 19 63.6%

Age (years)
20-24 10 33.3%
25-29 10 33.3%
30-34 7 23.3%
35-39 3 33.5%

IT usage ability
Nothing 0 0.0%

Moderate 18 60.0%
High 12 40.0%

Table 6: Details of Samples

4.5 User Satisfaction

Analyzing the data using SPSS22. The Cronbach’s al-
pha Coefficient and Pearson Correlation of evaluation
as shown in Tables 8-11.

Factors Cronbach’s α Coefficient
PU 0.744

PEU 0.763
OC 0.816
BI 0.721

Table 7: Reliability Coefficient of Constructs

From the result in Table 8, the value of all factors
is greater than 0.7, which was considered reliable and
accepted average satisfaction of each factor the result
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and analyze the average of evaluation satisfaction of
each factor as shown in Table 9.

Factors Average S.D.
PU 3.6754 0.51003

PEU 3.8653 0.57487
OC 3.8667 0.54756
BI 3.5671 0.63521

Table 8: Average Satisfaction of Each Factor

After that, we find the relationship between two
weighted variables in the level measurement section
as Independent or dependent factors. Correlation co-
efficient is a measure of dependence between two fac-
tors to interpret the TAM by using Pearson Correla-
tion as shown in Table 10.

Factors Relationship P.C. R2(%)Independence Dependence
PEU PU 0.731 0.559
PEU BI 0.724 0.603
PU OC 0.873 0.758
PU BI 0.746 0.724
OC BI 0.623 0.454

Table 9: Factors Correlation

Suggest that the correlation of PEU and OC is the
most related together. For another correlation, almost
factors have relation closer as shown in Figure 15.

Figure 15: Relational Model of Factors Relationship

5 Conclusion and Future Work

Sensor technology was intended for the automatic
control devices via mobile accurate correctly. This
technology will save time to look for vegetables which
people can eat healthily. Farmers need some helps
in the different stages of crop growth and the guid-
ance should be given at the right time. Farmers
are suffering a lot of problem; economy, social, and
politics. Various challenges in the agricultural do-
main were identified. The architecture of the chal-
lenges mentioned above, knowledge-based structure
have various details about agriculture, flow, various

input such as market availability, geospatial infor-
mation and weather prediction. Monitoring system
contains modules like remainder, monitoring plant
growth in various stages, irrigation planner, and the
water need of a plant per day with devised algorithms
help

The future work of this study will be developed
the sensor for using in public actually. We will study
the process of using machinery or machinery to de-
termine the growth of crops and harvest the crops in
order to save time and labor. Each vegetable was cal-
culated to get the right temperature for the vegetable.
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In this paper a novel approach to extract 2D skeleton information
(skeletonization) from natural image is proposed. The work presented 
here is the extension of our previous paper presented at the 
International Sympsosium on Multimedia 2016. In the past work, a 
threshold based method is utilized. Here the algorithm is further 
improved by using a better edge points detection and skeleton 
extraction. Furthermore the proposed method is compared with the 
Skeleton Strength Map (SSM) and shows better result visually and 
numerically (F-measure comparison).
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1 Introduction

This paper is an extension of the work [1] originally
presented at International Symposium on Multimedia
2016 (ISM’16). In this paper we provide a more detail
and some improvement from the previous paper pre-
sented at ISM 2016.

Skeletonization is a process to extract the simplest,
the most compact form of an object (skeleton) from
2D or 3D objects. Although mostly used in anima-
tion[2], skeleton information has also been used in
symmetry detection [3], shape analysis [4], etc. Based
on the input to the skeletonization, we can classify
it into two types; 2D skeletonization and 3D skele-
tonization. In this paper, we are dealing with the first
type, i.e. the 2D skeletonization or skeletonization
from an image.

Corneat et al.[5] classify skeletonization into 4
classes, i.e. thinning and boundary propagation, dis-
tance field-based, geometric and general-field func-
tions. While most of these approach works well,
it only applies to the binary image. In order
to get the binary image, of course one can use
a foreground-background separation, but unfortu-
nately foreground-background separation is still an
open problem in image processing field. Another way
to see the problem is that conventional approaches
need a closed boundary information to extract the
skeleton information. It holds when the object and the
background information has a high contrast, but does
not hold for object with a low contrast value with the

background (such as similar color and texture).

When the input image is not a binary image, the
skeletonization is often referred as grey-scale skele-
tonization. Grey-scale skeletonization can be re-
garded as a relaxation of the conventional skeletoniza-
tion. Instead of a binary image, the input to grey-
scale skeletonization is usually the brightness image
(grey-scale image) or the color images. Skeleton is re-
lated closely to the symmetry information, therefore
several authors are utilizing the symmetricity. You
and Tang[6] proposed a method to detect the skele-
ton of characters using the wavelet. Widynski et al.[3]
proposed a method based on particle filter approach.
Levinshtein et al.[7] proposed a method based on su-
perpixel segmentation and learned affinity function.
In the last two methods, a supervised learning step is
incorporated.

Du et al.[8] proposed a method based on a struc-
ture adaptive anisotropic filtering. The method is ex-
tracting the skeleton by updating the scale orientation
and kernel of every pixel. The process is done itera-
tively including the update step therefore requiring a
high computational cost. Another method is proposed
by Li et al.[9] using a distance transform method [10].
By first extracting the edge information using Canny
edge extraction algorithm and then calculating the in-
verted of the distance transform, this method can ex-
tract the skeleton of the object and its surrounding.
To further increase the performance, a learned con-
text model is utilized. Since this method relies on the
distance transform, connected edge pixel is needed to
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some extend. It is important to note again here that
while the connected edge pixel can be retrieved or ex-
tracted in an image where the object has high contrast,
the opposite is not true. This condition results in a
sparse or unconnected edge pixels in the image.

Most of the papers mentioned above has high com-
putational cost or need a learning step in one of their
method. In this paper we tried to solve the grey-scale
skeletonization without a learning step. Furthermore
the proposal can be used to relax the unconnected
(sparse) boundary pixel condition. The rest of the pa-
per is as follows: in section 2 the more detail explana-
tion of the proposed method is presented. In section
3 some examples of the result and discussion will be
presented. Finally section 4 will conclude this paper.

2 Proposed Method

The general framework for the proposed method can
be seen in Figure 1. There are three major steps in the
method: boundary points extraction, skeleton extrac-
tion and pruning step.

Figure 1: Proposed Method Framework. Upper-left: input;
Upper-right: edge points extraction; Lower-left: skeleton
extraction; Lower-right: pruning

2.1 Boundary Points Extraction

The method starts by making a grid of the input im-
age and finding the edge points inside each grid. This
edge points are selected by choosing the highest inten-
sity among the pixels inside the grid. The question is
then how are we suppose to find these edge points. It
is very common to get the edge information from the
gradient of the image. The higher the intensity of the
gradient image is, the higher the probability it is con-
sidered to be the boundary object. Instead of using
Canny edge detection which relies on the brightness
image only, we calculate the edge (or gradient) infor-
mation from both the brightness image and the color
images.

First, the input image is converted into CIE color
space and then split to each corresponding channels
(i.e. brightness or luminance (L*) and two color chan-
nels (u* and v*)). Let ec(i, j) denotes the value of the
gradient image at channel c (c ∈ L*, u*, v*) at (i,j) po-
sition. The value of ec(i, j) is calculated from the stan-
dard deviation of a pixel at (i,j) with its surrounding

(n×n patch) at its respective channels (1). The benefit
of calculating the standard deviation is that textured
object will have a higher deviation which results in
an easier way to locate the boundary pixel between
two different objects. Finally we can combine them by
averaging the values of these edge images (2) at each
pixel.

ec(i, j) = σi,j,n =

√√√
Σ
n−1

2

a,b=− n−1
2

(xc(i + a, j + b)− x̄)2

n2 (1)

e(i, j) =
eL∗(i, j) + eu∗(i, j) + ev∗(i, j)

3
(2)

Since we are only interested on the boundary of
the object, we can further reduce the texture effect by
redoing the previous step onto the combined image
(generated from 2). This will reduce the texture inside
the object, but will also make the boundary of the ob-
ject to lies inside a ”valley”. This can be avoided by
applying the resulting image with the Laplacian oper-
ator. Let IL be the image after applying the Laplacian
operator. IL will then be convoluted with the standard
deviation image of the combined image, to construct
the final edge image. Figure 2 shows the example of
this approach.

Figure 2: Edge Image Generation. Upper-left: combined
image, Upper-right: Standard deviation image; Lower-left:
Laplacian image; Lower-right: Final Edge image.

The edge points are then extracted from this edge
image. Since we are selecting the edge points from the
grid, there will be points which lie in the non-edge
position. Filtering these points (candidate points) is
done by using a method similar to a method proposed
in [11,12]. The idea is very intuitive: at each pixel
in the image, generate a patch and divide it into two
halves along an orientation. At each section calcu-
late its histogram (intensity, colors, etc.) and compare
both of the sections. The higher the distance between
the histograms (χ2 distance) the more likely the ex-
amined pixel to be an edge pixels.

Notice that we need to have an orientation at each
candidate point. To approximate the orientation at
each candidate point, the phase calculated from the
difference of horizontal and vertical neighboring pix-
els of the edge image is used (Sobel operator). Let
dx(i, j) and dy(i, j) denote the gradient in x and y direc-
tion respectively and θ(i, j) defined in (3), denotes the
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phase at position (i,j). Let pθ(i, j) be the approxima-
tion of orientation in a candidate point with coordi-
nate (i,j) and is defined by (4). Equation 4 means that
the angle approximation is determined by the average
of the phase surrounding the point. Finally the fil-
tering is done by using the k-means (k = 2) algorithm
with the histograms’ difference as features along with
the intensity value at the corresponding pixel in the
edge image.

θ(i, j) =
dy(i, j)

dx(i, j)
(3)

pθ(i, j) =
1
n2

n−1
2∑

a,b=− n−1
2

θ(i + a, j + b) (4)

Some of the points will lie very near with each other
and it will affect the triangulation in the next step.
Therefore a merging step is also applied to the filtered
points, i.e. merging the points which lie near each
other. The merged new position is calculated based
on the average position of the merge points.

2.2 Skeleton Extraction

Skeleton extraction is done by first applying the De-
launay Triangulation to the edge points acquired in
previous step. In order to do the skeleton extraction,
a triangle grouping should be done. In [13,14] the au-
thors classify triangles into 3 types: terminal triangle,
junction triangle and sleeve triangle. The terminal tri-
angle is defined as a triangle which has two outer con-
tour as its edges. Junction triangle is defined as a tri-
angle which does not have outer contour as its edges.
Sleeve triangle is defined as a triangle which has only
one outer contour as one of its edges. Note that in
their application, which can be classified as the binary
image skeletonization, the information regarding the
outer edge is readily available. In our approach, we
do not have that kind of information.

Note that in the previous step during clustering
using k-means, we do have the idea to determine a
point whether it belongs to the boundary points or
non-boundary points based on its histogram distance
feature. Therefore, we used this information to clus-
ter the edge as follows. Let point mi be the middle
point of the i-th edge. By applying the same approach
as in section 2, i.e. orientation approximation and
histogram calculation, we can determine point mi to
be an edge point based on its (feature-) vector dis-
tance to the center points of each cluster. Another
way to see this is, we are not recalculating the clus-
ter centers since the cluster centers (which will deter-
mine whether a point is a boundary or non-boundary
point) has already been calculated in the previous
step, the evaluation of these edge points (m) can be
done just by calculating the distance to the cluster
centers. If dist(mi ,Ck) is defined as the L2 distance
between point mi and the k-th center, then point mi
belongs to the the k-th cluster if it has the minimum
distance compared to another cluster’s center.

In this case we can similarly define the triangles as
in [13,14]. In sleeve triangle, two of its non-boundary
m points will be connected together and no connec-
tion will be established in terminal triangle. Two
types of junction triangles are defined: obtuse trian-
gle and acute triangle. In case of acute triangle, an
additional point (the center of triangle) will be added
and every m points will be connected to this addi-
tional point. In obtuse triangle type, instead of gen-
erating an additional point, we connect the points on
two of the edges of the largest angle to the point lying
in front of the angle. See Figure 3 for visualization.
Note that the yellow point (e.g. m1 in Figure 3.a) rep-
resents m belonging to the boundary cluster.

Figure 3: Three types of triangles: a. Sleeve; b. Acute Junc-
tion; c. Obtuse Junction .

Given an initial skeleton (point to point connec-
tion) from the previous step, the problem now is to de-
termine which of the connection belongs to the same
object. Let T denotes the set of pixels traversed by the
skeleton’s edge (Figure 4). By calculating the mean
pixel value of T we can get a set of feature vector
(f ) to represent the skeleton for the clustering algo-
rithm (5). The subscript l denotes the type of image
the pixel belongs to, i.e. color images, brightness im-
age, etc. Figure 5 shows the result of the clustering
algorithm. Note that since the contrast of the color
images might be low for some images and resulting in
a non-discriminative cluster, a contrast limited adap-
tive histogram equalization (CLAHE) is applied to the
color images.

fl =
1
n

n∑
i=1

Ti , Ti ∈ Tl (5)

Figure 4: Pixels’ value traversed by the skeleton (black tile)
will be included in the mean value calculation (5)
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Figure 5: Example result of skeleton grouping

There is a possibility that the generated skeleton
has a loop. In order to prevent such condition, loop re-
moval step is applied. This is done by merging all the
points of the loop into a point c, where c is the mean
position of the points belonging to that loop (Figure
6). If a loop consists of a smaller loop, only the largest
loop is considered (Figure 7).

Figure 6: Loop removal step example. A new connection
between the generated middle point c and remaining points
are constructed.

Figure 7: When there is a smaller loop inside a greater loop,
only the outer loop will be considered (red lines)

2.3 Skeleton Pruning

Some might notice some redundant skeleton branches
from Figure 5. Skeleton pruning is the step required
to remove these branches. Borrowing the triangle
types term, depending on the number of connection it
has, skeleton points can be classified into three types:
terminal, sleeve, and junction point. Terminal point
means that the point only has one connection with
another skeleton point. Sleeve point means that it
has two connections with two other skeleton points.
Junction point defines a point with more than two
connections with other points. In this paper, skele-
ton branches are defined as the terminal points which

connect to junction point. If there are such connec-
tion, then the connection will be deleted (Figure 8).

Finally, a bezier smoothing is applied to the skele-
ton. A curve skeleton is defined as the set of points
starting from the terminal point until a junction point,
therefore taking Figure 8 as an example, there are two
curve skeletons in Figure 8. The sleeve points will be
used as the control points for the bezier curve genera-
tion.

Figure 8: Colored points represent types of skeleton point.
Red: terminal; Blue: sleeve: Green: junction

3 Experimental Result and Dis-
cussion

All experiments were done using a C++ language and
OpenCV 2.4.9 library. There are several parameters
which are fixed in this paper, i.e. the number of his-
togram bins is set to 16 and the size of the grid is set to
5 (refer to section 2.1). CIE Luv is used in this paper.
Five images taken from the Berkeley dataset [15] were
used for the experiment.

The results of the proposed method are then com-
pared with a method based on [9]. Figure 9 shows the
comparison, including the ground truth image gen-
erated by human observer. The first column is the
ground truth skeleton image, the second column is
the proposed method and the third column is skele-
ton generated based on [9]. Notice that although the
proposed method did not generate the skeleton per-
fectly, it still represents the object in the image better
than the method based on [9].

In order to further assess the result, F-measure of
the ground truth and the methods were calculated
(6). The precision and recall is calculated following
(7) and (8). The number of true positive (tp) is calcu-
lated by counting the number of pixel where both the
ground truth (GT) image (with a σ = 1 allowance) and
the generated skeleton image have the same value. σ
here means that if the generated skeleton differs only
slightly, i.e. still inside the allowance σ then it is still
considered to be true positive and hence counted. No-
tice again that when comparing both the image to cal-
culate the F-measure, skeleton image generated has
binary color where the pixels will have a 1 (white col-
ored) value if the pixel is not traversed by the skele-
ton edge and 0 (black colored) if it is traversed by the
skeleton edge. For the false negative (fn), it is calcu-
lated as the number of pixel where it has a value of 1
in the ground truth image, but 0 in the skeleton im-
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age. Vice versa, for false positive (fp), we are count-
ing the number of pixel where it has value of 0 in
the ground truth but 1 in the skeleton image. Table
1 shows the result of the F-measure calculation.

Figure 9: The skeleton is overlaid on top of the input image.
For visualization purpose, the skeleton is colored red.

F = 2× P recision×Recall
P recision+Recall

(6)

P recision =
tp

tp+ f p
(7)

Recall =
tp

tp+ f n
(8)

Table 1: F-measure Results

Image Proposed SSM[9]

Deer 0.250 0.180
Cheetah 0.345 0.104

Swimmer1 0.299 0.154
Swimmer2 0.175 0.092

Horse 0.359 0.215

Although every image has its own best parameters,
for general purpose, we try to find the parameter val-
ues which gave the best average F-measure from the
test images. Four window sizes, which is used for his-
togram calculation, were tested (n = 7, 9, 11, and 15)
along with the CLAHE limit parameter (l = 2 and 4).
The result is shown in Figure 10. The x-axis is the
combination parameters, i.e. (n,l). As shown in Fig-
ure 10 the combination of n = 9 and l = 4 has higher
average F-measure among the other combinations.

Figure 10: Average F-measure of parameters combination

4 Conclusion

In this paper a novel method to extract 2D skele-
ton information from a natural image is proposed.
Based on the results shown in section 3, the proposed
method shows a higher performance compared to the
SSM method. Not only compared visually, in order
to have a better comparison, the proposed method
and SSM method is also compared by calculating their
F-measures, which is shown to outperform the SSM
method. There are several limitations for the pro-
posed method, e.g. some images still have redundant
skeleton branches and user interference (manually se-
lect) when choosing the final skeleton cluster (subsec-
tion 2.2). Therefore for our future work, we are going
to solve these problems.
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This paper presents a full wave active rectifier for biomedical implanted 
devices using a new comparator in order to reduce the rectifier 
transistors reverse current. The rectifier was designed in 0.13µm 
CMOS process and it can deliver 1.2Vdc for a minimum signal of 
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13.56MHz Scientific and Medical (ISM) band.
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1 Introduction

This paper is an extension of work originally pre-
sented in The 15th International Symposium on In-
tegrated Circuits, Sigapure, 2016 [1]. It presents some
details not described in the original paper. This paper
also brings new results obtained after a new calibra-
tion of the system that improved the circuit efficiency.

Implanted medical device is a technology that of-
fers several possibilities to improve medicine and it
can change the paradigm of how doctors and patients
deal with treatments and drugs. In order to be im-
planted, a medical devices need a source of power that
will provide energy to the circuit. As used in RFID
technology, one of the ways to supply power to im-
planted medical device is by using an inductive link
[2] that can power up a circuit through the skin with-
out to use transcutaneous wires, which could expose
the patient to bacterias and viruses [3]. The other so-
lution is by using batteries that have limited life and
can cause heavy metal contamination in case of leak-
age.

Although this work is focused on inductive links,
there are other ways to transfer energy. There are
some applications that use ultrasound waves to excite
a piezoelectric device to generate a current. Another
way to provide power to medical implants is by using
a thermoelectric generator that makes use of the tem-
perature gradient between inside and outside of body
to create energy by Seebeck Effect.

An inductive link requires an AC-DC rectifier that
is responsible to transform the signal wave into a
power supply. Rectifiers are usually designed to use
conventional diodes that have a built drop voltage of
0.7V, which is suitable for conventional applications

but it is unusable for circuits running on power sup-
plies of 1V or less. Alternatively to the conventional
diodes, Schottky diodes can be used, but the manu-
facturing process of low forward drop voltage can be
more expensive than the traditional processes [4] be-
cause they might not be present in some regular pro-
cesses and require extra fabrication steps [5]. An alter-
native is the use of diode connected MOS transistors
to replace the conventional diodes in a bridge connec-
tion. CMOS transistors connected as diodes can work
at high frequencies, such as the Scientific and Medi-
cal - ISM band (13.56MHZ) that has been widely used
[4, 5, 6]. One problem of this solutions is that diode
connected MOS transistors in a bridge connection of-
fers low ON-OFF switching speed which in turn cre-
ates an undesirable reverse current. A cross-coupled
connected structure (Figure 1) can make the opera-
tion more efficient and minimizes the reverse current,
but in the ideal case the ON-OFF switch of the CMOS
transistors would be controlled by another circuit that
can speed up the operation and can create a dynamic
rectifier to make the operation more efficient, thus
minimizing the reverse current. Some dynamic rec-
tifiers have been reported in the last few years [6, 7, 8]
as solutions for powering medical devices under low
power.

One important characteristic of power supply is
the power conversion efficiency (PCE), equation 1,
which is defined as the rate of the energy dissipated by
the load by the power consumed by the entire circuit
[10], where ηpa, ηlink , ηrectif ier , ηregulator represents the
power amplifier, inductive link, rectifier, and regula-
tor efficiency respectively. The ηrectif ier represents the
amount of power provided to the output divided by
the amount of power that enters in the rectifier (equa-
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tion 2). For a PCE of 30% it is expected to have around
80% of efficiency of the AC-DC converter [6].

Figure 1: Cross-Coupled Rectifier [9].

P CE = ηpa ∗ ηlink ∗ ηrectif ier ∗ ηregulator (1)

ηrectif ier =
P out DC
P out AC

(2)

Figure 2: Active Rectifier Circuit [6].

The rectifier of Figure 2 is comprised of PMOS
transistors Q1 and Q2, and NMOS transistors Q3 and
Q4. Transistors Q5, Q6, Q7, and Q8 work in order
to tie the PMOS base transistor always at the higher
voltage [11]. Transistors Q3 and Q4 are connected as
a cross-coupled gate structure while Q1 and Q2 are
driven by comparators C1 and C2.

Figure 3: Cross-Coupled Rectifier wave form.

While the cross-coupled rectifier has a consid-
erable reverse current (Figure 3) the two compara-
tors shown in Figure 2 allow the active rectifier to
switch faster and minimize it. The challenge faced
by this technology is to make the comparators work
fast enough. Figure 4 shows the waveform signals
and highlights the comparator signal delay by circles
C and B, as well as the reverse current, by circle A.

In the ideal case, a perfect comparator would start
its output signal a moment before the AC signal be-
came larger than DC signal and would finish the pulse
in the exactly moment the AC signal becames smaller
than the DC signal. It is possible to see in the Figure 4
the delay showed inside of circle B which creates the
reverse current in circle A.

This paper presents one active rectifier using diode 
connected CMOS transistors, in 0.13µm process, con-
trolled by two original comparators that are responsi-
ble for turning ON-OFF the circuit and minimize the 
reverse current. This work was intended to provide 
an output voltage of at least 1V.

2 Cross Couple Structure

The cross-coupled structure shown in Figure 1 con-
nects the transistors gates in a cross mode. That con-
figuration puts the gates of transistors CQ1 and CQ2 
biased at a positive signal when their drain are biased 
by the negative signal. On the other hand, when the 
circle change, the drains are biased by the positive sig-
nal and the gates by the negative signal. The transis-
tors are made to turn ON at different voltage levels 
in their gates. NMOS needs to have high voltage and 
PMOS needs to have low voltage. At the same time 
the cross coupled circuit is designed so that the PMOS 
transistors provide higher voltage to the load while 
NMOS provide the lower voltage or GND voltage.

3 Active Rectifier

As mentioned in the introduction section, the desir-
able rectifier should have a  minimal reverse current, 
and one widely used way to achieve it is by using a 
comparator that can turn the rectifier ON-OFF faster 
enough. The Figure 2 shows the schematic of the rec-
tifier [6].
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Figure 4: Active Rectifier waveform - (A) reverse cur-
rent, (B) output delay, (C) entry delay.

4 Two Input Common Gate

Figure 5: Two input common gate.

Figure 5 shows the Two Input Common Gate Com-
parator, which is the comparator used to develop the
proposed comparator. This comparator is used in or-
der to monitor AC and DC signals, and to switch ON
and OFF the rectifier transistors always when the AC
signal becomes larger or smaller than the DC signal.
The Two Input Common Gate uses only four transis-
tors, Q10 and Q12 that form an inverter, and Q9 and
Q11 that form a voltage divider responsible by cre-
ate an (AC signal)/2. That comparator has been used
since it is small and simple, it does not require ex-
ternal power source, it consumes low power and pro-
vides faster switch for the rectifier transistors than a

cross couple structure. Although that comparator is
relatively fast, we propose a new comparator based
on the Two Input Common Gate, with some modifi-
cations that speeds up the operation of the switching
transistors.

5 Proposed Comparator

The proposed comparator shown in Figure 6 is a mod-
ified version of the two-input common gate, with an
extra capacitor and an extra voltage divider that are
responsible for speeding up the comparator.

Figure 6: Proposed Comparator.

Transistors Q9, Q10, Q11, and Q12 form a mod-
ified common gate structure. The gate of transistor
Q11 is connected to Q13 and Q14. Transistors Q10
and Q12 compose an inverter that can bring the OUT
pin to low or high level (DC signal). The transition be-
tween high and low level happens when the voltage,
at Q10 and Q12 gates, is larger than half of DC sig-
nal. Our comparator aims to detect when AC signal is
larger than DC signal. In order to accomplish it, tran-
sistors Q9 and Q11 form a voltage divider designed to
put the gates of Q10 and Q12 at a voltage larger than
DC/2 in the moment that AC signal is larger than the
DC signal.

In the proposed comparator, capacitor C1 works in
order to improve the rise time of the signal provided
by the voltage divider formed by Q9-Q11. While C1 is
not charged, it works as a short circuit and allows the
AC signal to drive the Q10-Q12 inverter. When C1
is charged, it becomes an open circuit, and the volt-
age between Q9 and Q11 starts to drive the inverter.
Figure 7 Q10-Q12 gates voltage waveform inside of
the circle. A lump appears when C1 gets full and dis-
connects the AC signal from driving the inverter. The
lump can occur above or below in the signal accord-
ing to the value of capacitor C1. If C1 is larger than
a certain value it will stop decreasing the reverse cur-
rent and will start increasing it. Figure 8 (a) shows a
waveform with an acceptable capacitor and (b) with
a capacitor larger than the optimum point. Figure 8

www.astesj.com 1021

http://www.astesj.com


J.R.C. Louzada et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1019-1025
(2017)

(b) does not have a lump since its capacitor C1 is so
big that it never gets fully charged, and the AC signal
drives the inverter the whole time.

Figure 7: Proposed Comparator waveform. Lump’s
highlight.

Figure 8: Comparative between waveforms using an
acceptable capacitor size (a) and an over sized capaci-
tor (b).

Capacitor C1 helps the circuit to work faster but 
the use of integrated capacitor can be a problem since 
it may take a lot of silicon area. In order to avoid it, 
a second voltage divider is used. The voltage between 
transistors Q13 and Q14 is designed to be just a little 
higher than the voltage between transistors Q9 and 
Q11. It allows transistor Q11 to turn ON a little ear-
lier and to provide the delay shown in Figure 4 circle 
B to be a little shorter. Just as a comparison, if capaci-
tor C1 is 10pF at 1.3Vac input signal voltage, the max-
imum reverse current, without the voltage divider, is 
almost 2 times larger than the use of a voltage divider. 
In order to have the same result without to use the 
voltage divider, capacitor C1 would need to be 97pF.

6 Details About the Capacitor

In order to choose an ideal size of capacitor, some con-
siderations taken into account. The capacitor size de-
pends on the resistance and on the frequency oper-
ation, which defines t he t ime t he c apacitor n eeds to 
get fully charged. Since the circuit resistance changes 
during the circuit operation, the maximum capaci-
tance will be calculated, and later a smaller capac-
itance value needs to be calibrated through simula-
tions. The τ constant shown in equation 3 relates ca-
pacitor load time to the circuit resistance and capaci-
tance

τ = RC (3)

During the time given by the RC constant, a capac-
itor gets 63% charged/discharged [12]. For a 99.3%
load, it takes 5τ [13]. If a charge time of T = 5τ re-
place τ at equation 3 then the equation 4 will provide
capacitance that can be used in the circuit.

C =
T
5R

(4)

In order to obtain the time T on equation 4, the
circuit frequency needs to be analyzed. The time for
the capacitor be fully charged needs to be less than
the time to signal AC changes from zero to the max-
imum voltage value. That time is exactly 1/4 of the
cycle time. For 13.56MHz, it is 0.0184µs.

In order to determine the resistance R, the
Thevenin method for equivalent resistance can be
used. The R resistance applied to equation 4 results
in a reference capacitance that needs to be calibrated
by simulations. Its occurs because the R resistance is
not constant in this circuit.

7 Type of Transistor

In this work halo implanted transistors of small chan-
nel were used. Although this kind of transistor has
some problems such as threshold voltage mismatch,
caused by the halo implant, [14] they offer the ad-
vantage of having less internal resistance [14]. This
smaller internal resistance helps the circuit to waste
less energy on its own operation.

www.astesj.com 1022

http://www.astesj.com


J.R.C. Louzada et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1019-1025
(2017)

8 Transistors Sizing

The transistors sizing takes 4 steps. The first step is
used to obtain the current to be provided by the recti-
fier transistors. This amount of current sets the min-
imum size of the four rectifier transistors according
to the technology used. After selecting the size of the
four rectifier transistors, the others three steps are re-
lated with the comparator.

In the second step 2, transistors Q10 and Q12,
which form the inverter are chosen. Those transistors
need to be large enough to supply current to the rec-
tifier. Besides that, Q10 and Q12 need to be designed
to switch the inverter exactly at half of the DC signal
voltage.

The next step would be the design of transistors
Q9 and Q11 that form the main voltage divider and
provide voltage to the inverter. Nevertheless, since
the gate of Q11 is controlled by Q13 and Q14, the
auxiliary voltage divider, therefore the voltage divider
Q13Q14 needs to be designed first.

While the main voltage divider needs to provide a
voltage of (AC signal)/2 to the inverter, the auxiliary
voltage divider needs to provide a voltage larger than
(AC signal)/2 to the gate of Q11 in order to turn it
on a little earlier. Thus, in step 3 the voltage divider
Q13Q14 needs to be designed to provide voltage ((AC
signal)/2 + δ). In our work we have chosen δ = 100mV,
but a different voltage is acceptable.

The fourth step, after designing the inverted and
the auxiliary voltage divisor, the main divisor needs
to be designed to provide (AC signal)/2 voltage. Since
the auxiliary voltage divider controls the gate of Q11
it can be a little difficult to obtain the Q9 and Q11
sizes. A simulation tool can help this task.

After the 4 steps, the capacitor needs to be calcu-
lated, as described in section 6.

Figure 9 summarizes all the steps described in this
section.

Figure 9: Transistors Sizing Flowchart.

9 Results

In order to simulate an input sine-wave at 13.56MHz,
of 1.3V peak was used.

Figure 10: Output of wave form using the proposed
comparator.

Figure 10 shows the output waveform. The out-
put DC voltage is 1.2V and the output peak current is
55.55mA under a reverse current of -1.47mA. In order
to trace this curve, a capacitor of 20nF and a resistor
of 193 ohms were connected in parallel as load [6].

Figure 11: Relationship between input voltage and
PCE.

The maximum ηrectif ier obtained is 0.92 and it was
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Parameter This Work [11] [5] [4]
Input Frequency (MHz) 13.56 13.56 13.56 13.56
Input Amplitude (|Vac|) 1.3 1.5 3.8 3.5

Output Voltage (V) 1.2 1.33 3.1 3.2
R Load (KΩ) 0.193 1 0.1 1.8

Output Power (mW) 44.93 1.8 96 5.7
PCE (%) 92 81.9 80.2 87

Process Technology (µm) 0.13 0.18 0.5 0.35

Table 1: Comparison with previous works.

computed using the same method described in [6] that
can be obtained from equation 2. The curve of input
voltage vs PCE is shown in Figure 11.

Figure 12: Relationship between input and output
voltage.

Figure 12 shows the relationship between input
and output voltage.

Table 1 shows a comparison to other works. It is
possible to verify the PCE achieved was compatible
with other reported rectifiers and that the output volt-
age is compatible with implantable devices.

10 Conclusion

In this extended version it is presented a low power
rectifier, on a new operating condition, using a pro-
posed comparator. The comparator is intended to re-
duce the switching delay of the rectifier transistors,
in order to decrease the reverse current. It was ac-
complished by using an extra capacitor and an ex-
tra voltage divider as compared to the original two-
input common gate comparator. Those comparator
and rectifier were designed and simulated on 0.13µm
CMOS process. The circuit was designed to work at
13.56MHz with an input signal of at least 1.3Vac. The
rectifier efficiency increased by 10% when compared
to the original paper and it can achieve a 92% of max-
imum efficiency at 1.2V.
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 The research in Neuro-Prosthetics is gaining more significance and popularity as the 
advancement in prosthetics control allows amputees to perform even more tasks. Indeed, 
the improvement of classification accuracy is a challenge in prosthetics control. In this 
research, a system is developed in order to improve the multiclass classification rate. Two 
classifiers namely Artificial Neural Network(ANN) and Support Vector Machine(SVM) are 
trained to recognize five different myoelectric motions of hand fingers. The 
Electromyography(EMG) signals are acquired using surface electrodes placed on the 
forearm at specific nodes. The signal conditioning is performed using two stage filtering 
and amplification followed by digitization process. The final version of EMG signals is 
correlated in joint time and frequency domain for best feature vectors done via Discrete 
Wavelet Transform (DWT). The feature vectors are used to train the ANN and SVM. The 
classification results show an exceptional performance of ANN with classification accuracy 
of 98.7%. over the SVM, which is 96.7%. 
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1. Introduction  

   A lot of work is done in the field of bionics and kinematics. The 
purpose is to identify the finger movements. Electromyography is 
a procedure commonly used to assess the muscular activity 
created by skeletal muscles when fired by neurons. These signals 
can be used to detect muscular diseases and disorders etc. Some 
of the applications are found in prosthetics control where EMG 
signals are used for the robotic control of hands, arms and fingers. 
The most frequently used approaches for acquiring EMG signals 
are surface and intramuscular methods.  In first case, surface 
electrodes are placed on specific nodes on forearm in pair form. 
A reference or a neutral point is defined usually taken as bone and 
a single electrode is placed on it. The EMG signal picked up from 
nodes have a small amplitude usually in millivolts and contains 
noise of line and skin impedance. Signal conditioning of these 
EMGs is needed to further processing. Feature extraction is a 
significant step following signal acquisition. It helps to identify 
and extract useful information present in signals. These feature 

vectors are used for training, validation and testing of the 
classifier used for classification. Thus, the pattern recognition 
method has an important role.  

   A technique used for multi-channel classification of surface 
EMG using support vector machine (SVM) and signal based 
wavelet is reported in [1]. The algorithm is trained to classify 
EMG signals of six hand movement. The technique showed an 
overall classification accuracy of 95%. 

   There are some works which describe the use of SVM either in 
medical findings [2] or related to myoelectric prosthetics control. 
Crawford et al. [3] described the use of SVM for Myoelectric 
classification. The purpose is to control a robotic arm with 4 
degrees of freedom. A set of seven single electrodes placed on the 
forearm were employed to distinguish eight hand gestures. The 
results showed a classification rate was over 90%, 

   The hand gesture EMG recognition based on ANN technique 
has been reported in [4,5]. A back-propagation ANN classifier 
with Levenberg-Marquardt training algorithm was used. The 
network used features in time and frequency domain. The results 
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showed that ANN can classify six different hand movements (left, 
right, up and down) with an error rate of 11.6 %. 

   Similarly, Bitzer and Smagt have also used SVMs to identify 
six different finger actions with ten double differential electrodes 
placed near to the wrist [6]. The accuracy was between 90-94% 
for relax and pronation postures of arm. Another work reported 
by Lucas et al. [7], shows a multi-channel classification problem 
where Myoelectric identification was performed in order to 
distinguish six different movements of the hand based on SVM 
and wavelet coefficients. Final results show that the optimal 
wavelet selection favors the performance of classifier, giving an 
average error rate of 5%. 

   Some work related to the five fingers motion identification has 
been reported in [8]. The two-layered feed forward neural network 
was trained to identify 16 features from five fingers motion. The 
ANN was able to classify the features with the maximum 
classification rate of 96.7%. 

   The main aim of this research is to improve the classification 
rate by designing a hardware and software based system. A 
hardware module consists of filters and amplifiers is designed for 
capturing an optimum EMG signal in meaningful frequency range. 
Firstly, the EMGs are acquired using electrodes placed on nodes 
and are conditioned by filters and amplifiers. The conditioned 
signals are digitized and read in MATLAB which are then 
subjected to transformation in joint time and frequency domain by 
Discrete Wavelet Transform (DWT). The features returned by 
DWT are availed to trained the ANN used to classify five finger 
movements. A total of 500 utilized feature vectors will be fed up 
to the input of neural network for training, validation and testing. 
To compare the performance results, SVM is also trained. 
Furthermore, the classification performance of ANN and SVM is 
compared when classifiers are subjected to testing data. Finally, 
the efficiency and robustness of SVM and ANN is also discussed. 

   The classification results of ANN show an improved 
classification rate of 98.7% achieved in five fingers classification. 
The performance results of ANN showed an edge over the 
performance of SVM which is 96.7%. The network robustness is 
depicted by the superb performance plots of the neural network.  

2. Material and Method 

   This research is carried out in flow stated in Figure 1 below. 
The block diagram shows the phases for EMGs processing.  

Figure 1: Flowchart of the research 

2.1. Electrode Placement 

   Signals are acquired from five fingers using surface EMG 
Electrodes. Gelled Ag/AgCl electrodes are used as it helps in 
creating good contact between skin and electrode thus mitigating 

skin impedance. To avoid crosstalk and distortion suitable size 
and distance of electrodes is chosen. The size of electrode is 
chosen 10mm as suggested by SENIAM [9] and European 
inventory. For each finger two electrodes are used in pair 
configuration. These electrodes are placed between motor units 
and tendon insertion of muscles with the inter-electrode distance 
of 20mm between them. For each finger, the electrodes are placed 
on forearm on specific nodes as shown in Figure 2. The reference 
electrode is placed at back side of hand on bone giving a reference 
signal to differential amplifier used for filtration in next step. 

 

Figure 2: Electrode placement on forearm for signal acquisition  

   A stereo cable is used to connect electrode and the signal 
conditioning circuit. One end of the cable has a dual-channel 
stereo jack and other end consists of alligator clips. 

2.2. Signal Conditioning Circuit 

   In order to remove noise from EMGs, a signal conditioning 
circuit is implemented as shown in Figure 3.  It consists of five 
channels for five fingers respectively. Stereo jack sockets are 
utilized to connect the connecting wires. 

 
Figure 3: Hardware module used for signal conditioning 

2.3. Differential Filtration 

   Signals acquired from electrodes contain noise due to skin  
Impedance and connecting leads. An instrumentation amplifier 
AD623 is used to remove noise. The signals are read with respect 
to reference electrode and their difference is amplified as shown in 
(1). The common mode rejection capability of the amplifier 
removes noise from signals. The read signals are free of noises 
such as power lines noise. Indeed, the CMMR is an important 
factor for any differential amplifier as it eliminates any correlated 
signals that come from power sources or electromagnetic devices. 
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The CMMR determines how well the input signals have 
subtracted. AD623 provides better CMRR, high input impedance 
and strong DC voltage suppression, therefore, keeping the error to 
a minimum. The CMRR for amplifier remains constant up to 200 
Hz. Figure 4 shows the schematic of the instrumentation amplifier 
used for differential filtration. 

Figure 4: Circuit diagram for differential amplifier 

3
2 1

1

( )out
RV V V
R

= −                                                                   (1) 

Where R1=R2=47 kΩ and R3=R4=33 kΩ 

2.4. Bandpass Filtration and Amplification 

   To select the useful range of frequencies and amplification, a 
low voltage operational amplifier LMV358 having voltage range 
between 2.7 V and 5.5 V is used. LMV358 is dual low voltage 
amplifier. First op-amp is used as frequency selective bandpass 
filtering and amplification. The frequency range is selected 
between 100-500 Hz. Figure 5 shows the schematics of the 
bandpass filter and amplifier. 

Figure 5: Circuit diagram for bandpass filter 

   In figure given above R1 = 1 k, C1 = 0.47uf, R2 = 270 k, C2 = 
560pf. The equations for bandpass filter are given as follows: 

2
1 2

1 1 1 2 2

1 1( ) , ,
2 2c c

RGain Av f f
R R C R Cπ π

= − = =          (2) 

   To enhance the resolution of recoded signals, amplification is 
also required. Amplifier of high quality having adjustable gains is 
used. The second operational amplifier in LMV358 is used as 
inverting amplifier with adjustable gain. The values of resistors 
are selected such that the op-amp provides negative gain of 250, 
therefore, during each acquisition of EMG signal the signal to 

noise ratio gets maximized and EMG signals are amplified to 
appropriate levels. Figure 6 shows the schematic of an inverting 
amplifier used for amplification. 

( ) fout

in in

RVGain Av
V R

= = −                                                      (3) 

   Figure 6: Circuit diagram for an inverting amplifier 

After amplification, EMG signals are subjected to a peak detector 
circuit. It consists of diode which renders only positive deflections 
of the signal. The random nature in amplitude of EMG signals 
exists even after rectification. To extract amplitude related 
information, the concept of smoothing is adopted by using the RC 
combination as a low pass filter to suppress high frequency 
fluctuations in the EMG signal. The deflections in EMG signal 
appear smooth and the peak value of EMG signal is easily 
captured by RC combination. 

   After passing the EMG signals through various steps of signal 
conditioning, filtration, amplification and rectification, the final 
signal is obtained as shown in Figure 7. This is the positive signal 
with average amplitude lies in range of 0-5V as ensured through 
previous amplification.  

Figure 7: The final waveform of a conditioned EMG signal 

2.5. Analogue to Digital Conversion 

    Signal conditioning steps remove noise and amplify the signals 
to appropriate levels. These signals then need to be used in Matlab 
for further processing. An Arduino Uno board based on 
ATmega328P is used for analog to digital conversion. It uses a 
built-in 10-bit ADC at a sampling rate of 8.6 kHz according to the 
Nyquist criteria. The analog voltages are mapped between 0 and 3 
V with resolution of 1024.  
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 Digital signals from the Arduino are read in Matlab through 
serial interface of Arduino. 9600 baud rate is used. For ease of 
coding a hardware support package of Arduino is used in Matlab.  

2.6. Feature Extraction 

   Feature extraction is important step for any classification 
problem as it helps to extract important information from the 
signals. The features acquired in this step are used as training data 
to classifier. Wavelet transform transforms the stochastic EMG 
signals into time and frequency based information which is 
helpful in finding the harmonic contents and better diagnostic 
possibilities as compared to the conventional Fourier transform. 
The rapid variations within a signal can be accurately studied and 
analyzed using wavelet transform. As can be seen in the Figure 9, 
the Fourier transform forms a constant frequency resolution as the 
signal is divided into constant time window. However, in the case 
of wavelet transform the signals are divided into different time 
windows with different range of frequencies which provides 
better allocation for high frequency components in the signal. 
Another advantage of wavelet transform is simple computation 
and less complexity as compared to the Fourier transform. 

Figure 9: Comparison between Fourier and wavelet transform 

   Since, the DWT exhibits good frequency resolution at low 
frequencies and good time resolution at high frequencies [10], 
therefore, the DWT is chosen as a feature extraction technique for 
surface EMG signal. The DWT coefficients of a signal x(n) may 
be obtained as: 

,( , ) [ ] [ ]a b
n z

C a b x n n
=

= Ψ∑                                                       (4) 

,
1[ ]a b

n bn
na
− Ψ = Ψ 

 
                                                       (5) 

   Where a is scale, b is translation and ѱ(n) is a discrete wavelet. 
The Daubechies 4 or db4 wavelet window is used as it provides 
best correlation with the EMGs, therefore, giving best feature 
vectors for training the classifiers. The DWT is achieved by 
passing the signal x[n] through two complementary filters, a low 
pass filter having impulse response g[n] and a high pass filter 
having impulse response h[n] as shown below: 

[ ] [ ] [2 ]g
k

y n x k g n k
∞

=−∞

= −∑                                                      (6) 

[ ] [ ] [2 ]h
k

y n x k h n k
∞

=−∞

= −∑                                                       (7) 

   The application of two filters gives the approximation and 
detailed coefficients containing information about the shape and 
sharp variations of the signal respectively. For capturing sharp 
variations in the five fingers EMG signals, the detailed 
coefficients are used as features for training the classifiers.  

   Hence, the DWT helps to analyze the EMG signals at different 
frequency band with different resolution which is helpful to 
extract best feature vectors for training ANN and SVM. 

2.7. Feature Classification 

   The features extracted from EMGs are utilized to train ANN 
and SVM.  

2.8. Support Vector Machine (SVM) 

   Support Vector Machine (SVM) was first introduced by Vapnik 
and Chervonenkis at 1965. SVM is a supervised learning 
technique used in the field of machine learning. In SVM, the 
training is reformulated in such a way to achieve a quadratic 
programming problem whose solution is unique and global. The 
detailed information regarding the SVM can be found in [11]. 
SVM is a binary classifier whose output is estimated by the given 
empirical data: 

 

 1 1( , ),...., ( , ) { 1}N
m mx y x y R∈ × ±                                     (8) 

   The problems related to non-linear problems are solved by 
mapping the original data into a feature space. The mapping data 
is linearly separable in feature space. Function 𝜑𝜑(𝑥𝑥), which maps 
the training vector 𝑥𝑥𝑖𝑖into a higher dimensional space, requires to 
belong to a dot product space. The dot product of mapping 
function is termed as kernel: 
  

( , ) ( ) ( )T
i j i jk x x x xϕ ϕ=                                                                 (9) 

   The group of data that is mapped in high dimensional linear 
space is divided in two labeled classes by a hyperplane. The 
labeled classes are shown as: 
 

( ) 0Tw x bϕ + =                                                                        (10) 

,Nw R b R∈ ∈  

To ensure maximum margin between separating classes, the 
selection of a suitable hyperplane is necessary. To construct this 
hyperplane, we need to solve the following quadratic problem: 

2

1

1min
2

m

i
i

w C ξ
=

+ ∑                                                              (11) 
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   where ξ  is called the slack variable, which takes values for 
each 𝑥𝑥𝑖𝑖. It is related to the concept of soft margin, whereas, C is 
the tuning parameter used to tolerate errors and balance the 
training data. Equation (11) can be solved by the introduction of 
a Lagrange multipliers 𝛼𝛼𝑖𝑖  through next expression as: 

1 1

1max ( , )
2

m m
i i j i j i ji j

y y k x xα α α
= =

−∑ ∑                          (12) 

1
0,0 ,m

i i ii
y C iα α

=
= ≤ ≤ ∀∑                                               (13) 

Solving (12) leads to an optimal decision function as: 

1
( ) sgn{ ( , ) }m

i i ii
f x y k x x bα

=
= +∑                                    (14) 

   The decision function shown in (14) depicts that the classifier 
has an extension in terms of a subset of the training data. Those 
patterns whose 𝛼𝛼𝑖𝑖 is non-zero, are termed as support vectors. The 
non-linear classification can be achieved by introducing different 
kernel functions, which computes the inner product of 
vectors 𝜑𝜑(𝑥𝑥𝑖𝑖)  and 𝜑𝜑(𝑥𝑥𝑗𝑗) . These typical kernels functions include 
lineal, quadratic and radial functions. The SVM inherently is a 
binary classifier and performs classifications on two class 
problems. To solve multiclass problems, like in our case for five 
fingers motion classification, we need to extend the capabilities 
of SVM to multiclass approach. Therefore, for multiclass SVM, 
(8) can be represented as: 

1 1 1( , ) ,...., ( , ) {1,... }N
m m kx y x y R k∈ ×                                  (15) 

 
   The theme is to train 5 independent binary classifiers so that 
each one is trained to discriminate the training samples in only 
one class against all the remaining classes. For classifying a new 
sample, 5 classifiers work separately, the one giving largest output 
is chosen as an estimated class. This scheme is referred to as the 
one-against-all. It is simple, fast and accurate method to 
implement. The kernel function used for separating patterns is a 
quadratic function having box constraint level equal to 1. 

2.9.  Artificial Neural Network 

   In this paper, the pattern recognition of the features is done 
using the ANN as shown in Figure 10.  

Figure 10: The structure of Neural Network 

The first output neuron in the hidden layer is given by (16). 
 

1 1 1( )a f IWp b= +                                                                  (16) 
 
   Whereas 𝑎𝑎1 is the output vector from the input layer, IW is the 
weight matrix of input,  𝑓𝑓1 is the hidden layer transfer function 
and 𝑏𝑏1 is the hidden layer bias function. Similarly, the first output 
neuron of the output layer can be expressed as: 
 

2 2 1 1 2( ( ( )) )a f LW f IWp b b= + +                                      (17) 
 
   Whereas 𝑎𝑎2  is the output vector of output layer, LW is the 
weight matrix of output, 𝑓𝑓2 is the output layer transfer function 
and 𝑏𝑏2 is the bias vector of output layer. The network is a two-
layered feed forward network having with a sigmoid transfer 
function in hidden layer and a SoftMax transfer function in the 
output layer as depicted in (18) and (19) respectively. 
 

1( )
1 nf n

e−=
+

                                                                      (18) 

( ) ( )
1

1 exp T
h x

xθ θ
=

+ −
                                                      (19) 

   The network has 10 neurons in the hidden layer. The network is 
trained using scaled conjugate gradient backpropagation. The 
backpropagation is performed on the whole feedforward network 
in order to improve the results of ANN. This technique is referred 
to as fine tuning of a whole ANN. The theme is to retrain the 
whole network in a supervised fashion. In backpropagation 
training, the goal of training is to mitigate 𝜆𝜆(𝑤𝑤)  which is the 
square error taken over all n vectors. 

( ) ( )2

1 1

n k

kp kp
p k

w d oλ
= =

= −∑∑                                                    (20) 

   Where 𝑑𝑑𝑘𝑘𝑘𝑘 and 𝑜𝑜𝑘𝑘𝑘𝑘 is the desired output and network output for 
node k and p respectively During training, the backpropagation 
algorithm fine-tunes the weights that are randomized initially 
respective to the steepest gradient along the surface of error. 
Weights are set as per their influence to the output which is done 
by the method of reusing the squared error signal through weights 
layers. Training is proceeded by the presentation of each 
normalized input vector z and its equivalent output target vector 
d, until each 𝜆𝜆(𝑤𝑤) becomes smaller than the maximum allowable 
error 𝜆𝜆(𝑤𝑤)𝑚𝑚𝑚𝑚𝑥𝑥 . The presentation of complete set of training data 
to the network is called an epoch.  

   The performance of ANN is evaluated based on cross entropy. 
During the learning process, the ANN goes through various stages 
in which the reduction rate of error is very slow which can 
influence the learning process. For solution, the mean square error 
(MSE) is replaced by cross entropy error function. The results of 
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error function show a better performance having a shorter 
stagnation period. The original MSE function for all training 
patterns is given by 

( )2

1

1 { }m
m k kk

E t y
m =

= −∑                                                    (21) 

   where 𝑡𝑡𝑘𝑘 represents the target value and 𝑡𝑡𝑦𝑦 is the actual value of 
network. In the backpropagation technique, the error through the 
iterative updates of weights is minimized for all training patterns. 
In practice, this approach allows the network to have a good 
performance but convergence rate is slow. Therefore, in order to 
accelerate the backpropagation, we propose the following cross 
entropy error function to be minimized: 

1

1 { [ ln (1 ) ln(1 )]}m
m k k k kk

E t y t y
m =

= + − −∑                     (22) 

 
   To minimize the error 𝐸𝐸𝑚𝑚 , each weight 𝑤𝑤𝑗𝑗𝑘𝑘  is updated 
proportional to the partial derivative of 𝐸𝐸𝑚𝑚, with respect to weight. 
Using the mean square error, the partial derivative of 𝐸𝐸𝑚𝑚  with 
respect to 𝑤𝑤𝑗𝑗𝑘𝑘   is 
 

.( ) (1 ).m
k k k k j

jk

E y t y y z
w

σ∂
= − −

∂
                                             (23) 

By using the cross-entropy error function, (20) becomes: 
 

.( ).m
k k j

jk

E y t z
w

σ∂
= −

∂
                                                            (24) 

 
   Hence, the error signal that propagates back from each output 
unit becomes proportional to the difference between target value 
and actual value. This leads to a better network performance along 
with shorter stagnation period. A total of 350 samples are used to 
trained the ANN. The network performance is tested using 150 
samples of EMG data. 
 
3. Experiments 

3.1. Simulation of Signal Conditioning Circuit 

Schematics and simulations of the circuit are carried out using 
Proteus Software. The differential filter removes the noise by 
amplifying difference of two signals. This removes the noise due 
to the skin impedance and terminals of the connecting wires. The 
bandpass filter selects the frequency range of 100-500 Hz and 
provides 250x gain, thereby, removing the power line noise and 
giving an optimum signal in meaningful frequency range. The 
millivolt signal is amplified to more than 2 volts which is 
appropriate level for further processing. The impedance of wires 
interfacing the electrodes and the circuit board is matched to, that 
of the board mainly, the input of differential amplifier for ensuring 
the maximum power transfer.  

   The circuit’s performance shows that this configuration of 
hardware components is suitable for EMG signal acquisition. The 
fingers movement is depicted in Figure 11. The EMG signal is 
recorded as a result of individual finger movement. A total of 500 
samples are taken from finger patterns which is then used for 
feature extraction followed by the training, validation and testing 
of the classifier (ANN). 

Figure 11: The five fingers movement pattern for EMG signal acquisition 

   The EMG data acquired from five fingers are sent via serial 
interface to the Matlab workspace. Shown in Figure 12 are signals 
for five fingers read through serial port of Arduino in Matlab. The 
Arduino Hardware support package is used in Matlab for having 
simplicity in serial interface. This package allows to import the 
libraries of Arduino in Matlab, therefore, giving a sophisticated 
way to program the controller in Matlab and to read serial data 
from its serial interface. The data read in Matlab is stored in an 
array form in the workspace of Matlab. 

Figure 12: The five fingers EMG signals read in Matlab 

3.2. Feature Extraction and Classification 

The feature extraction and classification was performed in Matlab 
2017a software. Discrete Wavelet Transform (DWT) was used for 
feature extraction from EMG signals. The Daubechies 4 or db4 
wavelet window is used for best correlation with EMGs as 
discussed previously. It provides approximation and detailed 
coefficients containing information related to shape of signal and 
sharp variations in the signal respectively. The detailed 
coefficients or high frequency components as shown in Figure 13 
are used as feature vectors for training of the classifier. 
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Figure 13: The DWT detailed coefficients of five fingers respectively. 

3.3. Cross Entropy 

   During training the ANN, there is a measure of error between 
computed outputs and the desired target outputs of the training 
data. The most common measure of error is called mean squared 
error. The performance of ANN based on cross entropy is shown 
in Figure 14(A). The results show best performance of 0.024758 
at epoch 27. The steep fall of training curve shows best 
performance of ANN achieved during training. The performance 
of ANN is tested by 150 samples of data which is depicted in the 
curve of testing. The ANN converges to output in a very small 
stagnation time as can be seen in Figure 14(A).  
 
3.4. The Confusion Matrix 

   The confusion matrix is used to estimate the quality of the output 
of a classifier on the specified data set, providing an insight of the 
errors and specially the types of errors made during the 
classification. The diagonal elements characterize the number of 
samples correctly classified by the classifier, while non-diagonal 
elements are those that are misclassified by the classifier. The 
higher values in diagonal depicts the better accuracy of the 
classifier. The theme is to divide the correct predictions by total no 

of predictions made by the classifier to output the percentage 
accuracy as given below. 

( )1 100
n

pp
y

Accuracy
n
== ∗

∑
                                               (25) 

   Whereas 𝑦𝑦𝑘𝑘  corresponds to correct classification taken over 𝑛𝑛 
patterns. The confusion matrix showing the results of ANN 
classification using 10 hidden neurons are shown in Figure 14(B). 
The confusion matrix of SVM is shown in Figure 15.  

Figure 15: The confusion matrix of SVM 

   The overall accuracy of classification is calculated to be 96.7%. 
The ANN matrix shows an excellent classification accuracy of 
98.7% which is an edge over the accuracy of SVM. The 
classification accuracies using SVM for each finger are given in 
Table 1 whereas the classification results of ANN are listed in 
Table 2.  

3.5. The Receiver Operating Characteristics 

   Receiver Operating Characteristic (ROC) curve is also used to 
assess the classifier output performance. ROC curve plots the 
True Positive Rate (TPR) on Y axis, and False Positive Rate (FPR) 
on X axis. This characterizes an ideal point, a false positive rate, 
to lie on the top left corner of the plot, giving a FPR of zero, and 
a TPR of one. This type of characteristic gives a greater area under 
the curve (AUC) for achieving best performance. The Figure 14(C) 
shows the ROC of ANN output. Figure 16 shows the ROC of 
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Figure 14: The plots showing the performance of ANN. (A) shows the performance of ANN training, validation and testing respectively. (B) shows the confusion 
matrix classification results of ANN obtained using 10 hidden neurons. (C) shows the ROC for five classes respectively. 
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SVM. The ROC curve of ANN is the representation of an 
excellent performance, giving AUC = 0.983, whereas, the ROC 
for SVM is 0.978. The steepness observed in curves of both ANN 
and SVM is also very significant, thereby, maximizing the TPR 
while minimizing the FPR. 

Figure 16: The ROC of SVM 

Table 1 Classification accuracy of five fingers using SVM 

Finger 
Name 

Total 
Samples 

Classified 
samples Accuracy Error 

Index 30 29 96.67% 3.33% 
Middle 30 28 93.3% 6.7% 

Ring 30 30 100% 0% 
Pinky 30 28 93.3% 6.7% 

Thumb 30 30 100% 0% 
Overall Accuracy & Error 96.7% 3.3% 

Table 2 Classification accuracy of five fingers using ANN 

Finger 
Name 

Total 
Samples 

Classified 
samples Accuracy Error 

Index 30 30 100% 0% 
Middle 30 30 100% 0% 

Ring 30 30 100% 0% 
Pinky 30 28 93.3% 6.7% 

Thumb 30 30 100% 0% 
Overall Accuracy & Error 98.7% 1.3% 

4.  Conclusion 

   A noise free and an optimum EMG signal is captured by the 
signal conditioning circuit. The feature vectors obtained through 
DWT is best for feeding the classifier as it provides maximum 
correlation with EMGs. The binary SVM is made capable of 
solving five class finger recognition problem via multiclass 
approach. The SVM showed an overall accuracy of 96.7% with 
an average error rate of 3.3%. The two-layered feed forward 
network showed an excellent performance over the SVM in the 
classification of EMG signals showing a minimum error of 1.3%. 
The accuracy is improved to 98.7% with 10 neurons being used 
in hidden layer. The network is converged in a small stagnation 
time. In future work, the two-layered feed forward network can 
be extended to multilayered deep networks, for improving the 
classification accuracy. Moreover, the multiclass SVM and ANN 

network proposed can be used to recognize several hand gestures 
at certain degrees of freedom proving more robustness in the 
prosthetics control specially for amputees.  
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 In this paper considered the movement of multi-agent system that consists of several UAVs 
that carry out monitoring ground surface. The multi-agent system includes a lead agent and 
several agents-members of the group. The motion of this system occurs along a trajectory, 
which is determined by the initial conditions, its mathematical model and obstacles on the 
route. Only the leader of the group knows the ultimate goal of the movement. The motion 
of this structure is considered in the potential field, which determined the forces of 
attraction and repulsion and created control signals by measuring the distances to the 
nearest neighbors. This allows the UAV group to consider an aggregate that has some size 
and to describe its motion the system of differential equations of second-order. As UAV 
selected Quadrotor. In this investigation, the stability conditions of such motion are 
considered, and simulation of approach is proposed. 
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1. Introduction  

UAV is a popular air reconnaissance platform due to developed 
technologies that it were allowed to use a large number of 
constructive elements and motion control components for its 
creation. Now developers of unmanned vehicles pay attention to 
air platforms with the possibility of vertical launch and landing and 
existence a programmable control such as a Quadrotors that were 
developed recently. 

Compared with other types of UAVs the Quadrotor differs 
accuracy of positioning, fly stability, allowable flight time, 
payload, and reliability. Such platforms can not only carry a 
payload, but also fly a flexible program. Their main tasks can be 
ground surveillance, execution of search and rescue operations, 
fire detection, cargo operations and military tasks. The advantage 
of the UAV is a low cost operation, no pilot that rules out the risk 
of loss of human life, existence software for performance of variety 
problems. 

Intuitively, we can assume that application of the group of 
UAVs is more effective than the application of one aircraft. As 
parameters of evaluation of the effectiveness of the group except 

for accuracy and time performance can be the number of 
assignments, objectivity and reliability of its performance. 
However, group behavior is more difficult than the behavior of one 
UAV. 

An important task, as in the case of one UAV, is path planning 
of a group. This task complicated the flight safety requirement. The 
distance between UAVs should be neither small, nor very large in 
order to keep the integrity of the group. Usually minimum distance 
between elements of group must not less than 2-3 maximal length 
of aircraft. The requirement of flight safety is achieved by 
increasing the distance between the UAVs. Maximum distance 
must to accord stable communication between elements of group. 
Thus for maintaining the integrity of the group distance between 
agents should not be too large. 

Group’s elements should know how to interact in order to 
achieve mission goal. To solve it, we consider methods that are 
based on behavior of herds of animals, birds and insects. 
Unfortunately, not all of them are suitable for application in 
technical means because it needs definition the man-operator role, 
group of UAVs should not be too large otherwise it technical and 
calculated complexity realization of this system will lead to 
expensive of managing system. Flight control of big UAVs team 
is need transmission the significant data flow and increasing time 
on decisions making.  
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For solving main problems, the behavior of group used agent-
based approach as usually. Tasks performance also should be 
provided by mechanisms and procedures of interaction for 
achieving common goal. The classic approach to solving this 
problem is the use in scientific works of methods based on the 
analogies with sociality in animals and especially in insect 
societies. However, not all of these methods are suitable for use in 
technical means, as a group of technical agents usually manages 
by human operator, the group consists of a limited number of 
UAVs, and it must operate in a real environment where there is 
interference and obstacles movement. Considering these 
properties increases the flow of data in the system, leads to an 
increase computational and technical complexity of a system. 

In some cases, the performance of tasks limited interference of 
artificial or natural origin. Impact of power interference on the 
group flight leads to restructure of a group or change the route in 
order to achieve flight objectives. Thus, the interference signals 
should be known for synthesis of a control law. 

The problem formulation involves the traditional description of 
group behavior as a dynamic system with restrictions on the 
intervals and the distance between the individual elements of the 
group. The group performs the movement on a route. There are 
fixed obstacles that located on the path of its movement. The 
mission of a group is to reach the goal and to avoid collision on the 
route. 

In this paper considered movement of Quadrotors group that 
carry out monitoring of ground surface. Main problem of this task 
we consider the maintenance the group size for following of the 
route. Group consists of an agent-leader and agent-members that 
are fulfil their task in some closed region, where located an 
obstacles. One of problems that should be solved is to overcome 
an obstacles type of «bottleneck» on a route of UAVs. 

The structure of this paper is organized as follows: in the next 
section, related work on the behavior of UAVs group is reviewed. 
Section 3 gives the system model and problem formulation. 
Section 4 provides movement stability study in different condition. 
The control laws for movement with and without obstacles are also 
proposed. Analysis of a Quadrotor model as a group element 
conducts in Section 5. Simulations conducts in Section 6. Section 
7 concludes the paper. 

2. Related work 

This paper is an extension of work originally presented in 
International Conference “Methods and Systems of Navigation 
and Motion Control (MSNMC)” [1], which considered a 
description of group dynamics UAV in the presence of fixed 
obstacles.  

Despite the fact, that currently drawn a lot of reviews and 
publications on multi-agent systems, the most common questions 
about this type of systems given in [2]. This monograph 
introduces the concept of autonomous agents capable of 
performing independent activities. Generalized architecture of 
agent system has three levels of management that are answer for 
the planning, conduct and interaction of the system. 

The results of the use of multi-agent systems when performing 
practical tasks is given in [3-6]. In [3], for example, using the 
principles of ant colony for wireless sensor networks and new 
routing functions is considered. The proposed algorithm of 
optimization synthesized by on a probabilistic procedure, 

whereby authors cannot reduce the amount of computational 
operations that occur during the delivery of information packets. 
The positive results obtained by the authors using known 
approaches based on search algorithms, evaporation and 
aggregation. 

In [4] proposed algorithms coordination and optimization of 
multi-agent system RobotCup to perform rescue operations. 
Coordination of agents carried out on protocol that provided by 
some agreements and optimization by the way modified A* 
algorithm and search Nilsson’s algorithm. The work demonstrates 
the advantages of decentralized management for these tasks. 

The authors [5] consider UAV swarm consisting of 
Quadrotors whose actions modeled by algorithms of behavior of 
animals and insects swarm. Conducted experiments revealed that 
quality of multi-agent system depends on the number of agents, 
but increases the number of links in the group, making it difficult 
to manage the system. 

The problem of robot control and dynamic goal on surface 
coordinates is represented in [6]. Robot movement occurs in 
additive potential field of attractive and repulsive forces. These 
functions depend on mutual positions, velocities, and accelerators 
between robot and goal. If deviation of position, velocity and 
acceleration of the robot from the corresponding goal coordinates 
is equal to zero, robot is stopped. 

Tracking the robots of a moving goal are presented in [6], [7]. 
The movement of vehicles [6] and UAVs swarm [7] occurs in the 
additive potential field forces of attraction and repulsion. The 
resulting force depends on the relative position, speed and 
acceleration, developed between robot and objective. Stopping 
robots is performed on speed and acceleration coordinates. 

In [7] considered movement of swarm of UAVs for target 
tracking. The UAVs swarm moving to the target in artificial 
potential attractive and repulsive field. Attractive field will lead 
any free agent to the swarm. Repulsive field helps to avoid 
collisions and to save constant distance between the systems. 
Authors propose main ideas with respect to analytical relations for 
description of potential field. 

The authors [8] introduced the concept of aggregation for 
movement and control operations of units with kinematic links. 
Agents described by integrators and transition to another positions 
performer in sliding mode. The main goal this movement lies in 
the avoidance of "unfavorable" positions on the way. Motion 
carried in potential field, which is a closed area some size. The 
disadvantage of this presentation is to use a large amplitude 
control signals which cause the sliding mode of agents, leading to 
at least to delay the process control. 

The authors [9, 10] offer a description of the actions the group 
of agents for computer network. Agents’ actions are based on the 
protocol of negotiations between neighbors, according to them the 
agent network is created on principles of self-organization. To 
support cooperation agents and avoid delays in the process of 
organizing the authors suggest a mechanism of mutual 
concessions and the management on algorithm Q-learning. 

In solving practical problems the most interesting is route 
planning. Recent results on the topic presented in [11-13]. The 
combination of advanced heuristic search algorithm A* and 
stochastic dynamic programming approach in planning the 
trajectory of an unmanned ground vehicle is proposed in [11]. To 
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avoid the pits, ditches and congestion on the route, the unmanned 
vehicle uses information from optoelectronic sensors, which it is 
equipped, to optimize the route in real time. 

Planning of the route with fixed wing of UAVs by using 
differential geometry solved in [12]. For carrying out the 
maneuver type of slew for a minimum time with constant velocity 
authors propose to build a route on well known Dubins path, arcs 
curves submitted semi-circles and segments of straight lines, but 
the lateral acceleration becomes intermittent. Continuousness of 
acceleration achieved using Pythagorean hodograph. In [13] 
authors solve a similar problem by Bezier curves. 

For a stable and reliable work group is responsible 
communication subsystem. In [14, 15] addresses the problem of 
providing subsystem reliability data. Common approaches to the 
design of the subsystem presented in [14], especially that arising 
in data and algorithms for their consideration could be found in 
[15]. Planning methods trajectory shown in graph theory [16]. The 
motion work is carried out within the given trajectories. In this 
paper, movement is viewed as completely determined task at a 
constant speed and without interference. 

Mission of path planning can be solved by methods of graph 
theory as shown in [16]. Robots are moving between spots of 
interest. Authors assume robot movement to determinate the order 
with the constant velocity and without obstacles. 

An approach of tracking UAVs for the moving target is 
presented in [17]. The movement of a UAVs swarm occurs in 
attractive and repulsive fields that created regarding robot-leader 
by state feedback controller. However, Lyapunov criterion that is 
applied in the work, assumes stability only in the asymptotic 
behavior at large time interval, and it may not be applicable in the 
presence of obstacles. 

The problem of surveillance by swarm of UAV of moving 
target given in [17]. Movement of swarm occurs in a potential 
field created robot's controllers relatively leader by feedback. 
Proposed the Lyapunov criterion for evaluating the stability of 
motion has effect only on a large interval of a time, and it cannot 
used in presence of interference. Practical realization where robot 
follow to target with radio interference was given in [18]. 
Unfortunately, the proposed method is not suitable for controlling 
the UAV. 

Compared to [1], in this work is developed synthesis UAV 
traffic control for a limited size group, which is not fixed and it 
can increase with rounding maneuvers and obstacles. 

Compared to previous work, are proposed in this paper the 
algorithms of explicitly solution of the task moving in bounded 
conditions. The main algorithm creates two tasks. First task is to 
save dimension of the group when naturals or imitation obstacles 
of increase its dimension. Second task is to guarantee performance 
of the main task of group. To solve these tasks, much used 
potential field between robot-members within group and feedback 
control for following for robot-leader of group. Correctness of the 
proposed algorithm is proved. The details of the algorithms are 
presented in Section IV. 

3. Problem formulation 

Let a swarm of N UAVs (further agents) that are indicated as 
A1, …, An, which carry out some task in Euclidean space (x, y, z), 
for example monitoring or reconnaissance areas of the earth's 

surface. For this purpose, agents can use known tactics such as 
"bearing", "wedge" or other, or perform autonomous flight. On 
Figure 1 we can see the flight by "wedge" the group of UAVS, 
N=4.  

 
Figure 1. Group of UAVs, N =4  

Figure 1 shows the trajectory of UAVs group that forms multi-
agent system from the 4-agents and performs the task of 
monitoring a predetermined route; where there are obstacles M1, 
M2 with known coordinates (xM, yM, zM). To avoid collisions and 
saving group configuration when performing motion is assumed 
approximately equal velocity agents ., jivv ji ≠≈  

Such formation of the agents’ behavior we can describe as 
aggregation with some centroid. In order to perform the task of 
group, each agent of aggregation is provided with means of 
communication and motion control. If members act in a limited 
size, additional members may be joined to this formation. Such 
formation is a swarm. 

Let imagine structure swarm of UAVs as some formation of 
limited size. Using the terminology of [8], this is formation called 
aggregate with a center. We assume that each agent provided of 
communications and control means to carry themselves mission. 

Each agent is moving in a three-dimensional Euclidean space. 
On its rout it can meet obstacles. The agent has vertical takeoff 
and landing (VTOL) and it therefore is can to bypass obstacles. 
Thus, agent i-th dynamic is described in space position as pi with 
coordinates pi = (xi, yi, zi) and it has control signal ui. We will 
describe the dynamic model of agent’s motion as an integrator of 
the second order in form [1, 5, 7] 

Agents move in three-dimensional Euclidean space, in which 
can presented obstacles. Existing controls allow them to make the 
maneuver and get around obstacles. Let pi is a position of i-th 
agent and ui is a control signal in space, pi = (xi, yi, zi). Then the 
dynamic model of movement of i-th agent can be described by 
differential equations of the second order as [1, 5, 7] 

 .iii ukp =  (1) 

In (1) рi, ui are functions of a time t. As in [8] we enter 
parameter Dε > 0, which characterizes the size of aggregate that 
for ∀t → ∞ maintained control signals ui 

 )( ci pDp ε→ , (2) 

where position of central agent (leader) in aggregator 
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In (4) ε is a constructive parameter, which is determined by the 
system developer. Equation (4) is a criterion to ensure the 
integrity of the group. 

If on the route of UAVs is obstacles, group configuration is 
change, it selects a new type of configuration, which ensures their 
overcoming, in general, it slightly increases the parameter D(pc) 
so as to ensure inequality D(pc) ≤ Dε(pc). This assume 
reconfiguring the formation in "a small" and does not change the 
overall objective of the group. 

This paper concerns and solves the problem of the synthesis 
of the control of group from n UAV, which moves along the route, 
where there are natural obstacles fixed type, to ensure the fairness 
of condition D(pc) ≤ Dε(pc). 

4. Method of potential field 

As in [6-8, 17], we submit multi-agent system a field of agents, 
which is formed by forces of attractive and repulsion. Attractive 
energy supports the chosen configuration, and the repulsion energy 
keeps agents from collisions among themselves and with obstacles. 

As known [19], the energy of a potential attractive field is 
described by  

 2)(
2
1)( ppEatt ∆µ=∆ , (5) 

where µ > 0 is scaling factor, and ∆pi = || pi – pc || is the Euclidian 
distance between the i-th agent and the agent centric. The view of 
relation to centric agent Ac in uniform attractive field is show on 
Figure 2. This field is weaker in the center and stronger on edges. 

 
Figure 2. Attractive field acting on agent Ac 

Forces of attractive field is constructed as [20] 

 )()()( ppEgradpu attatt ∆µ−=∆−=∆ . (6) 

The repulsive energy is calculated as [19] 
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where ν > 0 is scaling factor, d0 > 0 is constant, which determines 
the maximum distance of action on the closest agent. Veiw of 
repulsive field built in accordance to (7) shown on Figure 3. This 
field is stronger in the center unlike attractive field. 

 
Figure 3. Repulsive field acting on agent Ac 

Repulsive forces similarly (6) we can represent as 
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In (8) p0 is the coordinates to closest agent pi or obstacle pM, 
and  

 ||||max 0
1

0 ppd i
Ni

−=
≤≤

,  

is constant equal of maximum from all of their Euclidean 
distances.  

Then, the general control law, which allows agents to achieve 
the objectives is the sum of components 

 rep
i

att
i

ig
i uuuu ++= , (9) 

where ui is law of motion of i-th agent in the aggregation, and 
rep
i

att
i uu ,  components, which are determined by formulas (6), (8). 

If the i-th agent is the leader of the group, then ui = ul.  
Trajectory of leader determined the dynamics of its motion and 
described by equations, like (1) 
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where ul is known law, the trajectories of other agents are being 
built respect to him. This approach allows to enter two terminate 
state such as start state (0, 0, 0) and final state (pk, 0, 0) for each 
agent system. 

Now consider the three types motion of the aggregation to 
follow on the route: along line, along curve, and with obstacles. 

4.1. Motion along line 

In this case, the leader moves without acceleration. Then (10) 
is transformed into one equation 

 .21 constpp ll ==  (11) 

The mission of i-th agent is to save its position in a group, and 
to prevent exposure on other agents. The control law formed as a 
control 
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For agent leader is set j = l. Here k > 0 is the positive factor that 
define velocity of agent-member. In addition, there are a couple of 
small ξp1 ≠ 0, ξp2 ≠ 0 such that deviations |p1i − p1j| ≤ ξp1 and | p2i − 
p2j | ≤ ξp2, which occur in (12) and is needed to maintain stable 
movement. 

If the leader is in the center of the group, its coordinates 
determined by equation (3), namely 

 ∑∑
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where N* < N is the quantity of neighbors or agents in a group. 
Such type of motion is shown on Figure 4. 

 
Figure 4. Motion UAVs swarm along line 

LEMMA 1. The movement of each agent of group that consist 
of N agents is described by system of differential equations of 
second order in form 
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where p = pi − pj is the appropriate coordinates of i-th and j-th 
agents, i ≠ j, i ≤ n, and j ≤ n. If j = l, is a leader of the group member. 

Proof. This statement follows from (9), (11). 

Corollary 1. Closed loop dynamic system (14) converges to the 
equilibrium position 

 .0,0 2211 ≠−≠− jiji pppр  (15) 

Corollary 2. Agent-members velocity asymptotically 
converges to the agent-leader velocity. 

Corollary 3. In system (14) coordinates pi is pi ≠ pj for any i ≠ 
j, t ≥ 0.  

Corollary 4. If ε<−= |||| ji pрd  is maximal size between 
UAVs in group, the size of formation is D (p) < Dε (p). 

4.2. Motion along curve 

This type of movement is performed with an acceleration, 
condition (11) is not satisfied, and dynamic system (14) is 
transformed into 
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,

22
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upp

pp
l +=
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 (16) 

Coordinates p1, p2 in (16) coincide with the same coordinates 
in equation system (14), but control signal is value max|| Uu < . 
This motion type is shown on Figure 5. 

 
Figure 5. Motion UAVs along curve 

LEMMA 2. Let given factors ky and kp such as ky > 0, kp > 0 is 
true inequality 0/5,0 <py kk , system (15) has exponential 
stability. 

Proof. We represent the system of differential equations (16) 
in the form of a differential equation 

 ,0)()()( =++ tektektek yyyypp   (17) 

where ep = pi − pj, ey = yi − yj, liy yye  −= . If the kp ≠ 0, and the 
(kp, ky, yk 

) are positive factors, this equation can be represented 
as 

 .0/)(/)(2 =++ pypy kktskkts   (18) 
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Then condition of exponential stability of (15) is a negative 
real part of the roots (18) that is satisfied for 0)2/( <py kk . 

Corollary 1. If ky = 0, we have oscillation movement around 
leader with constant amplitude and it frequency is equal to

py kk / . 

Corollary 2. If pyy kkk 4/ > 0, we have asymptotically 
stability movement. 

Corollary3. If 14/0 << pyy kkk  , we have oscillation with 

error that is decreasing. 

Corollary4. If 14/ >pyy kkk  , we have aperiodic movement 
of agent-member. 

Corollary 5. If maximal size between UAVs in group is 
ε≤−= |||| ji pрd , size is D (p) ≤ Dε (p). 

4.3. Motion with obstacles 

Existing approaches to the consideration of the motion agents 
with obstacles assume a repulsive force from the obstacle that is 
located on the route to goal. Action of this forces increases when 
agent is approaching to obstacle (deceleration of agent), and 
diminishes with distance. In order to bypass the obstacles, agent 
should make additional efforts that will lead to the deflection of 
the original route. It can be made by introducing repulsive force 
of the additive components of the agent respect to velocity and 
acceleration of motion  
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In equation system (19) uses 
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 iobsprep pku
i 121

= , (21) 

 iobsprep pku
i 232

= , (22) 

value r is the maximal geometric size of an agent, 

 aobs
T
iiobs npp 11 = , (23) 

and 

 aobs
T

iobsiobs npp 22 = , (24) 

where naobs is a unit vector pointing from i-th agent to obstacle. 
The value p1iobs shows agent movement, if p1iobs> 0 is agent 
moving to obstacle and p1iobs≤ 0 moving from obstacle. Motion of 
N=4 agent in the presence of obstacles is shown on Figure 6. 

 
Figure 6. Motion N=4 UAVs in obstacles 

The order to overcome the obstacles type of bottlenecks, as 
shown in Figure 6, is determined by the control signal, that is 
defined by the equation (19), and UAVs are sorts in order 
decreasing its velocity, p1N < p1(N-1) < … < p12 < p11. Sorting can be 
done otherwise if you choose group leader as a reference. 

5. Quadrotor model 

As a dynamic model of UAV selected model Quadrotor that 
management is simple, stable movement, the ability to hang in the 
air. A complete description of the model is described in [21]. 
Model of Quadrotor is presented by following equations system 
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Here (φ, θ, ψ) is the roll, pitch and yaw angles, Ix, y, z is the inertia 
UAV, Jr is the inertia rotor, l is the lever in coordinate system with 
the Quadrotor, k=1/m, m is the mass UAV, w is the rotor speed, 
and U1, U2, U3, U4, are calculated as 
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where b is the thrust factor, and d is the drag factor.  
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For simulation the model (25) is transformed to a space-state 
form ),( UXfX = , where X∈ℜ12 is the state vector with the 
coordinates 
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Then, we can present equations system as 
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where  
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In contrast to [21], which used to create a sliding mode for 
control, the control actions (U1, U2, U3, U4, ux, uy) of each agent 
are smooth functions of time t. 

6. Simulation 

The motion of group of Quadrotors that moves in the potential 
field towards to goal on the route on which there are obstacles, is 
considered. 

We assume that this group consists of three agent-members and 
one agent-leader. The route of agents gives start positions and goal 
position: pA1=(100, 30, 0)T, pA2=(75, 20, 0)T, pA3=(130, 50, 0)T, 
pA4l=(110, 70, 0)T, pt=(600, 270, 0)T. The coordinates of the located 
fixed obstacles on the route are known as po1 = (270, 130)T, po2 = 
(220, 210)T, and Dε (pA) ≤ 50. The altitude of obstacles is higher 
than altitude of Quadrotors that lead to their maneuver in 
horizontal plane. The altitude for calculations is taken z = 10. The 
movement of agent-members and agent-leader to target is shown 
on the Figure 7. 

 
Figure 7. Bypass movement of agent-leader and agent-members to the target 

 
Figure 8. Group of UAVs overcomes side-by-side obstacles by line type motion 

Figure 7 shows that group of agents bypasses obstacles and 
continues its movement to target. Sometimes, when overcoming 
obstacles group of agents can change its formation size and the 
formation of agents is remains without changes, if there are no 
obstacles on the route,. 

Figure 8 represents reconfiguration of the group of UAVs in 
line type motion, if there are located obstacles on the route side-
by-side. In this case, the tactic of UAVs is similar to column and 
UAVs follow in rigidly defined order: A4 → A3 → A2 → A1, where 
A1 is the first and A4 is the last. 

7. Conclusions 

The paper presents a synthesis of control law of motion of 
multi-agent system to follow on the route on which possible the 
obstacles of movement. The feature of the proposed approach is 
synthesized control law with a smooth function of a time. Two 
ways of overcoming obstacles, one of them based at the bypassing 
and the other on reconfiguration are also shown. Control law is 
formed by two special potential functions, one of which creates an 
attraction force agents to the center of the structure, the other repels 
its from neighbors and obstacles. Configuration flight group in 
terms of obstacles to change, suggesting appropriate changes size 
and shape. 

On the basis of the proposed control law created algorithm by 
which the simulation was conducted multi-agent system. 
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Examples of the system behavior modeling show stable movement 
of the agents. Study of system parameters allow to ensure its stable 
movement and revealed relevant system parameters. Its behavior 
includes such stages as gathering into group, tracking on the given 
trajectory and avoidance of the obstacles. Research shows that 
successful simulation depends on such parameters as µ and ν of 
potential function.  

In view of the fact that in the conditions of obstacles the 
movement along the curve is typical, because of which the signal 
in the control channels increase and it is switch it at a high speed, 
which is the so-called «sliding mode». The investigation of a 
multi-agent system in slide mode and effectiveness of proposed 
potential functions for movement one is the topic of our future 
research.  
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 A company’s ability to find the most profitable technology is based on a precise forecast of 
achievement potential. Technology Management (TM) uses forecasting models to analyse 
future potentials, e.g. the Gartner Hype Cycle, Arthur D. Little’s technology lifecycle or 
McKinsey’s S-curve model. All these methods are useful for qualitative analysis in the 
planning of strategic research and development (R&D) expenses. In a new approach, 
exponential and logistic growth functions are used to identify and quantify characteristic 
stages of technology development. Innovations from electrical, mechanical and computer 
engineering are observed and projected until the year 2025. Datasets from different 
industry sectors are analysed, as the number of active Facebook users worldwide, the 
tensile yield point of flat bar steel, the number of transistors per unit area on integrated 
circuits, the fuel efficiency per dimension of passenger cars, and the energy density of 
Lithium-Ion cells. Results show the period of performance doubling and the forecast for the 
end of the technological achievement potential. The methodology can help to answer key 
entrepreneurial questions such as the search for alternatives to applied technologies, as 
well as identifying the risk of substitution technology. 
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1. Introduction 

This paper is an extension of work originally presented at the 
IEEE International Conference on Industrial Engineering and 
Engineering Management, Indonesia in December 2016 [1]. The 
positive feedback from the audience helped in writing a more 
detailed mathematical description of the growth functions. 
Furthermore, the energy density of Li-Ion cells was analysed and 
added to the case studies, because of its relevance in future 
automotive driveline systems. The summary section includes an 
overview of the technology assessment for this newly added 
energy storage technology. An extended conclusion shows the 
influence of the approach introduced on strategical Technology 
Management. The newly added outlook paragraph discusses the 
benefits of a fundamental figure-based approach in combination 
with data mining for strategic decision making in research and 
development departments. With the help of a reporting system and 
individually derived performance indicators the future possibilities 

of making the right decisions will rise. In a big data driven, rapidly 
growing digital environment, new fields of application in many 
engineering branches will appear for the integration of the method.  

Due to the rapid arrival of substitution technologies, companies are 
under growing pressure to make fast and sustainable decisions. In 
the past, even companies with market leader positions such as 
AOL, Kodak, Nokia and Grundig [2 ]have disappeared due to their 
reliance on outdated technology. According to methods such as the 
Gartner Hype Cycle and the technological lifecycle of Arthur D. 
Little [3], different stages of maturity describe the acceleration and 
deceleration of the achievable potential. The beginning and end of 
technological growth is qualitatively described by the S-curve 
model [4]. Figure 1 shows a qualitative example of technology 
substitution due to different growth phases. The objective of this 
paper is to forecast performance development and maximisation of 
the achievable potential. Therefore, logistic and exponential 
growth functions are used to quantify different growth patterns. 
This paper proposes a mathematical approach for technology 
forecasting and assessment. 
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Figure 1: S-curve model, Technology A is substituted by Technology B, the 
growth phases refer to Technology A [5]. 

2. Methodology 

Data collected from different branches of industry are analysed 
with the logistic growth function from [6] and [7] to determine the 
growth phases. If the technology is in its performance phase, the 
data are fitted with an exponential growth function from [8] to 
identify the future performance development. The exponential 
growth is similar to the performance phase of the S-curve model. 
The overall shape of the S-curve follows the logistic growth 
function. Figure 2 displays the overlay of the performance phases 
of a mature technology and a substitution technology that leads to 
extended exponential performance growth. 

 

Figure. 2: Extended performance phase by the overlap of two logistic growth 
functions. 

2.1. Mathematical description of logistic growth 

Logistic growth is characterised by the growth coefficient r 
changing over time x, with y representing the performance of the 
technology and K the maximum value to be approximated, [6], [7]. 
Equation (1) gives the formula for the growth rate: 

. 
(1) 

A positive slope in the growth rate leads to a continuous rise in 
technology performance. A negative slope of the growth rate 
corresponds to a slowdown in performance until the maximum 
value is approximated, Figure 3. 

 
Figure 3: Slope of the technology growth rate 

The logistic growth equation (2) follows from integrating (1) with 
the initial performance value y = y0 at time x0 = 0: 

. 

(2) 

The relative growth of the performance of a technology divided by 
the absolute performance y is linear relative to the absolute 
performance y. The linear equation can be derived from Figure 4. 

 
Figure 4: Determination of the growth coefficient r and the max. value K 

Relative growth in relation to the absolute technology performance 
is described by the linear equation (3). 

. (3) 

The maximum value K and the growth coefficient r, from (2), can 
be determined by solving the linear equation (3). 

. 
(4) 

The growth rate r and the maximum value K follow from Equation 
(4): 

  and (5) 

    . 
(6) 

Given the maximum value K and the growth coefficient r, the 
logistic growth function from (2) is described completely (see 
Figure 5.) 
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Figure 5: Logistic growth function from Equation (2) 

2.2. Mathematical description of exponential growth 

As shown in Figure. 2 the sum of the performance phases of 
multiple logistic growth functions leads to the continuous 
exponential growth of the technology performance. The effect is 
valid for many market developments. 

Exponential growth is characterised by the growth coefficient r, 
the starting technology performance y0 in the embryonic phase and 
the time x shown in (7) and [8]: 

. (7) 

In exponential regression analysis, the existing data y are 
compared with the values calculated from the exponential curve 
equation (7). Equation (7) is logarithmised in Equation (8) to 
apply the method of least squares to the performance phase of a 
technology, [9]. 

. (8) (7) 

 and 

(8) 

 

 

(9) 

To determine the constants r and y0 as two unknowns with two 
equations, (10) is modified and the partial derivatives are set to 
zero to obtain the minimum. 

Partially differentiating with respect to y0:  

 

(10) 

, 

(11) 

 

(12) 

 

. (13) 

Partially differentiating with respect to r:  

. 
(14) 

 

(15) 

 (16) 

 

(17) 

 
Figure 6: Determination of the growth coefficient r, in the graph r =0.6709, which 
corresponds to an annual technology growth of 67.09%. 

Given the growth coefficient r, the exponential growth function 
from (7) is described completely. The period during which the 
performance of technology doubles is calculated with the 
equations (19) and (20): 

 
(19) 

Doubling the performance implies y/y0 = 2:  

 
(20) 

The fact that the natural logarithm of 2 equals 0.7 is the reason 
behind the 70-Rule, cf. (20), which is used in the automotive 
industry as a rule of thumb for rapid technology forecast and 
assessment.  
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. 
(21) 

In the example of Figure 6, the period of doubling of the 
technology performance is 70 divided by 67.09, resulting in 1.04 
years. 

3. Analysed cases 

In this section, the mathematical description of the technology 
performance is compared with actual data from technology 
undergoing continuous development. Five examples show the 
dependence of technology performance on growth functions. Each 
of the examples considered was individually analysed to identify 
logistic or exponential growth rates. The chosen examples are: 

• Number of active Facebook users worldwide  
• Tensile yield point of flat bar steel 
• Number of transistors per unit area on integrated circuits  
• Fuel efficiency per dimension of the VW Golf series  
• Energy density of Li- Ion cells 

3.1. Number of active Facebook users worldwide 

Table I gives the number of active Facebook users from 2008 
to 2015 [10]. The data considered for the analysis begins in 2008, 
when Facebook launched French, German and Spanish versions, 
leading to a surge in users worldwide [11]. 

Table 1: Annual Number Of Active Facebook Users Worldwide, [10] 

Active Facebook users worldwide 
x y 

Quarter / Year Number in millions 
Q4 / 2008 100 

Q4 / 2009 360 

Q4 / 2010 608 

Q4 / 2011 845 

Q4 / 2012 1,056 

Q4 / 2013 1,228 

Q4 / 2014 1,393 

Q4 / 2015 1,591 

Figure 7 shows the determination of the growth coefficient r = 
0.791 and the maximum value K = 1,582 using the linear equation 
(4). 

  
Figure 7: Relative growth rate in relation to the absolute technology performance 

Figure 8 displays the S-curve including the coefficients of the 
logistic growth from equation (2). 

 
Figure 8: Active Facebook users worldwide, described by logistic growth. 

Conclusion: The relative growth rate of active Facebook users 
worldwide slowed down after the years 2009 and 2010. People 
without internet access represent the sleeping potential of the 
technology performance. Despite the slowdown in user growth, 
no substitute technology has been identified thus far. 

3.2. Tensile yield point of flat bar steel 

The tensile yield point is a material parameter and designates 
the tension limit of non-permanent plastic deformation in the 
material. Table II gives an overview of the technological 
progression of the achievement potential.  

Table 2: Tensile yield point of flat bar steel [12] 

Tensile yield point of flat bar steel 
x y 

Year Tensile yield point in 
MPa 

1926 355 

1955 460 

1965 690 

1972 890 

1980 960 

1996 1,100 

2013 1,200 

 

Figure 9 shows the linear equation of the relative growth rate in 
relation to the absolute technology performance. Solving the 
linear Equation with Equation (4), the values r and K are found to 
be equal to r = 0.0411, K = 1,500. 

Figure 10 displays the logistic growth function adapted from r = 
0.0411 to 0.03 due to a minimum set of data pairs relative to the 
period. 
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Figure 9: Relative growth rate in relation to the absolute technology performance 
of flat bar steel  

 
Figure 10: Logistic growth function of the tensile yield point of flat bar steel with 
adapted growth rate from 0.0411 to 0.03. 

Conclusion: The tensile yield point of flat bar steel from [12] has 
left the performance phase and is now in its key phase. 

3.3. Number of transistors per unit area on integrated chips 

The number of transistors per unit area on integrated circuits 
is designated as the integration density, [13]. In 1965 Gordon 
Moore, Co-founder of Intel, predicted that the integration density 
will double every 12 to 24 months. This observation is known as 
Moore’s law. In [14] the executive Vice President of Intel William 
M. Holt, showed that there are leading technology options in the 
near future beyond complementary metal-oxide-semiconductors 
(CMOS) that can advance the exponential prediction of Gordon 
Moore. Table III depicts the integration density development. 

Table 3: Overview of Integration density development on integrated chips [13] 

Number of transistors per unit area on integrated circuits 
(integration density) 

Processor 
x y 

Year Integration density 

Intel 4004 1971 2,300 

Intel 8008 1972 3,500 

Number of transistors per unit area on integrated circuits 
(integration density) 

Processor 
x y 

Year Integration density 

Intel 8080 1974 4,500 

Intel 8088 1979 29,000 

Intel 80286 1982 134,000 

Intel 80386 1985 275,000 

Intel 80486 1989 1,180,235 

Pentium 1993 3,100,000 

AMD K5 1996 4,300,000 

Pentium II 1997 7,500,000 

Pentium 4 2000 42,000,000 

AMD K8 2003 105,900,000 

Itanium 2 with 9MB cache 2004 592,000,000 

Cell 2006 241,000,000 

Core 2 Duo 2006 291,000,000 

Six core opteron 2400 2009 904,000,000 

8-core Xeon nehalem-ex 2010 2,300,000,000 

8-core Itanium Poulson 2012 3,100,000,000 

Xbox One main SoC 2013 5,000,000,000 

22-core Xeon Broadwell-E5 2016 7,200,000,000 
 

Figure 11 shows that the mathematical determination of the 
growth coefficient r and the maximum value K with (4) is not 
possible. The reason is the continuous relative growth rate of the 
integration density, which has not slowed down over the years.  

 
Figure 11: Relative growth rate over a number of transistors per unit area on 
integrated circuits. 

According to [14] the exponential growth of the integration 
density is based on the substitution of the process and the device 
technology. This leads to an extension of the performance phase. 
Figure 12 gives an overview of the innovations leading to the 
performance increase. The exponential fit uses the method of least 
squares from [9]. 
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Figure 12: Exponential growth of integration density on logarithmic scale 

Conclusion: The trend demonstrated in Figure 12 shows the 
substitution of process and device technology leading to an 
extended performance phase. The time for doubling the number 
of transistors per unit area is around 2.04 years, taking into 
account an annual growth rate of 34.39 %. Moore’s prediction 
from 1965 is still valid. 

3.4. Fuel Efficiency per dimension of VW Golf series 

The automotive industry faces new challenges such as carbon 
dioxide (CO2) legislation in Europe with an upper limit of 95 g/km 
for every newly licensed passenger car from the beginning of 
2020 [20]. In the United States, the Environmental Protection 
Agency (EPA) tightened the regulatory programme to 225 gram 
CO2 per mile for passenger cars [21] this year. As a contrary trend, 
vehicle dimensions (length, width, height) are still increasing. 
Table V shows the fuel efficiency in kilometre per litre and the 
growing dimensions of the VW Golf series since 1976. That year, 
the VW Golf had its start of production (SOP) with its first diesel 
engine. 

Table 4: Fuel efficiency Per vehicle dimensionS of VW Golf series I to Vii [22], 
[23], [24] 

Fuel efficiency per vehicle dimension of VW Golf series (diesel 
engine) 

 
Series 

x      y 
Year 

of 
SOP 

l/100 
km km/l hp ccm l w h 

in m3 
(km/l) 

m3 

Golf I 1976 5 20.0 50 1,500 8.4 167 

Golf II 1983 5 20.0 54 1,577 9.4 188 

Golf III 1996 5 20.0 110 1,896 9.7 194 

Golf IV 1997 4.9 20.4 110 1,896 10.4 211 

Golf V 2007 4.5 22.2 105 1,896 11.0 244 

Golf VI 2009 4.1 24.4 105 1,598 11.0 269 

Golf VII 2012 3.8 26.3 105 1,598 11.1 292 

Figure 14 displays the exponential growth of the fuel efficiency 
per dimension. The coefficient of determination shows a 
correspondence of R² = 0.9062. 

 
Figure 14: Exponential growth of fuel efficiency per vehicle dimension of VW 
Golf series. 

Conclusion: The fuel efficiency per vehicle dimension of the VW 
Golf series is exponentially increasing. The fuel efficiency of 
successive generations of vehicles has improved despite the 
increasing vehicle dimensions (length, width and height). The 
substitution of technologies in each vehicle generation has caused 
this effect, leading to the extension of the performance phase. The 
exponential annual growth rate determined amounts to 1.43 %. 
The 70 rule predicts a doubling of performance in 48.95 years. 

3.5. Energy density of Li-Ion cells 

Over the next ten years, Li-Ion cells will not be only used in 
stationary and portable applications. According to [20], about 50 % 
to 70 % will be used in electro-mobility. 
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Table 5: Energy density of Li-ion cells with 18650 format [21], [22], [23] and 
[24] 

Energy Density of LI-Ion cells 
x y 

Year Density in Wh/kg 
1992 100 
1996 110 
1998 130 
2000 140 
2001 150 
2002 160 
2004 180 
2005 200 
2009 210 
2010 230 
2012 270 

Figure 15 displays the relative growth of Li-Ion cells compared to 
technology performance in Wh/kg. The linear equation from (4) 
cannot be solved, as the relative growth rate does not slow down, 
while the growth coefficient r for logistic growth and the 
maximum value are not identified. The reason is the ongoing 
exponential growth. 

 
Figure 15: Relative growth rate over energy density of Li-Ion cells 

In Fig 16, the exponential fit shows a correspondence of 0.976 for 
the coefficient of determination R². Data points were matched 
with the names of cells from Sanyo/Panasonic.  

 
Fig 16: Exponential growth of energy density of Li-Ion cells.  

Conclusion: The energy density of Li-Ion cells is still in its 
performance phase. The substitution of the material composition 
of anode, cathode or separator leads to the extension of the 
exponential performance. The ongoing exponential growth has an 
annual growth rate of 4.72 %. Using the 70 rule, a performance 
doubling of the energy density in Li-Ion cells can be expected in 
14.83 years. The Fraunhofer Institute for System and Innovation 
Research predicts that post-Li-Ion technology can reach a 
performance of up to 500 Wh/kg on the level of individual cells 
[20]. 

4. Summary and Conclusion 

In response to the rising demand of companies to make 
reliable decisions based on TM and technology road maps, this 
paper proposed a mathematical approach for technology 
forecasting and assessment. The benefit for academics and 
industry is a quantitative method for identifying the level of 
technology maturity. The mathematical description of 
achievement potential using the logistic growth function has been 
introduced and compared with the S-curve model. Table VI gives 
an overview of the analysed case studies. 

Table 6: Overview of results 

Overview of results 

Technology 
Phase in the 

S-curve 
model 

Period of 
performance 

doubling in years 

Facebook user Key phase - 

Tensile yield point 
of flat bar steel Key phase - 

Number of 
transistors per unit 
area on integrated 

chips 

Performance 
phase 

2.04 

Fuel efficiency per 
dimension of VW 

Golf series 

Performance 
phase 

48.95 

Energy density of  
Li-Ion cells 

Performance 
phase 

14.83 

 

The 70 rule for deriving the period of performance doubling, is a 
method for forecasting the technological development in its 
performance phase. Both rules are applied to a series of example 
cases. The results clearly show that the key technologies such as 
the number of transistors per unit area on integrated chips, the fuel 
efficiency per dimension and the energy density of Li-Ion cells 
are still growing exponentially. 

5. Outlook 

Further investigation and discussion is needed to clarify 
whether integrating other relevant aspects that influence the 
technology performance forecast is meaningful. Firstly, an 
analysis must clarify which aspects can be considered as relevant 
for technological growth besides improvements in process and 
device technology: For instance, it is generally assumed that 
interdependencies exist between the improvement of the growth 
rate and aspects such as the financial environment and its 
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characteristics such as resources, organisational structure and 
corporate culture. Secondly, the renewal time, during which the 
technology performance improves, must be measured precisely. It 
influences the shape of the S-curve model and can lead to 
transitions between the technological growth phases. Further 
possibilities, such as data mining and deriving key indicators for 
research and development topics, e.g. more precise online map 
data [25], lead to well-grounded decisions in strategic technology 
management. Technology road maps based on fundamental 
figures will be more successful in the long run. One of the next 
steps is the integration of automated search algorithms to gain a 
larger database for more accurate predictions of growth rates. An 
approach based on big data can help to gather more information 
over a shorter period. The future management of research and 
development will lead to a new dimension of decision-making 
tools. 
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 Cloud computing is a power platform to deal with big data. Among several software 
frameworks used for the construction of cloud computing systems, Apache Hadoop, which 
is an open-source software, becomes a popular one. Hadoop supports for distributed data 
storage and the process of large data sets on computer clusters based on a MapReduce 
parallel processing framework. The performance of Hadoop in parallel data processing is 
depended on the efficiency of a job scheduling algorithm underworking. In this paper, we 
improve the performance of the well-known fair scheduling algorithm adopted in Hadoop 
by introducing several mechanisms. The modified scheduling algorithm can dynamically 
adjust resource allocation to user jobs and the precedence of user jobs to be executed. Our 
approach can properly adapt to the runtime environment’s condition with the objective of 
achieving job fairness and reducing job turnaround time. Performance evaluations verify 
the superiority of the proposed scheduler over the original fair scheduler. The average 
turnaround time of jobs can be largely reduced in our experiments. 
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1. Introduction  

This paper is an extension of work originally presented in 
PlatCon-17 [1], where we show the general ideas. Significant 
changes are added in this extended paper to explain more about 
background knowledge, related work, design philosophy, and 
performance evaluation. Nowadays, huge volumes of data are 
generated on the Internet every day due to the popularity of social 
media and portable devices, and this opens up a new era of big data 
[2]. How to extract interesting information from these data has 
become a hot topic in science and commercial fields. Big data 
analytics needs the support of scalable data storage and powerful 
data process. Cloud computing [3], which provides distributed 
storage and parallel data processing on commodity computer 
clusters, just meets this requirement on data analysis. 

Cloud computing, as defined by National Institute of Standards 
and Technology (NIST) [4], should be composed of five essential 
characteristics: broad network access, rapid elasticity, measured 
service, on-demand self-service, and resource pooling. Moreover, 
cloud computing has four basic deployment models: public cloud, 
private cloud, community cloud, and hybrid cloud, and has three 
service models: software as a service (SaaS), platform as a service 
(PaaS), and infrastructure as a service (IaaS). 

Many large on-line services are constructed by the technique 
of cloud computing. These services are usually developed on 
business-based cloud platforms such as Amazon’s EC2, Google’s 
GAE, and Microsoft’s Azure. In academic research, Apache 
Hadoop is a popular cloud platform to test and verify research 
ideas. Hadoop is a Java-based and open-source software 
framework that supports a full set of cloud techniques: distributed 
file system, parallel data processing, and distributed database 
system. 

To do parallel data processing in Hadoop, users need to write 
MapReduce programs [5]. These kinds of programs include two 
major processing codes: map and reduce to reflect a two-phase 
data processing flow.  The map code mainly deals with data 
filtering and data transforming, and the reduce code mainly deals 
with data aggregating. Users submit these MapReduce programs 
into the Hadoop system as jobs. Each job contains several map 
tasks and reduce tasks. The map task typically reads an input data 
file in the form of key-value pairs, and then generates an 
intermediate result file in key-value pairs as well. All values with 
the same key will be grouped together, and then are processed by 
the reduce task that usually generates aggregated values. 

The WordCount application that outputs the frequency of each 
distinct word occurred in a document file is usually used to explain 
the MapReduce framework. The map task will scan the input file 
and output the occurrence of each word in the format of (founded 
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word, 1). Apparently, we only need to accumulate this value 1 for 
those outputs having the same founded word to be the word 
frequency. The reduce task just does this grouping and counting. 

A Hadoop system can be built over clusters of computers that 
are typically named as nodes. All map and reduce tasks will be 
dispatched to these nodes. For parallel data processing, the input 
data file to a MapReduce job will be equally partitioned into 
several data chunks (or blocks) with a typical size of 64 MB. Each 
of these data chunks will be replicated and distributed into different 
nodes for fault tolerance. The same number of map tasks to the 
number of data chunks are cloned, and each copy of the map task 
handles one data chunk. Because there are redundant data chunks, 
the map task will select the closest data chunk for access 
efficiency. The reduce task can be cloned as well, and each copy 
handles the values corresponding to a certain set of keys. This 
MapReduce working model is outlined in Figure 1. 

The Hadoop system can simultaneously run many map and 
reduce tasks from different users in a computer cluster 
environment. These tasks will contend system resources such as 
CPU, memory, and disk I/O for the completion of their jobs. 
Moreover, those tasks reading data chunks from far-away nodes 
will compete for network bandwidth. Therefore, a proper task 
scheduling algorithm is necessary for optimizing resource 
utilization and avoiding any resource starvation. 

Hadoop provides three built-in scheduling modules: First-In-
First-Out (FIFO) scheduler, fair scheduler, and capacity scheduler. 
These schedulers have their own features and have different 
influences on performance such as execution time and waiting time 
in different situations [6-10]. Fair scheduler and capacity scheduler 
generally perform better than FIFO scheduler. These built-in 
schedulers have a common drawback, which the scheduling policy 
is almost fixed and is not flexible to the change of working 
conditions. In this paper, we focus on the fair scheduler and 
propose some modifications to improve the scheduling throughput 
under the goal of resource fairness among users. 

Our proposed scheduling algorithm is adaptive, because it can 
dynamically tune some working parameters such as the job priority 
and the waiting time for resource allocation. The runtime 
environment’s conditions such as current workload and remaining 
resources are considered in the determination of job running order 
and the amount of resources allocated to each job. A modified fair 
scheduler is then coded into the Hadoop system and is examined 
in a real testing environment. Evaluation results show that the 
modified fair scheduler can significantly reduce the average 
turnaround time of a job by over 20 percent as compared to the 
original fair scheduler. 

The remainder of this paper is organized as follows. Section 2 
briefly introduces the basic job scheduling architecture in Hadoop 
and the related work on scheduling algorithms. Section 3 presents 
and discusses the proposed five mechanisms of improving the 
performance of fair scheduler. Performance evaluation is 
conducted in Section 4. Finally, some concluding remarks are 
given in Section 5. 

2. Background Knowledge and Related Work 

Hadoop, which is developed under the Apache projects, is an 
open-source software for reliable, scalable, and distributed 
computing. The Hadoop system is composed of two basic units: a 
distributed file system and a distributed data processing engine. 
The Hadoop distributed file system (HDFS), following the similar  

 
Figure 1. MapReduce working model 

concept of Google file system (GFS) [11], can manage distributed 
data storage across computer clusters built from commodity 
hardware. A HDFS cluster consists of a single namenode, a master 
server that manages the namespace and access of files, and 
multiple datanodes, slave servers that store data chunks and are 
coordinated by the master server. A file is split into several data 
chunks which are then stored into datanodes. The namenode will 
record the mapping of each data chunk to each datanode. 

The distributed processing engine in Hadoop is based on the 
MapReduce framework. A MapReduce program contains a map 
procedure that performs the data filtering and sorting operations, 
and a reduce procedure that performs the data summarizing 
operations. MapReduce programs are submitted by users to 
Hadoop as jobs. These jobs will be executed over a set of 
computing nodes where one master node is selected to schedule 
job executions on the other slave (or worker) nodes. The 
management functions of system resource and job execution are 
included in the MapReduce module for Hadoop version 1. These 
functions, however, are dedicated to anther software module for 
Hadoop version 2: Yet Another Resource Negotiator (YARN) 
[12]. No matter the different versions of Hadoop, the job 
scheduling process is relied on a job scheduler. In this paper, we 
follow the framework of Hadoop version 1 to illustrate the 
operation of different job schedulers. 

Figure 2 shows the job execution flow in Hadoop. There is a 
JobTracker at the master node that plays the roles of monitoring/ 
allocating system resources and scheduling user jobs. The 
JobTracker gives each submitted job a job ID as an internal 
identification number and puts the job into a job queue (or pool). 
A certain sorting policy is applied to these jobs in the queue 
according to some comparing factors such as job ID, job priority, 
and job submitted time. When a job is ready to be executed, the 
associated map and reduce tasks are created. The number of map 
tasks is determined by the number of data chunks split from an 
input file. The number of reduce tasks can be configured by the 
user but is usually one by default. 

The JobTracker will manage and monitor all system resources 
such as CPU, memory, and disk contributed from all slave nodes. 
These system resources for job running are configured as resource 
slots in Hadoop. The resource slot used for the running of a map 
(or reduce) task is called a map (or reduce) slot, respectively. Due 
to the limited system resource, map and reduce tasks will contend 
these resource slots. On each slave node, a TaskTracker will 
manage the actual running of tasks. The TaskTracker will request 
a task to run from the JobTracker whenever there is a free resource 
slot. The TaskTracker will also periodically report the execution 
status and the available resource to the JobTracker by sending a 
heartbeat message. 
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Figure 2. The job execution flow in Hadoop 

A map task will read an input data chuck through the HDFS. 
To save network bandwidth, this data retrieval should happen 
locally or be done from a close node. This raises the data locality 
issue when assigning a task to a slave node [13]. There are three 
levels of data localities (see Figure 3) from good to bad: 

• Node-locality: The node where data are stored is the same 
as the node where data are processed. 

• Rack-locality: The node where data are stored is different 
from the node where data are processed, but these two 
nodes are located in the same rack. 

• Non-locality: The node where data are stored is different 
from the node where data are processed, and these two 
nodes are located in different racks. 

 
Figure 3. Data locality: (1) Node-locality, (2) Rack-locality, and (3) Non-locality 

The Hadoop scheduling problem can be described below: 
Suppose that each node is configured with some map and reduce 
slots for the execution of map and reduce tasks, respectively. Given 
a set of jobs and nodes, we need to determine the order of running 
jobs and the slot assignment to tasks with the objective of high data 
locality and high execution throughput. This problem with multi-
objective optimization is proven to be NP-hard [14]. 

In Hadoop, there are three well-known scheduling algorithms 
implemented as three schedulers: FIFO scheduler, fair scheduler, 
and capacity scheduler, respectively. The default FIFO scheduler 
uses one job queue to do slot allocation. Jobs in the queue are 
sorted in ascending order of their submitted times. To break the tie, 
the job ID assigned by the JobTracker is considered. All free map 
and reduce slots in the system can serve the job being scheduled. 

In the example of Figure 4, suppose that there are three map slots 
and three reduce slots in the system, and each job (i.e., Job1~Job3) 
has three map tasks and three reduce tasks. The sequence to 
allocate slots to these jobs is Job1, Job2, and then Job3. For 
simplicity, we assume that each task uses one resource slot with 
the same occupation time in the figure. At first, all the map tasks 
of Job1 get map slots for 20 s execution time. Next, these map slots 
are released and re-allocated to the map tasks of Job2. Meanwhile, 
all the reduce tasks of Job1 get reduce slots for 20 s execution time. 
As can be seen, reduce tasks start executing just after the finish of 
all map tasks of the same job. The drawback of this scheduler is 
the possible long waiting time for a task to be executed when there 
are many jobs in the queue. This becomes unfair particularly when 
a user submits many jobs and the latter users need to wait. 

The fair scheduler developed by Facebook equally allocates 
resources to job users. Each user has its own job queue (or pool), 
and all resource slots are fairly distributed to these user pools. 
Figure 5 shows the example slot allocation under the same 
condition with the previous example. Here three pools (P1, P2, and 
P3) are introduced with each pool having the resource of one map 
slot and one reduce slot. Each map task of these three jobs gets one 
map slot at the same time and runs for 20 s. The same case happens 
for reduce tasks. As compared to the previous example, each 
submitted job can start running immediately but the time to finish 
the job becomes longer. In a real situation, one pool without 
sufficient resources can borrow free (or idle) slots from another 
pool to increase resource utilization. To prevent resource 
unfairness, each pool is configured with the minimum and 
maximum resource capacity. Fair scheduler also supports 
preemptive mode by which a low-priority running job can be 
aborted for releasing resource to a high-priority job. 

 
Figure 4. A scheduling example using FIFO scheduler 

 
Figure 5. A scheduling example using fair scheduler 

The capacity scheduler developed by Yahoo acts similar to fair 
scheduler, but uses queues instead of pools. Each queue has a 
defined resource capacity and is assigned to an organization or a 
group of users. Due to the nature of organization structure, queues 
can be constructed into a multi-level hierarchy. To increase 
running efficiency, capacity scheduler can allocate more than one 
resource slot to a heavy task. Moreover, several tasks can be 
assigned together to the same TaskTracker in batch mode to reduce 
the scheduling overhead. Overusing this batch mode, however, 
would cause load unbalancing among slave nodes. A summary 
table (see Table 1) is given to compare the characteristics of these 
three schedulers. 
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There are several scheduling algorithms proposed to improve 
the built-in schedulers. The reader is referred to [15-16] for a 
complete view. To increase data locality, the LATE (Longest 
Approximate Time to End) scheduler was proposed [17], where a 
delay timer is set during which a TaskTracker will wait for a 
suitable task that can fetch data locally. When a TaskTracker 
requests a task to do from the JobTracker, the JobTracker will scan 
the job queue to find a task with the node-locality data access level 
within a short time interval. If it is failed to find such a task, a task 
with the rack-locality data access level is then searched within a 
long time interval. If it is still failed, the JobTracker will randomly 
select one task to this TaskTracker. 

The delay concept above is introduced into the naïve fair 
scheduler [18-19]. The setting of suitable delay time would be 
challenging in a dynamic changing environment. This delay time 
is configured as a fixed value in fair scheduler. To increase data 
locality, one research work implements two job queues for the 
FIFO scheduler [20]. Jobs having the node-locality potential are 
put into one queue, and jobs having the rack-locality potential are 
put into the other queue. Finally, these two queues are merged 
together and are fed into the FIFO scheduler. The process of data 
may have certain relationships. For example, some rare data are 
only processed by certain tasks. In this situation, the system can 
mark the locations of these rare data and assign irrelevant tasks to 
other locations for increasing data locality [21]. 

Table 1. Summary of different schedulers 

Scheduler Characteristics 
FIFO 
Scheduler 

• Single job queue 
• Resource allocation to jobs is considered one 

by one. 
• Scheduling overhead is low 
• There are resource starvation problems 

Fair 
Scheduler 

• Multiple job queues 
• Resource allocation to jobs is considered 

together. 
• System resources are fairly allocated to users 
• Support preemptive mode and resource 

borrowing 
Capacity 
Scheduler 

• Multiple job queues 
• Resource allocation to jobs is considered 

together. 
• System resources are allocated to users 

according to a certain organization policy 
• More than one resource slot can be allocated to 

one task 
• Support batch mode in job scheduling 

 

The job priority will affect the job order in a job queue. If each 
user can freely assign the job priority, all users tend to set their jobs 
to the highest level, and this does not make sense. One auto-setting 
mechanism is proposed in [22] by considering several factors such 
as the job size, the average execution time and the scheduled time 
of a task in a job. A high priority is usually given to a small-size or 
fast running job. The job size can be simply estimated by the 
number of tasks involved in a job [23]. 

In Hadoop, map slots and reduce slots are separated and cannot 
be interchangeably used. Dynamic borrowing between them can 
improve slot utilization and system throughput [24]. The map or 

reduce slot in Hadoop represents a computing unit and the amount 
of available slots in a node is configured in advance. Dynamically 
changing the slot number according to the real computing power 
in speeds of CPU and I/O can also improve system performance 
[25-26]. 

The diversity of data, jobs, and computer nodes will also affect 
the scheduling performance, and this is called the skew problem 
[27]. Different map tasks from the same job may generate different 
amounts of data, causing data skew. Different jobs take different 
execution times depending on algorithms but not job sizes, causing 
computational skew. Resource slots from different computer nodes 
have different computing powers, causing machine skew. These 
skews cause unbalancing workload in a distributed computer 
cluster. There are many research efforts on designing load 
balancing scheduling algorithms [28-31]. For example, jobs are 
classified into CPU-bound and I/O-bound types and are put into 
different job queues [31]. 

3. Modified Fair Scheduler 

Fair scheduler with the delay mechanism has good 
performance in general against the other schedulers in Hadoop. 
However, fair scheduler overemphasizes fair resource allocation to 
jobs and ignores the differences between jobs. These differences 
may even change over time when jobs are running. We hope to 
improve the performance of fair scheduler by considering some 
runtime conditions and further adjusting resource allocation to 
jobs. We provide some modifications to the fair scheduler by 
introducing the following mechanisms: job classification, pool 
resource allocation, resource-aware job sorting, delay time 
adjustment, and job priority adjustment. Their brief introductions 
are given in Table 2. 

Table 2. The goal of each proposed mechanism 

Mechanism Goal 
Job classification Separate small-sized jobs from 

large-sized jobs 
Pool resource allocation Periodically reallocate resource 

slots to pools according to their 
remaining actual needs 

Resource-aware job sorting Determine the job or pool order 
for resource allocation based on 
more criteria including resource 
requirement and occupation 

Delay time adjustment Dynamically adjust the delay 
time for a suitable task with high 
data locality 

Job priority adjustment Dynamically adjust the job 
priority based on the change of 
its data locality level 

 

3.1. Job Classification 

In fair scheduler, system resources are equally allocated to user 
pools. All jobs belonging to the same pool will contend for the 
limited resource. In real cases, different jobs would have different 
resource requirements. A large-sized job consumes more resource 
than a small-sized job. Based on the principle of shortest job first, 
we separate small-sized jobs from large-sized jobs and allocate 
resources to them individually. 

The job size is measured by the number of map and reduce 
tasks in a job. In general, the number of map tasks is greater than 
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that of reduce tasks, because most MapReduce jobs focus on data 
extraction from large input data sets. For simplicity, we 
concentrate on the map slot allocation to map tasks, so the job size 
is defined as the number of map tasks only. A job is recognized as 
a small-sized one if its job size is no greater than a threshold 
(minJobSize). This threshold value is not a fixed value but is 
updated periodically by the JobTracker (per 500 ms in our 
implementation) to be the currently smallest job size among all 
jobs in the system. 

The basic concept of the proposed job classification is to direct 
all small-sized jobs into another system pool (called sharedPool) 
and all large-sized jobs into their originally belonging pools. In 
other words, there is a system pool shared by all users besides 
individual user pools. Jobs in the sharedPool are scheduled using 
FIFO for simplicity. 

In an extreme case, if all jobs are small-sized, this job 
classification becomes useless. To prevent this condition, the ratio 
of the number of total small-sized jobs (SmallJobs) to the number 
of total jobs (TotalJobs) in the current system is considered. If this 
ratio is greater than a threshold, the sharedPool mechanism is 
disabled and all small-sized jobs remain in their own user pools. 
This threshold value is set to be the reciprocal of the average 
number of map slots configured in a salve node. For example, if 
each slave node has four map slots on average, the threshold value 
is 0.25. This means that we allow using sharePool when there is at 
most one small-sized job running on a slave node on average. 
Figure 6 shows the flow of job classification. 

 
Figure 6. Job classification flow 

3.2. Pool Resource Allocation 

System resources are proportionally allocated to user pools 
according to weighted values assigned to user pools in fair 
scheduler. Without the pre-knowledge of traffic shape, it is hard to 
set a suitable weighted value to each user pool, and this weighted 
value is set to be equal most of the time. However, if this weighted 
value can automatically reflect the current resource requirement, 
resource allocation can always fit real situations and becomes more 
efficient. Based on this concept, a dynamic pool resource 
allocation is proposed. 

The resource allocation to pools is periodically adjusted every 
500 ms in our implementation. The allocation of map slots and 
reduce slots to each user pool is performed separately. We first 
check whether the sharedPool is enabled without any allocated 
resource. If that is the case, a certain amount of resource slots is 
allocated to the sharedPool. For the efficient schedule of this small 

amount of small-sized jobs in the sharePool, the FIFO scheduler is 
applied here. We allocate a half of resource slots needed by the 
currently smallest job in the system to the sharedPool. That is, the 
number of resource slots allocated to the sharedPool is 
⌈minJobSize/2⌉. This decision is for the reason that large-sized jobs 
should get more resource and hence we allocate limited resource 
to small-sized jobs. For example, if minJobSize is four in map 
tasks and two in reduce tasks, this sharedPool gets two map slots 
and one reduce slots. 

The remaining free resource slots (RemainingSlots) are 
proportionally allocated to the other user pools according to their 
actual needs. The portion of total resources allocated to a user pool 
is based on the ratio of the number of pending tasks in a user pool 
(PoolTasks) to the number of total pending tasks in all user pools 
(allPoolsTasks). A pending task is a task that is not allocated with 
any resource slots and is waiting for execution. The ratio above 
indicates the remaining resource requirements of a user pool 
against the total remaining resource requirements of all jobs. 
Remember that only map (or reduce) tasks are considered in the 
counting of the number of tasks when map (or reduce) slots are 
allocated. To prevent one user pool with heavy workload from 
getting too much resource, the actual number of allocated slots 
cannot exceed the maximum number (maxAllocated) configured 
in the system. Figure 7 shows the flow of this dynamic pool 
resource allocation. 

 
Figure 7. Pool resource allocation flow 

3.3. Resource-Aware Job Sorting 

The order to allocate resource to jobs is based on the order of 
jobs. All jobs are in the same system pool for FIFO scheduler, but 
are in different user pools for fair scheduler. Therefore, another 
pool sorting is necessary besides the job sorting for fair scheduler. 
The job or pool order is determined based on a sorting policy 
applied in the FIFO comparator or the FairShare comparator in 
Hadoop. These two comparators, which are involved in FIFO 
scheduler and fair scheduler, respectively, will return the order 
between two target jobs or two target pools based on some 
reference factors. Normally, these reference factors include the job 
priority, job ID, and submitted time. Here, we additionally 
consider the remaining resource requirements and the current 
resource occupation of a job or a user pool to do fine-grained 
sorting. The principle is to allocate resource first to those jobs or 
pools that have occupied less resource or desire for more resource. 

At first, we describe the way to determine the job order in the 
same pool, which can be used both in FIFO scheduler and fair 
scheduler. We measure the remaining resource requirements of a 
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job by the number of pending map or reduce tasks in the job. 
Remember that only map tasks are counted when we consider the 
map slot allocation. We define the pending task ratio of a job 
(JobPendingRatio) in (1) as the number of pending tasks in a job 
to the number of total pending tasks in a pool. This ratio is high if 
the corresponding job has more unfinished tasks against other jobs, 
implying high resource requirements in the future. 

JobPendingRatio = (#pending tasks in a job) ⁄ (#pending tasks in 
a pool)  (1) 

The current resource occupation of job is measured by the 
number of currently running tasks in the job. We define the 
occupied resource ratio of a job (JobOccupiedRatio) in (2) as the 
number of currently running tasks in a job to the number of totally 
allocated slots to a pool. If a task is assigned with at most one 
resource slot, the number of allocated slots is equal to the number 
of running tasks. A job with more occupied resource should have 
low precedence to contend new resource. 

JobOccupiedRatio = (#running tasks in a job) ⁄ (#allocated slots 
to a pool)     
 (2) 

Our sorting policy for jobs in the same pool is designed as 
follows. Five comparing factors are examined in sequence if there 
is a tie as in Figure 8. The high order is given to the job with a high 
job priority (more detailed settings are discussed latter). The 
subsequent order is given to the job with a high JobPendingRatio 
and then with a low JobOccupiedRatio. To break the tie, the 
submitted time and the job ID are then examined. 

 
Figure 8. Sequence to examine the job order 

In fair scheduler, there are several pools and the order of these 
pools should be determined before jobs are scheduled. Our sorting 
policy for pools is also from the perspective on resource 
requirements. First, the number of all pending tasks for each job in 
a pool is accumulated as the maximal resource demand of a pool 
(PoolDemand) in (3). Suppose that each user pool is configured 
with the minimum number of resource slots (minAllocated) in 
advance. If PoolDemand is less than minAllocated, minAllocated 
would be set to be PoolDemand to reflect the actual minimum 
resource need. This step is for tuning the minAllocated value. 

PoolDemand = ∑#pending tasks, for all jobs in a pool       (3) 

Next, the number of currently running tasks for each job in a 
pool is accumulated as the current workload of a pool 
(PoolWorkload) in (4). If PoolWorkload is no greater than 
minAllocated, this means that the pool has sufficient resource to 
accommodate new tasks and hence a high pool order is given. That 
is, the pools are in the order of pools with sufficient resource 
followed by pools with insufficient resource. 

PoolWorkload = ∑ #running tasks, for all jobs in a pool            
(4) 

Those pools having sufficient resource are further sorted by 
comparing the occupied resource ratio (PoolOccupiedRatio) of 
PoolWorkload to minAllocated in (5). The remaining resource is 
large if this ratio is low, and hence a high order is given to a pool 
with small PoolOccupiedRatio. 

PoolOccupiedRatio = PoolWorkload ⁄ minAllocated                  
(5) 

Those pools having insufficient resource are further sorted by 
comparing the PoolWorkload and the weight of a pool that is given 
by the user or the system to indicate the pool priority. The ratio of 
these two values is computed in (6) and is denoted as 
WeightedPoolWorkload. A high order is given to the pool with 
small WeightedPoolWorkload. Here we suppose that the pool 
priority is high if the corresponding pool weight is large. Figure 9 
shows the comparing sequence. If any tie happens, a random order 
is given. 

WeightedPoolWorkload = PoolWorkload ⁄ (weight of a pool)        
(6) 

 
Figure 9. Sequence to examine the pool order 

3.4. Delay Time Adjustment 

To increase data locality during job scheduling, JobTracker 
will seek first for those tasks in pools having node-locality or rack-
locality levels. The setting of delay time during task scheduling is 
proven to be helpful on data locality. The TaskTracker will wait 
for a suitable task satisfying node-locality in a pool until the time 
out of a short delay timer. If no such task is found, the TaskTracker 
continues waiting for a suitable task satisfying rack-locality in a 
pool until the time out of a long delay timer. Otherwise, one task 
is randomly selected from a pool and is fed to the TaskTracker.  

The fixed setting of these delay timers in the current 
implementation of fair scheduler is not suitable in a dynamically 
changing environment. A long delay timer will increase the 
average turnaround time of jobs, and a short delay time will 
decrease the average data locality level. Here, a dynamic approach 
is applied by setting the timer according to the recently average 
waiting time as follows: 

NodeLocalityWaitedTime = the average waiting time of tasks 
satisfying node locality                                                                  (7) 

RackLocalityWaitedTime = the average waiting time of tasks 
satisfying rack locality                                                                   (8) 

In our implementation, we use two pairs of counters 
(TimeCount and NumberCount) to maintain each waited timer as 
the value of TimeCount/NumberCount. If a task is scheduled with 
node-locality level, the scheduled waiting time is added into 
TimeCount and NumberCount is increased by one. Another pair of 
TimeCount and NumberCount is used when a task is scheduled 
with rack-locality level. 

High job priority

High JobPendingRatio Low JobOccupiedRatio
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(PoolWorkload > minAllocated)
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3.5. Job Priority Adjustment 

In Hadoop, each job can be given with one of five priority 
values from high to low: VERY_HIGH, HIGH, NORMAL, LOW, 
and VERY_LOW. However, the job priority is not fully used and 
is set to a fixed value (NORMAL) without any specific 
specification. This priority value is one of the factors that are 
considered in job sorting. If this priority value can be dynamically 
adjusted to reflect the data locality level of a task for a job, the job 
with high data locality will be scheduled with high precedence. 
This strategy can increase overall data locality level and hence 
reduce the data access time. 

We consider the change of the data locality level according to 
two recently scheduled tasks of the same job. There are nine 
possible changes as listed in the first column of Table 3. The job 
priority remains the same if there is no change on data locality. If 
the data locality is downgraded with one level (or two levels), the 
job priority is also downgraded with one level (or two levels). This 
job after downgrading will be sorted behind other jobs, and hence 
JobTracker has more opportunities to find other tasks with good 
data locality levels. Similarly, the job priority is upgraded with one 
level (or two levels) if the data locality is upgraded with one level 
(or two levels). If the job priority keeps in VERY_HIGH (or 
VERY_LOW) due to no change of data locality level, a minor 
adjustment to HIGH (or LOW) is applied for the balance of 
fairness. This prevents a job from keeping with very high or very 
low priority for a long period of time. The former case makes a job 
having high priority to seize system resource, and the latter case 
makes a job having the chance to starve for system resource. 

Table 3. Change of job priorities 

Data 
locality 
change 

Original Job Priority 
VERY_
HIGH HIGH NORM

AL LOW VERY_
LOW 

NodeNode VERY_
HIGH HIGH NORM

AL LOW 
VERY_
LOW 

NodeRack HIGH NORMA
L LOW VERY_

LOW 
LOW 

NodeNone NORMA
L LOW VERY_

LOW 
VERY_
LOW 

LOW 

RackNode HIGH VERY_
HIGH HIGH NORMA

L 
LOW 

RackRack VERY_
HIGH HIGH NORM

AL LOW 
VERY_
LOW 

RackNone HIGH NORMA
L LOW VERY_

LOW 
LOW 

NoneNode HIGH NORMA
L LOW VERY_

LOW 
LOW 

NoneRack HIGH VERY_
HIGH HIGH NORMA

L 
LOW 

NoneNone VERY_
HIGH HIGH NOMA

L LOW 
VERY_
LOW 

 

4. Performance Evaluation 

An experimental testing environment is established to evaluate 
the proposed fair-share-based algorithm against the original 
algorithm. The capacity scheduler is not examined, since it is little 
bit hard to configure a uniform testing environment to compare 
these schedulers together. Two physical computer servers are 
selected from two buildings on our campus. Each server is 
configured with four virtual machines (VMs) using the software of 
VMware ESXi. Each VM is installed with the operation system of 
CentOS 5.5 and Hadoop 1.2.1. These VMs are configured with 

physical IP addresses and are connected together to be one Hadoop 
cluster. That is, we have eight nodes in the cluster, and one node 
acts as both master and slave nodes and the other seven nodes act 
as slave nodes. Those nodes on the same physical computer are 
viewed as on the same rack. The hardware specification of the 
master node is: one dual-core CPU, 8GB memory, and 200 GB 
disk space. The specification of the slave node is: one dual-core 
CPU, 4 GB memory, and 200 GB disk space. 

The replication factor of HDFS is set to three by default in 
Hadoop, which implies one data chunk is replicated to three nodes. 
However, we set the replication factor to one here and make the 
general node-locality level low. The reason is for the easy 
observation on the improvement of data locality. All the submitted 
jobs are based on the WordCount program which outputs the 
frequency of each distinct word occurred in an input document file. 
The job size is controlled by the size of input file. In other words, 
each job can contain a different number of map tasks but contain 
one single reduce task. The initial job priorities of all jobs are 
NORMAL. There are three user pools with equal weight in the 
system. All the submitted jobs will evenly be distributed into these 
pools. The minAllocated and maxAllocated values for each user 
pool is three and six in number of map slots, respectively. The 
default delay time in the original fair scheduler is 3000 ms. The 
above experimental settings are summarized in Table 4. 

Table 4. Experimental settings 

Physical server 2 
Virtual machine 8 
Hadoop system 1.2.1 
HDFS replication 1 
Default delay time 3000 ms 
Job size 6~25 map tasks 
User pool 3 

 

Two sets of experiments are performed. All jobs in the first 
experiment have the same size, but have different sizes in the 
second experiment. For each experiment, two cost metrics are 
observed as follows: 

• Average turnaround time: The average time taken between 
the submission of a job for execution and the completion 
of result output. 

• Average node-locality ratio: The ratio of the number of 
task schedules satisfying node locality to the number of 
total task schedules. 

4.1. Experiment A 

In this experiment, each node is configured with four map slots 
and one reduce slot. There are totally 32 map slots in the system. 
The job size (in number of map tasks) is set to be 6, 10, and 18. 
For each case, 5, 10, and 15 jobs are respectively examined. That 
is, all submitted jobs in each testing round have the same size. For 
this reason, the following proposed mechanisms does not 
contribute too much on performance improvement. First, the job 
classification does not work here. Second, the pool resource 
allocation makes no significant difference on each user pool. 
Therefore, we mainly observe the proposed mechanisms on 
resource-aware job sorting, delay time and job priority 
adjustments. Experimental results are listed in Table 5 and Table 
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6. Each gain value shown in the tables, indicating the improvement 
percentage, is defined as follows: 

Gain = (Modified FS – Original FS) / Original FS × 100%       
(9) 

As the total number of tasks is increased, the average 
turnaround time is increased for both the original fair scheduler 
and our modified fair scheduler because of heavy workload. The 
modified fair scheduler can significantly reduce the average 
turnaround time by 21.4% to 54.5% against the original fair 
scheduler. This indicates that the modified fair scheduler performs 
proper job sorting and decreases unnecessary waiting delays. 
These make the utilization of resource slots high. In general, more 
reduction gains are achieved if the job size is getting large under 
the same number of jobs. This shows that the modified fair 
scheduler makes efficient schedule on many map tasks. The 
original fair scheduler will suffer from serious resource 
contentions under heavy workload and the lack of flexible 
scheduling makes the performance worse.  

Table 5. Comparison of average turnaround time for jobs of same size 

Job size Number 
of jobs 

Original 
FS 

Modifie
d FS 

Gain 
(%) 

6 5 289.6 s 188.2 s -35% 
10 1083.2 s 761.3 s -29.7% 
15 1791.7 s 1175.2 s -34.4% 

10 5 886.9 s 462.2 s -47.8% 
10 1433.7 s 1103.3 s -23% 
15 2008.1 s 1577.6 s -21.4% 

18 5 2212.3 s 1003 s -54.6% 
10 3845 s 1894.1 s -50.7% 
15 5681.4 s 2988.7 s -47.3% 

 

Table 6. Comparison of average node-locality ratio for jobs of same size 

Job size Number 
of jobs 

Original 
FS 

Modified 
FS 

Gain 
(%) 

6 5 0.09 0.13 +44.4% 
10 0.22 0.23 +4.5% 
15 0.28 0.28 +0% 

10 5 0.29 0.32 +10.3% 
10 0.34 0.32 -5.9% 
15 0.33 0.35 +6.1% 

18 5 0.21 0.25 +19% 
10 0.28 0.34 +21.4% 
15 0.3 0.36 +20% 

 

Table 6 shows the performance comparison on data locality. 
First, the general node-locality ratio is low, because the replication 
factor is only one. Second, the node-locality ratio is improved in 
general by using our modified fair scheduler. Among our proposed 
mechanisms, only the mechanism of job priority adjustment 
considers the factor of data locality. Therefore, our scheduler can 
slightly increase the node-locality level but cannot guarantee this 
is always true as one counterexample in the table. Third, 
improvement gains become clearer when the job size is getting 
large. When we take a close look at the experimental result of each 
round, we found that data-locality levels in the original fair 
scheduler are variant over different testing rounds. For example, 
there may have several task schedules with node-locality level in 
the current testing round but with rack-locality level in the next 
testing round. However, our modified fair scheduler keeps data-
locality level in a more stable state under the same input condition. 

4.2. Experiment B 

In this experiment, each node is configured with two map slots 
and one reduce slot. There are totally 16 map slots in the system. 
The job sizes are mixed with five different scales: 6, 10, 16, 21, 
and 25. For each job size, one, two, and three jobs are respectively 
generated such that there are totally 5, 10, and 15 jobs in the 
system. All the proposed mechanisms will function in this 
experiment. The experimental results are listed in Table 7 and 
Table 8. As can be seen, the modified fair scheduler largely 
decreases the average turnaround time by 57% in average, and 
slightly increases the average node-locality ratio by 3.87% in 
average. 

As compared to Experiment A where only three proposed 
mechanisms function well, improvement gains become excellent 
in this experiment. This means that the proposed job classification 
works very well and the dynamic pool resource allocation based 
on real resource requirement makes slot allocation more efficient. 

In this experiment, we also examine the FIFO scheduler. The 
FIFO scheduler runs worse in the first two testing suits of Table 7, 
but accidently has good performance in the last testing suit. This is 
because that any fair-based schedulers need to set an upper bound 
on the number of allocated resource slots to a user pool. The 
performance is affected when this upper bound is reached. This 
setting is for allowing more users to share system resources and 
preventing one user to occupy all resources. The FIFO scheduler 
however allocates all available resources to the current user and 
does not consider the future resource needs for other coming users 
to the system. It is expected that the FIFO scheduler would perform 
worse when there are many users and many large-size jobs in the 
system. 

The average node-locality ratio is close for these three 
schedulers as shown in Table 8. This implies that data locality is 
not a dominant factor on the job turnaround time. Our modified 
fair scheduler performs more stable and efficient than other 
schedulers do due to multiple considerations. 

Table 7. Comparison of average turnaround time for jobs of different sizes 

Job size Number 
of jobs 

Original 
FS 

Modified 
FS 

FIFO Gain 
(%) 

6/10/16
/21/25 

5 1242 s 364.6 s 513.6 s -70.6% 
10 2343.1 s 1372.5 s 1532.2 s -41.4% 
15 5585.3 s 2285.5 s 2131.933 s -59.1% 

 

Table 8. Comparison of average node-locality ratio for jobs of different sizes 

Job size Number 
of jobs 

Original 
FS 

Modified 
FS 

FIFO Gain 
(%) 

6/10/16/
21/25 

5 0.25 0.26 0.27 +4% 
10 0.32 0.44 0.36 +3.8% 
15 0.32 0.44 0.36 +3.8% 

 

5. Conclusions 

Hadoop provides parallel data processing based on the 
MapReduce framework. The performance of MapReduce 
programs is dominated by a job scheduling algorithm. Fair 
scheduler, which is one of the built-in schedulers in Hadoop, 
provides good performance in general and is widely used. 
However, the scheduling policy of this naïve fair scheduler is 
almost fixed and is not flexible to the change of working 
conditions. In this paper, we propose five mechanisms: job 
classification, pool resource allocation, resource-aware job sorting, 
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delay time adjustment, and job priority adjustment to improve the 
fair scheduler by monitoring the actual resource usage and the 
runtime environment’s condition. The conducted experiments on a 
real testing platform show that the modified fair scheduler can 
largely reduce the average turnaround time of a job and slightly 
increase data locality against the naïve fair scheduler. 

In the future, more types of jobs such as CPU-intensive and 
I/O-intensive programs will be conducted in the experiment. Also, 
our current work only emphasizes the slot allocation and data 
locality for map tasks, more enhancements for reduce tasks can be 
furthered considered. 
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 Many decision problems have more than one objective that need to be dealt with 
simultaneously. Moreover, because of the qualitative nature of the most of real world 
problem it is an inevitable activity and very important to interpret and present the uncertain 
information for making effective decision. The Evidential Reasoning (ER) approach which 
is one of the latest development within multi criteria decision making (MCDM) seems to be 
the best fit to synthesize both qualitative and quantitative data under uncertainty. To 
support this claim, two case studies were tested to illustrate the application of ER for 
prioritization and ranking of decision alternative to support decision process even with 
uncertain information. The overall goal of the first case study is to identify and prioritize 
factors that can be considered maintenance-related waste within the automotive 
manufacturing industry. The result after applying ER shows “inadequate resources” and 
“weather /indoor climate,” respectively, are the highest and lowest average scores for 
creating maintenance-related waste. This prioritization methodology can be used as a tool 
to create awareness for managers seeking to reduce or eliminate maintenance-related 
waste. The aim of the second case study is to look at the possibility of having a new 
approach for sustainable design. So through a literature review six design strategies were 
taken into consideration in order to develop a new approach based on all advantages 
(sustainable factors) of the six approaches. For ranking and finding out about the most 
important factors the evidential reasoning (ER) approach is used. Based on ER all the 
important factors, apart from the one collected from interviews are a part of eco-design. So 
it means among all strategies eco-design is the most dominant strategy in term of 
environment. However two of the important factors are not found in any strategy but in 
interviews. These factors can be used as the building blocks for a new approach. The 
importance of having a better structured decision process is essential for the success of any 
organization, so it can be applied widely in most of real world problem dealing with making 
effective decision. 

Keywords:  
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Decision making 
Prioritization 

 

1. Introduction 

It has become more and more difficult to see the world around us 
in a uni-dimensional way and to use only a single criterion when 
judging what we see [1]. The decision making process for any 
organization may be key factor for its success. Decision maker’s 
wishes to evaluate the performance of the alternative with 
different criteria simultaneously. In many situations these 
objectives/ criteria may be conflicting. These objectives are 
associated with the possible consequences (or outcomes) that 
results from choosing an alternative [2]. The branch of decision 
analysis which deals with this kind of problem is called multi-
criteria decision making (MCDM). Many MCDM methods have 
been developed, such as multiple attribute utility theory (MAUT) 

and analytical hierarchy process (AHP) [3, 4]. Most of these 
methods are suitable for solving small scale MCDM problems 
without uncertainty. In uncertain situations, the Fuzzy Multi-
Criteria Decision Making (FMCDM) approach provides an ideal 
option; it has been tested by a number of researchers to rank 
alternatives in different situations [5]. However, the fuzzy 
approach is used only when uncertainty is predominant. In other 
words, when a particular parameter is quantifiable with fair degree 
of accuracy, or there are a missing or incomplete data this 
approach need not be used. Most real-life decisions use a mixture 
of qualitative and quantitative attributes with varying degrees of 
uncertainties, increasing the need for the development of 
scientific methods and tools that are rational, reliable, repeatable, 
and transparent. Since, it is essential to properly represent and use 
uncertain information for making effective decision, it is 
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compulsory to use the multi-level evaluation framework for 
assessing different type of uncertainty inherent in data like 
missing data, incomplete data which is one of the many research 
limitation when it comes to qualitative data. Therefore in this 
paper an evidential reasoning (ER) approach has been introduced 
to address this problem. Two case studies is examined to 
emphasize the effectiveness of this approach. The rest of the paper 
is organized as follows. Section 2 briefly outlines the Evidential 
Reasoning (ER) approach. Section 3 explains the first case study 
for prioritization of maintenance related waste. Section 4 provides 
the second case study when it has been applied for developing a 
sustainable product design, while Section 5 offers a conclusion.     

2. Evidential Reasoning Approach 

The Evidential Reasoning (ER) advocates a general, multi-level 
evaluation process for dealing with MCDM problems. The 
process can model various types of qualitative and quantitative 
uncertainties and is developed on the basis of Dempster-Shafer 
evidence theory [6] and evaluation analysis model and decision 
theory. In ER, A complex general property which is usually 
difficult to assess directly is broken down and operationalized by 
using well-defined, measurable concepts that together constitute 
the general property. The result of such a breakdown is a multiple 
attribute framework taking the shape of a tree (hierarchy) 
structure, with assessable basic attributes at the lowest level. The 
assessment of these basic attributes can be aggregated to an 
assessment of the upper level of the tree. The Dempster-Shafer 
mathematics are designed to aggregate the uncertainties in the 
basic attributes to a total uncertainty of the total assessment. Steps 
for the overall assessment of the complex general property are 
suggested in [6, 7] and summarized in [8] are as following: 

2.1. Definition and representation of a multiple attribute 
decision problem 

Define a set of L basic attributes include all the factors 
influencing the assessment of the upper level attribute as follows: 
𝐸𝐸 = {𝜀𝜀1, 𝜀𝜀2, … ,𝜀𝜀𝜀𝜀}   
Now estimate the relative weights of the attributes where ωi is 

the relative weight for basic attribute εi and is normalized so that 
∑ ωi=1 and 0≤ ωi ≤1. Moreover define N distinctive evaluation 
grades Hn, n=1,…,N as a complete set of standards to assess each 
option on all attributes.  

For example: 
H={H1=worst, H2=poor, .., HN-1 = Good, HN=Excellent} 
For each attribute εi and evaluation grade Hn a degree of belief 

βn is assigned. The degree of belief denotes the source’s level of 
confidence when assessing the level of fulfillment of a certain 
property.  

2.2. Basic probability assignments for each basic attribute 

 Let 𝑚𝑚n,i be a basic probability mass, representing the degree to 
which the ith basic attribute εi supports a hypothesis that the 
general attribute is assessed to the nth evaluation grade Hn. Then, 
𝑚𝑚n,i is calculated as follows: 

             𝑚𝑚n,i = ωi βn,1                    (1) 
Let 𝑚𝑚H,i be the remaining probability mass unassigned to each 

basic attribute εi, , so 𝑚𝑚H,i is calculated as follows : 

                       𝑚𝑚H,i = 1- ∑ 𝑚𝑚𝑛𝑛,𝑖𝑖 = 1 − 𝜔𝜔𝑖𝑖 ∑ 𝛽𝛽𝑁𝑁
𝑛𝑛=1  𝑛𝑛,𝑖𝑖

𝑁𝑁
𝑛𝑛=1           (2) 

Decompose 𝑚𝑚H,i into 𝑚𝑚�H,iand  𝑚𝑚�H,i as follows: 
                        𝑚𝑚�H,i = 1-ωi and 𝑚𝑚�H,i = ωi (1- ∑ 𝛽𝛽𝑛𝑛,𝑖𝑖

𝑁𝑁
𝑛𝑛=1 )              (3)

                                 𝑚𝑚H,i = 𝑚𝑚�H,i + 𝑚𝑚�H,i                      (4) 

2.3. Combined probability assignments for a general attribute 

 The assessments of the basic attributes constituting the general 
property are aggregated to form a single assessment of the general 
property. The probability masses assigned to the various 
assessment grades, as well as the probability mass left unassigned, 
are denoted by 𝑚𝑚n,I(L) , 𝑚𝑚�H, I(L) , 𝑚𝑚�H, I(L) and 𝑚𝑚H,I(L). Let I(1)=1. This 
gives us 𝑚𝑚n,I(1)= 𝑚𝑚n,1(n=1,…,N) , 𝑚𝑚�H, I(1) = 𝑚𝑚�H,1 ,  𝑚𝑚�H, I(1)= 𝑚𝑚�H,1 and 
𝑚𝑚H,I(1)=mH,1. The combined probability masses can be generated 
by aggregating all the basic probability assignments using the 
following recursive ER algorithms: 
{𝐻𝐻𝑛𝑛} : 
𝑚𝑚n,I(i+1) = K I(i+1)[𝑚𝑚n,I(i)× 𝑚𝑚n,i+1 + 𝑚𝑚H,I(i)× 𝑚𝑚n,i+1 + 𝑚𝑚n,I(i)× 𝑚𝑚H,i+1 ]    
                              𝑛𝑛 = {1,2, … ,𝑁𝑁}                                                (5) 

 
In equation (5), we continue to let i=1. The term mn,1, mn,2 

measures the degree of attributes ε1 and ε2 supporting the general 
attribute y to be assessed to Hn, the term mn,1, mH,2 measures the 
degree of only ε1 supporting y to be assessed to Hn, and the term 
mH,1, mn,2 measures the degree of only ε2 supporting y to be 
assessed to Hn. 
{𝐻𝐻} : 
      𝑚𝑚H,I(i) = 𝑚𝑚�H, I(i) + 𝑚𝑚�H, I(i)                            (6) 
𝑚𝑚�H,I(i+1)=KI(i+1)[𝑚𝑚�H,I(i)×𝑚𝑚�H,i+1+𝑚𝑚�H,I(i)× 𝑚𝑚�H,i+1+𝑚𝑚�H,I(i)×𝑚𝑚�H,i+1]     (7) 
   H,I(i+1) = K I(i+1)[ 𝑚𝑚�H,I(i)× 𝑚𝑚�H,i+1 ]                           (8) 

KI(i+1)=�1 − ∑ ∑ 𝑚𝑚𝑡𝑡,𝐼𝐼(𝑖𝑖).𝑚𝑚𝑗𝑗,𝑖𝑖+1
𝑁𝑁
𝑗𝑗=1
𝑗𝑗≠𝑡𝑡

𝑁𝑁
𝑡𝑡=1 �

−1

𝑖𝑖 = {1,2, … , 𝜀𝜀 − 1}            (9) 

In equation (7), the term 𝑚𝑚�H, 1 , 𝑚𝑚�H, 2 measures the degree to 
which y cannot be assessed to any individual grades due to the 
incomplete assessments for both ε1 and ε2. The term 𝑚𝑚�H,1 , 𝑚𝑚�H,2 
measures the degree to which y cannot be assessed due to 
incomplete assessments for ε2 only. The term 𝑚𝑚�H,1 , 𝑚𝑚�H,2 measures 
the degree to which y cannot be assessed due to incomplete 
assessments for ε1 only.  The term 𝑚𝑚� H, 1 , 𝑚𝑚� H,2 in equation (8) 
measures the degree to which y has not yet been assessed to 
individual grades due to the relative importance of ε1 and ε2 after 
ε1 and ε2 have been aggregated. KI(2) as calculated by equation (9) 
is used to normalize mn,I(2) and mH,I(2) so that : 

   ∑ 𝑚𝑚𝑛𝑛,𝐼𝐼(2) +  𝑚𝑚𝐻𝐻,𝐼𝐼(2) = 1𝑁𝑁
𝑛𝑛=1             (10) 

 
2.4. Calculation of the combined degrees of belief for a general 

property 

Calculating the combined degrees of belief for a higher level 
property. Let βn denote the combined degree of belief that the 
higher level property assessed to the grade Hn, generated by 
combining the assessments for all the associated basic attributes 
εi. βn is then calculated by: 
     {𝐻𝐻𝑛𝑛}: 𝛽𝛽𝑛𝑛 =

𝑚𝑚𝑛𝑛,𝐼𝐼(𝐿𝐿)

1−𝑚𝑚�𝐻𝐻,𝐼𝐼(𝐿𝐿)
𝑛𝑛 = {1,2, … ,𝑁𝑁}                    (11) 

 

   {𝐻𝐻} : 𝛽𝛽𝑛𝑛 =
𝑚𝑚�𝐻𝐻,𝐼𝐼(𝐿𝐿)

1−𝑚𝑚�𝐻𝐻,𝐼𝐼(𝐿𝐿)
                                 (12) 
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Steps 1-4 can now be employed for the other sub-trees, to obtain 
combined degree of belief for the higher level of the hierarchy 
model.  

2.5. Using linear utility function 

 In this step, the utilities of the respective assessment grades 
H1…n are estimated via utility functions (u(Hn)). This estimation 
can be accomplished for instance by means of a range of methods 
and techniques that can be utilized for this purpose. In this paper 
however we will not dwell on the subject of utility estimations, 
rather we assume that the utilities of the respective assessments 
grade can be appreciated in a linear fashion. Therefore top level 
score of the hierarchy model can be obtained by ∑ 𝛽𝛽𝑛𝑛  u(Hn) , 
n=1…N.  

3. First Case Study: Prioritization Of Maintenance-Related 
Waste 

   The reduction and elimination of maintenance-related waste is 
receiving increasing attention because of the negative effect of 
such waste on production costs. The overall goal of this research 
is to identify and prioritize factors that can be considered 
maintenance-related waste within the automotive manufacturing 
industry [9].  

3.1. Identification of Waste  

   To identify maintenance-related waste in the manufacturing 
industry, we held six workshops at five manufacturing companies. 
Brain writing and brainstorming were the main data collection 
tools. In total 465 maintenance-related wastes were discussed 
during the workshops. The classification into categories was 
performed by three researchers and through discussions, 16 final 
categories were decided upon. It was visible from the workshop 
analysis that the origin and cause of the maintenance-related 
waste could be linked to human factors. Therefore, in order for 
classification and model provision of maintenance-related waste 
linked to human activities, different literature in the area of human 
errors in maintenance field have been studied. the most efficient 
and relevant classification was related to a study about maintainer 
error by the Naval Safety Center's Human Factors Analysis and 
Classification System-Maintenance Extension (HFACS-ME) 
which was adapted for maintenance mishaps in aviation [10]. So, 
HFACS-ME is accepted as the basic framework and the 16 
categories are incorporated into this model based on their 
similarity. The mentioned model is revised when no suitable 
category were found. 

3.2.  Constructing Survey  

    A survey was developed based on the identified maintenance-
related wastes on the lowest level of the hierarchy model. It 
contains 28 questions; because of having no informative 
knowledge about different type of the waste it is assumed that all 
the waste attributes have equal relative weight (importance). Five 
distinctive evaluation grades are used to assess each question: H= 
{Very low, Low, Average, High, Very high}. The respondents 
were asked to assess each waste by assigning their belief degree 
to these five grades. A belief degree represents the strength to 
which the grade is believed to be appropriate for describing the 
opinion on the criterion. For example subjective judgement of an 
expert for the first question about “how much “inadequate 

process” are responsible for waste was: (Very high=0%, High= 
10%, Average=20%, Low= “no idea”, Very low=40%). 

3.3. Data Analysis and Discussion  

    The main purpose in prioritization the human factors 
responsible for maintenance-related waste was to identify 
strengths and weaknesses which could form a basis for subsequent 
detailed assessments and help create action plans to address the 
weaknesses. This means management teams can focus on 
different factors to reduce or eliminate waste based on their 
importance for creating waste. A Windows-based Intelligent 
Decision System (IDS) is applied to implement the ER approach. 
IDS is a general-purpose multiple criteria decision analysis tool; 
it provides graphical interfaces to build a decision. The group 
belief degrees entered for each evaluation grades and for 28 
questions (which were designed based on the lowest level of 
MWC-HF model) into IDS. As result of IDS for rankings of 
maintenance-related waste at the lowest level shows, “inadequate 
resources” and “weather /indoor climate,” with average scores of 
54% and 22% respectively, are the highest and lowest average 
scores for creating maintenance-related waste; see Table 1. This 
prioritization methodology can be used as a tool to create 
awareness for managers seeking to reduce or eliminate 
maintenance-related waste. 
 

Table 1. Ranking of the maintenance related waste created by human factors 

Maintenance related waste based on human 
factors Score (%) Rank  

Inadequate Resources 54 1 
Inadequate Supervision 52 2 
Mental State 50 3 
Poor EEM (Early Equipment Management) 48 4 
Inadequate Process 47 5 
Inadequate Documentation 46 6 
Poor Spare Part Handling 45 7 
Adaptability/ Flexibility 43 8 
Inadequate Design 42 9 
Inappropriate Operation 42 10 
Judgment / Decision Making 40 11 
Assertiveness 38 12 
Communication 37 13 
Training Preparation 37 14 
Physical State 35 15 
Unavailable/ Inappropriate 35 16 
Inadequate Customer Demand 31 17 
Certification Qualification 30 18 
Lack of Employee Engagement 30 19 
Inaccessible 29 20 
Supervisory Misconduct 29 21 
Limitation 28 22 
Infringement 27 23 
Uncorrected Problem 27 24 
Environmental Hazards 26 25 
Confining 24 26 
Error and Violation 23 27 
Weather /Indoor Climate 22 28     
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4. Second Case Study: Developing Sustainable Product 
Development Strategy 

   It has become increasingly important for producing companies 
to reduce their environmental impact. Companies are focusing 
more on preventing environmental issues by taking sustainability 
into the product development process, and not just reducing 
emissions from manufacturing the product [11].  
 

   Product development needs to be done with considering 
sustainability and without compromising future generation’s 
ability to satisfy their needs. There are several strategies and 
methods developed to guide companies towards sustainability. 
The aim of this case study is to look at the possibility of having a 
new approach for sustainable design. So through a literature 
review six design strategies were taken into consideration in order 
to develop a new approach based on all advantages (sustainable 
factors) of the six approaches. Those six strategies are: eco-
design, green design, cradle-to-cradle, and design for 
environment, zero waste and life cycle approaches. Together with 
literature review an interviews were conducted with managers 
from companies working with product development in Sweden to 
identify as many sustainable factors as possible. For ranking and 
finding out about the most important factors the evidential 
reasoning (ER) approach is used. The reason for application of ER 
is the qualitative nature of the data (factors) which add more 
uncertainty. Based on the literature several advantages and 
disadvantages are defined, both in regard of the environment and 
in a business perspective [12].  

4.1. Result of Literature Review and Interview 

   Results shows, Eco design is a tool with most advantages, and 
green design has most disadvantages. By looking at the 
advantages, patterns emerge in the different approaches. By 
grouping the 38 advantages below similar advantages are merged.  
The disadvantages that were found are fewer than the advantages, 
most likely because the research focus on the benefits of the 
strategies. Several of the advantages can be seen as factors of 
sustainable design and by defining them there is a possibility of 
finding which factors are important to a new approach to 
sustainable design. The factors that were found is presented, in 
Table 2 with the design strategies related to each factor. To 
support the literature review and find other factors than the ones 
conducted from the literature review, three semi structured 
interviews were conducted with managers from companies 
working with product development in Sweden. Factors that were 
drawn from the interviews are: material selection, reduce energy 
usage, reduce emissions, minimize use of toxic substances, 
increased competitiveness and economic benefits. Some of these 
factors correspond directly to factors drawn from the literature, 
but two factors are added: “material selection” and “reduce 
emissions”. 

Table 2 - Factors of sustainable design and the corresponding strategies 

Factors  Design strategy 
Reduce energy usage Eco-design 
Reduce material usage Eco-design, Life-cycle approaches 
Reduce use of non-renewable 
resources 

Green design 

Reduce waste Design for Environment 
Eliminate waste Cradle-to-cradle, Zero waste 
Eliminate emission Zero waste 
Minimize use of toxic substances Eco-design, Zero waste 
Minimize waste Green design 
Recycle materials/component Cradle-to-cradle, Design for 

environment, Zero waste, Life-cycle 
approaches, Eco-design 

Reuse material/components Zero waste, Life-cycle approaches, 
Eco-design, Cradle-to-cradle 

Increase product functionality Eco-design 
Increase product lifespan Eco-design 
Increase use of renewable energy Green design, Cradle-to-cradle 
Increase use of renewable 
materials 

Green design, Life-cycle approaches, 
Cradle-to-cradle 

Increase use of biodegradable 
materials 

Cradle-to-cradle 

Closed loop material flow Cradle-to-cradle 
Holistic Approach Life-cycle approaches, Cradle-to-

cradle 
Social standards Green design, Cradle-to-cradle 
Economic benefits Eco-design, Cradle-to-cradle, Zero 

waste 
Increased competitiveness Eco-design 

 

4.2. Constructing Survey  

   Based on the 20 factors collected from the literature review and 
additional 2 factors collected from interviews a survey was 
designed. The survey was sent together with instructions to people 
working with product development. The respondents were asked 
to answer the importance of each factors in sustainable product 
development based on five grades of H= {un-important, Not very 
important, Quite important, Important, Very important}. They 
were given the opportunity to answer the questions by assigning 
their degree of belief, from 0 to 100%, in different grades and for 
different answers. If they weren’t sure of the importance of a 
factor, they could give the answer “don’t know”. The surveys 
were answered by 10 respondents with an average of 8 years of 
experience in product development. 

4.3. Data Analysis and Discussion 

   The mean value for each grade and factor based on the results 
from the survey was calculated by adding up the respondents’ 
degree of belief in each grade and entered into the IDS. The 
factors of sustainability are not arranged by hierarchy, it is 
assumed that all factors are top-level criteria.  
 

   The result of applying ER through IDS shows that all factors are 
important but the most important factors, with a percentage score 
of over 65%, which is the mean value of all factors, are: 
“Minimize use of toxics substances” (82%), “Increased 
competitiveness” (76%), “Economic benefits” (75%), “Reduce 
material usage” (74%), “Material selection” (72%), “Reduce 
emissions” (69%), “Increase product functionality” (69%), see 
Table 3.   
 

   By looking at the factors from Table 2 it is clear that most of the 
important factors are part of the eco-design strategy. Material 
selection” and “reducing emission” are factors that were obtained 
from interviews with companies. In other words all the important 
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factors, apart from the one collected from interviews are a part of 
eco-design. So it means among all strategies eco-design is the 
most dominant strategy in term of environment.  
 

Table 3 – Important design factors and relevant score 

Factors  Score 
(%) Rank 

Minimize use of toxic 
substances 82 1 
Increased competitiveness 76 2 
Economic benefits 75 3 
Reduce material usage 74 4 
Material selection 72 5 
Reduce emissions 69 6 
Increase product functionality 69 7 
Reduce waste 64 8 
Increase use of renewable 
energy 64 9 
Social standards 64 10 
Increase use of renewable 
materials 63 11 
Holistic view 62 12 
Recycling 
components/materials 61 13 
Reduce use of non-renewable 
resources 60 14 
Minimize waste 59 15 
Reusing components/materials 58 16 
Increase use of biodegradable 
materials 58 17 
Increase product lifespan 57 18 
Eliminate emissions 56 19 
Reduce energy usage 55 20 
Circular material flow 54 21 
Eliminate waste 53 22 

 
5. Conclusion 

   Many of the real life problems need making decision under 
uncertainty that is, choosing action among a set of actions 
considering different criteria based on often imperfect 
observations, with unknown outcomes. The Evidential Reasoning 
(ER) is one of the latest developments within MCDM literature 
and appears to be the best fit to handle uncertain information. ER 
can model multiple attribute decision problems which have both 
quantitative and qualitative attributes. In this paper ER is 
introduced and it is applied in two different case studies for 
prioritization and ranking of different factors. In the first case 
study it is applied to rank different maintenance related waste 
linked to human factors. The result showed, among all 28 factors 
identified in the workshop studies, “Inadequate Resources”, 
“Inadequate Supervision”, “Mental State of the workers” are the 
most important factors for creating waste by human in 
maintenance context at considered automotive manufacturing 
industry. Second case study look at the possibility of having a new 
approach for sustainable design. So through a literature review six 
design strategies were taken into consideration in order to develop 
a new approach based on all advantages (sustainable factors) of 

the six approaches. For ranking and finding out about the most 
important factors the evidential reasoning (ER) approach is used. 
After applying ER for the second case study the result showed 
among the sex sustainable design strategies most of the important 
factors were found in the eco-design strategy, however that 
strategy also contains factors that are not as important, and two of 
the important factors are not found in any strategy but in 
interviews. These factors represent the building blocks for a new 
approach. As a future research extension modelling of other type 
of uncertainty, such as interval uncertainties, uncertainties in 
other parameters of a decision problem such as criterion weights 
and belief degrees is recommended.  
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 At present in Mexico, the renewable energy has become more important due to the great 
dependence of the country for fossil fuels. Within the several applications of renewable 
energy, there are the geothermal applications for the air conditioning of spaces. This 
technology employs heat pumps that interexchange heat with the ground. This technology 
is relatively young in Mexico, leaving a large field for study and application throughout the 
country. In this way, to calculate the correct sizing of geothermal heat exchangers, it is 
necessary to calculate the thermal loads of the complex in which this technology of 
geothermal heat pumps using vertical heat exchangers type U will be installed, to perform 
the calculation of thermal loads Autodesk Revit® software was used, with which was 
possible to make a virtual model in detail of the botanical center that is located in Morelia, 
Michoacán, Mexico and belongs to the Universidad Michoacana de San Nicolás de Hidalgo 
(UMNSH).  
 
This study shows the results of the analysis of the installations and determination of the 
thermal loads of the complex due to this type of infrastructure. By obtaining the values of 
the thermal loads, the dimensioning of the heat exchanger was archived, which will have 
to be installed to cover the thermal requirement of this system and his installation, in 
addition to the selection of the heat pump. This complex of 2 levels, where, on the first floor 
there are cubicles and laboratories and on the second floor, several common areas.  
 
The design was developed in detail in Autodesk Revit 2015. After obtaining the thermal 
loads, the GLHEPro software was used for dimensioning the Vertical heat exchangers with 
the number and depth of the exchangers was obtained. the GLD 2014 software was used 
for dimensioning the Horizontal heat exchangers with the number and depth of the 
exchangers was obtained. 
 

Keywords:  
heat pumps 
geothermal energy 
geothermal heat exchanger 

 

 

1. Introduction  

Climate change is, according to experts, one of the greatest 
challenges facing humanity. This means that all public and private 
actors in global society must work together to reduce greenhouse 
gas emissions and adapt them territorially and sectoral to the 
potential effects so that we build a prosperous, sustainable and 
peaceful future [1]. 

An alternative to collaborate with the environment and the 
application of sources of renewable origin: 

Mexico presents in most of the territory medium and low 
enthalpy resources that are not exploited for the generation of 
electricity, and to which they are not used for direct uses. In 
Mexico, geothermal energy is solely employed to power 
generation. Direct use is still in a developing phase and currently 
it is restricted to supply bathing and swimming facilities. 
Geothermal heat pumps usage is minimal and underdeveloped 
without available data.[2] Geothermal energy is an alternative that 
can be used to produce electricity, store energy for heating and air 
conditioning devices in various facilities, and provide heat for a 
variety of commercial and industrial processes.  Due to the 
constant temperature in the subsoil, a geothermal heat pump 
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system typically has better performance than conventional 
systems. Geothermal heat pumps are used around the world to 
heating and cooling of buildings. Heat pump efficiency relies on 
the temperature of the fluid that provides the heat, in the side of 
ground, which is affected by the annual temperature profile and the 
pits distribution [3]. Low Temperature Geothermal Energy 
(LTGE) is the energy accumulated in the field generated from the 
heat exchange with the atmosphere at low temperature, it is an 
alternative energy source capable of satisfying the energy demand 
for domestic heating and cooling. 

Horizontal Geothermal heat exchangers (HGHEs) with vertical 
springs have been increasingly used in Geothermal Sytem of Heat 
Pumps (GSHP). The current studies have been carried out by 
utilizing field trials and simulations focused in reveal the heat 
transfer mechanisms of HGHEs to procure an adequate 
performance of heat exchenge [4]. In [5] it is analized a solution of 
the interaction between a Photovoltaic generator (PV) and a GSHP 
to be used in a residential building. The main goal is to review the 
operative functioning of a self-sufficient system that enable the 
maximal self-consumption in the building itself: these systems can 
provoke a major penetration of Renewable energy sources in a 
complex energetic context.  

Vertical geothermal heat exchangers are more common to be 
installed in areas where there is not enough space to place 
horizontal type heat exchangers. For the installation of the type of 
vertical exchanger configuration, drilling is performed in a very 
small space of land; The advantage of having a vertical type 
configuration is that it has a lower temperature fluctuation, which 
gives higher values of the operating coefficient. 

Figure 1 shows schematically the operation of a heat pump 
with geothermal heat exchangers. In Mexico, the construction of 
an air conditioning system by means of heat pumps by means of 
geothermal heat exchangers has not been reported. Therefore, the 
present study studies the technical viability of the installation of 
this type of systems in national territory. 

Mode Cooling Mode Heating

Excess heat from house 
released into the ground

Geothermal Heat Exchanger

Heat extracted from ground 
and used to heat house

 
Figure 1. Operating of a conditioning system using a Heat pump with geothermal 

heat exchangers. 

2. Case Study 

Revit® software was used to calculate the thermal loads, which 
is contained within Autodesk® CAD software. This software 
allows to detail the whole and its spaces, for the calculation of the 
thermal loads of the complex. The case study refers to a building 
consisting of 2 levels, in the first level are the laboratories of 
sinecology, mycology, vascular and non-vascular plants, 
Palynology and sanitary. On the second level is a cafeteria, 
herbarium area, a silver reception area, quarantine area, 

multipurpose room and library. The calculation of thermal loads is 
essential for the selection of the different heat pumps to be installed 
in the system, as well as the dimensioning of the air ducts and the 
geothermal heat exchanger system. In Figure 2, show different 
views of the resort on its facade and plan views of the distribution 
of spaces. 

The construction of the model on the Autodesk Revit® 
platform is specifically done using the Building Information 
Model (BIM) technique, and includes architectural design, 
structural engineering, MEP and construction. BIM is the process 
of generating and managing building data during its lifecycle, 
using dynamic real-time, three-dimensional building modeling 
software to reduce time and resources in design, construction and 
calculation. This process produces the building information model 
(also abbreviated BIM), which covers building geometry, spatial 
relationships, geographic information, as well as the quantities and 
properties of its components. The software has a basic of 
international climatic data, which allows, in the software, to locate 
the exact region of the building, as well as its orientation. When 
detailing each internal component of the model the software is able 
to determine the thermal loads through a year and with this 
determine the loads of summer and winter. The software is based 
on the methodology ASHRAE 2005[6]. 

 

 
Figure 2. 3D view of the outer facade of the complex. 

In this platform, it is possible to calculate the thermal loads for 
both summer and winter, to locate in detail the location of the 
complex to increase the accuracy of the calculation of thermal 
loads due to solar incidences in walls, ceilings and windows, as 
well as infiltrations due to the Air currents of the area in question, 
in addition to allowing the dimensioning of the air distribution 
ducts. Table 1 summarizes the overall calculation of the maximum 
and peak values shown and flux densities of the entire complex, 
can be noted that the maximum cooling load is 65.6 kW and 
maximum load Heating is 1.28 kW. With this we can appreciate 
that the requirement of these educational facilities will be primarily 
in cooling mode. 
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Table 1. Herbarium Summary 

Entries  

Types of construction Educative 
Center 

Area (m²) 756.16 
Volumen (m³) 2,080.20 

Calculation Results  
 Maximum value of total cooling load (W)  73,906 
Maximum cooling value (month and hour) May 02:00 p. m. 

Maximum value of sensitive cooling load (W) 65,602 
Maximum latent cooling load value (W) 8,304 

Maximum cooling capacity (W) 73,906 
Maximum value of cooling airflow (L / s) 5,821.20 

Maximum heating load value (W) 1,286 
Maximum value of heating air flow (L / s) 5,572.30 

Checking Sums  
Density of cooling load (W / m²) 97.74 

Density of the cooling flow (L / (s · m²)) 7.7 
Cooling flow / load (L / (s · kW)) 78.77 

Cooling area / load (m² / kW) 10.23 
Density of heating load (W / m²) 1.7 

Density of heating flow (L / (s · m²)) 7.37 

3. Analysis and Results to the Virtual Model of the Facility 

It was conducted a loads analysis to cooling and heating, in 
order to select the proper zones in the complex to install the Air 
conditioning System. Once review, the value of load in the two 
working modes comes from the herbarium, followed by the 
library and then all the laboratories at the bottom and finally the 
multipurpose room and the editing room, this can be seen 
in Figure 3. Figure 4 shows the thermal loads of heating and 
appreciated that spaces having larger load are the library, the 
multipurpose room and assembly, and Zone of reception of plants, 
this is because they are zones with great incidence solar by the 
windows and of conduction by ceiling and walls, which will be 
the zones of priority for the system of conditioning. 

 
Figure 3. Distribution of thermal loads of the school of refrigeration loads (W) 

 
Figure 4. Distribution of heating loads of the school of heating loads (W) 

In Figure 5, the monthly average thermal loads shown in cold 
mode, these loads are due to the transfer of heat generated by the 
occupants, electrical equipment and laboratory equipment, they 
are also considered heat gains due to windows and the incidences 
of the sun, and the transfer of heat through the walls of the 
enclosure, ceilings and floors. As you can notice the months in 
which it will require more use of the cold mode of the heat pump 
will be from the month of May until October of each year. 

 
Figure 5. Average monthly heat load in cold mode 

In Figure 6, the monthly average thermal loads shown in heat 
mode, these loads are due to the transfer of heat emitted by the 
occupants, electrical equipment and laboratory equipment, they 
are also considered heat gains due to windows and the incidences 
of the sun, and the transfer of heat through the walls of the 
enclosure, ceilings and floors. It can be noted in the figure that the 
months in which the system will be used in heat mode will be the 
months from November to March of the year. 

 
Figure 6. Monthly average heat load in heat mode 

In Figure 7, the consumption of electricity over a year shows, 
you can note that the maximum consumption occurs in the months 
of December to March, in these months do not have daylight 
saving and lighting Solar is for few hours so the electricity 
consumption is higher while the other months have a lower 
consumption due to the little use of lighting. 

 
Figure 7. Monthly consumption of electrical energy of the complex 
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4. Results and Discussion 

After obtaining the value of the thermal load under which the 
whole complex will be operating, the dimensioning of the heat 
exchangers was started, for which two commercial software’s 
were used. In the first instance, we will perform the dimensioning 
of the vertical heat exchangers and then the horizontal ones, it is 
worth mentioning that, between the two systems, the thermal load 
of the complex will be divided. 

In order to calculate the length of the heat exchanger, we will 
use specialized software tools. In this case, the GLHEPro® 
numerical tool was used, which specifies the type of heat 
exchanger to be installed, physical characteristics of the vertical 
heat exchanger, Specifications of the floor type, in addition to the 
type of coolant to be used in the heat exchangers which in this 
case would be water. After all the values required for the 
simulation of the well are loaded, the thermal loads are introduced 
to the system which were calculated by the Revit® software. 

The U-type heat exchanger, proposed for the storage and 
recovery of geothermal energy from the well and subject of the 
present analysis, converting the soil into a thermal sink, the pipes 
were considered to be high density polyethylene (PAD), the grout 
is of a mixture of concrete, silica sand and water, the material 
around the terrain, are those found in the field in which these 
exchangers are being installed, the type of soil in the area will 
provide the values of the thermal properties. The average thermal 
conductivity of the soil obtained by the rheological drilling 
column is 0.8657 W / (m ° K) and the thermal resistance of the 
exchanger is 0.3048 ° K / (W / m), the volumetric flow of the 
system is recommended by IGSHPA [7] of 1.9962 L / s, the 
thermal conductivity of water 0593 W / (m ° K) and heat capacity 
of 4173.36 kJ / (° Km 3). In Figure 8 the scheme proposed heat 
exchanger is shown. 

 
Figure 8. Schematic of the geothermal heat exchanger. 

Once the calculation was carried out in the software, the 
results obtained are from the need of 4 vertical exchangers with a 
depth of 88.29 m and a total drilling depth of 353.16 m, and a 
distance between interchangers of 4.57 m. The maximum 

temperature value will be 25.51 ° C and with a minimum of 6.23 
° C and with temperature peaks ranging from 31.53 ° C and -6.67 
° C. With these temperatures. It can be concluded that it may be 
necessary to add some antifreeze to the system for its operation 
and with that the system works properly. The software has a tool 
to perform the optimize of the appropriate size, using this tool the 
software tells us that the length of the exchangers will be 81.15 m 
with a total drilling length of 324.6 m, and a separation distance 
between exchangers of 4,572 m. The maximum temperature will 
be 25.93 ° C and with a 6.5 ° C and the temperature peaks at 32.22 
° C and -6.67 ° C. With these temperatures, the need to add some 
antifreeze to the system is also confirmed for its operation. 

Figure 9 shows the proposal for the interconnection of the 
heat exchangers, the figure shows the dimensioning of pipe 
exchangers, like the inkjet heads and refrigerant recovering also 
the dimensioning of the accessories for installation, As well as the 
mass flow in gal/min in each of the sections of the heat exchanger. 
For sizing, the horizontal heat exchanger shown in Figure 11 was 
performed using the software GLD 2014, this tool allows for 
vertical and horizontal dimensioning exchangers with a large 
number of configurations. This software uses an iterative method 
for its solution by feeding parameters divided into specifications 
of fluid, soil, piping, configuration and auxiliary equipment. 

 

 
Figure 9. Schematic of the air conditioning system using a geothermal heat 

pump 

Figure 10 shows the behavior of the maximum average 
temperature of the exchangers during operation over 10 years of 
operation. It can be observed on the temperature profile curve the 
effect provoked to the underground due the operation of heat 
exchangers on this soil. From the graph, it is clear that variations 
are minimal as well as soil perturbances. The variance of 1°C 
demonstrate that along 10 years of usage the system will not affect 
the surroundings or the environment where installed. 
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Figure 10. Behavior of the set of heat exchangers with maximum temperature 

For the dimensioning of the horizontal heat exchanger shown 
in Figure 11 was performed with the help of GLD 2014 software, 
this tool allows the design of vertical and horizontal exchangers 
with a large number of configurations. This software uses an 
iterative method for its solution by feeding proper parameters: 
such as specifications of fluid, soil, piping, configuration and 
auxiliary equipment. 

 
Figure 11. Slinky horizontal geothermal heat exchanger for trenches 

The parameters of the pipe comprise the thermal conductivity 
of the pipe, and its dimensions as outer and inner diameters and 
the die, plus the type of internal flow of the pipe. In the 
configuration of the heat exchangers the software has the different 
types of trenches that can be applied, in this study we used the 
trench slinky type, this is a pipe coil, this technique requires less 
space than other techniques, using only 4 lines with a separation 
of 6.1 m between them to a depth of 1.8 m and a width of 20 cm, 
the particular measures of the slinky type heat exchanger is a 
diameter of 91 cm and a separation between them of 52 cm. The 
next thing is to quantify the heat gains of the system by use of 
pumps and auxiliary equipment, in this case only a 2.5 HP heat 
pump is taken into account to be able to move all the fluid through 
the heat exchangers to the heat pumps. 

After entering the parameters required by the software as in 
the previous calculation, the iteration is performed to be able to 
quantify the dimensions of the system, in this case the result 
obtained is 4 trenches with a total length of 101 m, whereby each 
Trench will have a length of 25.3 m, the total length of the system 
will be 1347.6 m of pipe 

In Table 2, the selection of the heat pump for space with 
increased demand and usage shown. The criterion of the selection 
of heat pumps is made by means of the air flow of the system for 
each space and these must also meet the requirements of thermal 
load in both cold and heat mode [7]. These values are also 
obtained by the 3D model space subject of analysis which are 
shown in Table 2. In Mexico it has a large number of companies 
that provide conventional air conditioning systems, in this case it 
was decided to make the selection of heat pumps in the catalog of 
the company Daikin. 

Table 2. Selection of heat pump for Herbarium 

Space 

Maxim
um 
cooling 
load 
value 
(W) 

Maximum 
cooling 
load value 
(BTU/hr) 

Cooling 
airflow 
(L/s) 

Maximu
m 
heating 
load 
value 
(W) 

Maximu
m 
cooling 
load 
value 
(BTU/hr) 

Heating 
air flow 
(L/s) 

Daiki
n 

Unit 

HERBARIUM 18,308 62,469 1,480 17,295 59,013 1,359.60 48 

 LIBRARY  5,463 18,641 441.8 947 3,231 531.1 30 

LBM 8,047 27,458 654.7 897 3,061 623.3 42 

 MULTIPLE 
USES  

5,287 18,040 427.6 70 239 401.8 

42 
 ASSEMBLY 
ROOM  

2,920 9,963 236.2 512 1,747 285.1 

 

5. Conclusion 

The purpose of this work was to design the system for air 
conditioning using heat pumps with U-type vertical heat 
exchangers through the use of different software for a student 
laboratory complex located in Morelia, Michoacán, Mexico. With 
this dimension, it makes clear the feasibility of installing these 
systems in Mexican territory and the learning of technical and 
field capacities in a multidisciplinary way. In addition to the 
development of a methodology for the integration of different 
software such as Autodesk Revit® and GLHEPro®, in which it 
was possible to model the building in detail for the calculation of 
thermal loads and the dimensioning of vertical heat 
exchangers. The length of the exchangers will be 81.15 m with a 
total of 4 heat exchangers, and a separation distance between 
exchangers of 4,572 m In addition to the horizontal heat 
exchanger system which are formed of 4 trenches with a total 
length of 101 m, Whereby each trench will have a length of 25.3 
m, the total length of the system will be 1347.6 m of pipe, the heat 
pumps selected for the highest priority spaces for its Daikin 
models 30, 42 and 48. Which meet the need for mass air flow and 
thermal load in both heat and cold. 
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  The track circuits are very important equipments used in the railway transportation system. 
Today these are used to send vital information, to the running train, in the same time with 
the integrity checking of the rail. The actual track circuits have a small problem due to the 
use of the same transmission medium by the signals containing vital information and the 
return traction current, the running track rails. But this small problem can produce big 
disturbances in the train circulation, especially in the rush hours.  

To improve the data transmission to the train on-board equipment, the implementation of 
new track circuits using new communication technology were studied. This technology is 
used by the mobile and satellite communications and applies the principle of diversity 
encoding both time and space through the use of multiple transmission points of the track 
circuit signal for telegram which is sent to the train. Since this implementation does not 
satisfy the intended purpose, other modern communication principles such as 8PSK signals 
modulation and encoding using Trellis Coded Modulation were developed. This new track 
circuit aims to solve the problems which appeared in the current operation of track circuits 
and theoretically manages to transmit vital information to the train on board equipment 
without being affected by disturbances in electric traction transport systems. 
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1. Introduction  

In the paper [1] “Track circuit with space-time coding” it has 
been shown that the present track circuits used in metro lines have 
some problems, connected with the train transmission telegrams 
due the electrical perturbation produced by the train return current. 
To have one conclusion about this problem, at the Bucharest Metro 
line, measurements were taken and oscillograms picked-up, for 
more than 100 track circuits. These measurements were conducted 
to find the real cause of the sudden emergency brakes applied by 
the running metro trains. The trains lose the command telegram for 
a while and apply the brakes for safety reasons. The telegram 
contains the permissive orders to run regarding the permissive 
speed and distance to go. These emergency brakes lead to 
disturbances in the train time schedule and jeopardize the 
passengers’ safety.  To solve this problem, several solutions have 
been proposed but none of them have been able to fully meet the 
proposed goal. 

In paper [1] “Track circuit with space-time coding” an 
embodiment was proposed to be utilized, using the existing 
signalling equipment, to ensure the transmission of the telegrams 

to the train using two transmitter points at a fixed position from 
one another. The two telegrams emitted by tuning unitsTU1-a  and 
TU1-b arrive to the train at a time interval δ one after the other. 
This interval enables the rapid verification of the telegrams if they 
contain errors and if they do, the receiver can correct them. 

The disadvantage of the embodiment is that on the distance 
between the two transmitters TU1-a and TU1-b, the train receives 
only the second telegram, leading to the need of a geographical 
map at the on board receiver and the verification of the position of 
the train if it is found between the TU units. But the main 
disadvantage is the use of additional equipment which has a high 
cost, namely one TU unit for each track circuit. 

The train receives orders that authorize its movement entire in 
full safety conditions. The orders are embedded in a telegram that 
is transmitted through the track rails. The telegram addressed to the 
train can be disrupted and the train cannot recognize the 
transmitted order. And this fact leads on the train to apply the 
emergency brake [2]. 

The telegram is affected while it passes through the 
communication channel via rails [3]. This channel is not a special 
channel built for data transmission. Because of this, the telegrams 
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are affected by the return traction current and electrical noise 
produced by the electrical motors of the train. In this paper such 
issues are analyzed and a new solution is proposed to solve the 
telegram loss by the train, when the telegram is affected by 
disturbances similar to Dirac impulses.  

The QPSK-MIMO track circuit proposed in previous works 
cannot provide telegram transmission during the window time 
requested by the receiver. The two telegrams required for MIMO 
diversity are composed of 8 bits needed to identify the track circuit, 
29 bits of information, 1 utility bit, and 33 bits allocated for the 
verification of the telegram by CRC code totaling 72 bits per 
telegram [4] 

For the transmission of the two telegrams in the window time 
allocated by the receiver for the reception of a telegram, namely 
630 ms [5], one should be reduced the bit time by way of changing 
the oscillators in the existing receivers, which does not correspond 
with the scope to improve the current system with minimum 
changes. The second method of shortening the transmission time 
of the telegram is to decrease the length of the transmitted telegram. 
In order to reduce the transmitted telegram, the only option is to 
drop the CRC code and replace it with another encryption and error 
protection system. In order to transmit the 38-bit utility telegram it 
is needed to look for a coding to allow the telegram to be checked 
and the transmission to be carried out in less than 315 ms even 
below 300 ms, because 15 ms should be allocated to the time 
between the two telegrams. 

 

 

 

 

 

 

 

 
Figure 1. Transmission of information in communication systems 

In the previous works have been implemented the transmission 
technologies used by today's WIFI communications systems so far, 
in this paper is proposed to try to use Trellis encoding. Trellis 
encoding is a coding commonly used in current communication 
systems. The transmission of the telegram in the current system is 
performed by transmitting the information in 30-bit information 
blocks which are accompanied by a 33-bit CRC block. If an 
informational bit is affected at the moment of reception, when 
performing the polynomial division modulo two, the result is not 
identical to that of the CRC code, and the telegram is declared 
disrupted. If a convolution code is used then information bits and 
control bits are combined into a set structure, practically decoding 
is bitwise with a continuous bit and if a bit is disturbed then it is 
not considered to be the entire lost word. In the classical data 
transmission systems functional blocks appear as in Figure 1. In a 
communication system two main functional blocks can be 
distinguished, namely the transmitter and the receiver. The main 
functionality blocks are: „information formatting block” - it 
collects the information that is the subject of the transmission and 
processes it by obtaining the message symbols and then these 
messages enter into the „encryption block” to ensure data 
protection.  

The message is coded [6] to be transmitted through the 
communication channel in order to obtain the channel-specific 
symbols, the „multiplexing block” which allows the access to the 
transmission channel of several message sources. The received 
messages are modulated and passed through a „band pass filter” 
that only allows the passage of useful frequencies to the 
„broadcasting block”. The „broadcast block” amplifies and does 
the adaptations with the „data transmission channel” towards the 
reception. At the „reception”, the information is extracted by the 
reverse execution of the operations performed in the „broadcasting 
block”. If a more efficient system is desired, the complexity of the 
system must be increased, with the advantages and disadvantages 
of the solution. Increasing the system performance can be done by 
using Trellis Coded Modulation (TCM). The use of Trellis coding 
performs coding and modulation of the signal in the same block, 
which reduces the time required for data processing, but at the 
same time requires specialized electronic components made by 
state-of-the-art techniques, allowing complicated operations. 
Trellis encoded data transmission systems have very good noise 
protection and are used for high-speed data transmissions. In the 
case of a limited power communication channel, increasing energy 
efficiency can be achieved by using error correction codes. 
Corrector error codes supplement additional bits to the transmitted 
encoded information sequence. Adding supplementary bits to the 
useful information results in the need for longer words to be 
transmitted, and if they need to be received in a given window time, 
it is necessary for the modulator to work at a higher frequency 
requiring a wider frequency band. The maximum data 
transmission speed through an ideal communication channel 
(stable, homogeneous, invariant in time, without distortion) is 
limited. This limit, called the capacity of the communication 
channel C [bit / s], was established by Shannon for an ideal channel 
with add-on Gaussian white noise, with a mean power of the useful 
signal and assuming the infinite coding, as to be: 

C= B log2 (1 +P/ N) [bit/s]                                  (1) 

Where the capacity of the communication channel is denoted 
by C and B is the bandwidth available for communication, the 
average signal power is P and the average noise power is N. In the 
case of a limited frequency band communication channel, 
increasing the spectral efficiency can be achieved by using 
modulators that maintain a large distance between the signals. 
These modulator processes are based on Shannon’s 2nd theorem: 
a source with the information flow R (bit / s) and a channel with 
capacity C (bit / s) and if R <C then there is a code with words of 
length „n” such that the probability of a decoding    error Pe to be 
Pe≤ 2-nE (R) where E (R) is a non-negative function called the 
exponent errors - the theorem allege that indifferent  how much the 
channel transmission is disturbed, the broadcast can be made with 
a minimal error probability. The sequence error probability (as 
well as the probability of symbol error) is limited up by a 
decreasing function ratio d min

2 / N0 and is well approximated by 
this expression when the signal / noise ratio is high. In the above 
expression dmin

2 is the square of the minimum Euclidean distance 
between two possible signal vector sequences. The Euclidean 
distance is a straight line between two points "s1" and "s2", each 
point is defined by the Cartesian coordinates (2). The distance 
between the two symbols is given by the relationship.  

d =   �(𝑥𝑥1 − 𝑥𝑥2)2 + (𝑦𝑦1 − 𝑦𝑦2)2              (2) 

For digital transmission, the equivalent of the Euclidean 
distance is the Hamming distance given by the relation (3), this is 
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zero if the binary words are the same. These two distances are 
useful in signals processing.  

dH(x,y)=∑ 𝑑𝑑𝐻𝐻𝑛𝑛
𝑖𝑖=1 (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖);     dH(x,y)=� 1 daca xi ≠ yi

 0 daca xi = yi         (3) 

For an optimal communication, a long sequence of signals with 
maximum separation must be transmitted, and the receiver must 
decide on these long signals rather than individual bits or symbols.  

If the designing process of these long signal sequences is 
properly performed, the error probability of the message „ve” 
decreases exponentially with the length n.  

Pe< k𝑒𝑒−(𝑅𝑅0−𝑅𝑅 )𝑛𝑛                                 (4) 

Where the transmission rate R is less than the maximum rate 
R0 as given by the Shannon capacity of the channel. In 
conventional transmission, encoding is separate from the signal 
modulation operation. Coding is done at the digital level, this in 
generally adds bits to the streams to be transmitted and requires an 
increased bandwidth. At the receiver the decoding occurs after the 
signal demodulation. The demodulation can be done by electronic 
circuits for decision, with voltage thresholds, and is called „hard 
demodulation” or can be done by sampling the received signal and 
comparing these samples with memorized patterns of the signal 
accompanied by Gaussian noise, this is a „soft demodulation”. 
“Soft demodulation” brings a 2 dB gain compared to „hard 
demodulation”. The decoding operation is executed for the entire 
data stream that feeds the decoder, whether it contains an error or 
not. Decoding can be done by sampling the received analogue 
signals and comparing them with memorized patterns, this is a 
comparative decoding. The theoretical loss of the decoder by 
electronic decision over the comparative decision is about 2 dB. 
Modulation of coded signals can be a 2D modulation, which uses 
the dependence between the initial phase and the phase of the 
quadratic symbols. It is manageable to have a 4D modulation; 
where it introduces the dependence of the symbols of two 
successive time intervals. A Trellis modulation can be used, that 
introduces the dependence of each successive symbol. Trellis and 
multidimensional codes are designed to maximize the Euclidean 
distance between the possible sequences of the transmitted 
symbols. The distance between the nearest possible symbols 
transmitted in the signal space determines the performance of the 

code Pc  ~  𝑒𝑒
−𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

2

2𝑁𝑁2
�  where dmin is the minimum distance 

between the signal sequences and N is the noise power in the 
channel. Trellis Coded Modulation combines modulation and 
encoding in the same block, while the bandwidth is not increased. 
It has the same symbol rate, but redundancy is introduced by using 
to encode a constellation with more points, than it would be needed 
without encoding. For Trellis Coded Modulation the number of 
point doubles but the symbol rate is the same and the spectral 
power remains the same. Since there are several possible points per 
symbol, it can be considered that for a given noise signal ratio the 
probability of error increases. As with the conventional coding, 
there is a dependency between different symbols. Only certain 
secure sequences for successive points of the signal constellation 
are allowed for Trellis encoding. By applying these constraints 
optimally at the reception, the probability of error decreases, as a 
measure of the transmission performance while growth the coding 
gain. This is the difference between the transmission through a 
channel with the same noise to signal ratio of the same information 

in a coded system and a non-coded system. The key element of 
Trellis Coded Modulation, to improve the power efficiency of a 
coded channel, is to insert a memory circuit. To compensate the 
redundant bits added at the signal encoding, a constellation with 
more than 2n symbols is used. The design of the encoder and the 
constellation map is collaborated to reduce the complexity of the 
decoder. Using an 8-layer constellation for signal encoding, 
theoretically 2 bits per symbol can be transmitted with an error 
below 13dB. Using a coded modulation it is possible get a 6dB 
gain at the same symbol rate without increasing bandwidth [7] 

 

 

 

 

 

 

Figure 2. Euclidean distances for 8PSK 

Trellis encoding, for a given limited channel bandwidth, at first, 
will be determined the rate of symbols that can be transmitted. The 
size of the 2L alphabet, which is required to produce the required 
bit rate, is determined. The constellation size is doubled and 
inserted into the encoder, which will generate an extra bit. It is not 
necessary that all the bits from the encoder input to be passed 
through the encoder. There are several ways to encode the bits in 
the symbols. The selected mapping can dramatically improve or 
dramatically reduce the code performance. Ungerboeck proposed 
a heuristic technique called mapping symbols, by partitioning 
symbol sets. The coding philosophy is to position the large 
constellation of 22L + 1 signals in smaller sets. The Euclidean 
distance between the signal point sequences in the different subsets 
is substantially increased (can be of the same order for all points in 
the same subset). Performance can be determined by the distance 
between symbol sequences in different subsets. Trellis encoding 
produces a substantial increase in the Euclidean distance between 
the signal sequence points so that at the receiver, the Viterbi 
algorithm can be used to detect the signal.  

Ungeboeck in 1976 showed that for channels with bandwidth 
restricted by using convolution signal encoding, the gain of coding 
by comparison with binary encoding of the same signal can be 
substantially improved [8]. He proposed the use of modulation and 
coding together, to increase the Euclidean distance between the 
signal sequences. This was called Trellis encoding of the channel, 
because the sequence states in the finite state automaton that 
encode the signal levels describe a trajectory in the form of trellis 
for the possible passages.  The largest Euclidean distance between 
the signal sequences, the lowest error rate for the noise signal ratio 
is Pe = NfreeQ (dfree/2Z) where Nfree is the mean of the sequence 
numbers at the distance dfree and Q (x) ~e−x

2
2� .  

The code words consist of level sequences modulated. Trellis 
encoding uses dense signal sets but restricts what sequences can be 
used. These produce a minimum distance gain and the code 
requires a time dependence of the signal sequences that allow the 
receiver to pass over the noise bursts like the transmitted sequence 
estimates.  Since the shape of the symbol and the transmission rate 
are unchanged, coding does not require any bandwidth increases.  
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This theory can be applied in track circuits for telegram 
transmissions to the train in FSK system, for which two symbols 
are used. To use a TCM for the order telegram, the FSK 
modulation signal can be used and, according to Ungerboeck's 
rules, a dual-signal constellation with 4 frequencies is needed: 

 

 

The frequency band is kept by setting the conditions: 

f00-f10= f0-f1 

and   f00-f01=f01-f10=f01-f11 

This requires a slightly more complicated receiver, but not so 
much. Indeed, the demodulator is a frequency-to-voltage converter: 
for example, for the frequency f0 at the output will have -U (volts) 
and for the frequency f1 the output will be + U (volts).  

If there are 4 frequencies, the demodulator gives to the output 
for each frequency a preset voltage value as in the following 
example:  For f00 the output will be -3U, for f11 is + 3U, for f01 is -
U and for f10 output will be + U. The four-level signal ± U, ± 3U is 
easy the convert into di-bits (two-bit group). The four-frequency 
set is divided so that the minimum distance between two 
characteristic frequencies increase:  

 

 

 

 

The new aspect of coded modulation Trellis is that the 
encoding and modulation operations are not treated as independent 
operations, but as a single operation. The signal received, instead 
of being first demodulated and then decoded, is processed by a 
receiver that combines demodulation and decoding in a single 
operation. The detection process involves more soft decisions than 
hard decisions (the incoming signal is processed before making the 
decision with which data source symbol it matches). To exemplify 
the operation, a convolution Trellis coder is used as in Figure 3 

 

 

 

 
 

Figure 3. Transmission of information in convolution systems 

The input bit bn goes unmodified at the exit and is renamed 
δ1(n),   δ1(n)=bn 

The convolution encoder has 4 states, given by bits δ0(n) and 
δ1(n). These states are the outputs of some delay elements (bi-
stable, tipping circuits) that use a tact T equal to the duration of one 
bit. For the coder shown in Figure 3: 

 

δ0(n) = σ0(n) 

σ1(n+1) = σ0(n)                                 (5) 

Table 1 Frequencies of signal issued to Trellis encoding 
δ1(n) δ0(n) frequency 

0 0 f00 
1 0 f10 
0 1 f01 
1 1 f11 

The two output bits δ0 (n) and δ1 (n) select the frequency of the 
transmitted signal as shown in Table 1: 

The four-state Trellis graph which represents the operation of 
the convolution encoder is shown in Figure 4: 

 

 

 

 
Figure 4. Four-State Trellis Graph 

The convolution encoder state table, according to the previous 
states and the input data described above, is as follows: 

Table 2 Trellis convolution coder states 
 

σ1(n) σ0(n) bn σ1(n+1) σ0(n+1) δ1(n) δ0(n) frequency 

0 0 0 0 0 0 0 f00 

  1 0 1 1 0 f10 

0 1 0 1 0 0 1 f01 

  1 1 1 1 1 f11 

1 0 0 0 1 0 0 f00 

  1 0 0 1 0 f10 

1 1 0 1 1 0 1 f01 

  1 1 0 1 1 f11 

If the encoder state is “00” and the input bit is bn = “1”, the 
encoder switches to the state “01” and the transmitted frequency is 
f01. One advantage of the FSK modulation is that it does not need 
to equalize the transmission channel. For demodulation, the 
receiver uses only the input signal frequency, ignoring the 
amplitude and phase. For the above Trellis encoded scheme, the 
Viterbi algorithm can be used at reception. The algorithm was first 
proposed in 1967 and is an asymptomatic optimal decoding 
technique for convolution codes. It can be used to determine the 
encoded signal sequence close to the received signal sequence with 
the condition that the signal sequences transmitted are finite. The 
decoder determines the nearest signal sequence coded, directly 
from the information channel output. The most probable errors 
made by the decoder's optimal soft decision are related to the 
Euclidean minimum distance of the transmitted symbols. 

2. Trellis Track Circuit - functionality analysis 

For the TI21M track circuit an informational telegram, 
consisting of 29 informational bits, shall be transmitted to the train. 
They are divided according to the table 3 [9, 10].  

From the table 3, it can be seen that the new Trellis Track 
Circuit must send the following information: [11, 12]  

- The target distance - bits 0-7, contains 8 informational bits to 
transmit the allowed distance whereon the train can travel.  

f10 f01 f11 f00 

{f00,f01,f10,f11} 

{f00,f10} {f01,f11} 

{f00} {f10} {f01} {f11} 

T + T 

σ 1(n+1) σ 0(n+1) σ 1(n) σ 0(n) 

δ0(n) 

δ1(n) b(n) 

+ σ0(n+1) =bn σ1(n) 

σ1(n) σ0(n) σ1(n+1) σ0(n+1) 
0 0 
0 1 

1 0 
1 1 

0 0 
0 1 
1 0 
1 1 

0100 

1110 
0100 

1111 
0101 

1110 

0101 
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- The target restriction - bits 8-10, contains 3 informational bits 
to convey the target restriction. This tells to the train if a speed 
restriction or a change in the type of traffic follows.  

- Door left- bit 11, an informational bit to transmit to the train 
if left-handed doors are allowed. 

 - Door right - bit 12, an informational bit to transmit to the 
train if the right door is allowed to be opened. 

 - Entry into the controlled area- bit 13, an informational bit 
that informs the train if it enters or exits in the system-controlled 
area. 

-  Passing over- bit 17, an informational bit informing the train 
that an area, where the train can lose the telegram for a short 
distance, is coming.  

- Current speed and target speed- bit 18-24, 7 informational bits 
informing about the train speed and target speed. 

Table 3 Meaning of bits in the telegram transmitted by the TI21M track 
circuit 

bits information 

       0-7 Target distance 

8-10 Target restriction 

11 Left doors 

12 Right doors 

13 Entrance in an controlled area 

     14-16 Track circuit markers 

17 Over pass 

    18-24 Target and current speed 

   25-28 Target Gradient 

29 Utility 

     30-63 CRC Cod 
 
In total there are 22 bits of information to be transmitted to the 

train. The rest of the information being transmitted, by the current 
track circuits, is linked to track circuit’s markers, which can be 
assimilated by the track circuit labelling. The CRC code bits can 
be removed, if another message verification method is used at the 
reception. The telegram that needs to be transmitted by the track to 
the train now has 30 informational bits.  

If a Trellis encoding scheme is used, like the one shown in 
Figure 5.30, with a simple systematic feedback response coder and 
parity check, at two information bits from the encoder input it will 
have three bits at its output. This type of coding, with a ratio of 2/3, 
brings at the encoder output a 45-bit encoded trellis with parity 
check, where "hi " are the parity coefficients.  

For this scheme, Ungerboeck calculated in the article [13] the 
following characteristics: the number of states is eight for two 
information symbols per modulation cycle. The parity coefficients 
are h2= 04, h1= 02, h0=11 and d2

free/∆0
2 = 4.586 and coding gain is 

3.6dB, all this for 8PSK modulation with  

∆i = 2sin (π/8),  √2,, 2 with i = 0,1,2 

 
 
 
 
 
 
  
 

Figure 5. Trellis Systemic with Feedback Coder (3, 2, 3) 

For systematic encoding, the input bits appear unchanged at the 
encoder output; this type of encoder cannot generate a catastrophic 
code. A catastrophic encoder is a coder for which at least one code 
word with the finite Hamming distance corresponds to an input 
with an infinite Hamming distance.  

For the track circuit the important thing is that a 2 bits / sec / 
Hz transfer rate is achieved with a coding gain at the same 3.6 dB 
noise signal ratio versus a no-coded transmission. 

 For track circuits, the optimum transmission frequencies are in 
the audio frequency band due to the limitations imposed by the 
broadcast channel. 

For 200 Hz signal bandwidth and Trellis encoding spectral 
efficiency 2½ bits / sec / Hz, 252 bits to the reception in the 
window time of the current system can be sent. This leads the train 
to be able to receive 4 telegrams in a timely manner with the 
information required for the system. If the allocated band is 
increased at 300 Hz, four information telegrams can be sent to the 
train, each of 64 bits, without reaching the maximum spectral 
efficiency limit for Trellis encoding. These four telegrams will be 
transmitted from two different points of the track to the moving 
train. Using a systematic parity convolution coder, a 45-bit 
telegram will be obtained; the remaining bits up to 64 bits can be 
used to send additional information to the train or even to 
redundantly transmit vital information within the same telegram. 
The speed and distance information can be transmitted twice in the 
same telegram.   

Practically the new telegram that is sent to the train will contain 
the following information: 

• target distance - bits 0-7 and 33-41, contains 2 * 8 
informational bits to transmit the distance where on the train can 
travel 

• target restriction - bits 8-10, contains 3 bits of information to 
convey the target restriction this tells to the train if there is a 
reduction in speed or a change in the type of traffic 

• Left doors - bit 11, an informational bit to transmit to the train 
if it is allowed to open the doors on the left side 

• Right door - bit 12, an informational bit to send to the train if 
it is allowed to open the doors on the right side 

• Entry into the controlled area - bit 13, an informational bit 
that informs the train if it enters or exits the system-controlled area 

• Pass over - bit 14, an informational bit informing the train that 
there is an area where the train can lose the telegram over a short 
distance 

• Current speed and target speed - bits 15-21 and 41-47, 2 * 7 
informational bits informing about the train speed and target speed. 

After applying the Trellis 2/3 modulated encoding with 8PSK 
and parity checking, the following distribution of information 
inside the telegram will be obtained: 
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S1 S2 S3 S4 S5 S6 

d20=0.586 

d21=2 

d22=4 

000 
000 001 

100 
010 
010 

011 
110 

100 
001 

101 
101 

110 
011 

111 
111 

Target distance-bits 0-12 and 43-55, vital double information 
Target Restriction - Bits 13-16 
Left - Right Doors - Bits 17-19 
Entry into Controlled Area and Over - Bits Crossing 20-22 
Current speed  and target speed - bits 23-32 and 33-43, vital 
information doubled 
Track circuit label  bit 56-64. 

Performing the optimal Trellis encoding is done by mapping 
the symbols to ensure maximization of the free distance between 
them. This mapping is done by using special software programs to 
obtain the maximum efficiency of the encoder.  

The information telegram set out above contains 37 bits 
required for the on-board system to meet the safety requirements 
for automatic train movement. These 37-bit information bits are 
inserted into a systematic convolution coder with feed-back and 
parity verification.  

The encoder will have at the output 3 bits for every 2 bits at the 
input. For the transmission of the symbols it is necessary to use an 
8-level modulation and for the beginning the use of the 8PSK 
modulation is to be considered.  

The most probable errors made by the decoder's optimal soft 
decision interfere between the {e_n} and the {d_n} transmitted and 
the decoded signals, if they are close in terms of Euclidean square 
spacing. The free quadratic free distance is called free distance and 
is given by the relation  

d2
free = min ∑ |𝑒𝑒𝑛𝑛 − 𝑑𝑑𝑛𝑛|𝑒𝑒𝑚𝑚≠𝑑𝑑𝑚𝑚  where{𝑒𝑒𝑛𝑛}, {𝑑𝑑𝑛𝑛} ∈ 𝐶𝐶.       (6) 

For this, the codes must be designed to have the maximum free 
Euclidian distance and not for Hamming distance. The redundancy 
required for coding comes from expanding the signal set without 
increasing the bandwidth [13]. The mapping should be based on 
the grouping of signals in symbols with a large distance between 
the signal subsets. To maximize the free distance the map of the 
symbol set is used as shown in the example represented in Figure 
6. 

 
 
 
 
 
 
 
 
 
 
 

Figure 6. Symbol mapping by partitioning 

3. Trellis track circuit – on-board receiver 

The on-board receiver must receive the telegrams transmitted 
in the track from two distinct transmitters located in front of the 
train. The on-board receiver distinguishes these telegrams by 
differentiating the Trellis encoded modulated signals. The on-
board receiver to process the received telegrams will have the 
block diagram shown in Figure 7. 

 

 

 

 

 

 
Figure 7. Trellis Track Circuit on-board receiver 

The signal captured by the pick-up coils is summed by a 
differential summing circuit and then passed through the FTB 
bandwidth filter to keep only the useful signal. The detector block 
must separate the two telegrams received from the two separate 
transmitters. The telegrams arrive at a time difference dependent 
on the distance between the two transmitters and the gap between 
the telegrams introduced by the interlocking device. The first 
telegram is entered into a delay line until the second telegram 
arrives, then the telegrams are inserted into a demodulation and 
decoding block. The telegrams are inputted into a decision block 
that extracts the train data from the two telegrams, to transmit them 
to the train vital computer for execution. 

 The “Differential Summing Circuit” sums up the useful 
signals received by the pick-up coils, installed in front of the first 
axle of the train. The useful signal is passed through a band pass 
filter which only serves to extract the signals from the useful 
frequency bands.  

The output from the “Band Pass Filter” is amplified and 
inputted into a delay line, until the second telegram is received. 
When the second telegram is received, the two telegrams are 
inserted into the “Demodulation and Decoding Block”.  

The “Decoding and Demodulation Block” consists of two 
separate demodulators and decoders for the two telegrams. The 
signal decoding can be made “hard” by demodulation and then 
decoding, but this demodulation causes an irreversible loss of 
information received before decoding. At the receiver a sequence 
of sampled voltages corresponding to the transmitted bits are 
created. The received signal is sampled and forms a bit sequence, 
to decode this sequence which can apply a hard decision process 
that decodes the samples by assigning them pre-set voltage values. 
This process can make an erroneous decision especially in the 
comparison threshold area. In order to avoid these inconveniences 
of hard decoding, a soft demodulation-decoding is used, which 
means that the decoder operates directly on the non-quantified 
"soft" samples of the channel [14]. The patterns are expressed as 
vn = an + wn, where an is the discreet signal transmitted by the 
modulator and wn is the representation of the samples of the 
Gaussian noise addition process. The decoding rule of the decoded 
optimal sequence is to determine from the set “C” of the encoded 
signal sequences that can be produced by the coder-modulator 
system the sequence {an} with the Euclidian square minimal 
distance that fulfils the relation: 

 |𝑟𝑟𝑛𝑛 − a𝑛𝑛|2=Min∑|𝑟𝑟𝑛𝑛 − 𝑎𝑎𝑛𝑛|2with {an}∈ C        (7) 

The Viterbi algorithm is used to perform this decoding-soft 
demodulation. This algorithm was proposed in 1967 and is an 
asymptomatic optimal decoding technique for convolution codes. 
It can be used to determine the sequence {an} of the encoded signal 
near the received non-quantized signal sequence {rn} provided that 
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the sequences of the encoded signal generated {an} ∈ C. The coder 
determines the nearest encoded signal sequence, directly from the 
non-quantized channel output. The most probable errors made by 
the decoder's soft decision-soft interfere between the {an} 
transmitted and {bn} decoded signals, if they are close one to 
another within the Euclidean quadratic distance, this distance is the 
free distance and is given by the relationship:  

 d2
free=min∑ |𝑎𝑎𝑛𝑛 − 𝑏𝑏𝑛𝑛|𝑒𝑒𝑚𝑚≠𝑏𝑏𝑚𝑚 where{𝑎𝑎𝑛𝑛}, {𝑏𝑏𝑛𝑛} ∈ 𝐶𝐶      (8) 

 
For this reason, system codes must be designed to have the 

maximum free Euclidean distance. For Trellis encoding, Viterbi 
decoder uses two metrics: branch metric and track metric. The 
branch metric is the measurement of the distance between what 
was transmitted and what was received and is defined for each path 
in the signal braiding. For “hard” decoding this branch metric is 
the Hamming distance between the expected bits and received bits. 
The track metric is the value associated with the trellis state, the 
value associated with each node, for the “hard” decision it 
corresponds to the Hamming distance of the most probable path 
from the initial state to the current state in the trellis. The most 
probable path is that with the smallest Hamming distance, 
measured on all possible paths between two states Hamming's 
smallest distance minimizes the total number of errors and is the 
probable path with the smallest bit error ratio [15]. The Viterbi 
algorithm calculates metric paths for pairs of states using the 
branch and track metrics calculated for previous states [14]. The 
key points are as follows: the optimal path of the infinite past signal 
to all trellis states at time "n" is known. The algorithm extends 
these interactive paths from state "n" to state at time "n + 1" 
Choosing the best way, the algorithm applies a "good" tag for each 
new path or "cancelled" for all other paths that cannot be extended. 
The good paths tend to unite in the same historical path after a time 
"nd" with an effective delay decoding “D” (so the random change 
of the values of "d" is very likely to be less than “D”). The 
information associated with a transition is the historical "nD" path 
can be selected at the output. The received signals are considered 
to be disturbed by non-corrected Gaussian noise samples with 
variable σ2 in each signal size (in the subway system the noise is 
not Gaussian and patterns with system-specific disturbances must 
be used). The probability that at the given time the decoder makes 
an erroneous decision among the values of the associated signals 
for parallel transitions or to start making a series of mistaken 
decisions along the divergent paths for more than one transition 
from the correct path is called event probability error. At high noise 
signal ratios this probability is generally approximated by: 

  

Pr(e) ≈ Nfree Q�
𝑑𝑑𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒

2𝜎𝜎� �                       (9) 

Where Q (x) is the Gaussian error integrity (10), and Nfree is the 
average of the numbers of neighbouring sequences with the dfree 
distance that go to any state in the transmitted signal sequence and 
come together after one or more transitions. 

Q(x) = 1
√2𝜋𝜋

∫ 𝑒𝑒
−𝑦𝑦2

2� dy                             (10) 

From the relationship (9) it can be approximated that at high 
noise signal ratios, the probability of event error associated with 
the target distance and then dfree becomes negligible.  

For the embarked system the receiver uses the Viterbi 
algorithm and it implements two sets of patterns for comparison. 

The pattern sets for the disturbed signal must be correlated with 
the communication channel used and the disturbances that occur 
in it. Depending on the results obtained, the handset can 
automatically switch between sets of patterns to reduce the 
probability of error. 

 Because the 8PSK modulation is used on the receiver, a 
symbol rotation may occur due to interference or even oscillator 
instability. If in the Trellis diagram there is a large free square-
space between symbols, then a small rotation of the diagram does 
not affect the received symbol, but if there is a small free square 
space between the symbols, then a small rotation of the diagram 
can change the decision boundaries of the symbols to make an 
erroneous decision. In most of the digital frequency carrier systems, 
the phase of the loop-specific carrier system has to be tracked. 
These loops estimate the phase shift of the received signal and 
decoder decisions, the estimated phase shift controls the phase of 
the demodulator carrier. For the new system, two symbols are used 
for each transmitted telegram to synchronise the demodulator with 
the modulator phase.  

The output of the Trellis “Demodulation-Decoding block” is 
connected to the “Decision block” input. This block receives the 
two sets of decoded signals, each for a received telegram, 
compares them and checks the parity bits. Having two telegrams 
issued by two transmitters at different points of the runway, the 
train can extract the correct information even if the telegrams have 
been disturbed during the passage of the communication channel. 
The “Decision block” maps the bits from the Trellis decoder 
demodulator output to the telegram pattern and extracts the 
information about the received orders. The bits received for each 
telegram contain redundant information on speed and distance 
(maximum safety information for train running). The “Decision 
block” has four sets of information that regulate the train speed 
over a reserved and secured traffic distance. This information is 
received by the way of two telegrams sent through two transmitters 
separated from each other by the length of a track circuit.  

The verified information is transmitted to the train computer 
for execution. 

4. Trellis track circuit – transmitter 

Taking into account the above mentioned functionality, the 
block diagram of the track circuit transmitter becomes that of 
Figure 8. 

 

 

 

 

 
 

Figure 8. Trellis circuit block diagram scheme 

The electronic interlocking system sends the orders to be 
executed and also the data which will be transmitted to the train, to 
the track circuit transmitter. The orders received contain 
instructions on how the track circuit transmitter should work, these 
modes being “detection mode” and “telegram mode”. 
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The information received from the interlocking is processed in 
the “Input block”. This block upon receipt of the "detection mode" 
order extracts from its own memory track circuit label and maps it 
to obtain the optimal Trellis encoding symbols. This mapping is 
required to optimize the encoding. The information is cyclically 
sent by two bits to the “Trellis Encoding block”. This operation is 
performed by the transmitter until another order is received. 

"Telegram mode" is executed upon receipt of the order 
received from the interlocking. On receipt of this order the 
transmitter receives the information, which must be included in the 
telegram to be sent to the train, maps this information to obtain the 
optimal symbols and sends these symbols to the “Trellis Encoding 
block”. 

The “Input block” will also prepare the synchronization 
symbols needed to synchronize the receivers; these symbols are 
included in the train telegram or in the detection message. 

The “Trellis Encoding block”, can be that shown in Figure 5, 
it is a block that encodes the two information bits received from 
the “Input block”. The “Encoding block” performs Trellis' 
systemic with feed-back coding and parity verification. The block 
encodes the received information and sends it by three bits to the 
“Modulation block”. 

The “Modulation block” is designed to modulate a carrier 
frequency with the three-bit symbol received from the “Encoding 
block”. The internal diagram of this block is given in Figure 10 and 
performs the modulation using the symbol diagram shown in 
Figure 9 

 
Figure 9. Symbols diagram 8PSK 

From the chart shown in Figure 9 it can be noticed that: for 
QPSK modulation where there are only two coordinates “I” and 
“Q”, for 8PSK it also need to define two amplitudes ± 0.38 and ± 
0.92 to obtain the 8PSK modulation angles in the four quadrants. 

 

 

 

 

 

 

 

 
Figure 10. 8PSK Modulator block diagram  

In the block diagram shown in Figure 10, the three-bit symbols 
from the output of the “Trellis Encoding block” are inserted into a 
serial / parallel converter, which separates the three bits on the 

three paths that define the symbol in the signal diagram. The bit 1 
is used to control channel “I” , bit 2 to control channel “Q”, and bit 
3 is used to define the two amplitudes. The amplitudes of the “I” 
and “Q” signals must be different in order to obtain the spatiality 
between the 8 phase states needed for 8PSK encoding states. The 
three bits command the 2-4 amplitude converters located on each 
channel “I” and “Q”, the bit 3 controls what amplitude is applied 
to each channel ± 0.38 or ± 0.92.  

Outputs from the converters 2-4 are multiplied by the cosine 
and sine functions having the required carrier frequency, f1 or f2 
for the line 1 and f3 or f4 for the line 2. These two signals are rotated 
continuously with 3π / 8 before forming the signal pulse to avoid 
that the signal envelope instantly passes near zero. For an optimal 
transmission, where must always be a difference between two 
consecutive symbols of 112.50 

The two waveforms obtained after multiplication will be 
summed and applied to the input of a “Band Pass Filter” that only 
selects the signal useful for transmitting through the 
communication channel. 

The signal rotated at this point is described by the relationship: 

Rn=Sn 𝑒𝑒
𝑗𝑗3𝜋𝜋𝑚𝑚
8 = 𝑒𝑒

𝑗𝑗2𝜋𝜋𝐶𝐶𝑚𝑚
8 *𝑒𝑒

𝑗𝑗3𝜋𝜋𝑚𝑚
8 = 𝑒𝑒

𝑗𝑗𝜋𝜋(2𝐶𝐶𝑚𝑚+3𝑚𝑚)
8 = 𝑎𝑎𝑛𝑛+j𝑏𝑏𝑛𝑛    (11) 

 
Where the “Sn “signal is 

Sn = Ac𝑒𝑒
𝑗𝑗2𝑚𝑚𝐶𝐶𝑚𝑚

8 = Accos 2𝜋𝜋𝐶𝐶𝑚𝑚
8

 + j Acsin 2𝜋𝜋𝐶𝐶𝑚𝑚
8

 = I + j Q;  n = 0÷7  (12) 

At the output of the 8PSK modulator block, it is a Trellis-
encoded-modulated signal that, in order to be transmitted through 
the communication channel, in our case the rail tracks, requires 
amplification and adaptation to achieve the maximum power 
transfer to the load. These preparatory operations are performed by 
the “Amplifier block” and the “Mu” and “Tu” blocks that make the 
adaptation with the cable or railway tracks. 

5. Trellis track circuit – track receiver 

The track circuit receiver has the function to make the decision 
whether the track circuit is free or occupied. In order to do this, the 
receiver has a schematic block as shown in Figure 11. 

 

 

 

 
Figure 11. Trellis-8PSK track circuit block diagram 

“Tu” and “Mu” units have the role of adapting impedances to 
get a maximum power transfer. The received signal is passed 
through a band pass filter that only keeps the useful frequency band 

The amplifier “A” takes the signal from the output of the filter 
“F” and increases its power so it can be applied to the Trellis 
demodulator-decoder input “D”. 

The demodulator - decoder Trellis “D Trellis” applies the 
Viterbi algorithm to the signal and extracts the received data. The 
data is extracted by “soft” decisions taken on signal samples that 
are compared to the noise-signal patterns. The patterns are made 
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for the type of communication channel specific interference. For 
the track circuit, the receiver has two types of signal patterns, one 
with moderate disturbances and another for high disturbances. The 
receiver estimates the received symbols by applying these patterns 
and if the estimate does not match, then the receiver will change 
automatically the pattern sets to obtain optimal decoding and 
demodulation. The “demodulation-decoding block” also includes 
a tracking loop for the carrier phase. This block directly controls 
the frequency of the demodulator. Trellis demodulation and 
decoding at the track receiver is made identically to the on-board 
receiver. The symbols on the output of the Trellis demodulator-
decoder block are introduced into a “Decision block”.  

The “Decision block” is designed to rebuild and check the track 
circuit label. If the label is correct, the receiver will make the free 
or occupied track circuit decision. The track circuit receiver also 
collects other signals transmitted by the neighbouring transmitters, 
retrieves the track circuit labels and sends the information to the 
interlocking system. The interlocking system will receive the 
message with all the labels collected by the track circuit receiver 
and will have an overview of all the status of the track circuits in 
that area. 

6. Connection of Trellis track circuit equipment 

In the track circuit connection scheme, the transmitters and 
receivers are connected to the rail at the same point via an adapter 
transformer that has the role of adapting the impedances so as to 
obtain a maximum power transfer for the 8PSK modulated signal 
with the carrier frequencies f1 and f2. Frequencies f1 and f2 are 
chosen to achieve the best transmission performance through the 
railroad communication channel. This choice of carrier 
frequencies can be done using the communication channel models 
described in [16]. 

 
Figure 12. Connection of Trellis track circuit equipment 

The carrier frequency is chosen accordingly to the electrical 
characteristics of the respective section of the line, these 
characteristics being dependent on humidity, ballast, line, etc. 

The operation of the CDC2 track circuit in the two operating 
modes is as follows: 

"Detection" mode - the Tx2 transmitter conveys a 64-bit 
telegram made by Trellis 2/3 coding of the 8-bit circuit-specific 
identification tag and a 30-bit "0" and "1" string modulated at a 
frequency of 20 Hz. The telegram is received by the R1, R2 and R3 
receivers, making the decision that the track portions between 
them and the transmitter Tx2 are free, and the receiver R2 checks 
the correct operation of the transmitter chain Tx2.  

When the CDC3 track circuit is occupied by the train having 
the direction of going to the CDC2, the interlocking device decides 

to switch the Tx3 transmitter as well as the Tx2 transmitter in the 
"telegram" mode. 

"Telegram" mode - the Tx3 transmitter conveys a 64-bit 
telegram composed by Trellis 2/3 coding of the 8-bit transmitter 
label Tx3 and a 30-bit string containing the information required 
for the ATP system. This telegram is received by the on-board 
receiver as well as the R3 receiver that check the transmission chain 
as well as the receiver R2 which recognizes the transmitter 
identification tag Tx3, making the decision that the CDC2 is free. 

"Telegram" mode - the Tx2 transmitter transmits a 64-bit 
telegram composed by Trellis 2/3 coding of the 8-bit transmitter 
label Tx2 and a 30-bit string containing the information required 
for the ATP system. This telegram is received by the on-board 
receiver which has doubled the information received, benefiting 
from the diversity principle, as well as the receivers R3 and R1 
which decide that the CDC1 and CDC2 are free and the receiver 
R2 is checking the transmitter chain Tx2. 

When the train pass on the CDC2 track circuit, the transmitter 
Tx2 and Tx1 are switched to "telegram" and the Tx3 transmitter is 
switched to "detection" mode. The command of the transmitter 
operations in both modes is performed by the interlocking system 
according to the train movement authority, and this system also 
provides the 30-bit string required for the ATP system 

It is noted that for the operation of this track circuit there is no 
need for alternating the carrier frequencies to separate the signals 
of the neighbouring track circuits. This separation is done digitally 
by recognizing the labels transmitted. Alternating the carrier 
frequencies is only to help the receiver to easily separate the 
telegrams conveyed by two consecutive transmitters. 

Identification tags may also be received at greater distances 
after two or more track circuits and their receivers extract the 
respective label and send it to the interlocking device, which sees 
an overview and takes the decision that the distance between the 
receiver and the transmitter whose label has been received as "free". 

Therewith the interlocking system can transmit to the train 
many telegrams using more than two transmitters, in this case the 
train has several telegrams that contain the same ATP information 
with multiple track circuit labels, which leads to a more efficient 
extraction of the ATP data system even in the case of Dirac 
disturbances. The limitation is given only by the window time 
available for telegram reception and the time required to extract 
the useful information, this being for an ideal line without loss and 
without attenuation. 

In the case of real railway lines, there are losses due to ballast 
resistance and attenuations due to the constructive impedances of 
the railway. And in order to transmit the modulated signals on the 
carrier frequency "f" by the transmitters at a great distance, 
compensation capacitors can be installed, at each 50m or more.  
Compensation capacitors have the role of creating resonance 
points on the carrier frequency used, so it can pass on distances 
greater than the length of a track circuit. The length of the subway 
track circuit is about 250 meters, making it ideal for subway trains 
used. 

7. Conclusions for the Trellis track circuit 

The new track circuit with TCM aims to solve two of the 
problems encountered in the operation of the current track circuits, 
namely the loss of the telegram by the train and the false 
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occupation of the track circuits in front of the train. These two 
problems emanate due to the Dirac impulses which arise in the 
return traction current path. 

The new track circuit uses the transmission diversity principle 
to solve the loss of the telegram by the train.  

Due to the limitation imposed by the length of the telegram, it 
was necessary to use Trellis 2/3 convolution code with a 8PSK 
signal modulation 

The new telegram contains a tag for each transmitter, which it 
is used to identify free-circuits but also help the train to distinguish 
between received messages. By using these labels, the second 
problem encountered in the current track circuits, namely the false 
occupation of the track circuit in front of the train due to the Dirac 
disturbances occurring on the traction return side, is solved. The 
receiver will periodically receive telegrams transmitted from 
several transmitters and these telegrams are spaced from each other 
with the time required to travel on the distances from the 
transmitters to the receiver. 

The realization of these circuits requires specialized FPGA 
circuits that can perform complex functions necessary for the 
coding-decoding and modulation-demodulation operations of the 
signals used. Due to these complicated systems the reliability is 
decreasing but this can be avoided by using good quality 
components.  

Data loss caused by electromagnetic perturbation, especially 
due to the electrical arch in the return current path, is decreased 
drastically by using multiple transmitters. On the other hand, the 
data loss can increase due to 8PSK modulation but this is 
compensated by using multiple identical telegrams transmitted 
from different points and a good Trellis code. 

The incident response time of the on-board equipment is 
improved by using the Trellis code and multiple similar telegrams. 

The new track circuit uses a new rail connection concept, 
namely a magnetically coupled return coil with two coils that are 
tuned to deliver maximum power transfer from the transmitter to 
the track as well as from the track to the track circuit receiver. 

Future works will be done with the scope of improving this new 
track circuit by finding a suitable Trellis code for metro line 
conditions and which fits the patterns used by the Viterbi algorithm 
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 Vehicle analysis is a very useful component in various real world applications. In this 
paper, we have developed a Vehicle Make and Model Recognition (VMMR) system using 
Support Vector Machine (SVM). Scale Invariant Feature Transform (SIFT) and Speed-Up 
Robust Transform (SURF) are used to extract local features from an image. Bag-of-
Features (BoF) model is used to create visual dictionaries and convert the local image 
features into global image feature representation. Multiple dictionaries of different sizes 
are created for both features; SIFT and SURF and the dataset is coded using these 
dictionaries to determine the best size for the visual dictionary. NTOU-MMR is a publicly 
available vehicle dataset which we have used to evaluate the performance of proposed 
VMMR system. 92% recognition rate is achieved by using the proposed VMMR system.  
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1. Introduction  

This paper is an extension of work originally presented in 2017 
IEEE 7th Annual Computing and Communication Workshop and 
Conference (CCWC) [1]. In original work, we had developed a 
Vehicle Make and Model Recognition (VMMR) system using Bag 
of SIFT features and used Support Vector Machine (SVM) for the 
classification task. In this extended work, we have investigated 
Speed-Up Robust Features (SURF) along with SIFT features. We 
have investigated the effect of dictionary size over the recognition 
rate. We also have analyzed the margin size between for binary 
SVMs and its relation with the recognition rate. 

Machine vision based vehicular analysis is suitable for many 
scenarios. Machine vision based techniques require installation of 
cameras to capture the videos and/or images and it also requires 
computing power to process these captured videos/images. Traffic 
cameras care widely available at present time; which can be used 
to capture real-time videos/images. These techniques do not 
require any installation of devices/sensor in the vehicles; which 

makes vehicular analysis simple. However, machine vision based 
applications have their own challenges.  

Vehicular analysis applications may include License Plate 
Recognition, Vehicle Detection, and categorization of vehicles 
into bus, cars, trucks etc.; the majority of research is done for these 
mentioned scenarios. The focus of this work is to classify the 
vehicles according to their Make, Model and Manufacturing year. 
We are using machine vision-based approach to recognizing a 
specific instance of a vehicle. We are using Machine learning 
algorithm to classify input image/video according to the vehicle 
present. Machine learning algorithm provides the mean to train the 
system using a training dataset and then predict the outcome for 
new and unseen images. A lot many challenges are associated with 
this problem; some of these challenges are: 

1. Image acquisition in outdoor environment. 

2. Varying and uncontrolled illumination conditions. 

3. Varying and uncontrolled weather conditions. 

4. Wide variety of available vehicle appearances. 

5. Similarities between different vehicle models.
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The architecture of VMMR system developed in this work is 
given in Figure 1. The system is designed to classify the vehicles 
using the frontal images. The input to the system can be either 
images or videos. If the videos are used as input sources, individual 
frames (images) must be extracted and will be processed separately. 
First, we must train the VMMR system based on input training 
dataset. The first step is to detect whether a vehicle exists in the 
input image. If it does not then we cannot use this non-vehicle 
image for the training. The vehicular images contain background 
along with vehicle and some parts of the vehicle (like a windshield) 
are almost identical for various vehicles’ models.  Hence, we 
define Region of Interest (ROI); which can be easily 
distinguishable for various models. Images features are extracted 
from this ROI and converted into image feature vector to represent 
a specific vehicle model.  Lastly, machine learning algorithm is 
trained using these image feature vectors. Scale Invariant Feature 
Transform (SIFT) [2] and Speed-Up Robust Features (SURF) [3] 
are used to extract local image features. Bag-of-features (BoF) 
model is employed here to build the visual dictionaries and to 
transform the local image features into global image feature vector.  
We have used Support vector machine (SVM) [4], [5] as classifier 
in this work; which is supervised learning algorithm. 

We have reviewed some related articles in section 2 and 
presented the dataset used in section 3. Section 4 discusses the 
VMMR system methodology in detail. Experimental results are 
provided in section 5 and section 6 conclude this work. 

2. Literature Review 

VMMR is a challenging task; some of the challenges are 
presented in Section 1. We will provide an overview of some of 
the related research work.  

In [6], authors proposed VMMR system using the rear-view 
images. Authors defined the shape and geographical features with 
respect to taillights and license plate and used these features for 
vehicle recognition. The proposed system is developed to 
recognize the vehicles during the night under limited lighting 
conditions. The initial step is to recognize the location of license 

plate and authors used license plate location to calculate the 
features. Genetic Algorithm is also used in this work for feature 
selection. Genetic algorithm improves the recognition rate by 0.4%. 
However, the effect of Genetic Algorithm over the computational 
time is not discussed.  

In [7], authors designed a system to identify vehicles’ type by 
using deep convolutional neural network. The proposed system 
identifies vehicles without vehicle detection. Authors studied 
VGGNet, GoogLeNet, and CaffeNet (three well known 
convolutional neural network method). They had suggested 
including of vehicle/non-vehicle classification as pre-training for 
three convolutional neural network methods. Data enhancement 
techniques are used for performance enhancement. The proposed 
method is tested against cars dataset [8] and 79.5% accuracy is 
achieved in this work.  

In [9], authors used side profile images in their work to 
recognize the vehicle’s Make and Model. Authors have used five 
different classification techniques in their research to develop 
VMMR system; Random Forest, Evolutionary Forest, HoG based 
Random Forest, HoG based Linear SVM and HoG based RBF 
SVM classifier. A pole-mounted camera is used to capture the 
images and a dataset is created containing more than 10,000 
images. These images contain 86 different make and model and 
are divided into 9 categories.  

In [10], the oriented contour points are extracted from frontal 
image to recognize the vehicles in their research. Authors have 
used three voting and distance error to determine the make and 
model. The dataset tested in this work contains partially occluded 
images as well and have 830 vehicle images. Authors have 
reported recognition rate of 90.6%.  

In [11], Contourlet transform is applied to extract features and 
applied localized directional feature selection criterion in their 
work. They also have used Two-Dimensional Linear Discriminant 
Analysis to reduce the feature dimensionality. Authors have used 
support vector machine classifier in their proposed framework. 

Figure 1: VMMR system Architecture 
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Table 1: Details of Dataset 

 
 

3. Dataset 

[12] is a publicly available dataset which 
contains vehicular images. We have used this dataset in order to 
analyze our VMMR system. The dataset contains complete images 
(vehicle and background) as well as the region of interest images. 
We have used images in which ROI is already extracted. For a real 
world scenario, images are captured during different time and 
different weather conditions. Images are also partially occluded 
with irrelevant objects like pedestrians. The viewing angle for 
these images is -20 degrees to 20 degrees. The detailed description 
of each category and training and testing images available for each 
category is given in Table 1. The images are divided into classes 
on the basis of make, model, and shape (manufacturing year). The 
dataset contains thirty six different types (shapes) of vehicles. The 
dataset contains 2725 images for training purposes and 3110 
images for the testing process. Number of available images for 
testing and training are given in Test and Train columns 
respectively in Table 1.  

4. Methodology 

The architecture of VMMR system is given in figure 1. The 
dataset provides the images in which Region of Interest is already 
extracted. Hence we are focusing on following three tasks of the 
VMMR system.  

1. Feature Extraction: we have applied Scale Invariant 
Feature Transform (SIFT) and Speed-Up Robust 
Features (SURF) in this work. 

2. Bag-of-Features (BoF) model: we have used BoF 
model to create visual dictionaries and encode the 
local image features into a global image feature vector.  

3. Support Vector Machine (SVM): SVM is a 
supervised learning algorithm and it is used here as a 
classifier.  

4.1. Feature Extraction  

The first step for many machine vision applications is feature 
extraction. The input image is processed and local prominent 
interest points are located. A robust descriptor is used to encode 
these interest points which are invariant to many different kinds of 
noise.  

Scale Invariant Feature Transform (SIFT) 

Scale Invariant Feature Transform (SIFT) is introduced by 
David Lowe [2]. We have computed SIFT interest points in every 
image (training and testing dataset). Every SIFT descriptor 
construct a descriptor based on the histogram of gradient direction 
and magnitude around the interest point. The features, extracted 
using SIFT algorithm, are invariant to rotation and scaling. These 
features are also not affected by slight changes in view point, noise, 
and illumination. The operational flow chart of SIFT feature 
detection is given is figure 2.  

SIFT algorithm detects interest point using scale-space 
maxima detection. Once the robust and invariant interest points are 
selected; these are encoded into 128-dimensional feature vector 
based on their appearance in a 4 x 4 patch. We have used standard 
SIFT algorithm in our work to detect the local image features.  
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Speed-Up Robust Features (SURF) 

Speed-Up Robust Features (SURF) descriptor works similarly 
to SIFT descriptor but SURF is quicker as compared to the SIFT 
[3]. Herbert Bay et al. presented the idea of SURF feature detector 
at the 2006 European Conference on Computer Vision. SURF is 
partly inspired by SIFT feature detector algorithm. Hessian Matrix 
is used to detect the interest points in SURF algorithm. The first 
step is to apply Hessian Matrix on the integral image. The next step 
is to locate the Extrema and unstable Extremes points are discarded. 
Finally, orientations are assigned to construct the SURF descriptor. 
SURF descriptor is a 64-dimensional feature vector. Figure 3 
shows the operational flow chart of SURF feature detection.  

 
Figure 2: Flow Chart for SIFT feature detection 

 
Figure 3: Flow Chart for SURF Feature Detection 

4.2. Bag-of-Feature (BoF) Model 

Bag-of-features (BoF) model [13] used in this work is based on 
bag-of-Words (BoW) model. BoW is originally used for document 
classification; a document is represented using histogram based on 
the occurrence of words.  We must have to create visual 
dictionaries for an image that can be later used to construct a 
histogram. Using this histogram of the visual word, an image 
feature vector is created to represent the image. Whether we are 
using SIFT or SURF features; both are local image feature and 
require global feature representation. We will describe the BoF 
process in terms of SURF descriptor. Same BoF process is applied 
for SIFT algorithm.  

We have used K-means clustering over all SURF features and 
the centers of each cluster represent a visual word. The collection 
of these visual words is used to create the dictionary. After creating 
the dictionary, each SURF feature is mapped into specific visual 
word and an image is represented by the histogram of the visual 
words. The dictionary is created by using only training dataset and 
the same dictionary is used to encode the testing dataset images as 
shown in figure 1. 

Support Vector Machine  

Support Vector Machine [4], [5] is binary classifier; multiple 
binary SVM can be combined to create multi-class SVM. SVM is 
used for both regression and classification problems.  Support 
vector machine is successfully applied to many real world 
problems. SVM creates wide decision boundary (as wide as 
possible) to partition two categories as opposed to other machine 
learning algorithm; where single line decision boundary is used to 
separate categories. So SVM is also named as maximum margin 
classifier. Kernel functions are applied on training dataset to 
convert linearly non-separable categories into linearly separable 
classes.  

Let assume a training dataset S= {(x1, y1), (x2, y2),…, (xn, yn)}, 
where xi ∈ Rn and is input feature vector and yi ∈ {-1, 1} is  the 
category. Let weight and bias of hyper plane is given by w and b. 
φ(x) represents transformed dataset (transformed using kernel 
function). The hyper plane between the two categories can be 
defined as: 

w.φ(x) + b = 0     (1) 

The optimization problem for calculation of w and b is: 

Minimize 

φ(w) = ½ ||w||2 
  (2) 

Subject to 

   yi(w.φ(x) + b) ≥ 1 

New variables ζi (slack variable) and C (regularization constant) 
are included in above optimization problem: 

Minimize 

   φ(w,ζ) = ½ ||w||2 + C ∑ 𝜁𝜁𝑖𝑖𝑁𝑁
𝑖𝑖=1

  
             (3) 

Subject to 

   yi(w.φ(x) + b) ≥ 1 – ζi, ζi ≥ 0 

Where ζ is used to relax the hard margin constraint and C is 
used to manage the trade-off between classification error and 
maximal margin of separation. 

One-vs-All [14] and One-vs-One [15] are two popular methods 
to construct multiclass SVM using multiple binary SVMs to deal 
with real world scenarios.  

5. Experimental Results and Discussion 

We have proposed Support Vector Machine based VMMR 
system and we have used SURF and SIFT features in this work. 
We have used different sizes and SVM configuration to attain 
better recognition rate. We have tested our proposed method using 
publicly available dataset. Figure 4 and Table 2 provides the details 
about SURF based recognition rate. SIFT based recognition rates 
are provided in figure 5 and Table 3.  
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The recognition rate is given on vertical axis and vocabulary 
size is given on horizontal axis in figure 4. Each graph line is 
generated for different SVM configuration. The best recognition 
rate among all the results is 90.90% with using SURF features. As 
evident from the figure 4 and table 3, better results as compared to 
others are generated with larger dictionary size and higher value of 
C. The recognition rate for all the variations is given in tabular 
format as well. The best recognition rate is achieved at C=8, 10, 12 
and the vocabulary size, in this case, is 3000 visual words.  

The recognition rate for SIFT image features is given in figure 
5. Table 3 shows the recognition rate in a tabular format. The best 
recognition rate achieved in this case is 92.13%. As compared to 
SURF, the good recognition rate is achieved at 600 and 1800 
vocabulary size; which is less as compared to SURF results. The 
recognition rate of 92.13% is achieved by using a vocabulary size 
of 600 visual words.  

With these results, we can conclude that the SIFT can achieve 
better recognition rate as compared to SURF based recognition. 
However, considering other factors during selection process 
between SIFT and SURG may change the result.  

 
Figure 4: Recognition rate for SURF features for various SVM configuration and 
vocabulary size 

Table 2: Recognition rate for SURF features for various SVM configuration and 
vocabulary size 

Size C=2 C=4 C=6 C=8 C=10 C=12 
800 88.23 71.93 86.79 86.43 86.30 86.30 

1000 89.52 87.78 89.26 89.10 88.88 88.84 
1200 86.95 87.33 89.65 89.55 89.36 89.36 
1400 87.11 89.49 87.75 87.81 87.81 87.81 
1600 88.88 89.78 87.52 87.49 87.56 87.62 
1800 87.11 87.78 89.29 89.33 89.16 89.10 
2000 89.45 87.59 89.26 89.26 89.23 89.23 
2200 89.90 89.33 88.62 88.59 88.46 88.46 
2400 77.36 89.16 90.39 90.16 89.97 90.06 
2600 86.98 89.07 76.82 76.62 76.27 76.43 
2800 90.55 90.16 88.36 88.23 88.17 88.14 
3000 89.58 77.07 90.80 90.90 90.90 90.90 
3200 90.39 87.91 90.32 90.23 90.23 90.13 
3400 89.00 90.84 90.58 90.61 90.58 90.58 

 

 
Figure 5: Recognition rate for SIFT features for various SVM 
configurations and vocabulary sizes 

Table 3: Recognition rate for SIFT features for various SVM configurations and 
vocabulary sizes 

Size C = 2 C = 4 C = 6 C = 8 C = 10 C = 12 
400 84.92 86.46 86.53 86.46 86.53 86.53 
600 90.48 91.80 91.93 92.12 92.09 92.06 
800 86.46 86.79 86.85 86.85 86.85 86.85 

1000 86.79 87.59 87.59 87.59 87.59 87.59 
1200 90.64 91.29 91.29 91.32 91.29 91.25 
1400 89.42 91.25 91.48 91.51 91.54 91.54 
1600 90.87 91.09 91.00 91.00 91.00 91.00 
1800 88.62 89.78 89.78 89.94 89.94 89.94 

 

6. Conclusion 

VMMR is an important component of the intelligent 
transportation system and smart cities. We have presented support 
vector machine based VMMR system in this work. This VMMR 
system takes images as input and extracts the SIFT and SURF 
features; which are later used during the classification process. 
Bag-of-features (BoF) model is another component of VMMR 
system; which provides image feature vector. The proposed 
VMMR system is evaluated with the publicly available dataset and 
92.13% recognition rate is achieved. 
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 This paper presents the modeling and simulation of the voltage unbalance in the power 
supply system of an AC electrified railway. The operating voltage at the traction substation 
is obtained by MATLAB/SIMULINK program and the voltage unbalance is evaluated by 
considering the voltage unbalance factor (VUF). Suvarnabhumi Airport Rail Link (ARL), 
in Bangkok, Thailand, is chosen to be a case study. The ARL is supplied by two single-phase 
traction transformers connected as a cyclic permutation of phases. According to the 
extension plan of the ARL, four service scenarios with different headways, auxiliary loads 
and total weights of the trains were simulated to study how the different scenarios influence 
the VUF at the three-phase side. It can be summarized that at the same headway, the VUF 
was increased when the train weight and auxiliary power load were increased. In case of 
different headways, the longer the headway, the more voltage unbalance. The extension 
plan of the ARL in the near future can be achieved with the voltage unbalance level under 
the maximum allowable value. 

Keywords:  
Voltage unbalance factor 
AC electric railway 
Cyclic permutation of phases 
connection 

 

 

1. Introduction   

This paper is an extension of work originally presented in  
IEEE/SICE International Symposium on System Integration 
(2016) [1]. However, the additional experimental pieces proposed 
in this paper is that the voltage unbalance at an AC traction 
substation is effected by the three factors of the train operation, 
including train headway, number of train and additional auxiliary 
power. This consideration is evaluated for the extension plan of the 
ARL in the near future. The results would be verified and discussed 
as follows: 

There are presently various forms of ground transportation that 
help the passengers, particularly the international tourists, to make 
a decision. The mass rapid transit system is one of the most favorite 
ground transportation systems and currently vital to developing 
countries, especially regarding the fundamental economy and 
society. In Thailand, the tourism industry grows quickly. 
Therefore, the number of the international tourists at the 
Suvarnabhumi airport also increased. The cheapest cost and 
shortest time to travel from the Suvarnabhumi airport to Bangkok 
city center and other mass rapid transit lines is traveling by the 
Suvarnabhumi airport rail link (ARL). 

The power feeding system of the ARL is the 25 kVrms 
overhead catenary system receiving electric power from the three-
phase AC transmission system. The traction substation 
transformers are connected as a cyclic permutation of phases, i.e. 
an alternate phase connection such as A-B, B-C, and C-A. In 
practical, the voltage unbalance and voltage drop are frequently 
occurred at the point of common coupling depending on the train 
operations. In additions, the State Railway of Thailand has planned 
to extend the service from Suvarnabhumi airport to Don Muang 
airport in the near future. Therefore, the energy consumption by 
trains at the traction substation will definitely increase. Obviously, 
the voltage unbalance at the three-phase side of the traction 
substation is likely to increase too. To assess the feasibility of the 
extension plan, four expected train operational scenarios have been 
simulated by using MATLAB/SIMULINK to evaluate the voltage 
unbalance and to study the effects of the headways, train weight, 
and auxiliary power on the voltage unbalance. 

This paper presents the study of the voltage unbalance at the 
traction substation of the ARL in four different scenarios. The 
contents are divided into six sections. Section 1 is an introduction. 
Section 2 describes a train movement, power consumption, and 
voltage unbalance factor (VUF) calculation. Section 3 describes 
the ARL power supply system and parameters calculation. Section 
4 presents the modelling in MATAB/SIMULINK and simulation 
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procedure. Simulation results and discussion are described in 
section 5. Lastly, a conclusion is in section 6. 

2. Train Movement and Voltage Unbalance Calculation 

A train motion is calculated by the Newton’s second law of 
motion taking account of gradients, speed limitation, modes of 
operation, etc. In order to obtain the required power, speed, and 
position of the train, it is indispensable to simulate a train 
movement. In this section, the basic modules within the train 
simulation are briefly reviewed [1]. In addition, the definition of 
the voltage unbalance factor is proposed. 

2.1. Train movement calculation 

A train motion is resisted by several resistive forces, e.g. train 
resistance, track gradient force, etc. The free body diagram of all 
forces acted upon the train on an inclined plane is shown in Figure 
1. By applying Newton’s second law, the train movement equation 
is expressed in (1): 

 grad R effF TE F F M α= − − =   (1) 

where TE denotes the tractive effort (N), Fgrad denotes the gradient 
force (N), FR denotes the train resistive force (N), Meff denotes the 
effective mass (kg) and α denotes the train acceleration (m/s2)  

• Tractive effort (TE): the force generated by a locomotive to 
pull a train [2].  

• Gradient force (Fgrad): the weight of a train opposes the train 
movement when a train is on a positive slope and helps 
accelerate when it is on a negative slope. The gradient force 
is usually expressed in the form of Δh/l, where Δh is the 
vertical distance, l is the slope length or horizontal distance 
from point A to B, see Figure 1. With a small arbitrary 
angle θ the gradient force can be approximated by using 
(2), where g is the acceleration rate due to gravity of the 
earth. 

 sin eff
grad eff

M g h
F M g

l
θ

∆
= =   (2) 

• Train resistive force (FR): the motion of the train is opposed 
by a number of resistive forces. The overall resistance can 
be formulated as follows [3]: 

 2
RF A Bv Cv= + +   (3) 

where v is the vehicle speed (km/h) and the coefficients A 
(kN), B (kNh/km) and C (kNh2/km2) are all constants called 
the Davis coefficients [4]. 
 

• Effective mass (Meff): it is the sum of tare mass (mass of 
train without loads or passengers) and rotational inertia of 
the rotating components on the train which is expressed as 
follows [3]: 

 ( )1eff t w lM M Mλ= + +   (4) 

where Mt is the tare mass, λw is the rotary allowance and Ml is the 
freight or passenger load. 

The modes of train motion considered in this study include 
accelerating, constant speed, coasting, and braking modes. The 
speed-distance curve describing each mode of motion is illustrated 
in Figure 2. 

2.2. Train Power Consumption 

The power required by a train P is given by the following 
expression [5]: 

 aux

TE v
P P

η
×

= +   (5) 

where η denotes the efficiency of conversion of the electrical 
power to the mechanical power, TE denotes the tractive effort,  v 
denotes the instantaneous speed and Paux denotes auxiliary power. 

2.3. Voltage Unbalance Factor 

The voltages of a three-phase power supply are ideally equal 
in magnitudes and phase angles of 120º apart from each other. The 
three-phase system with those conditions are called a balanced 
three-phase system and its phasor diagram is shown in Figure 3-
A. If the three-phase voltage unbalance occurs, both magnitudes 
and phases are altered, see Figure 3-B. It can be seen that the 
neutral point (n) will move to the position of n2. The effects of 
voltage unbalance, for example, are: the reduction of three-phase 
induction motor operating lifetime, performance or even failure, 
etc. 

According to IEEE 1159 – 2009, unbalance in a three-phase 
system is defined as the ratio of the magnitude of the negative 
sequence component to the magnitude of the positive sequence 
component, expressed as a percentage. This definition can be 
applied for either voltage or current. Typically, the voltage 

θ
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B

d

TE

h∆
RF

l

effM

effM ggradF

 
Figure 1. Free body diagram of a train on an inclined plane [1]. 
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Figure 2. Train operating modes [1]. 
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unbalance of a three-phase service is less than 2%, especially 
when a single-phase load is presented. Mathematically, the 
voltage imbalance is represented as follows [7]: 

 % 100%neg

pos

V
VUF

V
= ×   (6) 

where %VUF is the percentage of the voltage unbalance factor, 
Vpos is the positive sequence component and Vneg is the negative 
sequence component. 

 
3. ARL System Description and Parameters Calculation 

To obtain the voltage solutions of the three -phase power supply 
and the voltage unbalance factor at the point of common coupling 
of the ARL traction substation  .The parameters calculation and 
structure of an AC traction power supply, a transformer 
connection, and an overhead contact system are briefly proposed 
as follows : 

3.1. Cyclic permutation of phases connection  

The connection by cyclic connection of phases as shown in 
Figure 4 can be considered for the advantages in disposition and 
easier operation of substations, whereas the three-phase short-
circuit power in the primary network is remarkably high if 
compared with single-phase load power. In this arrangement, the 
single transformer is fed with two phases and the primary three-
phase network can be balanced by systematically distributing the 
phase connection based on the traction loads [8]. 

 
3.2. Structure of the ARL Traction Power Supply 

The entire line of the ARL is supplied by a traction power 
substation (TPS) with 2×20 MVA transformers, located at 8.078  
km near Ramkham Haeng station. A minimum short circuit 

capacity of the utility grid is 2.7 GVA. Transformer’s 
characteristics data are: Ur = 69/27.5 kV, Sr = 20 MVA, Oil 
Natural Air Natural, Ukr.= 12 %. The single-line diagram of the 
substation is illustrated in Figure 5. 

 
3.3. Overhead Contact System 

The overhead contact system in Figure 6 consists of catenary 
(C), rails (R), and earth (E) described as follows: the catenary (C) 
is formed by a contact wire and one or two messenger wires. They 
share the current and are always at the same potential. To reduce 
the system complexity, their impedances are combined all together 
to form a single conductor. There are two rails (R) in the same 
track, which are treated as a single cylindrical conductor. There is 
a wire called “earth wire” that is used for safety reasons and it 
normally carries no current. It is assumed that the leakage current 
from the rails flows underneath the track with a depth of DE 
through a virtual conductor called the return earth by (7) and an 
earth resistivity can be calculated by (8): 

 
ED = 655

f
Eρ

  (7) 

 0.434547fEρ −=   (8) 

where f is an operating frequency (Hz) and Eρ is the earth 
resistivity ( mΩ ⋅ ). 

A reactance caused by electrical induction play an important role 
in a transmission system for an AC railway power supply. The 
value of conductor’s reactance in the system is dependent on the 
conductor arrangement and the distance between conductors, see 
Figure 6. Impedance per unit length of the catenary and running 
rail is expressed in (9) and (10).[9]: 
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                  A                                                          B 

Figure 3. A) Phasor diagram of a three-phase voltage balance and B) Phasor 
diagram of a three-phase voltage unbalance (modified from [6]). 
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Figure 4. AC traction substation with cyclic permutation of phase 
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Figure 5. The substation infeed with two transformers [1]. 
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where 

 ZC is catenary’s impedance per unit length  (Ω/km ) 

ZR is rail’s impedance per unit length (Ω/km ) 

CR′  is catenary’s resistance per unit length  

 RR′  is rail’s resistance per unit length  

 
0µ  is magnetic permeability of air 

 
Rµ  is magnetic permeability of rails 

 
CGMR  is catenary’s geometric mean radius 

 
RGMR  is rail’s geometric mean radius   

RG  is a distance between rails in the same track 

 DCE  is a distance between catenary and earth 

DRE  is a distance between rail and earth 

4. Modelling and Simulation Procedure 

The model of the traction transformer, catenary, rails and train 
of the ARL are modelled by using the built-in blocks in 
MATLAB/SIMULINK. The configuration of the ARL power 
supply system is briefly mentioned. Lastly, the evaluation of the 
VUF at the traction substation of the ARL with different scenarios 
of the train operations is discussed as follows: 

4.1. The model of the transformer in the traction substation 

The two traction transformers in the ARL traction substation 
are alternately connected to different pairs of phases. To estimate 
the operational voltage and voltage unbalance at the traction 
substation, the transformer model is formed by using the multi-

winding transformer built-in block in MATLAB/SIMULINK 
program described as follows: 

This connection has the same configuration as the single-phase 
connection except it connects to different pairs of phases. For 
example, the first transformer is connected to phase AB and the 
second transformer is connected to phase BC as shown in Figure 
7. 

 
4.2. ARL traction power supply modelling in MATLAB/ 

SIMULINK 

The AC traction power supply modelling is developed in the 
block models in MATLAB/SIMULINK. The model consists of 4 
main parts: (i) AC traction substation, (ii) transformers, (iii) 
overhead catenary system, and (iv) electric trains as shown in 
Figure 8. The 69 kV three-phase AC transmission system is 
represented by the three-phase source built-in block. The 
transformers will step down the voltage from 69 kV to 27.5 kV 
using the multi-winding built-in block connected as a cyclic 
permutation of phases. The overhead catenary and running rails 
have the impedances obtained from the textbook [9]  and BS EN 
50149:2012 standard. The series RLC branch built-in block is used 
to model this transmission and return circuit system. Lastly, the 
electric trains are modelled as a series RLC load. 
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Figure 6. Overhead contact system configuration [9]. 
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Figure 7. Cyclic permutation of phase connection in MATLAB/SIMULINK. 
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Figure 8. The power feeding components’ models in 
MATLAB/SIMULINK. 
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The ARL system was modelled for the simulation tests in this 
paper. The ARL was the first electric mass transit railway operated 
with overhead catenary system or  overhead contact system to 
commence operations in Thailand. The ARL is composed of 8 
passenger stations and one traction substation as shown in Figure 
9. Parameters’ setting for this simulation can be found in 
Appendix.  

 
The AC traction substation of the ARL draws the electrical 

energy with the voltage level of 69 kV from the metropolitan 
electricity authority (MEA). The traction substation transformers 
with an alternate phase connection transform the grid voltage into 
the train’s nominal voltage of 27.5 kV. The total service distance 
is 28.298 km and the traction substation’s position is at 8.078 km. 
In the simulation, the trains depart from both tracks at the same 
time with the same headway throughout the service, e.g. the first 
and fifth trains start the operation at the same time, also the second 
and the sixth trains and so on as shown in Figure 10. 

 
4.3. Simulator structure 

The simulator has 2 major parts: main program (script M-file) 
and the power network solver (SIMULINK). The main program 
performs the multi-train movement, performance calculation, and 
the network capture, i.e. sorting trains on service, setting the 
distances between the components in the system and the train data. 
Then, the trains’ positions and powers together with the distances 
recently mentioned are transferred into the SIMULINK block 
model to solve the voltage solution (primary and secondary 
voltages of the substation) and VUF. Finally, those values are 
returned to the main program to be stored and display the graphical 
illustration. The operating diagram is shown in Figure 11. 

5. Simulation Results and Discussion 

The results showed the VUFs at the point of common coupling 
of the ARL traction substation with four different scenarios as 
shown in Figure 12. The operational conditions, i.e. headways and 
the train configurations, are given in Table 1. Each train has the 

maximum speed of 70 km/h and the speed profile is shown in 
Figure 13. 

 

Table 1: Operational conditions of Suvarnabhumi Airport Rail Link. 

 

 
Considering scenario S1 and S2 in Figure 12, the VUF 

obtained from S2 was found to be lower than that from S1 because 
the total weight and auxiliary power of S1 and S2 are equal to each 
other but the headway of S1 is longer than that of S2. It can be 
noted that when the headway is shorter, the number of trains appear 

Scenario Headway Train 
configuration 

Total 
weight 

Auxiliary 
power 

S1 15 min 3 car train 183.67 t 200 kVA 
S2 12 min 3 car train 183.67 t 200 kVA 
S3 12 min 4+3 car train 422.64 t 450 kVA 
S4 10 min 4+3 car train 422.64 t 450 kVA 

 
Figure 9. Suvarnabhumi Airport Rail Link map [1]. 
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Figure 10. The schematic diagram of the ARL traction power supply system 
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Figure 11. Diagram of the simulation program. 

 
Figure 12. Percentage of VUFs in each scenario 
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in the system, so the total loads on the left and the right of the 
substation were more likely to have the same values leading to less 
voltage unbalance. To study the effect of different total weight and 
auxiliary power of the train on the voltage unbalance, scenario S2 
and S3 were compared. As the total weight and auxiliary power 
load of S3 were greater than those of S2, more power would be 
consumed in S3, and there was more possibility of different 
amount of consumed power between the left and right side of the 
traction substation. Thus, the voltage unbalance of S3 was more 
than that of S2. In addition, the comparison between S3 and S4 
gave the same result as the S1-S2 comparative result. However, 
due to more weight and auxiliary power load in S3 and S4 
compared to S1 and S2, the voltage unbalance in S3 and S4 was 
more than that of S1 and S2, respectively and the voltage 
unbalance of S3 was more than that of S4 because the headway of 
S3 was longer.  In the viewpoint of the maximum %VUF for each 
scenario as shown in Table 2, it helped confirm the above 
explanation since the results seen from Figure 12 were consistent 
with the results from Table 2. 

From the results, it could be concluded that the longer the 
headway, the more voltage unbalance. That meant the voltage 
unbalance was more reduced when the trains were released more 
frequently. The total weight and auxiliary power also affected the 
voltage unbalance. According to IEEE 1159  –  2009 standard, the 
%VUF must not exceed 2%. Therefore, the service extension of 
the ARL can be carried out without any violation of voltage 
unbalance based on this simulation results. 

Table 2: The Maximum %VUF 

6. Conclusion 

This paper presents the study of voltage unbalance caused by 
the AC railway power supply system using MATLAB/Simulink  .
The VUF was the key factor in this consideration. The test system 
was the ARL linking Suvarnabhumi airport to the Bangkok city 
center  .The traction transformer connection type was the cyclic 
permutation of phases   .The VUF was estimated in four scenarios 
of the train operations. The results showed that at the same 
headway, the VUF was increased when the train weight and 
auxiliary power load were increased due to the increase in energy 
drawn by the trains  .For different headways, the longer the 
headway, the more voltage unbalance. However, the increased 
VUF  was still within the limit of 2% imposed by IEEE 1159  –  
2009 in every scenario  .Accordingly, the extension plan of the 
ARL by increasing routes, service distance, and the number of 
trains in the future will slightly affect the voltage unbalance. 
However the VUF is limited within the acceptable value . 
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Appendix 

Overhead catenary system for ARL:  
• Contact wire: Cu 107mm² (20% abrasion) 
• Messenger wire: Bz 70mm² 
• Return Conductor: E-Al 120mm² 
• Rails: UIC 60, 15% 

Traction power substation for ARL: 
• 2x20 MVA transformers (cyclic connection) 
• 69/27.5 kV, 12% impedance, ONAN 
• Short-circuit power of the substation is 2.7 GVA 

Train resistance parameters: 
3-car train 4+3-car train 
Tare weight: 131 tons  Tare weight: 299 tons 
Rotary portion of tare weight: 6% Rotary portion of tare weight: 6% 
Maximum payload: 44.9 tons Maximum payload: 105.7 tons 
Maximum design speed: 160 km/h Maximum design speed: 160 km/h 
Maximum acceleration: 1 m/s2 Maximum acceleration: 1 m/s2 
Maximum deceleration: 0.88 m/s2 Maximum deceleration: 0.88 m/s2 
Gear/Motor/converter efficiency: 82% Gear/Motor/converter efficiency: 82% 
Maximum auxiliary power: 200 kVA Maximum auxiliary power: 450 kVA 
Maximum tractive effort: 200 kN Maximum tractive effort: 400 kN 
Train resistance formula:  
A = 2.1222 
B = 0.00618 
C = 0.3197 

Train resistance formula: 
A = 4.8438 
B = 0.01412 
C = 0.53287 
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standard (2%) 

S1 0.2717 Less than 2% (passed) 

S2 0.1946 Less than 2% (passed) 
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S4 0.2906 Less than 2% (passed) 

http://www.astesj.com/
http://ieeexplore.ieee.org/document/7843968/
http://ieeexplore.ieee.org/document/7843968/
http://ieeexplore.ieee.org/document/7843968/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7830756
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7830756


www.astesj.com     1092 

 

 

 

 

 

A Microwave Reflectometer Prototype for Detection of Body Through the Rubble of Collapsed Buildings 

Syed Daniyal Ali Shah*, 

Department of Electrical Engineering, COMSATS Institute of Information Technology (CIIT), 54000, Lahore, Pakistan 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 29 April, 2017  
Accepted: 24 June, 2017 
Online: 16 July, 2017 

 There is a growing interest in using radio frequency in imaging for problem solving in 
situational awareness, surveillance, search and rescue operations, and screening for 
security. This has been fetched from recent development in addition to innovative 
technologies in microwave radar imaging applications. Despite the fact that no new 
phenomenology is exposed in this field, the prospects to eventually realize systems that 
operate under adverse weather conditions, interferences and obscuration has prompted 
newer prospects. However, the existing systems for RF imaging are not easy to afford and 
are not easily available and there is a need to make affordable imaging available to support 
people's lives. The effort provided an economic, compact and easy solution for human body 
detection applications using Radio Frequency (RF) by designing and developing a 
microwave transceiver that can give data in a suitable form for further signal processing 
and data acquisition. In this project, different types of RF imaging techniques and the most 
feasible techniques that may be employed for under debris search and rescue operations 
were studied. Link budget analysis and software simulations were conducted. Individual 
components along with the transmitting and receiving chains were tested on VNA. Gain 
and radiation pattern of antennas was determined in anechoic chamber. During this project 
the performance of transceiver, regarding its detection ability, range resolution, signal to 
noise ratio (SNR) etc., were also investigated. At the end a prototype FMCW transceiver is 
given that is able to detect human body under debris or behind a walls whether living or 
dead, which is effective at transmitting as well as receiving the reflections and giving data 
in an audio format for further signal processing. 
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1. Introduction 

This paper is an extension of work originally presented in 19th 
IEEE International Multi Topic Conference (INMIC 2016) [1]. 
The initial scope of the project was to build antennas and conduct 
software simulations to define the parameters on which a 
transceiver could be built like type of transceiver design that could 
be employed, operating frequency, transmit power and bandwidth 
etc. Furthermore, the work was extended to develop and test an 
economical and simple transceiver system to demonstrate the 
concept and feasibility of the prototype. Not all of the initial 
proposals could come to reality but a transceiver reflectometer 
was developed to demonstrate the feasibility of proposal. An 
Analog to Digital Converter (ADC) and a Data Acquisition 
Device (DAQ) used for conducting experiments and collecting 

data. There was no dedicated electronic hardware used for data 
collection and generating image, which reduced the complexity of 
the technical requirements, but imposed certain constraints on the 
capability of the system. This project was to provide foundation 
research and work for more complex system to be built in the 
future. Figure-1 has been presented for thorough understanding of 
the project and an idea of what is being conceived through the 
project. The project outcome may be transformed for commercial 
use. 

The data given by radar contains the bearing and also range to 
the Transceiver and the body which is buried under debris. Hence, 
it is employed in a number of areas in which the requirement for 
this kind of locating is vital. Pakistan is located at the north far 
western region of the Indian subcontinent which also overlaps 
with the Indian as well as the Eurasian tectonic plates. The Sindh 
and also some of the regions in Punjab province rest on the north 
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western nook of the Indian tectonic plate, whereas, Baluchistan 
province as well as the vast majority of the Khyber Pakhtunkhwa 
exists within the Eurasian tectonic plate which primarily makes 
up the Iranian plateau. The Northern Regions as well as Azad 
Kashmir rests mostly in Central Asia besides the edge of the 
Indian tectonic plate, therefore, are vulnerable to ferocious 
earthquakes exactly where both the tectonic plates collide. Due to 
the lack of advanced equipment a lot of lives are lost during these 
natural disasters. If rescue response teams are able to equip 
themselves with devices that are able to detect life under debris, 
the amount of lives that can be saved by this device are 
unimaginable. The objective is to make a microwave transceiver 
that is able to detect living beings under debris and is man pack 
handheld.  

The capability to discover moving objects inside a structure or 
behind the wall [2] is also one of the noteworthy applications of 
the RF transceiver. The transceiver delivers users with situational 
knowledge for an operational benefit. The through the wall 
detection capabilities are priceless for both equally the Armed 
forces and Law Enforcement agencies associated with tactical 
operations in Urban Terrain. Military Operations in Urban Terrain 
(MOUT) necessitates successful attainment of military aims. 
These capabilities significantly improve the pre-planning and also 
execution of military operations.  

An imaging transceiver model comprises a wireless 
transmitter that produces radio waves in specific direction. 
Whenever, these waves come in contact with a physical entity 
they are generally echoed and also dispersed in lots of different 
directions. The objective is to make some of these radio waves 
echo back form a living body the place where channel do not favor 
optical visibility. A Figure 1 of such a transceiver system is shown 
below which is being conceived for the project. 

 
Figure 1 - Overview of Generic Transceiver System. 

A link budget calculation of all of the gains and losses of the 
components and parts of transceiver will be presented and also 
analyzed. Additionally, the losses inculcated as a result of 

propagation through the channel would certainly be taken into 
consideration. Albersheim's equation [3] is used to figure out the 
needed Signal to Noise Ratio (SNR) for the particular detection 
and also false alarm probabilities as well as the maximum 
detectable range for monostatic radar [4] is going to be determined 
and investigated for the desired range of operation. Comparing 
between different types of radar techniques, specifically Pulse 
Doppler (PD) as well as Continuous Wave (CW) [5], the most 
appropriate technique is going to be implemented for transceiver 
design. The true to life differences between them may very well 
rely more upon the compromises than the hypothetical attainable. 
Antenna selection as well as design is among the most crucial 
areas of a wireless system for dependable Radio Frequency (RF) 
communication. One grave constraint using this elucidation is that 
the Electromagnetic (EM) waves are emitted in an Omni direction 
pattern, so the quantum energy in the bearing being studied is a 
very trivial portion of that radiated energy from the antenna. To 
obtain an acceptable amount of received power, the transmitting 
antenna should be directional. 

1.1. Project overview 

To identify the issues in the creating of RF system the 
properties of such system were investigated along with the 
environment. Receiver as well as transmitter architectures were 
studied and also their viability in existing Integrated Circuit (IC) 
solutions for instance superheterodyne (superhet) technology [6], 
direct detection and power meters. The operating frequency 
selected for the project is in industrial, scientific, and medical 
radio band (ISM band) exactly 2.4 GHz range [7], and follows 
maximum transmitting output power limit of 30 dBm or simply 1 
watt in accordance with the government regulations [8]. In 
addition to mere component accessibility numerous other issues 
were also well thought-out while developing and planning this 
system. Field testing of the prototype was carried out and 
outcomes are reported. It was summarized by looking at 
upcoming future directions in RF microwave transceiver concepts 
and improvements that can be made to the existing system. 

2. Design Objectives 

There is certain required criterion that need to be met in order 
to work in conditions the device is intended to operate and 
function. There are also certain government regulations that need 
to be met so that the equipment in utility is within the legal 
boundaries. 

2.1. Low cost 

The transceiver needs to be low cost, it needs to be easily 
affordable for governmental and non-governmental organizations, 
for a poor country with low economic conditions and meagre 
resources. 

2.2. Compact size 

The transceiver needs to be compact in size so that it can be 
easily moved and operated in affected areas like a region struck 
with earthquake.  

2.3. Easy to operate 

The transceiver needs to be user-friendly and easy to learn, as 
complex equipment requires specialized training which is not easy 
to resource and afford. 
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2.4. Low maintenance 

Transceiver should be low on maintenance as higher 
maintenance costs needs higher affordability. 

2.5. Low operation cost 

Transceiver need to have lower operating costs as it matters to 
buyers why they are operating in large quantities. 

3. Regulations requirements 

The PTA (Pakistan Telecommunication Authority) guidelines 
for unrestricted wireless apparatus functioning in the ISM 
frequency bands [9] is restricted. The ISM RF frequency bands 
were initially reserved for electromagnetic frequency that is 
generated by industrial, scientific as well as medical (ISM) 
apparatus. In order to abide by these rules, the equipment 
bandwidth will remain within the ISM Band of operation 
particularly 2.4735 to 2.4835 GHz which also gives us the 
bandwidth availability of 10 MHz only. Max wireless radiated 
power to be fed to the antennas should be less than 30 dBm or 1 
watt. The obligation for remaining within all these radiated power 
restrictions falls on the manufacturer. Even if the equipment is 
professionally built by specialists, or in case if it is self-designed. 
In order to remain within these regulations, the maximum wireless 
transmitter output power to be fed to the antennas should not 
exceed 30 dBm and Effective Isotropic Radiated Power (EIRP) 
should not exceed 30 dBm. Keeping this in mind it was decided 
to keep the maximum transmit power at 29 dBm or 794 mW. 

4. Zero IF Design 

A Direct Conversion Receiver also referred to as Zero 
Intermediate Frequency (IF) Receiver, synchrodyne or even 
homodyne is a RF receiver model that down converts the arriving 
RF signal making use of synchronous demodulation detection 
which is driven with the help of oscillator, the frequency of which 
is equal to or close to the transmitted frequency of the expected 
signal [10]. Whereas, in the case of regular superheterodyne 
receiver in which this really is achieved after transformation to an 
IF (Intermediate Frequency). 

The simplicity of carrying out merely a single conversion of 
frequency decreases the elementary RF circuit complication, 
however, other concerns relating to dynamic range do ensue. In 
its unaltered form it turned out unsuitable to obtain Amplitude 
Modulation (AM) as well as Frequency Modulation (FM) radio 
signals without employing a Phase Locked Loop (PLL). Even 
though these kinds of engineering problems realized this approach 
rather unrealistic when the technique was in its initial 
development stages in 1930's. Present technological innovations 
and software defined radio have particularly re-established its use 
in various areas such as certain consumer based equipment [11]. 

4.1. Zero IF Design 

Even though the superhet method happens to be effective 
receiver architecture, it really is nowadays finding competition 
from Direct Conversion Receiver (DCR) technique also known as 
the Zero IF receiver (Figure 1) [6]. Here, the Local Oscillator (LO) 
frequency is placed very near to RF transmitted frequency of the 
acquired signal. The mixed output is directly at baseband, and also 
there is absolutely no IF stage required.  

 
Figure 2 – Block Diagram of Zero If Design. 

The RF signal is fed into the mixer in Direct Conversion 
Receiver the same way as in superheterodyne receiver [6]. In 
contrast to the superhet, the frequency of LO does not have an 
offset from RF frequency. The outcome is a demodulated 
baseband output signal just like the one obtained from a 
superheterodyne technique employing synchronous detection 
following an IF stage [10]. To put it differently, the down 
conversion is performed in just one frequency transformation. 
This prevents the complication of superhet like image rejection 
problems, IF stages and a couple of frequency conversions. 

Despite the fact that this technique decreases the basic circuit 
complication in principle, it places serious requirements on almost 
all stages, as well as noise, stability, dynamic range, tuning range, 
and distortion. For certain very carefully chosen as well as 
developed purposes, ICs could make Zero IF receivers 
competitive or even better than the superhet with its IF stages. 

4.2. Technical Problems 

To come at par with the efficiency of the superheterodyne 
down conversion, several of the features typically sorted out by 
the IF phase needs to be achieved at baseband. Since there are no 
IF amplifiers with high gain, therefore, by making use of 
Automatic Gain Control (AGC) the power level at baseband 
output contrasts over a very wide dynamic range. This really is 
major engineering challenge which restricted the feasibility of the 
model. An additional concern is the incapability of the model to 
employ envelope detection of amplitude modulated signals. 
Hence, reception of AM or FM signals directly requires locking 
of the phase of the local oscillator to the transmitted frequency, an 
even more challenging job as compared with the more widely 
used envelope detector at the output port of an IF implementation 
stage in superheterodyne model. Nevertheless, this may be 
prevented when it comes to a Direct Conversion model making 
use of quadrature detection and after that Digital Signal Processor 
(DSP) is employed [12]. Making use of software defined radio 
approach, the two quadrature outputs could be processed so that 
any kind of demodulation can be carried out as well as filtering on 
baseband signals from frequencies around the LO frequency [12]. 
The significant increase of digital equipment, together with 
improvements in the analogue components associated with the 
frequency transformation to demodulated signal, has 
consequently created this more straightforward topology effective 
in several applications. 

4.3. Advantages 

The beat frequency signals which are unwanted by products 
from the frequency mixing stage do not require any additional 
signal processing because they are rejected by using a Low Pass 
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Filter (LPF) at the output. The demodulator model carries the 
added benefit of higher selectivity, which is for this reason a 
precision demodulator. The model concepts could be expanded to 
allow splitting up of adjoining channel transmitted signals in 
which sidebands might overlay the desired transmitted signal. The 
model furthermore enhances the detection ability of pulse 
modulation transmitted signals. 

5. Modulation Requirement 

Continuous Wave Frequency Modulated (CWFM) also called 
Frequency Modulated Continuous Wave Radar (FMCW) radar 
[13] is a small distance calculating radar efficient at figuring out 
range. This enhanced dependability by delivering range 
measurement together with velocity measurement, that is 
certainly important if multiple sources of reflection are arriving at 
the radar antenna. Additionally, it is put to use as wave radar, 
proximity sensors and early warning radar. Doppler effect is not 
necessarily required for identification when frequency modulation 
is employed.  

In such a transceiver the Transmitted (Tx) signal of a well-
defined steady continuous wave frequency changes back and forth 
in regularity over a set time frame by a controlling modulated 
signal. The distinction of frequency between the receiver and the 
transmitted signals raises with delay, together with range. This 
smudges away the Doppler frequency. Reflections from an object 
are after that mixed with the Tx signal to generate a beat frequency 
which will lead us to the range of the object after demodulation.  

There are lots of feasible modulation forms [14] that can be 
employed for various measurements & requirement needs but saw 
tooth or triangular modulation scheme is of the interest. The saw 
tooth wave modulation pattern is employed in comparatively large 
distance measurement applications along with a minimal effect of 
Doppler shift in frequency for instance, a maritime radar for 
navigation [15]. Saw tooth modulation is the single most widely 
employed in FMCW radars when distance measurement is 
favorite for targets that do not have moving elements. Range data 
and the Doppler speed are mixed by means of this approach. 
Modulation could be switched off on alternative scans to 
recognize speed making use of carrier frequency shifts of 
unmodulated wave. This enables distance and also speed to be 
found with a single reflectometer set. Triangular waveform 
modulation is often used to accomplish the identical objectives. In 
a triangular shaped frequency changing, a range calculation is 
usually carried out on both the increasing and also on the dropping 
edge simultaneously, the precise Doppler shift in frequency could 
be figured out from two measurements. The shift between the two 
different frequencies is two times the Doppler frequency [15]. 
Due to the fact the two differential frequencies are not at the same 
time available this comparison demands digital signal processing, 
with saving the measured results and processing them later. This 
modulation enables simple splitting up of the difference frequency 
𝛥𝛥𝛥𝛥 of the Doppler shift frequency 𝛥𝛥𝐷𝐷. 

Distance is restricted to one fourth of the wavelength of the 
transmitted modulation. Measurable distance for 100 Hz FM will 
be 500,000 meters. That restriction is dependent upon the kind of 
modulation as well as demodulation. The succeeding normally is 
applicable [15]. 

𝐼𝐼𝐼𝐼 = 𝛥𝛥𝑟𝑟 − 𝛥𝛥𝑡𝑡 = 𝑐𝑐
(4 ×𝜆𝜆)

   (1) 
Where: 

𝐼𝐼𝐼𝐼 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝑅𝑅𝐼𝐼𝑅𝑅𝐼𝐼 
𝑐𝑐 = 𝐼𝐼𝑠𝑠𝐼𝐼𝐼𝐼𝐼𝐼 𝑜𝑜𝛥𝛥 𝑙𝑙𝑙𝑙𝑅𝑅ℎ𝐼𝐼 
𝜆𝜆 = 𝑀𝑀𝑜𝑜𝐼𝐼𝐼𝐼𝑙𝑙𝑅𝑅𝐼𝐼𝐼𝐼𝐼𝐼 𝐹𝐹𝐼𝐼𝐼𝐼𝐹𝐹𝐼𝐼𝐼𝐼𝐼𝐼𝑐𝑐𝐹𝐹 

 
The radar will certainly record inaccurate ranges for echoes 

from ranges beyond the distance resolution, for example from the 
moon. Range determination for FMCW are merely dependable 
around 60% of the instrumented distance, or even for about 100 
Hz FM is 300 km. In order to maintain versatility of the 
transceiver system the majority of the modulation patterns such as 
sinusoidal, triangular and Frequency Shift Keying (FSK) are 
integrated in the transceiver design but triangular modulation 
scheme for the intended purpose was used. 

6. Dynamic Range 

The transceiver needs to be effective at dealing with RF signal 
reflections from surface of debris and also shorter range objects 
as well as sense minute RF signals in close proximity to the noise 
floor form the human skin. The ratio of the highest receivable RF 
signal to a bare minimum of detectable reception is known as the 
dynamic range which is calculated for the system as below [4]: 

𝐷𝐷𝐹𝐹𝐼𝐼𝑅𝑅𝐼𝐼𝑙𝑙𝑐𝑐 𝐼𝐼𝑅𝑅𝐼𝐼𝑅𝑅𝐼𝐼 = 20 log �𝑉𝑉𝑟𝑟𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑟𝑟𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚

�  (2) 

𝐷𝐷𝐹𝐹𝐼𝐼𝑅𝑅𝐼𝐼𝑙𝑙𝑐𝑐 𝐼𝐼𝑅𝑅𝐼𝐼𝑅𝑅𝐼𝐼 = 20 log �0.071 𝑣𝑣
0.018 𝑣𝑣

�  (3) 

𝐷𝐷𝐹𝐹𝐼𝐼𝑅𝑅𝐼𝐼𝑙𝑙𝑐𝑐 𝐼𝐼𝑅𝑅𝐼𝐼𝑅𝑅𝐼𝐼 = 11.9 𝐼𝐼𝑑𝑑   (4) 

It is actually 11.9 dB for a particular transmit bandwidth. The 
highest energy of receiver RF signal in terms of maximum Root 
Mean Square (RMS) voltage at receiver should not saturate the 
transceiver front end as well as considering a 14 dB Low Noise 
Amplifier (LNA) is also given to the acquired signal, it is also the 
highest sampling rate of the ADC. Furthermore, for a FMCW 
transceiver, the greatest RF signal in the acquired bandwidth is 
determined by a compression point of 1 dB the down converter 
mixer in which the gain turns from linear behavior this shoulders 
virtually no saturation once the mixed signal is achieved. A bare 
minimum of detectable RF signal power in terms of minimum 
RMS voltage at receiver needs to be above the received 
background noise level as well as have a minimum detectable 
SNR. In the majority of reflectometer in which detection of target 
is the primary application, SNR of 8 dB is mostly required [16]. 
In the majority of applications in Ground Penetration Radar 
(GPR), a minimum voltage also needs to have a nominal amount 
of signal to clutter ratio (SCR) so that the received signal is 
capable of determining and also identifying the target profile. 

The FMCW transceiver’s dynamic range will certainly have 
an effect on the greatest distance at which an object could be 
identified. Usually, radars will have a greater equipment dynamic 
range as compared to sampling dynamic range. The ADCs 
dynamic range in dB is as comprehensive as 20 𝑙𝑙𝑜𝑜𝑅𝑅 (2𝑁𝑁), where 
N is the amount of bits or even roughly N times 6 dB [17]. 
Consequently, a 16-Bit ADC will have a 96 dB of calculated 
dynamic range. However, additional elements impact the 
authentic attainable dynamic range [18]. There are techniques for 
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instance like stacking which might be employed to enhance the 
SNR and also AGC to get over the issue of dynamic range 
variances [16]. 

7. Project Architecture 

7.1. Methodology 

An FMCW radar comprises fundamentally of a transmitting 
chain and a receiving chain collectively known as transceiver 
along with a data acquisition device. The transceiver is a small in 
size, portable and a light weight module which typically consists 
of the antennas integrated as standalone transmitter as well as 
receiver antennas. An RF wave typically in microwave region is 
produced by a Voltage Controlled Oscillator (VCO) which can be 
a modulated waveform which directly feeds the transmitting 
antenna, or even its strength may also be amplified by employing 
a power amplifier. A typical form of transmitting chain is shown 
below. 

 
Figure 3 - Block Diagram Transmit Chain. 

If a single antenna is being used, then a ferrite circulator then 
to differentiate the receiving and transmitting signals is essentially 
required, since simultaneously transmitting as well as receiving 
signals are detected by the FMCW radar. When the Tx and Rx 
antennas are close to one another there is a direct positive 
feedback between the two antennas which is like crosstalk in 
terms of communication. In order to mitigate this typically, the 
antennas employed are polarized, the polarization direction is 
rotated by 180° against one another. In order to further decreases 
crosstalk a shielding plate is also used between the antennas. 
Considering that the measurement is conducted as a frequency 
variance between the transmitting and receiving signal, the RF 
signal that is generated by this direct coupling could be suppressed 
or filtered because the frequency output is very less as compared 
to the coupling frequency. 

Depending on the application of CW radars solely the Doppler 
frequency has to be processed, when transmitting a constant 
frequency or alternatively in the event that very low modulation 
frequency is applied as compared to the transmitting frequency. 

This consists of frequencies just approximately 16.5 KHz by 
applying an FMCW transceiver working in K–Band (24 GHz) and 
the estimated speeds for recording are around 360 Km/h. 
Similarly, for the case in which detection of the object is the sole 
purpose of the transceiver the system does not require very high 
received signal bandwidth. For that reason, as microprocessor 
there may be a regular stereo audio processor, that is 
manufactured in large quantities as well as being used for instance 
in audio cards for home laptops or computers. Even just in the 
rectangular shape modulation (FSK) this kind of a processor can 
be employed conditionally. 

 
Figure 4 - Block Diagram Generic Transceiver Design Without Circulator. 

One of the difficulties of this system design is that the 
baseband signal also varies over the bandwidth if the transmitted 
signal. This issue is resolved in signal processing of the received 
signal in which the reference signal is parsed in to data, wave by 
wave, with respect to a reference signal which is a square 
waveform. 

7.2. Link budget calculations 

Keeping in view all the design criteria, constraints, component 
losses and previous analysis of the losses and absorption of 
building materials following designs are visualized. A separate 
transmitter and receiver design is given below in which 
approximately 90% signal is lost due to reflection, absorption or 
attenuation. Signal propagation or path loss models [19] were not 
calculated although a rough estimation of the propagation losses 
by carrying out literature review on attenuation in propagation 
was considered. The transmitted signal bandwidth is kept at 300 
MHz which is the maximum bandwidth of the system this allows 
to achieve a decent range resolution. 

Since VCO source that could produce such a high power signal 
was not available so an amplifier was used to increase the power 

http://www.astesj.com/


Syed Daniyal Ali Shah / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1092-1106 (2017) 

www.astesj.com     1097 

as desired. This lead to an increase in components employing an 
attenuator in addition to an amplifier lead us to the desired power 
of 16 dBm. Although this produced the desired results but also 
increased the noise floor unnecessarily. 

An innovative way was devised to decrease the noise floor as 
well as to reduce the quantity of components required. This 
ultimately lead to the decreased cost of transceiver which was also 
one of the main goal to deliver a low cost solution. After 
transceiver design research and looking deep into radar 
operational fundamentals [20] a design which is simplistic yet 
effective for the detection application was conceived. 

If the transmit bandwidth of 300 MHz is maintained which is 
within the frequency range of Data Acquisition Devices (DAQ’s) 
and if the modulation frequency to the VCO is known in real time, 
then it can be directly down converted from 2.4GHz using stolen 
carrier from the transmitter. But it is coupled with a problem that 
the received signal varies over the frequency range of 300 MHz. 
This seems like there is high rate frequency hopping in the 
receiver system, which can be tackled in signal processing, when 
received data is parsed taking reference from the synchronization 
pulse from the modulator. This design is given below assuming 
similar characteristics of propagation loosing 90% of the received 
signal. 

Now a data acquisition device had to be acquired it was found 
out that data acquisition devices that are available nowadays are 
quite big to be portable enough to use in the application so it 
required to figure out how to acquire signal using some handheld 
portable device. It was later suggested that if the transmitted 
bandwidth is kept at or below 20KHz which is within the 
frequency range of most audio processors and at such low 
frequencies (20 KHz) can be directly down converted from 
2.4GHz using stolen carrier from the transmitter. The output can 
then be directly fed to a sound card of a computer or audio 
processor but the bandwidth of the system is greatly reduced 
which resulted in decreased range resolution, this technique could 
be useful in detection but this was not supportive in range 
measurement or object profiling. 

If the transmitted bandwidth is kept in audio range (20 KHz) 
which can be processed by audio processors and at this frequency 
range the direct down conversion from 2.4GHz using stolen 
carrier from the transmitter varies over the frequency range of 20 
KHz this indicates there is frequency hopping in the system. This 
issue was dealt by taking a signal from the modulator which is in 
Synchronization with the input frequency of VCO this way the 
data can be parsed wave by wave and hop the frequency at the 
same rate. The synchronization frequency is given to the left 
channel of audio jack and the received signal is given to the right 
channel of the audio jack. The acquired results can be directly fed 
in an audio jack input of any computer instead of using a DAQ or 
any other ADC. This greatly reduces the cost of the transceiver as 
now days a lot of high speed precision DAQ’s are quite expensive. 
The design is given below. 

 

This is the final design of the Microwave transceiver prototype 
that was implemented. 

7.3. Modulator 

In order to provide input to VCO’s V-Tune XR-2206 IC was 
utilized. The XR-2206 is a function generator incorporated 
monolithic circuit effective at generating good quality sine, 
rectangular, triangle, ramp, and also impulse wave-forms of great 
stability as well as precision. The generated wave-forms could be 
both frequency as well as amplitude modulated by an external 
voltage source. Frequency could be chosen by an external input 
over a frequency range of 1 Hz to in excess of 1 MHz. The circuit 
is a good choice for telecommunications, instrumentation 
applications, and also function generator uses demanding 
sinusoidal signal FM, AM, or even FSK production requirement. 
The oscillator’s frequency could be swept linearly over a 1:2000 
frequency band with an external voltage control, while 
maintaining minimal signal distortion level. 

The circuit designed has a voltage supply of 9-12 VDC. The 
waveforms that can be generated are Square, Sine & Triangle. The 
impedance is 600 Ohm + 10% and the frequency range of 
operation is 1Hz - 2MHz. 

The characteristics of the waveforms are given below at the 
input voltage of 9 volts Direct Current (DC) that can be employed 
to achieve results. 

• Sine Waveform 
 

Amplitude:  0 – 8 V 
Distortion:  > 1% (at 1 kHz) 
Flatness:  ± 0.05 dB (1 Hz – 100 kHz) 

• Square Waveform 
 

Amplitude: 0 – 8 V 
Rise Time:  > 50 ns at 1 kHz 
Fall Time:  > 30 ns at 1 kHz 
Symmetry:  > 5% at 1 kHz 
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• Triangular Waveform 
 

Amplitude:  0 – 8 V 
Linearity:  > 1% up to 100 kHz 

 
The square wave is in frequency synchronization with triangle 

and sine wave forms so it can be used as sync pulse for Data 
processing [3]. Frequency chirp was carried out in order to cover 
the bandwidth using triangular wave so demodulated waveform is 
also scattered over the bandwidth as stolen carrier from the 
transmitter is being taken. 

7.4. Audio Amplifier / Low Pass Filter 

A LPF permits signals with a frequency less than a particular 
cut-off frequency as well as attenuates the frequencies more than 
the cut-off frequency. The degree of attenuation for every single 
frequency is dependent upon the LPF model. A Sallen Key Low 
Pass filter was used to get rid of electronic noise in a circuit, 
however, it may also be employed to avoid aliasing by restraining 
the frequencies of signals to be dealt with. The filter response 
could be transformed by replacing an individual resistor or even 
capacitor value. 

In the case, LPF is utilized to decrease signal noise. Noise is a 
group of undesirable, random electronic signals that can be found 
in RF electronic circuits. Almost all RF devices are prone to the 
unwanted effects of noise, especially the ones that operate at 
comparatively lower energy signals. One more use for filtering is 
to avoid aliasing at the time of signal processing. Additionally, an 
LPF was employed to make sure that only lower frequency signals 
are allowed to pass through and high frequency noise is going to 
be discarded. 

 
Figure 6 - LPF Block Diagram Representation. 

The type of filter employed was Sallen Key Active filter 
topology simply because it provides a straightforward to execute 
filtering topology. The cut-off frequency can be adjusted by 
altering an individual resistor or a capacitor value. The filter 
constructed in Lab was tested on an oscilloscope at multiple 
frequencies and a bode plot was produced for the analysis of the 
constructed LPF. One such reading is shown. The yellow 
waveform is the input frequency signal and the blue waveform 
is the output signal that has been passed through the Sallen Key 
Low Pass Filter. 

 

Figure 7 - Sallen Key LPF Result at 20 KHz. 

The filter is functioning as desired.  A -3dB gain factor was 
desired at 20 kHz and the filter produced slightly higher 
attenuation than ‐3dB. Calculations have been given below: 

𝑉𝑉𝑖𝑖𝑖𝑖 = 3.36 𝑉𝑉    (5) 

𝑉𝑉𝑜𝑜𝑜𝑜𝑡𝑡(𝐼𝐼𝐷𝐷𝐼𝐼𝐼𝐼𝐼𝐼) = 𝑉𝑉𝑚𝑚𝑚𝑚
√2

= 3.36 𝑉𝑉𝑉𝑉
√2

= 2.37  𝑉𝑉 (7) 

𝑉𝑉𝑜𝑜𝑜𝑜𝑡𝑡(𝑎𝑎𝑐𝑐𝑡𝑡𝑜𝑜𝑎𝑎𝑎𝑎)  <  𝑉𝑉𝑜𝑜𝑜𝑜𝑡𝑡(𝐼𝐼𝐷𝐷𝐼𝐼𝐼𝐼𝐼𝐼)   (8) 

 
Figure 8 - Bode Plot 20 KHz LPF. 

Since the filter is producing better than -3dB attenuation at 20 
kHz, the Filter is working better than expected. This is likely due 
to parts tolerances that varied between 1 % to 5 %. Due to the ease 
of design and implementation, a Sallen Key filter is the perfect 
candidate for electronic filtering. It is ideal for eliminating 
electrical noise and since Operational Amplifiers (OP AMPs) 
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draw a negligible amount of current, the filter will not load the 
circuit to which it is attached. 

7.5. Understanding Microphone Input Sensitivity 

As the analogue to digital microphone input includes different 
units, comparing a single type to another can be difficult to 
understand; however, they share a very common unit of 
measurement in the audio frequency signal domain, input power 
level in dBV [21]. One may have an analogue voltage input or a 
PDM modulated input, however, their maximum acoustic input 
power as well as SNR can be instantly analyzed. The difference 
between the 94 dB Sound Pressure Level (SPL) reference and the 
noise floor of microphone input of 65dB, altering the input 
relative to the 94 dB SPL, would result in changing dBV output at 
the microphone jack input. 

7.6. Choosing Sensitivity and Setting Gain 

A balance between the microphone’s input port noise floor, 
distortion, clipping point as well as level of sensitivity decides 
whether or not a microphone input is an effective match for a 
specific practical application. A microphone input with 
significantly higher level of responsiveness may require 
significantly less pre-amplification gain before the ADC, however, 
it might have much less headroom before clipping, compared to a 
microphone with reduced level of responsiveness.  

In signal processing applications, similar to the this, in which 
a microphone with increased level of responsiveness is much 
more likely to achieve the higher audio input, distortion, as well 
as result in clipping. Alternatively, a higher level of sensitivity 
might be suitable in the application forms, in which the audio 
signal is attenuated as the length from the source to the 
microphone input port raises.  

Nominal line level for consumer equipment is −10 𝐼𝐼𝑑𝑑𝑉𝑉 , 
which is equal to 10−10𝑉𝑉/20 = 316 𝐼𝐼𝑉𝑉(𝑅𝑅𝑅𝑅𝑅𝑅) . For simple 
sinusoidal input waves √2 . 316 𝐼𝐼𝑉𝑉(𝑅𝑅𝑅𝑅𝑅𝑅) = 447 𝐼𝐼𝑉𝑉(𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝)  or in 
other words 2√2 . 316𝐼𝐼𝑉𝑉(𝑅𝑅𝑅𝑅𝑅𝑅) = 894 𝐼𝐼𝑉𝑉(𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝 𝑡𝑡𝑜𝑜 𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝) 
theoretical maximum input of microphone jack [22]. 

However, audio equipment will often include as much as 
20 𝐼𝐼𝑑𝑑 of headroom above this value before clipping, so a full 
scale signal could be 10 𝐼𝐼𝑑𝑑𝑉𝑉 , or 3.16 𝑉𝑉(𝑅𝑅𝑅𝑅𝑅𝑅)  or 
8.94 𝑉𝑉(𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝 𝑡𝑡𝑜𝑜 𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝) [22]. Of course, every manufacturer wants to 
be louder than everyone else in competition, so devices tend to 
have higher inputs and outputs than they should be producing, 
consequently inputs have less headroom than they should have. 

The aim would be to remain within the 894 𝐼𝐼𝑉𝑉(𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝 𝑡𝑡𝑜𝑜 𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝) 
limit in all circumstances so that problems during signal 
processing are not experienced. 

7.7. Pyramidal horn antenna 

Following are the dimensions and pictorial representation of 
fabricated antenna: 

 

Figure 9 - HFSS Model Visualization Of Ism Band Antenna. 

 

Figure 10 - Fabricated Model of ISM Band Antenna. 

 
Figure 11 – Dimensions for Horn Antenna . 
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Table 1 - Dimensions of Horn Antenna 

Units Cm 
Material Aluminum 

Connector type SMA 
Waveguide WR-430 

Waveguide “a‟ dimension 10.92 
Waveguide “b‟ dimension 5.46 

Waveguide length 10.37 
Horn size in “a1‟ dimension 18.66 
Horn size in “b1‟ dimension 14.51 

Horn flare length 31.1 
Wall thickness 0.203 

Gain Approx. 13dB 
Lambda 12.244 

 
7.8. Results of Antenna 

 

Figure 12 - Return Loss of Fabricated Tx Antenna. 

 

Figure 13 -  Return Loss of Fabricated Rx Antenna. 

 
Figure 14 -  Return Loss Of HFSS Simulated Antenna. 

The return loss that is calculated by High Frequency Structure 
Simulator (HFSS) software simulation is -37.7791 dB and the 
return loss measured by the network analyzer is at a minimum of 
-21.40 dB. The -10 dB bandwidth of the Tx antenna is calculated 
from simulation as 480 MHz (2.62 GHz - 2.14 GHz) and the one 
measured from network analyzer is 883 MHz (3.183 GHz - 2.3 
GHz) it can be seen that the centre frequency is shifted a little to 
2.55 GHz but it still remains within the desired bandwidth of 
operation. The -10 dB bandwidth of the Rx antenna measured 
from network analyzer is 622 MHz (2.642 GHz - 2.02 GHz) it can 
be seen that the centre frequency is shifted a little to 2.34 GHz but 
it still remains within the desired bandwidth of operation. 

 
Figure 15 - Gain of HFSS Simulated Antenna. 

Antennas Radiation pattern was also tested in Antenna Test Range 
(ATR) at Space and Upper Atmosphere Research Commission 
(SUPARCO) Laboratories. The plots of the results obtained are 
shown below. 

 
Figure 16 - Gain Measurement at ATR (Tx). 
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Figure 17 - Gain Measurement at ATR (Rx). 

 

The actual gain measurement at 2.4 GHz of Tx antenna comes 
out to be 12.2744 dB, whereas, in simulated antenna results it can 
be seen that it comes out to be 12.8995 dB this is an acceptable 
loss that may be experienced in practical measurements. Similarly, 
for Rx antenna it comes out to be 11.5885 dB. Complete detailed 
results are mentioned in appendix. 

 

 

Figure 18 - Polar Radiation Pattern Plot (Tx) in ATR. 

 

 

Figure 19 - Polar Radiation Pattern Plot (Rx) at ATR. 

 

7.9. Power supply 

In order to power the transceiver, a straightforward yet 
effective way by making use of widely available voltage regulator 
IC’s to power the system was employed. 12 V DC from electric 
batteries was employed and required voltage was regulated by the 
components employing 78xx linear voltage regulator IC’s. The 
78xx or for certain producers L78xx, LM78xx, MC78xx and so 
forth are a series of linear static voltage regulators which are self-
contained and have a built-in circuit. These are widely used in 
electric circuits demanding a regulated and managed power 
source because of their simplicity and inexpensive IC’s. They 
generate a voltage which is positive relative to ground. 

Light Emitting Diode (LED) lights were also used for 
indication of functioning of each separate IC input voltage and 
used comparatively higher values for capacitance for better ripple 
free and fixed voltages. The complete circuit diagram of power 
supply is given on next page. This circuit was implemented in the 
design. A Printed Circuit Board (PCB) was fabricated which was 
used to supply power to components. 

Schematics of transceiver power supply are given below: 
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Figure 20 - Transceiver Power Supply Schematic. 

8. Design implementation 

8.1. Transmitter development stage 

Each and every component of transmitter was connected and 
results were tested with spectrum analyzer. 

First of all, VCO was given a constant voltage in order to 
generate a fixed frequency of 2.4 GHz then amplifier was 
connected in series and the results were visualized on spectrum 
analyzer. Similarly, the splitter was added to the chain and a 50 Ω 
termination was applied to the other port of splitter in order to 
avoid reflection from it. Then a total gain of 14.65 dBm was 
achieved and when the cable loss was included which was 
calculated prior to the testing (approximately 1.5 dB calculated 
before testing) then the total power comes out to be 16.15 dBm. 
This is very close to the calculated value of 16 dBm during link 
budget analysis at 2.4 GHz. 

 
Figure 21 - VCO + PA + Splitter Output Response. 

The block diagram of transmitter chain is given below this will 
be the total power feed into the antennas at 2.4 GHz. 

 
Figure 22 - Block Diagram VCO + PA + Splitter Testing. 

8.2. EIRP measurement at anechoic chamber test 

The gain of the antenna is measured by using the two antennas 
with known gain one as a transmitter and other as a receiver. 
Subsequently replaced the Tx antenna with the fabricated antenna 
and again measured the gain then with some calculations, the gain 
of the fabricated antenna can be found. The transmitted power fed 
into the antennas is measured previously although their values are 
given in table.  The EIRP is calculated at different frequencies in 
order to cover the entire bandwidth. 

Table 2 - EIRP Calculations Table 

SR 
NO. 

FREQ 
(FC) 

TX 
GAIN 
(GT) 

TX 
POWER 

(PT) 

EIRP 
(PT+ GT) 

1 2.3 GHz 11.11 dBi 16.75 dBm 27.86 dBm 
2 2.4 GHz 12.27 dBi 16.66 dBm 28.98 dBm 
3 2.5 GHz 12.79 dBi 16.68 dBm 29.47 dBm 
4 2.6 GHz 13.64 dBi 16.68 dBm 30.32 dBm 

 

All the values are given excluding the cable losses that were 
calculated prior to the testing for gain measurement which was 
calculated to be 1.2 dB and for transmitting power fed into the 
antennas the cable loss was measured to be approximately 1.5 dB. 

The calculated EIRP of the transmitter was 29 dBm but it can 
be seen that the EIRP of the transceiver increases with the increase 
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in frequency. There is almost 3 dB increase in EIRP when 
frequency is increased from 2.3 GHz to 2.6 GHz. This is mainly 
due to the increase in transmitter antenna gain increase, as the 
frequency increases the beam width of the transmitting antenna 
increases, which leads to the increase in overall transmitted power. 

8.3. Receiver development stage 

For any equipment comprising a receiver and a transmitter the 
loopback test [23] is a smart method to test the receiver. The 
essential loopback assessment for the integrated Microwave 
transceiver is conducted. The baseband signal visualization is 
conducted by oscilloscope which helps as an output analyzer 
while the microwave front end is in test with the help of a test 
attenuator. By means of this method in Transceiver (TRX) 
development, the microwave examination equipment can largely 
be evaded eventually leading to the reduced cost of test. The 
existing limitations and trade-offs are also discussed in the next 
chapter in terms of test observability controllability, and 
feasibility vs performance also the influence of production 
tolerances and the detectability threshold test was also conducted. 
This loopback test is conducted to provide a comprehensive 
picture of the transceiver functionality also in order to test Tx and 
Rx front ends before deploying antennas and actually start 
transmitting and receiving. The actual received signal of applied 
communication transceiver under test is also included. The 
receiver was tested using loop back technique where an attenuator 
is applied at the transmitter feed and is given to the received signal 
feed. The block diagram of the system under test is given below. 

 
Figure 23 - Block Diagram Receiver Test (Loop Back Test). 

Since the RF built-in circuits function at gigahertz frequencies 
and as they are growing to be more and more sophisticated, in 
apparatus assessment the typical testing aimed toward 
comprehensive requirements of the engaged RF components 
seems unrealistic and also expensive when it comes to the 
instrumentation as well as evaluation time. Direct RF 
measurement results on components demand additional contact 
elements that are likely to degrade the microchip overall 
performance and efficiency while using the needle probes obstruct 
the measurement results. The received signal result shown below 
tells that the receiver is functioning as desired and the frequency 
in use (20 KHz) would be the maximum frequency that is going 
to be used for the system. 

 
Figure 24 - Receiver Loop Back Result (20 KHz). 

Using this approach as carried out in the front end test the 
detectability thresholds for different errors could be determined as 
well as various loop back results can be analyzed for the 
transceivers detectability. As the limitation and tolerances of the 
RF circuitry are likely to drive the RF components away from 
specifications the Design for Correction (DFC) is practically 
essential and also it needs to be merged with link budget analysis 
for an in depth approach. Through DFC the effect of variation due 
to tolerances on assessment is mostly alleviated, however, the 
demand for repeated tests is not reduced. 

In spite of the problem of not having the schematics of the 
microwave components, a simple yet effective way was used to 
calculate the phase difference that will be produced at the mixer. 
It can be seen that there is a phase shift of approximately 180o in 
the transmitted and the received signals.  

8.4. Data acquisition stage 

A signal processing code block diagram has been given 
below. 

 

Figure 25 - Block Diagram of DSP MatLab Code. 
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8.5. System integration 

The modules which make the core of the microwave Tx and 
Rx chain were assembled. The picture below shows the assembly. 

 
Figure 26 - Complete TRX Assembly with Antennas. 

9. Evaluation 

9.1. Oscilloscope Rest Results 

First of all, the test results are conducted without any material 
in front of the body. By placing a body directly in front of the 
transceiver. The results are taken on oscilloscope and also a 
recording is made which was processed by the MatLab code in 
order to get a better picture. The test with a 9-inch (22.86 cm) 
thick wall in between the body and transceiver. The body was 
placed at a distance of 5 ft. from the wall. The test results in time 
domain are given below as visualized on oscilloscope. 

 
Figure 27 - Far Field (Wall) Test without Body. 

 
Figure 28 - Far Field (Wall) Test with Body 1 Foot (30.48 Cm) from the Wall. 

9.2. Computer Audio Card Results 

Audacity software was used to record the test results. First of 
all, the transceiver results are acquired by placing the transceiver 
with the wall and body was only placed once behind the wall these 
results are captured at multiple frequencies. 

 
Figure 29 - Audio Pictogram at 5 KHz (Body was Placed Once). 

Now the transceiver results are acquired by placing the 
transceiver with the wall and body was only placed multiple times 
behind the wall these results are captured at multiple frequencies. 
The multiple detection was conducted by setting threshold at the 
noise floor. The resulted pictograms are given below. 

 
Figure 30 - Audio Pictogram at 5 KHz (Body was Placed 2 Times). 

9.3. MATLAB 2D Images Results 

Recordings from different frequencies is processed using 
MATLAB and RTI plot is developed. 
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Figure 31 - MatLab Data Parsing 1 KHz. 

 
Figure 32 - MatLab Triggering Mechanism 1 KHz. 

 
Figure 33 - MatLab Range vs Time Intensity 1 KHz (Body was Placed 3 Times). 

The transceiver results are acquired by placing the transceiver 
with the wall and body was only placed 3 times behind the wall 
with specific time intervals these results are captured at 11 KHz. 
The multiple detections can be observed in RTI plot given above. 

10. Conclusion 

A completely built-in 2.4 GHz FMCW transceiver is basically 
designed and produced in this particular report. Employing XR 
2206 IC for the purpose of function generator IC as an FMCW 
engine and using module based components with SMA 
connectors can significantly decrease the complication of the 
circuit as well as hardware designs. Which helped accomplish the 
project goals and targets realized that were set within initial 
project proposal. FMCW within the system was analyzed as well 
as simulated, using various modulation techniques. Microwave 
front end came to the realization in MMIC technology is exhibited 
as well. With baseband processors as well as high-gain antennas 
incorporated, this project offers an entire transceiver realization 

instance, which demonstrates encouraging probability of future 
under debris search and rescue or through wall imaging 
applications. After designing the transceiver and horn antennas, 
several experiments were conducted on human skin and other 
materials (concrete, wood, glass and sand), to understand and 
distinguish between if a living or nonliving body is present behind 
the material or otherwise. From the experiments that were 
conducted, it was observed that the body was easily detectable and 
materials are easily distinguishable when the body was close to 
the material but when the body moved away from the material it 
was difficult to detect the body beyond a distance of 7 ft (2.1 m). 

Developing of this kind of a transceiver experiences a lot of 
challenging problems. Nevertheless, the energy requirements of 
this kind of a transceiver which is effective at detecting body of a 
human under rubble is dependent on operating environments. To 
be able to model a time domain relying microwave transceiver, 
antenna gain, wireless transmitter, energy consumption, highest 
possible input power and the highest possible voltage levels as 
well as form of modulation is must. Frequency generator, system 
dynamic range together with noise figure of Rx are the variables 
that depend on the attenuation along with the operating 
environments. Consequently, Link Budget Analysis own 
fundamental share when planning these kinds of transceivers. 
Within this report, a Simulation of Link Budget Analysis, that is 
in MatLab environment, is presented to be able to evaluate the 
functional bandwidth of the System. Moreover, these simulation 
outcomes are reconfirmed by actual measurements. 

One of the most interesting observation was a presence of beat 
pulse in the form of amplitude variance of the received signal 
when living being is placed in front to the transceiver. Which was 
not received during presence of nonliving body. Similarly, there 
was a repeated pattern in received frequency components when 
living being is placed in front of the transceiver. This could be due 
to heart beat or breathing of a person if so then this could also be 
employed to detect living and nonliving beings under debris. 
More research is needed to look into this observation. 

This range of the system is greatly increased by using high 
power amplifiers and employing horn antennas. During the tests 
performed, the antenna was directly interfaced with the 
transceiver that enabled us to transmit 794 mW of power or 29 
dBm EIRP. That much power would greatly increase the 
penetrating and distinguishing ability of the antenna. Further 
experimentation, research and analysis will determine exactly 
how much power is to be used in real life scenarios. 

This project provided foundation for further research and work 
on more complex system to be built in the future by upcoming 
students. This will also help students gain understanding and 
interest in subjects such as electromagnetic theory, antenna & 
radio wave propagation and radar systems. 
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 Rotary cutting of electrical steel laminations is a novel, promising alternative in the 
processing of electrical steel strip with enormous economical and technical potentials. This 
paper is an extension of work originally presented on the 6th International Electric Drives 
Production Conference (E|DPC) in Nuremberg, Germany 2016. The scope of this paper 
includes a theoretical description of the rotary cutting process, an explanation of the 
machine and tooling setup, the basics of the Toroidal Core Tests and a discussion of the 
theoretical and experimental results. The methodology applied is basing on the Toroidal 
Core Test per DIN 60404-6, which is elementary described in section 3. Toroidal core tests 
allow a characterization in regards of technical, process and functional aspects, what is 
also mainly extended in this work. Finally, a classification of the rotary cutting process into 
existing processing technologies of electrical steel strip is feasible with respect to its limits 
and possibilities. 

Keywords:  
Rotary Cutting 
Electrical Steel Processing 
Toroidal Core Tests 

 

 

1. Introduction  

Due to increasing demand of high-performance electric drives 
for the automotive market, German manufacturers are under 
pressure towards global competitors. The lamination stack forms 
the skeleton of the electric drive and guides the magnetic field in 
application. [1, 2] 

In mass production of laminations, stamping is the technology 
with the highest application rate. Furthermore, the stacking process 
can be fully integrated into the stamping tool with e.g. the 
interlocking technology. However, complex machine tools are 
very expensive and thus, small volumes and frequent product 
changes are not profitable. Instead laser cutting can also be used 
for small lot sizes as no expensive tools are necessary. Despite high 
flexibility, laser cutting is not competitive due to long cycle times 
and high energy costs. Moreover, the unloading and stacking of 
laminations is currently only possible manually. [1, 2]  

In the production of very thin laminations (smaller than 
0.30 mm) for electric drive systems to reduce eddy current losses 
at high frequencies, the conventional stamping process reaches its 
limits due to several reasons: The cutting gap widths between 
punch and die tools is very small (2%-5% of the sheet thickness). 
Thus, the production of the complex cutting tools is no longer 

profitable. To absorb the high stamping forces, the kinematics 
structure of the stamping machine and machine´s foundation are 
very massive. Consequently, high investment costs occur. 
Moreover, the stamping machine cuts sheets at intervals. Thereby 
large masses must be accelerated and decelerated, what leads to 
high energy costs and noise pollutions. Due to these reasons, the 
enormous demand to thin sheets cannot be handled with the 
conventional stamping process. [2]  

This is the reason why a new approach is required. Rotary 
cutting of thin electrical steel laminations is very promising. 
Rotary cutting is a continuous cutting process which is currently 
used in paper industry or for metal profiles. There are several 
advantages due to its compact structure and special cutting 
kinematics: [2] 

• The distribution of the cutting force over the entire cutting 
profile is more uniform and the maximum force is lower. 

• The continuous cutting process without accelerations and 
decelerations in strip feed and tools increases the 
productivity and the quality of the cutting edges.  

• The cutting gap can be set to zero as the stamp does not 
immerse into the die.  

• The tool structure is simpler and the tooling costs are lower.  

• Fast tool introduction for new tools, as the development and 
the production is less complex.  
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• The machine structure is more compact thus the energy 
costs are lower. 

The rotary cutting process is characterized by a counter 
movement of two parallel driven shafts. These tool rollers consist 
of a punch and a die cylinder. Due to the movement of the 
cylinders, the electric steel sheet is carried frictionally through the 
shaft´s gap. Hence the laminations are cut out by the mesh of the 
rollers. The tool rollers may not lift off during the cutting process, 
thus a radial preload is necessary.  

In contrast to conventional stamping, the kinematic motion of 
the rotary cutting process is described by a cycloid movement. 
Basically, each point on a rotating circle describes a cycloid curve 
on a straight line or a circle wheel. Thus, the punch also describes 
cycloid curves on the steel strip. [4, 5] 

 
Figure 1  Comparison of Rotary Cutting with Stamping [3] 

According to Figure 1 and [3], the conventional stamping 
process differs significantly from rotary cutting process through 
the following points: 

• The cutting movement at stamping is linear with a 
permanent acceleration, deceleration and change of 
direction. In contrast, the rotary cutting cylinder moves 
continuous and describes a cycloid motion. 

• During the rotary cutting process, the area of engagement 
is very small. At conventional stamping, the entire outline 
is cut at once. 

• The maximum cutting force at stamping is very high and 
the travel of punch is very low.  

• The speed of the sheet feed is constant during the rotary 
cutting process. Instead, the sheet feed speed is cyclical and 
clocked at stamping.  

• Regarding the cutting contour geometry, laminations show 
sharp edged corners instead of a curved outline. 

2. Comprehensive Analysis of the Rotary Cutting Method 
using Toroidal Core Tests 

For a methodical examination of the cutting process, a suitable 
geometry is necessary. This is secured by toroidal core tests. With 
this simple geometry, the process behavior can be investigated 
during the separation process. Especially, cutting parameters, 
process stability and wear behavior can be evaluated. Thereby, it 
is possible to focus the tests on the cutting process without 
additional influences by complex contour elements, such as small 
radii. Secondly, it is possible to determine important characteristic 

values like power losses or magnetic and electric properties. In 
addition, an assessment of the sheet geometry is possible. Thus, 
process influences on the geometry can be investigated. To enable 
this, the toroidal core tests are comprehensively analyzed 
according to DIN IEC 60404-6. [4] 

 
Figure 2  Toroidal core test per DIN 60404-6 

The toroidal test specimens’ inner diameter Di is 45 mm and 
outer diameter Do is 55 mm. The lamination stack length lstack is 
10 mm consisting of 20 single toroidal laminations with sheet 
thickness s = 0,5 mm. The single laminations are stacked without 
additional insulation layers between the laminations and wrapped 
with tape to a toroidal core. Finally, for investigation of electrical 
and magnetic properties, the toroidal core is wound with two coils 
of 16 windings each. [4] 

Table 1 provides an overview of the manufacturers specific 
mechanical and magnetic properties for the applied material 
M 330 - 50 A. [4] 

Table 1  Material Card for M 330 – 50 A 

 
 

3. Machine Setup and Process Description for Rotary 
Cutting of Toroidal laminations 

3.1. Machine and Tooling Setup 

The prototype rotary cutting machine for toroidal laminations 
consists of four main components: Cutting unit, electric drive, 
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Material designation EN 10027-1 M330-50A
Producer Langhagel
Nominal thickness [mm] 0,50
Density [kg/dm³] 7,65

Max. hysteresis and 
eddy-current losses

1,0 T / 50 Hz 
[W/kg] 1,35

1,5 T / 50 Hz 
[W/kg] 3,30

Anisotropy of the losses [%] ±14

Min. magnetic polarisation
2500 A/m [T] 1,49
5000 A/m [T] 1,60

10000 A/m [T] 1,70
Yield strength Rp0,2 [N/mm²] 340 - 380

Tensile strength Rm [N/mm²] 480 - 520
Hardness HV5 170 - 200
Bending coefficient - 3
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control and decoiler. The drive unit is an SIEMENS asynchronous 
servomotor of type “SIMOTICS M-1PH8”. With a higher-level 
control, important motor parameters such as number of revolutions 
or torque can be set, controlled and monitored. [4] 

 
Figure 3  Prototype Rotary Cutting Device for Toroidal Core Samples [4] 

The cutting unit itself essentially consists of five components: 
Tool set, gear box, pressure rollers, bearing unit and housing. The 
housing consists of four plates which are detachably connected by 
screws and pins. Thus, the cutting cylinders can be changed or 
subsequently adjusted. Two pressure rollers, which press against 
the running treads, relate to the housing to transfer the preload 
force on the cutting cylinders. Therefore, the cutting cylinder 
immerses in the material without lifting. [4] 

The bearing unit is in the side walls of the housing. One side 
consists of two double-row angular contact ball bearings to absorb 
radial as well as axial forces. On the other side two cylindrical 
roller bearings are mounted as floating bearings. [4] 

Moreover, at the drive side of the tool set, the spur gear is 
located. To ensure a synchronous and opposite rotation two gears 
of the same size are mounted on the shaft ends of the cylinders. To 
ensure the required dimensional accuracy and perfect cutting 
edges, one gear is being secured by a clamping sleeve in order to 
align both tool cylinders in radial direction. The pinion transmits 
the torque from the drive shaft to the spur gears. [4] 

The cutting cylinders are core components of the rotary cutting 
machine for electrical steel. The tool set is arranged on top of each 
other. For rotary cutting processes in general, three tooling 
concepts are possible: wedge-action cutting, resilient cutting and 
stamp-die-cutting. However, for rotary cutting of electrical steel, 
only stamp-die-cutting is viable.  [2, 4] 

With this tooling concept, one cylinder acts as stamp and the 
other cylinder as die. For simple stamped holes with low accuracy 
requirements, the stamp may immerse into the die. For electrical 
steel processing with complex contour geometries and complete 
outlines, the stamp does not immerse into the die. Instead, the 
cutting unit must be designed in a way, that the stamp is located on 
the outer diameter of the die, the so called “zero to zero cutting” 
[5]. As a result, the lamination is cut by the stamp without 
immersion. Thus, a small die clearance is sufficient. To obtain 
reproducible cutting results, all process parameters have to 
harmonize with each other. [4] 

In the conducted experiment, the geometry of the stamp is 
given by the toroidal geometry. The die has the corresponding 

negative form. In pre-trials the die clearance of 0.03 mm was 
determined as optimum for different sheet thicknesses. Thus, the 
outer diameter of the die DoD is manufactured 0.06 mm larger and 
the inner diameter DiD is manufactured 0.06 mm smaller compared 
to the stamp. The circumference of each cylinder is equipped with 
four cavities in total. The cutting circle diameter dc of the stamp 
cylinder as well as of the die cylinder is 108 mm. [4] 

All cavities of the stamp and the die cylinders´ are filled with 
an elastic polyurethane casting compound with hardness of 90 
Shore A. During the cutting process, the plastic performs as sheet 
downholder stamp-side and counterholder die-side. Moreover, the 
plastic ejects the lamination from the cutting area. This is 
necessary as otherwise the sheet remains stuck in the cavities after 
cutting. [5] 

Since the sheet does not automatically exit the stamp 
completely after cutting, an external tensile force must act in sheet 
feed direction. Consequently, the sheet leaves the machining zone 
completely without jamming up. [4] 

3.2. Description of the Rotary Cutting Process 

The rotary cutting process is divided into 4 phases (according 
Figure 4). Following, the rotary cutting phases are described for 
stamp-die-cutting with closed cutting outline. [4, 6]  

 
Figure 4  Four phases of rotary cutting referring to [6] 

When the front edge of the stamp touches the sheet surface, the 
1st phase of the cutting process starts. By further rotation, the 
cutting force is constantly increasing by forming the first crack 
until the entire sheet thickness is severed. [4, 6] 

The cylinders continue to rotate, whereby the lateral cutting 
edges of the stamp cuts in the 2nd phase. The force level remains 
almost constant. [4, 6] 

During phase 3, the back cutting edge impinges on the sheet 
metal and completes the cut. When the sheet is completely divided, 
the force level decreases abruptly. [4, 6] 

After the rotary cutting process, the cutting sheet is pressed out 
of the die in the 4th phase. [4, 6] 

For the description of the rotary cutting process, many different 
parameters are given. A decisively parameter is the angle of 
impact α, which defines starting- and endpoint of the line of action 
[7]. The angle of impact α depends on the circle diameter d, the 
vertical center distance a and the sheet thickness s and is derived 
from law of cosines. For good cutting results, the angle α should 
be very small. Thus, the length of line in action ls and length of the 
contour in action lc are getting small. [4] 

According to [3], the angle of impact for equal diameters is 
defined by (1).  
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𝛼𝛼 = cos−1 �1 −
𝑠𝑠
𝑑𝑑

+
𝑠𝑠2

𝑑𝑑2�
 (1) 

With a sheet thickness s of 0.5 mm and a cutting circle 
diameter d of 108 mm, the angle of impact α is located at 5.5°. [4] 

In contrast to the angle of impact α, the force progression 
during cutting is difficult to determine. By means of a calculating 
software, the length of contour in action lc for each contour can be 
calculated. This parameter behaves similarly to the force 
progression and can be used as a reference value. For the toroidal 
core test, the following diagram results (according Figure 5): [4, 8] 

 
Figure 5  Length of contour in action per angle [8] 

The total contour (red line) is explained as the summed curve 
of inner and outer diameter (black and blue line). [4] 

A further parameter is the immersion depth of the stamp into 
the sheet ∆y. This value is varying during the cutting process and 
depends on the circle diameter d, the sheet thickness s, the angle 
of impact α and the entry angle β. According to [3], the immersion 
depth ∆y is: [4] 

∆𝑦𝑦 = �
𝑑𝑑
2

+ 𝑠𝑠� ∙ cos𝛽𝛽 +
𝑑𝑑
2
∙ cos𝛼𝛼 − 𝑑𝑑 (2) 

with: 

𝛽𝛽 = cos−1 �
𝑑𝑑2 + 𝑑𝑑 ∙ 𝑠𝑠 + 𝑠𝑠2

𝑑𝑑2 + 2 ∙ 𝑑𝑑 ∙ 𝑠𝑠 � ≈ 𝛼𝛼 (3) 

During the cutting process several velocities arise at the rotary 
cutting machine. The most important parameter is the 
circumferential speed vc, which results from the circumference d·π 
and the number of revolutions n.[4] 

𝑣𝑣𝑐𝑐 = 𝑑𝑑 ∙ 𝜋𝜋 ∙ 𝑛𝑛 (4) 

By means of (4), the resulting speed in x- and y-direction can 
be calculated. All equations for the different speed components can 
be found in [3]. [4] 

Since the speed of the lower sheet surface is faster than the 
upper one, there is a sheet speed difference ∆vsheet [4]. Table 2 
gives an overview of applied process parameters. 

Table 2  Applied Parameters of the test bench 

  
3.3. Simulation model 

Within the research project, a simulation model is created in 
ANSYS Workbench 15.0 and explicit finite element calculations 
are done by the LS-DYNA solver. Thereby, the tool cylinders are 
defined as not deformable rigid bodies and the electrical steel sheet 
as a flexible solid body. The simulation model is assumed as quasi 
static. [8]  

The material model of the electrical steel is defined by Johnson 
and Cook. This approach is very popular in metal cutting process 
simulations [9]. The three elementary material behaviors included 
in the model are material hardening, strain rate effects and thermal 
softening [10]. However, in this FEM model strain rate effects and 
thermal softening are neglected. [8]  

 
Figure 6  Simulated force-rotation path [8] 

The CAD model of the geometry only includes important 
components. In addition, the cylinders are limited to 7° large shell 
elements. These simplifications reduce the required calculation 
time significantly. [8] 

°

Phase 1

Phase 2

Phase 3

α ε

Cutting circle diameter 𝑑𝑑 [mm] 108

Diameter of lamination 𝑑𝑑𝑐𝑐 [mm] 55

Sheet thickness 𝑠𝑠 [mm] 0.5

Angular range 𝜀 [°] 58.4

Max. length of line of action 𝑙𝑠,𝑚𝑎𝑥 [mm] 5.18

Number of cavities 𝑁𝐶𝑎𝑣 - 4

Number of revolutions 𝑛𝑛 [min-1] 10

Preload torque 𝑀𝑃 [Nm] 60

Output per minute 𝑋 - 20

Sheet speed difference ∆𝑣𝑣𝑠ℎ𝑒𝑒𝑡 % ≈1

Transmission ratio motor/ cutting unit 𝐼 - 1:2

Cutting speed in X-direction 𝑣𝑣𝑥 [m/min] 3.4

Max. cutting speed in Y-direction 𝑣𝑣𝑦 [m/min] 0.65
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Figure 6 shows a comparison of the stamp force engaged 
cutting length over the rotation angel for a simplified geometry of 
a round stamp with a diameter of 5.00 mm and a steel strip 
thickness of 0.50 mm. At a rotation angle of -2.5°, the maximum 
stamp force of about 1.6 kN is reached. At this point, the entire 
cutting edge is in contact with the sheet. The pulling out of the 
sheet causes a negative stamp force. [8]  

4. Results and Discussion of the Rotary Cutting 
Experiments 

To analyze the influence of the cutting process, several electric 
sheet strips are cut with the test bench. The preload torque for all 
tests is 60 Nm and the sheet thickness is 0.5 mm. First, the process 
behavior is evaluated. Second, the geometry and the functionality 
of the laminations are analyzed. Micro sections of the different 
phases are made to investigate the cutting edges of the toroidal 
laminations. The contour of the geometry is analyzed with a multi-
sensor coordinate measuring machine VideoCheck IP 400 HA from 
Werth. And third, the electrical and magnetic behavior of the 
toroidal core is evaluated on an electrical steel tester MPG 200 
from Brockhaus Measurements. [4] 

4.1. Characteristics of process behavior  

The toroidal core samples are cut completely from the steel 
strip. However, the samples adhere at the inner contour due to 
slight wedging. Thus, the separation occurs manually. The toroidal 
samples are slightly deformed and bent in sheet feed direction, as 
high forces occur. Thus, the laminations must be arranged after 
cutting. A further reduction of the bending arises with an 
adjustment of the machine settings. Larger cylinders or an 
additional recoiler with a further tensile force decrease the 
deformations. Since the design of the test bench is very simple, the 
cutting speed is very low. However, a higher cutting speed 
improves the results significantly. The cutting results at a sheet 
thickness of 0.5 mm and 60 Nm preload torque is shown in 
Figure 7. [4] 

 
Figure 7  Rotary cut toroidal laminations 

A high process stability is mandatory for a high cutting quality 
at the rotary cutting process. To fulfil perfect process settings, 
several important parameters must be optimized. A precise 
alignment of the tool set is essential to provide a perfect cutting 
clearance and avoid squeezing the sheet. Another important factor 
of the rotary cutting process is the setup of the correct preload 
torque. The cutting cylinders may not take-off, when the stamp 
immerses the sheet. However, deformation gets stronger with 
increasing preload torque. [4] 

To implement the downholder and ejector function, the cavities 
of stamp and die are filled with plastics. During the cutting process, 
the plastic performs as a downholder and establishes a 
counterforce to avoid deformation. After cutting it also applies the 
force to eject the lamination from the die. In absence of the plastics 
component, the sheet strongly deforms and is pulled into the die 

by tensile stresses after the cutting process. Consequently, strong 
deformation occurs at the cutting edges and in the lamination. [4]  

 
Figure 8  Characteristics of the plastics matrix 

In contrast to the rotary cutting process, the process stability of 
the conventional stamping is very high. This is due to long 
experiences in this traditional process. The cutting speed and the 
application rate is thereby very high. In addition, the flat tooling 
structure and further downholder generate flat blanks without any 
deformations. However, the high cutting forces of up to 2,500 kN 
are very inefficient. To reach the required accuracy, massive and 
rigid stamps are necessary, which cause high investment costs. The 
High production costs of tools and large conversion effort are the 
main challenges of stamping with a wide variety. [1] 

4.2. Toroidal lamination geometric properties 

For the geometry measurement of the toroidal laminations, the 
Werth VideoCheck IP is used. In Figure 9 the results of the toroidal 
core sample are shown with a tolerance of ± 0.05 mm. The areas 
marked in red represent an exceedance of the tolerance limit. 
Consequently, the green areas are inside the tolerance. A total of 
approximately 25% of the measurement points are within the 
tolerances of ± 0.05 mm. [4] 

 
Figure 9  Matching of actual and target toroidal contour 

In the tolerance field of ± 0.05 mm, the measured contour of 
the inner diameter exceeds the lower tolerance limit and the 
measured contour of the outer diameter exceeds the upper 
tolerance limit. Further investigations on the outer diameter show, 
that all measured values for the outer diameter are between 
55.02 mm and 55.13 mm. Therefore, the average outer diameter is 
55.07 mm. At the inner diameter, the measured values are between 
44.87 mm and 44.99 mm. The average inner diameter is 
44.93 mm. [4] 
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When considering the results of measurement, two factors are 
particularly of relevance. First, a general deviation of the 
dimensions of inner and outer diameter. The outer diameter is at 
most of the measuring points larger and the inner diameter smaller 
than the target contour. This is due to the tolerances of the tools. 
The cutting clearance of 0.03 mm is applied die sided and tolerated 
from 55.04 mm to 55.06 mm on the outer diameter and from 
44.96 mm to 44.94 mm on the inner diameter. As a consequence, 
for future design of tools, the die is to be tolerated with the nominal 
dimension and the stamp must be adapted for the cutting clearance. 
The second deviation is at the inner diameter. It deviates most from 
the nominal dimension right of the inlet. The corresponding range 
on the outer diameter is close to the target dimension. This context 
implies a slight general deformation of the sheet. This can be 
explained by bumpy placement of the toroidal laminations on the 
measuring table and as a result the inner and outer diameter appear 
smaller in evaluation. [4] 

An advantage of stamping is the very high accuracy of the 
manufactured parts. Stamped laminations do not have any 
deviations or failures and reach tolerance classes up to IT6/7. The 
separated laminations also can be stacked or packaged in the 
stamping machine. However, stamping of very thin sheets (lower 
than 0.30 mm) is process-related very difficult. Furthermore, the 
production of thin sheets with a high accuracy is cost-intensive and 
the processing speed must be reduced. This is due to the exact 
positioning of the thin and limp sheets in the stamping tools. [1] 

For investigation of the cutting edge and burr, micro sections of 
the rotary cut laminations are made. The shown sectors in 
Figure 10 are the different phases of the rotary cutting process. The 
top of each micro section shows the stamp side and the bottom the 
die side of the lamination. [4] 

 
Figure 10  Microsections of rotary cut toroidal lamninations 

The cutting edges of phase 1 show a typical cutting surface of 
shear cutting with the following areas. Top sided, there is a 
fractured face with burr. In the middle of the cutting edge, a smooth 
cutting zone is visible. Lastly, dented edges are at the bottom. 
Resulting from the inaccurate orientation of the cylinders, the 
largest burr formation is at the outer diameter of phase 3. In 
contrast, the inner diameter of phase 3 is nearly burr-free. 
Consequently, the cutting clearances of inner and outer diameter 
are different. The test results show that the cutting clearance of the 
outer diameter is too small. Moreover, it is possible that the stamp 

pushes against the sheet. As the cutting clearance is perfect at the 
inner diameter, no burr appears. The angels of all cutting edges are 
between 94.0° and 98.0°. These deviations arise from tilting 
between stamp and die. Due to the rotary movement, the angle 
changes constantly during cutting process. [4] 

4.3. Toroidal lamination magnetic and electric properties 

The electric and magnetic properties of the rotary cut toroidal 
cores are determined with an Brockhaus Measurements electrical 
steel tester. The Toroidal cores specimens consist of 20 single 
laminations, wrapped in tape and wound with two coils of 16 
windings. [4] 

To determine the hysteresis loop and the hysteresis- and eddy-
current losses, measurements are carried out at polarizations of up 
to 1.50 T and frequencies between 50 Hz and 200 Hz. [4] 

 
Figure 11  Hysteresis loops for rotrary cut electrical steel at 50, 100 and 200 Hz 

At a frequency of 50 Hz and a field strength of 2,500 A/m, the 
toroidal core shows a polarization of 1.48 T. However, the 
hysteresis curve is very flat and does not have the desired Z-shape. 
Thus, the remanence is not very high after magnetizing the toroidal 
core. In a magnetization of 200 Hz, the remanence of the toroidal 
core is 0.57 T. With optimal magnetic properties, this would be as 
close as possible to the applied polarization of 1.5 T. [4] 

According to Table 1, the total losses of the starting material at 
a polarization of 1.50 T and a frequency of 50 Hz are 3.30 W/kg. 
Although hysteresis and eddy-current losses, which are influenced 
by unevenness, burr formation and air gaps between the individual 
sheets, are significantly higher in case of the rotary cut toroidal 
cores, the result is typical for electric steel laminations. Due to 
deformation during the cutting process, cold forming occurs in the 
metal sheets, what is negatively effecting electrical and magnetic 
properties. Figure 12 shows the hysteresis and eddy-current losses 
of the toroidal core at different frequencies. [4] 
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Figure 12  Hysteresis and eddy current losses of the toroidal core 

The total of hysteresis and eddy current losses in the toroidal 
core at 50 Hz is 4.46 W/kg. This value is factor 1.35 greater than 
the starting value. After conventional stamping, the increasing of 
total losses is similar to this value. In order to achieve 
improvements in electrical and magnetic properties, deformation 
during rotary cutting has to be reduced by further development of 
the process. [4] 

5. Conclusion 

With the help of the rotary cut toroidal core samples, it has been 
shown that the process is generally suitable for the processing of 
electrical steel strip. However, the results also indicate that a great 
deal of development work still needs to be done. In particular, a 
detailed adjustment of the process parameters is necessary to 
achieve a stable level of high quality. To further intensify process 
understanding, a long-term experiment with a real application is 
recommended. Process stability, reproducibility and tool life can 
then be demonstrated. 

6. Summary 

This publication constitutes the state of research of rotary 
cutting of electrical steel strip using a toroidal core sample. Based 
on this analysis, a distinct statement on the technically feasible 
parameters is achieved and it allows a comparison with applied 
industrial processes. 
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 For the design of Information and Communications Technology (ICT) related products, 
basic level of technical expertise and simple development tools were enough in the early 
1980s. As time goes by, new generation products designed by engineers are always 
expected to be smaller, lighter and faster, due to the increasing global competition and the 
application of hardware and software in every area of our lives. In order to be able to 
respond to these needs, engineers have always had to produce new technologies and 
solutions. In this sense, hardware related technologies have been growing much faster such 
as System on Chips (SoC), displays, batteries and other materials used in the ICT products. 
Designers have been diversifying software development processes and tools remarkably for 
new applications and constantly developing new communication standards. In this article, 
all the main design phases are presented starting from the system design to the product 
validation and test. As can be seen from the relevant sections, in order to design an ICT 
product, very deep technical expertise, expensive development and verification 
infrastructures are needed in the relevant fields. 
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1. Introduction 

Before the 1980s, in the design process of Information and 
Communication Technology (ICT) products, it was sufficient to 
have technical expertise at the basic level such as entry-level 
material knowledge, basic skills in using measurement equipment, 
and the ability to use simple compilers in related fields. In those 
years, functionality was the main concern for the product design. 
Furthermore, the development processes and infrastructures were 
much simpler than today. In the modern era, due to the advents in 
technology, the emergence of new composite materials, the 
introduction of effective production methods and the rise and on-
going diversification of consumer expectations, product design 
process is getting more complex. In order to meet new product 
development requirements, a multidisciplinary approach is 
required to synthesize respective knowledge from various 
disciplines, such as anthropology, sociology, physics, chemistry, 
environment, etc.. In the rise of today’s consumer culture, 
functional satisfaction is no longer a mere reason of purchasing 

goods and services, while social factors substantially affect 
consumer decisions. Especially for mobile and wearable ICT 
products, the owned products are tools through which consumers 
express their identities. Thus, besides the proper functionality of 
the product, different factors, such as emotional response of the 
customers should be taken into account in the product design. 
Therefore, today’s development processes are becoming too 
complex and multifaceted. 

Until mid 1970s, the design and manufacturing processes of 
ICT products were mostly based on nonautomated or semi-
automated processes, where technical hand-skill of the operator 
usually plays a crucial role. PCB (Printed Circuit Board) design 
and production were made by hand work, with Letraset and paper 
[1]. The use of the computer in the design process of ICT products 
was a revolution. Computer-aided design not only accelerated the 
design and manufacturing processes, but also resulted in a 
significant reduction in the related human errors. Moreover, the 
decrease in the duration of the design allows the production of 
more complex ICT products. The automation of the manufacturing 
of ICT products greatly increased the manufacturing volume and 
reduced the cost of the products that could provide the 
functionality never achieved before. 
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The first commercial microprocessor was Intel 4004 (4-bit), 
which was intended for use for use in a calculator in 1971 [2]. 
Today, multi-core processors with high processing power are 
required in the design of broadband wired or wireless products or 
high-capacity IP (Internet Protocol) switching devices. These 
processors include dedicated coprocessors, special data transfer 
paths and data processing units, along with a large number of ARM 
(Advanced RISC-Reduced Instruction Set Computing-Machine) 
and DSP (Digital Signal Processor) processor cores running at 
gigahertz speeds [3]. In order to meet wide range of the required 
features, it is necessary to develop high performance software 
spread across tens of thousands of source files and, composed of 
millions of lines, which is designed to exploit the potential of the 
available hardware resources [4]. On the other hand, the hardware 
provides multi-core CPUs capable of performing hundreds of 
billions of operations per second and very high-speed and high-
capacity data transmission interfaces. In addition, for the design of 
an ICT product, technical expertise and dedicated infrastructure is 
required related to mechanical design, thermal analysis, 
electromagnetic compatibility, product integrity and reliability, 
product testing and verification. As a result, the complex 
technological structure of ICT products entails the use of various 
advanced engineering skills in the design process. 

In this article, various technical expertise, infrastructure and 
processes necessary to design an ICT product will be described. 
These technical expertises are related to system design, hardware 
design, mechanical design and software design, verification and 
production. 

After a brief and formal definition of system design given in 
Section 2, issues in today’s hardware design is discussed in details 
in Section 3. In this section, PCB design, signal and power integrity, 
recent developments in IC (Integrated Circuit) technologies, 
developments in manufacturing technologies, System on Chip 
(SoC) technologies, recent developments in RF (Radio Frequency) 
design and EMC/EMI, and concerns related to energy efficiency 
are considered. In this section, the requirements of a specific 
hardware design in today's technology are considered as an 
example. 

Section 4 is concerned with mechanical design and discusses 
design considerations in the choice of materials to meet the 
requirements of the used process. 

Section 5 discusses issues in software design. In this section, 
the development steps and troubles from the past to the present are 
given, followed by the related development processes, which are 
formed because of these progresses. In this section, trends emerged 
in the field of software development, especially in virtualization 
technologies, open source code development and effective use of 
frameworks are considered in order to create cost effective short-
term software development. In addition, virtualization and IoT 
(Internet of Things) software emerged in this field are discussed. 
In Section 6, software validation tests and test methodologies are 
considered. In Section 7, the state-of-the-art ICT production 
processes are described and discussed. Finally, in Section 8, a 
practical implementation for a cutting edge ICT product design is 
described. 

2. Design for Requirements: System Design 

System engineering manages the product development process 
by taking into consideration the technical requirements, time and 
cost elements of the product design, production, delivery and 

maintenance activities [5]. System engineers may suggest either a 
new product on a new product or adding a new feature to an 
existing product, based on the feasibility study. Prior to a detailed 
system design, the general system-level design needs to be 
prepared by the system engineers. After performing a detailed 
study of product description, the functional behaviour and the 
basic system architecture are developed. This is the most critical 
step in the design of complex products. The ability to meet the 
additional requirements for the designed system depends on the 
flexibility and extensibility of the system design. For a system 
engineer, expertise and skills in all areas described in this paper are 
required in order to achieve the necessary engineering activities. 

3. Design for Software Platform: Hardware Design 

Hardware design consists of establishing system and/or 
subsystem hardware and mechanical infrastructure in order to 
achieve defined system, software and platform requirements. 
These requirements are concerned with the platform, mechanical 
dimensions, power consumption and environmental conditions, 
such as high/low temperature, humidity, shock, vibration, radiation, 
air pressure, Electromagnetic Compatibility (EMC) and 
Electromagnetic Interference (EMI). 

In this Section, first PCB design with signal and power 
integrity issues will be introduced. After that, the evolution of 
hardware IC design and developments in manufacturing 
techniques will be explained. Later, SoC IC concept; application 
specific and high capacity ICs with multiple functions and 
interfaces will be pointed out. On the last part, 3D(3 Dimension) 
IC design technique for smaller and less power consuming ICs, 
developments in RF design, EMI/EMC and energy efficiency 
subjects will be covered. 

3.1. PCBs (Printed Circuit Boards) 

The first PCBs were used as early as 1900's. In those years, 
various materials like Bakelite and Masonite, plain old thin 
wooden pieces were used as PCB materials [6]. These PCB 
materials were drilled into the holes and the brass wires were 
riveting on the material. Over the following years, circuit sizes 
were reduced with the use of double-sided and multilayer PCBs 
and hot air soldering methods. 

In the 1980s, surface mount components became the preferred 
option rather than through-hole components. In the 1990s and 
2000s, the complexity of modern circuit boards increased and 
"micro-via" technology emerged in PCB manufacturing. In those 
years, the use of 5-6 mils of trace and space on PCBs was getting 
more widespread. On the other hand, Flex and Rigid-Flex PCBs 
have become an economical option and widely used. Today, ELIC 
(Every Layer Interconnect) technology allows for dynamic 
connection between any two layers within the circuit layout. 

Nowadays the number of layers in a typical high-density PCB 
has increased up to 40. There are more than 350 kinds of dielectric 
materials in aerospace, communications, high-speed digital design, 
power, and wearable device areas. The operating frequency for 
epoxy / glass (FR4) material has been increased to 40GHz. In 
recent years, flex and rigid-flex cards have gained popularity. 
Since rigid-flex cards require fewer connections, they are more 
reliable and their long-term maintenance cost is reduced. 

Printed Circuit Design was made manually before the 
introduction of Computer Aided Design (CAD) tools. Placement 
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of the components is done on transparent paper with ICs plotted as 
templates. Using this paper, a film that corresponds to the circuit 
layout is prepared and by the use of dry transfer technique, PCB is 
produced.  PCB design is finalized by adding copper lines formed 
using Letraset papers.  

Today there are several advanced CAD tools for the hardware 
design development. These tools enable multi-layer PCB design 
with high-speed signals and allows the diagnosis of layout 
problems related to built-in signal integrity, power integrity, cross 
talk, reflection add-on’s before PCB production. Using 3D 
modelling features of these tools, mechanical mismatches can be 
detected on 3D PCB layout view. With the help of these tools, 
multi-layer, densely populated PCB design including high-speed 
data paths with low latency providing hundred billions per second 
processing power can be accomplished [7]. 

Figure 1 shows the layout of the baseband card of a 4G base 
station. On this card, there are both high-speed data paths (>50 
Gbps) and high-speed transmission lines for inter-card 
communication (>10 Gbps). The design of the PCB enables the 
reference clock signals (312.5 MHz, 156.25 MHz and 122.88 MHz) 
to have very low jitter (4 ps RMS) and very small 50 ps rise/fall 
time. 

 
Figure 1 PCB layout for a 4G baseband card. 

3.2. Solving Transmission Issues for High Speed Digital Design: 
Signal & Power Integrity 

Signal Integrity deals primarily with the signal transmission 
performance within an electronic product. This issue is due to the 
electromagnetic behaviour of the system and the tools to study the 
related effects remain more or less the same since the beginning of 
electronic transmission. First transatlantic telegraph cable was 
exposed to serious signal integrity problems, and this led to 
invention of the mathematical tools for signal integrity analysis, 
such as telegraph equations, which we still use today [8].  

Typical ideal and real waveforms of a signal are shown in 
Figure 2. 

Time

Voltage

Vi

ideal

real

 
Figure 2 Ideal and real waveforms at the receiving gate. 

On PCBs, when propagation delay of a signal approaches 
signal transition times (rise/fall time) and the system speeds exceed 
a few tens of megahertz, signal integrity analysis becomes a 
necessity. Today signal speeds reach several GHz. 

Since 1990's, the requirements for signal integrity analysis are 
getting more and more important. Initially, PCB trace speeds have 
become an important issue in the PCB design. Designers 
approached this problem by considering analog characteristics of 
digital data paths. The main objective of signal integrity study is to 
ensure reliable transmission of digital signals between transmitter 
and receiver. While initially the main focus in signal integrity 
study was the connection between transmitter and receiver, in 
modern designs, signal integrity models are used in the design of 
transmitters, receivers and every part in between. 

By the years of 2000s, power supply for digital circuits has 
become a big problem and a need for Power Integrity (PI) analysis 
has emerged. Signal integrity (SI) analysis shows signal’s 
behaviour through PCB traces, conductors and passive elements. 
However, PI analysis examines power distribution lines by 
evaluating power plane impedance and decoupling capacitors. 
While PI is related to the system reliability analysis, its main goal 
is to ensure that drivers and receiver have enough current to send 
and receive 1’s and 0’s [9]. 

In the early phases of electronic circuit industry, available ICs 
came with one power and one ground pin. A bypass or decoupling 
capacitor between the power rail and the ground pin was more than 
enough to filter out the noise. Today, a complex Ball Grid Array 
(BGA) features hundreds of power and ground pins and more than 
10 different voltages under 1V. These complex ICs typically draw 
currents of tens of amperes. In order to supply clean and noiseless 
power at these levels, a large capacitor network is required. The 
effective design of this capacitive network requires the accurate 
analysis of the propagation of energy in a power distribution 
network, which includes capacitors, vias and power/ground planes. 
For instance, , since 1990s the operating voltages drops from 5V 
to sub 1V’s, where operating currents  rises from 1A to several 
10A’s. These show that power consumption rises from 5W to 
several 10W’s and impedance target drops from 500mΩ to1mΩ. 

Today, EMC and Signal Integrity (SI) are the most important 
issues in electronic product design, which should be considered 
through all the design process. The main reason is the high data 
bandwidth demand of new generation high performance products 
and servers, which operate over hundreds of Gbps. EMC and SI 
Technologies on PCB and IC packages are one of the bottlenecks 
at these bandwidth requirements. 
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In Figure 3, the variation of signal rates used in serial links in 
the last 40 years is shown. 
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Figure 3 Signal rates of serial links in the last 40 years. 

 As seen in this figure, signal rates that were around 10 Mbps 
for 10 Base-X Ethernet in 1980, have reached 25 Gbps today. An 
interesting feature in this graph is the decrease in signal rates, 
which appear in years 2007 and 2008 [10]. In these years, 
implementation difficulties of 10 Gbps per line on long backplanes 
due to signal integrity issues led way to interconnect standards 
consist of multiple port high-speed serial lines such as RapidIO or 
Infiniband QDR. In 2007, Infiniband QDR drops line rate to 8 
Gbps, however supports operation on four parallel lines to achieve 
32 Gbps data throughput. In 2008, Serial Rapid IO standard 
defines the maximum line rate as 5 Gbps and supports 2, 8 and 16 
parallel lines, which in turn supports total throughput of 10, 40 and 
80 Gbps respectively. 

 One possible approach to increase data rates is to increase the 
Non-Return-to-Zero (NRZ) data rate with very high-speed serial 
links. Another possible way is to encode the data using PAM4 
(Pulse Amplitude Modulation). Using PAM4 modulation, it is 
theoretically possible to reach a collective data transfer rate of 800 
Gbps.  

 Nowadays, for PAM-4 coding, 13 GHz clock frequency is used 
and 400 Gbps Ethernet speed is reached with 8 lines, each featuring 
53 Gbps speed [11]. 

 As mentioned above, the ultimate goal is still smaller, lighter 
and faster products. In order to achieve these goals, additional 
issues such as the implementation of appropriate inter-system 
connection interfaces should be taken into account. In order to 
meet the design requirements, robust, miniature and high-speed 
connectivity solutions should be considered. 

3.3. Progresses on Integrated Circuit and Manufacturing 
Technologies 

The fastest change in the semiconductor technology era 
emerges in the field of processor and memory oriented 
semiconductor manufacturing. The key drive factors in this 
evolution are higher speed (executed commands per second, data 
transfer rate) and higher capacity (memory, number and different 
types of interfaces).  Transistor size in IC’s reaches from several 
micrometers to tens of nanometers. The prediction of Gordon 
Moore, one of Intel’s co-founders, about transistor number in a 
dense integrated circuit will double every two year in 1965, proved 

to be right in the following 50 years as can be seen in below Figure 
4 [12]. 
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Figure 4 Number of transistors for CPUs and Moore law. 

Due to the high integration capability, programmable 
semiconductors for different features in the same package can be 
developed for digital circuits, interfaces, power electronics, RF 
(Radio Frequency) and analog circuits as well as processors. Every 
new integrated circuit has more rule set and documentation for 
usage. Design, manufacturing and test processes become more and 
more complex and need different methods and tools than the 
previous ICs. 

In recent years, performance and success metrics in integrated 
circuit design and manufacturing has changed dramatically. Up 
today, the main success metric for personal computer ICs is clock 
speed. Therefore, the manufacturing technology has developed 
according to these criteria. Nowadays, form-factor, cost and power 
consumption are the critical driving factors, especially in mobile 
market; that in turn has increased the importance of on-chip 
integration of functional hardware (e.g. power management, 
computing, audio/video, graphics and radio). In order to integrate 
these hardware on-chip, specifically designed for purpose design 
and simulation techniques are used. Today, there are around 20 
fabs that can manufacture analog and basic digital ICs with 130nm 
~ 28 nm process where there are only 5 fabs which can use 
14/10nm process to manufacture market dominator SoCs [13]. 

The need in the present decade drives technology markets to 
use more and more integration such as mobile communication, 
data centers, automotive and IoT platforms. This demand has 
increased the importance of lower nanometer process and more 
complex manufacturing technologies. 7 nm processes is expected 
to be realized within the next two years, where studies and early 
trials continue for 5 nm [14]. As a result, more analog and digital 
functional block will be integrated within a single chip. Analog 
functional blocks will be manufactured with 14 nm process and 
very low power analog/RF circuits targeting IoT platforms can be 
designed. FinFET (Fin Field-Effect Transistor) technology may be 
one of the viable methods to achieve this goal. 

 The distinctive feature of the FinFET is that the conducting 
channel is wrapped by a slender semiconductor "fin” that forms 
the body of the device and the fin thickness determines the 
effective channel length of the device. FinFET technology will be 
the basic infrastructure for the complex semiconductors produced 
within next decade. Because of its features like the ability to be 
fabricated with its channel along different orientations in a single 
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die due to its nonplanar structure, the reduction of “Short Channel 
Effect according to its fin thickness and fin length, ability to 
control its threshold voltage with multiple voltage sources and 
reduction of off-state current. For example, a mobile chipset 
produced with 14 nm FinFET technology in August 2016 is 
performing % 30 faster, increased core speed by % 20 and 
consumes % 35 less power compared to its predecessor [15]. 

3D IC comes forward as an alternative to improve 
manufacturing technology and managing processes under 14 nm. 
3D ICs are manufactured by placing silicon layers vertically on top 
of each other and connecting layers with TSVs (Through-silicon 
vias). Using this technology, a cost and performance effective 
development can be accomplished. $16 billion investment is 
forecast to build a foundry for a more advanced technology level 
of 7 nm process node [16]. 3D IC design is discussed in detail in 
the section 3.6 for size reduction and low power consumption 
purposes. 

3.4. Processors: CPU, GPU, NPU, APU, PPU and TPU 

CPU (Central Processing Unit) is the central processing unit of 
computers. After the invention of transistor, Intel 4004 CPU with 
2300 transistors was produced in 1971 using a 10 µm technology 
operating at 740 kHz. Today, processors can be manufactured with 
14 nm technology and contain 10 billion transistors. These 
processors are capable of running at 4.2 GHz speeds and support 
many types of instruction sets. General-purpose processors 
perform general purpose operations and are used in many areas, 
especially in personal computers and [17]. 

In GPU (Graphical Processing Unit) processors, it is important 
to have parallel command processing capabilities, as well as 
sequential processing capabilities that conventional CPUs have. 
This feature is also used for accelerating computation in areas such 
as 3D rendering in computer games, advanced scientific research, 
oil and gas exploration and self-controlled driving technology [18]. 

In terms of architecture, general-purpose processors can be 
made up of several CPU cores and can do several jobs 
simultaneously. Similarly, GPU processors have hundreds of cores 
to process parallel jobs efficiently. Today, Multi-GPU processors 
with many GPU processors are produced [19]. 

A NPU (Network Processing Unit) is a dedicated processor 
specially designed to perform network related functions. While 
these units are often intended to be used in embedded systems, they 
are also employed in the personal computers. For example, 
Mellanox's Indigo NPS-400 unit has an internal processor unit, 
which provide all services including traffic management at 400 
Gbps capacity. This processor has development support in C 
programming language [20]. 

Large processor vendors such as Intel and AMD (Advanced 
Micro Devices) have developed APU (Accelerated Processing 
Unit) technology by combining the superior features of CPUs and 
GPUs. APU processors are used in areas where power 
consumption and performance are important. For example, a large 
GPU manufacturer Nvidia has collaborated with the ARM 
Company, to produce the APU named Tegra, and has entered the 
mobile and smartphone markets [21]. 

A PPU (Physics Processing Unit) is an interface, which has 
been developed for processing physics rules in graphics processing. 
These processors compute special operations such as the effect of 

gravity and the effects of collision of objects in accordance with 
the laws of physics. It was originally developed by Ageia in 2006. 
However, after merging with Nvidia, it is developed continuously 
as a middleware running on GPUs under the name PhysX [22]. 

A TPU (Tensor Processing Unit) is developed by Google for 
TensorFlow open source library. It is application-specific ASIC 
technology specially developed for machine learning. These units 
are widely used in the data centers of Google. An important asset 
of these units is reduced computational accuracy compared to 
GPUs. However, since fewer transistors are used in these units, 
they offer better performance than their counter parts in terms of 
unit power consumption [23]. 

3.5. Design for High Capacity: SoC (System on Chips) 

In the ICT products developed today, processors, which 
include several different functional blocks, are used for high 
capacity and special function needs that cannot be met with generic 
processors on the market. In these processors, there are several 
CPU cores, general-purpose DSP cores and application-specific 
co-processors, which provide low latency required in applications 
such as error coding/decoding and Fast Fourier Transform (FFT) 
algorithms. These processors provides performance, easy 
development cycle, flexibility and product cost advantages. Today, 
programmable SoC, FPGA based SoC and RF specific SoCs are 
used for different applications. 

Today, SoC manufacturers are purchasing the IP Core license 
from ARM to integrate it into the chip design. In this way, fabless 
companies can develop designed, tested and production ready 
processor cores. The new chips designed by these companies are 
produced in semiconductor fabrication plants (fabs) to meet high 
performance and low-cost requirements [24]. 

Figure 5 shows functional block diagram of a general SoC used 
in the design of ICT products. 
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Figure 5 Functional block diagram of a SoC. 

3.5.1. PSoC (Programmable System on Chip) 

A cost effective solution to general purpose SoC ICs are 
programmable SoCs, which includes only specific functional 
blocks and interfaces required in the designed system. Using this 
architecture, unused functions and interfaces are not integrated into 
the specifically designed ICs and this provides the main 
advantages of ASIC (Application Specific Integrated Circuit), 
such as performance, form-factor and product cost. The 

http://www.astesj.com/


O. Aydin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1114-1128 (2017) 

www.astesj.com   1119 

availability of the optimized use design of these functional blocks 
reduces design time and eliminates nonrecurring engineering cost 
of programmable SoCs.  The flexibility of this architecture enables 
adding or removal of functional blocks in a very short time. 
Currently, these PSoCs can provide low capacity microcontroller, 
memory and interfaces and therefore they are being used for 
products and solutions targeting IOT platforms [25]. Cypress 
announced that an IOT solution using PSoC 6 series will be 
provided soon. 

3.5.2. FPGA Based SoC (System on Chip) 

To provide an alternative to general purpose processors used in 
product design, FPGA firms developed “soft” processors that can 
be put into standard FPGA components as object or source code. 
“Microblaze” and “Picoblaze” processors are good examples for 
this approach. The next step is placing “hard” “Power PC” 
processor core into “Virtex” FPGA. The latest FPGA family 
ZYNQ includes 2 ARM cores as standard product. ZYNQ Ultra 
scale+ SoCs are produced with 6 ARM core and 1 GPU (Graphic 
Processing Unit) core [26].  

Central Processing Units (CPU) work sequential by design, 
increasing their performance can only be accomplished by 
increasing operating frequency or number of CPU cores. FPGA 
based processors have the advantage of parallel processing 
architecture, low latency and gigabit high-speed interfaces. 

3.5.3. RF SoC (System on Chip) 

In the future of the communication, transport, energy and 
automotive sectors as well as vertical IOT market, integrated 
circuits produced with low nanometer technologies are expected to 
be dominant.  AMS (Analog-Mixed Signal) technologies and nm 
based analog block manufacturing processes used during 
production of these ICs are the main differentiating factor. Because 
of increased device model complexity of FinFET, complex layout 
effects impacting design specs, increased parasitic complexity, 
low-voltage driving intensive noise analysis issues during 
transition into nanometer production process reveals long and lots 
of simulation work and  huge net lists. Lacking of fast, nm-accurate 
mixed signal verification limits design and manufacturing success, 
which leads to 50% first silicon failures. Research continues to 
integrate analog, digital and RF technologies to provide ultra-low 
power requirement of IOT applications. Main focus is developing 
new mixed-signal circuit architecture. In addition, the need and 
usage of RF MEMS (Micro Electro Mechanical Systems) in 
satellite communications, radar systems, and adjustable antennas 
increases. 

3.6. IC Design for Size Reduction & Low Power: 3D Integrated 
Circuits 

As mentioned in section 3.3, 3D integrated circuit emerged out 
as an alternative to improve manufacturing technology. Ever since 
the combination of analog and digital integration becomes a 
necessity; 3D ICs, which enables manufacturing of functional 
blocks with different technologies and rule-sets separately and 
integrate them in the last stage of the production, offer significant 
improvements over two-dimensional circuits. Average 
connections inside 3D ICs are much shorter and interfaces inside 
the IC can be work faster consuming less power. An application 
processor designed as 3D IC is reported to have 43% less space, 
13% less power and 14% less connection length in average 
compared to conventional designs [27]. 

Figure 6 shows 3D IC structure including many different 
circuits with 3D interconnect. 

RF IC

Analog PlaneAnalog Plane

Communications

Digital Plane

Antenna I/O Pad Array Sensors

 
Figure 6 Different circuits on the same die, tied together with different 3D 

interconnect. 

3.7. Batteries 

When choosing a battery for a product, there are many criteria 
to take into account, such as capacity/volume, charging duration, 
voltage match, polarization/rate capability, weight, and cycle 
life/shelf life, operating temperature range, safety, toxicity and cost. 
For instance at the beginning of 1900’s  nickel cadmium batteries  
helped pave the way for modern technology,  but because of 
cadmium’s toxicity, alkaline batteries spread in the market after 
1950’s.  Alkaline batteries were safer and cheaper but their energy 
density was not enough to supply high performance devices.   

While electronic devices are getting more and more complex, 
more energy density and form factor are required. Nickel-metal-
hydride and lithium-ion, emerged in the early 1990s, provides high 
energy density. For example, the energy density of lithium-ion is 
typically twice that of the standard nickel-cadmium. Today, 
lithium-ion is the fastest growing and most promising battery 
chemistry [28].  

The high cell voltage (3.6V) capacity of  li-ion’s allow battery 
pack designs with only one cell and most of today's mobile phones 
run on a single cell. A nickel-based pack would require three 1.2 
V cells connected in series. This allowed smart phones to have 
relatively larger display size and longer lifetime [29].  Lithium-ion 
batteries suit well to low temperature and warmer environments 
compared to NiMH cells.  Li-ion can operate to a temperature of 
as low as –40°C that increases the data security at harsh 
environments. 

There are specific cathode types for each application for 
instance laptops and smartphones use lithium cobalt dioxide 
(LiCoO2) and electrical vehicles use lithium nickel cobalt 
aluminium oxide (LiNiCoAlO2).  Nearly half of the global cobalt 
supply is being used by in lithium-ion battery industry.  Therefore 
in order to  overcome from the lack of cobalt and 
achieve  better  battery performance  researchers work on different 
alternative technologies such  as calcium ion batteries, Na-Ion 
batteries, metal-air based rechargeable batteries and sulphur based 
rechargeable batteries. 

3.8. Sensors 

3.8.1. Magnetic Sensors 
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Essentially there are two types of magnetic sensor:  which 
measures total magnetic field and magnetic field vector 
components [30]. There are various ways to sense magnetic fields 
and there are also many factors such as size, sensitivity, linearity, 
range, frequency bandwidth, dimensions, cost and power, which 
affects what sensor is best suited for an application.   

Magnetic sensors contributed lots of field in ICT and industry. 
For instance, computers now have storage disks with very big 
capacity, higher safety standards have been achieved because of 
the high reliability of without contact switching in aircrafts [30]. 

Magnetic sensor application may be listed in four categories as 
given below. 

• Low-Sensitivity Application: Hall Effect sensors are most 
commonly used ones to detect fields greater than the 
Earth’s field. 

• Medium-Sensitivity Applications: Anisotropic Magneto 
Resistance sensors have become standard off-the-shelf 
devices for use in medium-accuracy applications, such as 
compasses for mobile devices [31]. 

• High-Sensitivity Applications:  Flux-gate sensors are 
widely used in military industry to detect ferromagnetic 
objects such as a mine, ship, tank, or aircraft [31]. 

• Medical/Biological Applications:  The SQUID sensors are 
mainly used in bio magnetic applications, which helped to 
measure extremely weak magnetic fields generated by the 
brain [32]. 

3.8.2. Accelerometers 

An accelerometer measures linear or angular acceleration. 
There are many types of accelerometers developed and reported in 
the literature. The vast majority is based on piezo-electric crystals, 
but they are too big to use in small products. Therefore, engineers 
developed smaller accelerometers using MEMS (Micro 
Electromechanical Systems) technology [33]. 

With their robust sensing with little power 
consumption, MEMS accelerometers have an important 
commercial potential [33]. Accelerometers are also used in 
medical equipment such as prosthetic arms.  Another important 
application field is inertial navigation.  

Inertial navigation is a navigation technique, which 
incorporates accelerometers and gyroscopes to track the position 
and orientation of an object relative to a known starting point, 
orientation and velocity [34].  For example, PIGA (Pendulous 
Integrating Gyroscopic Accelerometer) type of accelerometer is 
used in inertial navigation systems. PIGA sensors are used in 
guidance system of missile systems today, such as German Rocket 
V2 [35]. 

3.9. Displays 

Until the beginning of this century CRT displays, which have 
low picture quality had been widely used in computers and 
televisions [36]. In the last 20 years, various display technologies 
have been developed by researchers.  Generally brightness, 
contrast ratio, resolution, size, number of colours, viewing angle, 
power consumption, response time and life time are key points 
when selecting the right display for your application. LCD, LED 
and OLED displays have been most commonly used in consumer 

products and with the development of rugged touch displays 
defence industry has started to use them in many applications. Sun 
light & night vision readable, glove friendly touch screens are the 
most popular ones in defence industry. Additionally, helmet 
mounted wearable displays provides augmented data and reality 
for the next generation soldiers. 

Progress in LCD technology has enabled the development of 
thin, high definition, large display screens. The development of 
curved screens has been provided with OLED technology. On the 
other hand, with the development of LAFi (Luminous Array Film) 
technology curved super-large screens are possible [37]. 

There are also other display technology such as DLPs, PDPs, 
FEDs, and electronic paper (electronic ink) competing for market 
share [38].    

In recent years, considerable attention has been paid to 4K, or 
8K TV displays, that makes the viewer feel immersed in the image 
scene [39]. 3D holography image, bendable flexible display with 
plasma technologies are also hot topics in this field. 

3.10. RF Design for 5G 

5G (5th Generation) communication technology and IoT are 
the main driving applications shaping future RF technologies. 5G 
technology is being developed as a solution for high data speed, 
low-latency and low power consumption requirements of Ultra HD, 
360 degree video transfer, VR (Virtual Reality), smart home, smart 
city, autonomous vehicles, M2M (Machine-to-machine) 
communication applications. All these applications require high 
bandwidth to answer high data throughput needs. Existing 
bandwidths of frequency bands used for cellular communication 
cannot support requirements of 5G, research is being done to use 
10 GHz, 28 GHz, 32 GHz, 43 GHz, 46-50 GHz, 56-76 GHz and 
81-86 GHz bands [40]. Radio signal on these candidate 
frequencies is deeply affected by atmospheric fading, rain, 
buildings, human beings, flora and reflection. To overcome these 
difficulties in RF design, signal processing studies focus on 
adaptive beamforming. With adaptive beam forming, high data 
speeds according to the receiver locations can be achieved [41]. 
Complex circuit structures are used to solve the problems of 
adaptive beam forming and massive MIMO (Multiple-Input 
Multiple-Output) technologies. RF Insertion Loss should be 
lowered to reduce circuit complexity, dimensions and power 
consumption, which are usually very costly in microwave 
frequencies. Zero-IF architecture is used for this purpose. The 
resulting local oscillator leakage issue in Zero-IF architecture is 
solved with signal processing techniques in digital domain [42].  

From semiconductor technology perspective, GaAs (Gallium 
Arsenide) is the dominating technology of microwave industry for 
years. SiGe (Silicon-Germanium) technology has major benefits 
over GaAs in high-speed applications. SiGe BiCMOS (Bipolar 
Complementary Metal-Oxide Semiconductor) technology also 
fulfils high-level integration requirements of beamforming 
systems [43]. 

Mechanical design is also an important part of RF IC design. 
Substrate and antenna should be taken into account in order to 
minimize the losses in integrated circuit design. Less than 50 GHz, 
antenna and several passive components can be designed as part of 
the substrate. Studies on SIW (Substrate Integrated Waveguide) 
continue to be used in this type IC designs. Antenna elements 
above 50 GHz are small enough to fit into integrated circuit [44]. 
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3.11. Design for EMC/EMI 

EMC and EMI technologies become a critical design criteria 
due to technological developments [45,46]. When necessary 
precautions against EMC and EMI are not taken during design 
process, design time and hardware design, mechanical design and 
test cost can be much higher. To verify if EMC requirements of the 
designed system are met, very expensive test infrastructure 
(anechoic chamber, signal generators with several signal types and 
output power, spectrum analysers, antenna, etc.) should be 
established. If required by regulations, these tests should be carried 
by certificated labs. 

Today, the voltages in the circuits are low and the currents are 
high. For this reason, noise and interference problems in digital 
circuits are mostly due to magnetic field and inductance. For this 
reason, engineers should take precautions for the magnetic field 
instead of the electric field for the products they develop [47]. 

3.12. Energy Efficiency 

Total electric consumption of the world has reached 20567 
TWh (Tera Watt hour) in 2015 [48]. ICT sector share is %4.6 of 
total power consumption [49]. Although the figure is relatively low, 
studies to reduce electric consumption continue due to 
environmental concerns and cost. Sector participates in initiatives 
such as EARTH (Energy Aware Radio and network 
TecHnologies). In addition, operators with the collaboration of 
universities and research institutes conduct studies about future 
network infrastructures to reduce CO2 emission.  

Figure 7 shows global energy network infrastructure and 
energy consumption of user terminals [50]. 
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equipment during operational phase. 

The first studies in mobile communication aimed to reduce 
energy consumption, targeted reducing current draw from battery 
in order to extend battery life. Advanced RF design techniques like 
linear and efficient PA (Power Amplifier) design with envelope 
tracking, adaptive transmit power control, radio aware software 
management, and development in semiconductor production, 
extend the battery life of smart phones from 310 minutes to 430 
minutes in 5 years [51].  

Increasing data requirements of smart phones, laptops and 
smart TV devices raises energy consumption of mobile 
communication systems. According to ITU (International 

Telecommunications Union), energy consumed in the network 
is %10 of the energy consumed by ICT eco-system and this value 
is sufficient to illuminate the entire world in 1985 [52].  

In mobile communication sector, %80 of the energy is 
consumed in base stations [53]. Most of this energy is spent for 
cooling equipment, transmission losses, power amplifiers, 
transmitter/receiver devices, baseband processing and AC/DC and 
DC/DC converters.  

Base stations do not operate at maximum capacity most of the 
day. Reducing power consumed at this low traffic intervals, 
reduces CO2 emission and operator costs dramatically. For this 
purpose, antenna muting, small cell usage and power-save mode 
implementation on radios are widely used.  

Passive cooling design, their ability to provide service at 
network edge and low RF power of Small Cell devices helps to 
reduce operational costs. Small Cell usage improves battery life 
and coverage area for the users as it helps operators by optimizing 
energy consumption and easy-to-deploy characteristics in crowded 
areas.  

Figure 8 shows power consumption in cellular networks [54]. 
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Figure 8 Power consumption in cellular networks. 

Macro base stations are becoming more efficient over time. 
Thanks to improvements in active RF component design, it was 
possible to use RRH (Remote Radio Head) units. RRH units 
contribute to energy efficiency because they are designed with 
passive cooling and are close to the antenna, reducing RF 
transmission losses. For example, because of the 3 dB reduction in 
transmission losses to the antenna using RRH, the output power of 
the power amplifier is reduced by half. 

As the use of massive MIMO and adaptive beam forming 
technologies in base stations, the power used per transmitted bit is 
reduced. In these technologies, passive cooling is possible because 
of the use of many small amplifiers in the base station and because 
the amplifiers are spread over a large area. On the other hand, the 
beam gains generated by a large number of antennas are 
significantly increased. This means that less power is consumed 
from each power amplifier. In addition, as the capacity of the base 
stations increases, the total amount of energy consumed by the 
network decreases. 
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Use of small cell base stations, massive MIMO and adaptive 
beam forming technologies and use of RRH devices equipped with 
technologies such as envelope tracking and Doherty design GaN 
amplifier will enable lower power consumption. 

3.13. An Example: LTE-Advanced Baseband Hardware 
Design 

For today's advanced technology product design, the LTE-
Advanced (Long Term Evolution) Baseband unit is an example. 
This unit has various peripheral cards such as baseband cards, 
backplane, redundant control card, fan card and power card. There 
are various high speed signals (Ethernet, Serial Rapid I/O, SGMII 
Ethernet) in the backplane of the unit with the highest 10 Gbps. 

An exemplary Baseband Card is shown in Figure 9. This card 
contains 550 types of components, 62 of which are integrated 
circuit. The total number of components in the card is 4212. These 
electronic components are arranged on a 16-layer PCB with a 
width and length of 32 cm. 

 
Figure 9 Baseband Card for 4G base station. 

There are 10 different supply voltages between 5V and 0.75V, 
which supply the baseband card. The total current drawn from a 
1V supply on one card can reach 40A. 

 

There are various interfaces (CPRI-Common Public Radio 
Interface, Ethernet, reference clock) up to 4.9 Gbps on the 
baseband card. There are also various interfaces (hyperlink, serial 
rapid I/O, SGMII Ethernet) up to 6.25 Gbps among the master and 
slave processors of the card. 

The SoC used in the baseband card has 8 DSP cores (1.2 GHz), 
4 ARM cores (1.4 GHz) and 30 application specific coprocessors. 
Only the hardware documentation required for the hardware 
design constitutes a 5700 page document set. 

There are 1517 pins of the SoC integrated circuit on the 
baseband card. In order to be able to perform the layout process, 
advanced production techniques such as blind and buried via, 
micro via, and bypass via are used. 

Layout constraints for fast differential paths such as 10 GHz 
must be applied very rigidly, taking into consideration both the 
distances between the differential paths (at most 0.14 mm) and the 
distances between the source and the target of the signal (at most 
0.24 mm). This situation is illustrated in the Figure 10 below. 

 

 

Figure 10 Path length definitions for differential signals. 

Layout constraints for fast differential paths of the Baseband 
Card are illustrated in the Table below. Considering that 1 ps (pico 
second) is one in a trillionths of a second, and the thickness of the 
hair is 40 micrometers, it can be seen how difficult the following 
layout constraints can be achieved. 

EMC/EMI precautions for high-speed interfaces must also be 
held in order for this card to function properly and the relevant 
processes must be implemented from the beginning of the 
hardware and mechanical design. 

 

Table Layout constraints for fast differential paths. 

Interface Difference in path length between 
positive and negative signals 

Difference in path length between 
differential signal pairs 

 1 Gbps Ethernet < 5 ps – 700 µm < 10 ps – 1.400 µm 

 4.915 Gbps CPRI < 5 ps – 700 µm < 10 ps – 1.400 µm 

 5 Gbps Serial Data < 1 ps – 140 µm < 15 ps – 2.100 µm 

 50 Gbps Hyperlink < 1 ps – 140 µm < 15 ps – 2.100 µm 
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4. Design for User Services: Software Design 

Today, software has entered into all areas of life without 
exception. The diversity of emerging technologies and demands 
makes the software even more complex. The software now 
communicates more with peripherals and external systems. The 
development of network structures requires that software be more 
aware of each other. Manual data transfers over the past years are 
now done in real time. All of this has increased the compatibility 
issues of software.  

It is said that the progress on hardware follows Moore's rule. 
But it is not possible to say that the software fits into this progress. 
In the early years when the software was growing and becoming 
more complicated, the designers faced more difficulties than the 
hardware because the processes were not fully matured [55]. For 
this reason, most software projects have been delayed for years. As 
a result, costly and unreliable, hard-to-maintain software is 
designed for these projects. During this period, software design has 
entered a crisis period. Hardware costs have fallen while software 
costs have increased. 

Today, new techniques, design methods and tools are 
developed to control the natural complexity of large software 
systems. However, software design and test costs still constitute a 
large part of the design cost of ICT products today. 

4.1. Software Development Processes 

Companies working in software development are choosing 
different software development methods ranging from traditional 
approaches to agile approaches, depending on the needs of the 
projects they develop. The results of research on methodology 
selection in software projects show that traditional methods, 
including the Waterfall model, are still popular, although agile 
methodologies like Agile Unified Process and Scrum are more 
common than they were 10 years ago [55]. These surveys have 
shown that software development organizations also use a hybrid 
approach based on a large number of methodologies on projects. 

Today, widely used software design methods are listed below. 
One or more of these methods may be preferred depending on the 
complexity of the software to be developed, the number of 
software engineers to work with, whether the customer requests 
are specific, the priority of the documentation, the design time, and 
whether the system requirements are evident clearly [55]. 

• Ad hoc 

• Waterfall 

• Evolutionary Process Models 

o Incremental 

o Spiral 

o Rational Integration Process 

• Agile Methods 

o Feature-Driven Development 

o XP (Extreme Programming) 

4.2. Current Trends for Software Development 

Today, the complexity of software and the number of 
developers working on software projects are increasing. In 

addition, competition in this area is increasing. As the reliability 
requirements of the software increase, the duration of the project 
is also shortened. There are various developments in the field of 
software development, mainly open source code and framework 
usage, in order to enter the market quickly and cost effectively. 
This section describes the trends in software development today. 

4.2.1. Open Source Software Development 

Open source software is a software model that enables the 
source code to be reviewed, modified and distributed to third 
parties for free or for a fee. Today, almost all open source software 
is available for free. The fee for such codes is usually for additional 
services such as documentation and guides, technical support, 
maintenance, etc. provided with the source code of the software 
[56]. 

In the 1970s, open source software began to become 
widespread with the release of an open version of the Unix source 
code, an operating system with a large user base. This new type of 
software, which has a license that anyone can edit the source code 
as they like, has received great interest and has since become 
widespread. 

Open source and traditional software are different in terms of 
total cost of ownership, flexibility, software quality, security, firm 
dependency and open standards. In some software products, such 
as Operating System, Web Browser, Web Server, Web Content 
Management, Mobile Operating Systems and Applications, the 
products developed as open source have become bigger market 
share than their alternatives. Today, the use of open source code 
has become increasingly widespread due to cost, and faster entry 
to market advantages. 

4.2.2. Universal & Reusable Software Environments: 
Frameworks 

The Framework contains many software libraries and allows 
developers to add their own libraries to them. It also guides how 
the software should be developed. In this way, the designers work 
with previously tested and reliable software. In addition, the 
designers can be guided on how to develop the software project to 
prevent the development mistakes. 

Frameworks include libraries as well as design patterns, 
compilers and test tools. In this way, a development environment 
is also provided to designers to develop the software project. For 
example, big chip manufacturers in the embedded design world are 
no longer just producing chips. These companies also offer 
software development environments that include customized 
libraries, compilers suitable for the development environment, and 
even operating systems for the chips [57]. 

Chip manufacturers distribute their own product development 
environments free of charge, in order to promote the use of 
development environments and to dominate the market. Software 
project developers choose the framework they need to meet their 
requirements, leaving the details to the "framework". 

Today, widely used libraries and frameworks are given below. 

a) OpenCV (Open Source Computer Vision Library) 

It is a cross-platform library originally developed by Intel for 
computer vision. Windows and Linux platforms are supported. 
Since this library includes advanced image processing algorithms, 
it is possible to develop image processing applications quickly 
using this library [58]. 
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b) OpenCL (Open Computing Language) 

It is a kind of framework designed to develop programs in 
heterogeneous systems including CPU, DSP, FPGA, GPU and 
similar hardware accelerators. OpenCL offers APIs (Application 
Programming Interfaces) to program and control these processing 
units. This framework also provides a standard interface for data 
and task based parallel programming [59]. 

c) .NET Framework 

It is a software development framework originally developed 
by Microsoft for Windows installed machines. Using this 
framework is advantageous for designers who want to develop 
software on Windows. The use of this framework has now become 
standard for windows machines. Today, this framework is also 
attractive to iOS and Linux developers by providing cross-
platform support. This platform continues to evolve with the 
principles: any designer, any application and any platform [60]. 

d) Coca Touch 

It is a framework, which is developed by Apple to develop 
applications on iOS (IPhone, IPad), watcOS (AppleWatch) and 
tvOS (AppleTV) operating systems. Applications developed with 
this framework can only work on the MAC operating system. 
These applications are developed with the Objective C ++ 
language. This "framework" also provides hardware drivers and 
software support, and applications developed using this framework 
can be downloaded from the AppStore [61]. 

e) ActiveX 

This framework is developed by Microsoft and is used to 
manage downloading of content over the internet. This framework 
is designed for downloading and updating the software modules 
over the internet. The first version was released in 1996. Today it 
is still supported on Windows 10 and by Internet Explorer 11 [62]. 

4.2.3. Virtualization 

For virtualization, IT (Information Technology) and Telecom 
sectors have been conducting researches and realizations for many 
years. Virtualization can be defined as software-based 
representation of physical resources. The work in this area is 
focused on servers, data storage devices and communication 
networks. The goal is to allocate existing physical resources 
efficiently to services that use these resources, increase service 
continuity, and reduce installation and operating costs. Because of 
these advantages, cloud computing applications can be preferred 
in terms of installation and operating costs, especially with pay-as-
you-go model for small and medium-sized businesses. Recently, 
new concepts such as "fog computing" have emerged in this area 
[63,64]. In this concept, resources that are used flexibly via the 
cloud are transported to devices at the edge of the network, for 
example, to WiFi hot-spot devices, sensors or IoT devices. In this 
model, approaches such as caching is used to optimize the use of 
bandwidth, reduce latency and network traffic. In this way, the 
service quality of the users in the access networks is being 
improved.  

Network function virtualization is a special application of the 
concept of virtualization to communication networks. In this 
concept, network functions realized with special hardware are 
realized with software modules on standard server hardware. This 
is actually the application of virtualization techniques used in data 
processing centers to communication networks. Nowadays, this 

concept can be used in web servers and data processing centers. 
However, there are some problems to be solved to apply this 
concept to real-time network devices. The most important of these 
troubles are high performance requirements and data processing 
delay variations. 

In addition, live migration of network functions between 
hardware platforms is underway from the point of view of 
performance of transport time and service interruption time. 

The use of this architecture is becoming more widespread as 
NFV (Network Function Virtualization) technologies reduce 
investment and operating costs, especially power consumption 
costs. 

4.2.4. Software Development for IoT (Internet of Things)   

Despite the intensive software work for today's Internet of IoT 
platforms, a general software engineering approach to 
systematically developing IoT systems and applications does not 
exist [65]. So far, researches have been conducted on 
communication and interoperability issues in this field. Lately, 
researchers have been working to provide resources and user 
services with distributed services defined by the software. For 
example, within the vision of WoT (Web of Things), standard Web 
technologies are used to provide the development of coordinated 
IoT services [65]. There are several approaches to interface and 
programming support for the development of IoT systems and 
applications. However, work for a common model, methodology 
and discipline-based approach is still ongoing. There are also work 
on development environments and development tools in this field. 

An article published on this field [66] proposed an IoT 
middleware that enables IoT systems and the functions of these 
systems to work together so that the related IoT systems work 
together. As the technologies used in the IoT become more mature 
and experience related to the subject grows, it is envisaged that 
more research on software engineering for IoT systems will be 
done in the coming years [65]. 

5. Methods for Product Validation & Test 

The product validation is performed to verify if the system 
works correctly, that is if the product meets the specified 
requirements and standards, and to evaluate differences between 
the expected and observed results. The testing process begin by 
determining the requirements in product design and is performed 
in accordance with the following objectives: 

• To ensure product quality 

• To reduce re-development costs 

• To increase customer satisfaction 

The preparations of the test case and the proper setup are vital 
in order to follow test procedures, appropriately. System analysis 
and evaluation of the requirements are performed during this 
preparation step. Cooperation of different teams is vital to evaluate 
requirements in terms of testability. Any additional activities and 
required resources to meet the test objectives need to be planned. 
Possible risks are determined and backup solutions are planned. 
Test conditions and scenarios, as well as test exit criteria should be 
defined. A test plan including well-defined steps to follow should 
be prepared. After the preparation step, the application is taken. 
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In general, an important class of tests is referred to as box 
approach [67]. This approach concerns with whether the code or 
algorithm is tested by taking into account the internal components 
or only the inputs and outputs. While black-box and white-box 
approaches have been widely used, gray box approach has 
received considerable interest in recent years. The black box 
approach regards the function as a closed structure and is not 
interested in its design. It is only considered that the right outputs 
are produced for given inputs. The white box approach checks 
whether the internal variables and algorithm are appropriate as 
well as the function works correctly. The gray box approach is 
related to the design of the test. The gray box tests are applied like 
the same black box, but the internal data and algorithm structure 
of the function are considered when the test is designed. 

Another point of view, software tests can be classified as 
follows [68]. 

• Unit Test 

• Integration Test 

• Functional Test 

• Compliance Test 

• Regression Test 

• Performance Test 

After the errors found in the verification tests are corrected, the 
test termination criteria are checked. The test is terminated if all 
criteria are found to be acceptable. After the test is finished, 
customer acceptance tests are started for the product. The same 
process is repeated for the faults, additions or changes requested 
by the customers. After this phase, the customer tests are repeated 
if necessary, and the test process is terminated. 

Competition is increasing due to developments in the ICT 
sector. On the other hand, the quality of the product is getting more 
and more important. The importance given to the testing process 
has also increased for products to be presented to the user with 
fewer errors. Today, TMMI (Test Maturity Model Integration) 
model is defined to improve only the test processes, as CMMI 
(Capability Maturity Model Integration) model that measures 
software design processes [69]. 

In the traditional product design process, the first sample 
production is done at the end of the design and it is tested whether 
the requirements are met or not. If desired performance cannot be 
achieved, design change is made by returning to the design process 
and new sample production is made. The process is completed 
following this cycle. Constant sample production to test each 
design leads to both time loss and cost increase. In today's 
conditions, the number of initial samples is reduced by computer-
aided design. In this way, both the time loss and the cost are 
reduced. This method is accepted as the modern product design 
process of today. 

6. Mechanical Design & Material Engineering 

In the mechanical design of the product, various criteria such 
as material selection, production methods and mold type and its 
mechanics should be evaluated in computer environment.  

In the 1960s, metals were often used as engineering material. 
In the following years, demand for steel and cast iron was declined, 
and today generally, two main materials are used in the production 

of mechanical systems. These are metal and plastic materials. 
While metal materials are generally used in machining methods, 
plastic materials are used in injection molding technology [70,71]. 

Machining is the shaping process by removing material called 
sawdust from the inside of materials such as metal, plastic and 
wood. Along with this, unconventional manufacturing methods 
such as water jet and laser have started to be used.  

Plastic molding is a manufacturing method, which involves 
pouring and shaping a melted plastic raw material into a mold with 
the help of temperature and cooling and removing it from the mold. 
Today, plastic materials can be shaped in a very short time. 

One of the latest and greatest developments in manufacturing 
is the three-dimensional printer technology [72]. Although this 
method is currently used in rapid prototyping, production with this 
method in the future will not be surprising. Surface roughness 
cannot be achieved with the existing technology. For this reason, 
additional processing is required. Moreover, with this technology, 
very durable products cannot be produced due to the materials they 
can process. 

In recent years, the production of high performance ceramics, 
polymers and composite industries has developed rapidly. Today, 
there are more than a hundred kinds of materials, and choosing 
materials from such a wide spectrum has become a separate 
engineering subject. Today, in material engineering and researches, 
various imaging techniques, thermal analysis methods and X-rays 
are widely used. 

7. Manufacturing  

Electronic components used in today's ICT devices are divided 
into two groups as SMD (Surface Mount Device) and through-hole. 
The through-hole components frequently used in previous years 
have been left almost entirely to SMD by the developing 
technology. The through-hole electronic components must be 
inserted and soldered in holes in electronic cards. The SMD 
elements are attached to the card surface and fired. 

Surface mounting components can be manufactured much 
smaller than legged through-hole components [73]. Using small 
and lightweight components, it is possible to design cards that 
produce less heat and consume less power. The SMD components 
can be arranged on both surfaces of the card. Moreover, these 
components are more resistant to mechanical vibration and shock 
effects. The weakness of the surface mounting technology 
compared to the through-hole is the difficulty of manual 
intervention and repair. 

BGA packages offer more pin connections than other SMT 
(Surface-Mount Technology) package types. For this reason, the 
BGA package is widely used for components with a high number 
of pins such as microprocessor and SoC. However, soldering to 
PCB is much more difficult than other types of packages and 
requires special stations.  

In case of faulty installation, the relevant circuit element is 
dismounted by local heating method using special devices. At the 
next stage, the soldering balls are fixed and replaced by local 
heating under computer control. The BGA rework station is shown 
below. In this case, a baseband card is reworked for the SoC 
component. 

In BGA packages, the pins are very close to each other and 
when they are soldered to the PCB, no pins can be seen. A short 
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circuit may occur between nearby pins, resulting in errors during 
production, or soldering. 

BGA surface mount assembly is difficult to test, once it has 
been assembled. In this case, X-ray devices can be used to control 
the deformation and fracture of solder balls. 

An X-Ray view of the SoC used in a Baseband card is given in 
Figure 11. In this view, the pins and the connections between them 
can be clearly seen. At the end of the review, it is confirmed that 
the pin connections are correct. 

 
Figure 11 An X-Ray view of the SoC. 

7.1. Environment Friendly Approaches for Manufacturing  

As the electronic goods sector grows with industrialization and 
usage habits, the negative effects of electronic waste are increasing 
rapidly. In order to reduce these effects, environmentally sensitive 
design has become a mandatory legal requirement. In 2003, the 
European Union published two important directives for electronic 
producers. These are Restriction of Hazardous Substances (RoHS) 
and Waste Electrical and Electronic Equipment (WEEE) directives. 
These directives are concentrated in two main points. The first is 
to limit the use of toxic and harmful substances in newly 
manufactured electronic products and secondly to take into 
account recycling criteria in product design. In this context, the 
concept of environmentally friendly design, called eco-design, has 
emerged. In addition to the traditional design processes, eco-
design includes processes from raw material acquisition, product 
recycling and disposal. For this reason, designers are expected to 
design by evaluating the recycling and dismount ability criteria of 
the products [74]. 

Under the RoHS directive, the use of lead, cadmium, mercury, 
chromium and brominated components is prohibited. The use of 
these components in electronic and electrical equipment is causing 
toxic particles to interfere with the environment. For example, the 
use of hydrocarbon fluoride to clean the PCB assembly is 
prohibited because it causes wear on the ozone layer. 

8. A Practical Implementation: LTE-Advanced Baseband 
Unit 

In this section, in order to illustrate some of the key features in 
a cutting edge ICT product design, a LTE-A Baseband Unit (BBU) 
is considered and the technical competencies, infrastructure and 
design processes required to develop this product are highlighted. 

The first stage for the design of the BBU unit is system-level 
design, where functional features are derived from the expected 
characteristics, customer requirements, competitive product 
analysis and product roadmaps. This step consists of general block 

design and technical features such as interface characteristics, 
power supply and cooling.  At this stage, it is decided to support 
some operator specific features in addition to 3GPP Release 10 & 
Release 11 standards. 

The hardware design features of the BBU unit are given in 
detail in section 3.13. In order to design a high-tech product at this 
level, advanced technical expertise is required on the high density 
interconnect PCB production techniques using blind and buried via, 
micro via, and bypass via. The BBU hardware includes 82 CPU 
cores and is designed to provide the processing power required by 
the features specified in the system design phase. This corresponds 
to a capacity above 1 trillion operations per second. There are 18 
CPRI (Common Public Radio Interface) interfaces for radio 
connections and 2 gigabit Ethernet interfaces for EPC (Evolved 
Packet Core) connections on this unit. Each radio interface is 
comply with the CPRI  standard. 

BBU unit software was developed on a System-on-Chip (SoC) 
specially developed for Macro Base Station products. Electronics 
Engineering, Telecommunications Engineering and Mathematical 
Engineering disciplines have been used together to develop highly 
optimized and real-time digital signal processing algorithms. BBU 
software which contains thousands of source files and millions of 
lines of source code, can be developed with roughly 100 software 
engineers and many years of design and coding work. 

Testing infrastructure which requires tens of millions of dollars 
in investment cost is required for functional testing of the BBU 
unit. Using these infrastructures, thousands of functional test 
scenarios are implemented in the laboratory and in the field. 
Verification tests of a BBU unit can only be performed using high-
tech and complex test equipment, examples of which are given 
above. For example, in order to use the multi user terminal 
simulator, it is necessary to examine over 1,000 pages of document 
and take the training for weeks. Some of the device types included 
in the test infrastructure required for functional testing of the BBU 
unit are Multi-user terminal simulators, Channel simulators, EPC 
(Evolved Packet Core) simulators, Air interface analysers, CPRI 
(Common Public Radio Interface) test devices, Remote radio units 
and antennas, Vector signal analyser and generator and Mobile 
packet analysers. 

Finally, ICT products must comply with the relevant hardware, 
software, product integrity, reliability, environmental and EMC 
standards. To design LTE-Advanced BBU, tens of thousands of 
page standard, data sheet and papers have been studied and 
implemented. 

9. Conclusion 

Prior to the industrial revolution, goods and equipment to meet 
daily needs can be produced with simple techniques in small 
workshops. Later, large factories allowing mass production started 
to be established and needs for special expertise in various areas of 
manufacturing techniques have arisen. This trend continued 
increasingly in mechanical world until 1970s. From the mid-
twentieth, first the emergence of transistor and later the invention 
of the integrated circuit caused a similar development in the 
electronic world. While in the beginning, mechanical expertise 
was still predominant in product design, the technical expertise on 
hardware and software design has become the most crucial parts, 
in the next two decades. 
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With the market launch of the first commercial microprocessor, 
electronic devices started to enter into many areas of our lives. This 
led to product diversity and consequently to the need for expertise 
in different areas. Until the 1980s, simple tools for ICT product 
design and testing were sufficient, but in the next 20 years, more 
sophisticated design tools and test equipment were required. 
Nevertheless, the tools and equipment needed to develop an ICT 
product remained affordable for a start-up company. 

After the 1990s, the use of mobile devices in all areas of our 
lives led to the acceleration of development of technology in the 
ICT world. Especially, development of display and battery 
technologies has caused tremendous increase in the use of mobile 
devices. At the beginning of the new millennium, with the 
widespread use of internet and video-based services, more 
bandwidth was needed, which forced new solutions to be 
developed in cable and wireless communication technologies. 
However, the emergence of complex modulation techniques to 
address these demands caused additional hardware requirements, 
such as faster processors, faster memories, and faster peripheral 
components.  

All of these effects have initiated the key design concepts: 
smaller, lighter and faster products. Therefore, the dimensions of 
the components have to be reduced despite the increasing 
performance and durability requirements. Today lightweight 
sensors which can be fitted even to swallow birds can be produced, 
and they can collect and store data for as long as a year. The first 
commercial microprocessor incorporated 2,300 transistors. Now, 
new generation processors have around 1.3 billion transistors. 
Nowadays, the processors produced in the size of one fourth of the 
1 cm2 area for wearable devices, deliver 200 times more 
performance than the processors used in the first PCs. However, 
with the use of these new technologies in product design, the 
design process are becoming increasingly complex, engineering 
skills are becoming increasingly diverse, and the infrastructures 
needed are becoming increasingly expensive. 

In this paper, all the design stages of ICT products are 
explained. Due to rapid development of hardware technologies, 
hardware design is getting more and more intriguing. As can be 
seen in the relevant sections, in order to design an ICT product, 
very deep technical expertise, expensive development and 
verification infrastructures are needed in the respective fields. 
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 This work is dedicated to present a new pipeline-parallel architecture of Discrete Wavelet 
Packet Transform (DWPT) for all wavelet family implemented in FPGA technology. The 
main target of our architecture is to provide an effective performance trade-off, where it 
significantly increases the throughput with a restricted amount of hardware. In this article, 
we propose two kinds of configurable architecture: first architecture with a very strict 
amount of hardware base of pipeline and sharing resource, and the second architecture 
provide an ultra-high speed by propose P-parallel DWPT and a parallel direct FIR filter 
under the strategy of pipeline-parallel and sharing resource. The pipeline and the clever 
sharing of the hardware resources are smartly connect based on low-pass and high-pass 
filters in the Mallat-tree algorithm. These architectures are fully configurable in synthesis 
according to parallel degree, the tree depth (number of tree levels), the order of the filters 
and the filter quantization coefficient. Consequently, the simulation results accelerated to 
an approximate value of P*(Frequency). Furthermore, the tree depth and filters order has 
little impact (only due to place and route variations) on throughput. This architecture was 
synthesized using Altera Quartus prime lite edition targeting an Altera Cyclone IV - 
(FPGA) and it was developed in VHDL at RTL level modeling. 
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1. Introduction  

 From the work of Coifman and Wickerhuaser in 1992, the 
wavelet packet transform has a lot of attention from both 
academic and industry establishments. Where in the literature, we 
found a lot of research dedicated of wavelet packet transform and 
there implemented in different domains: communication, image, 
video, data compression, wireless sensor network and other. But 
in the last years, we saw a rise in the amount of data that needs to 
trait and transmit. That requires a new throughput level and need 
a new platform or program logic device (PLD), which can provide 
a high speed, with low cost and low power consummation. 

 The powerful of Discrete Wavelet Packet Transform (DWPT) 
is due to the ability of represent both transient and stationary 
behaviors of data signal by a few of transform coefficients. The 

most implemented solution of wavelet transform is based on the 
FIR (Finite Impulse Response filter) filter banks concept [1]. To 
benefit as maximum possible of this characteristic, many works 
have addressed the implementation of DWPT in hardware device 
like processor or FPGA.  

 In this context, the first work try to implement the DWPT on 
processor was recorded in 1999 by [2].   However, DWPT (based 
of FIR filter banks) complexity makes it hard to fulfill high 
throughput and low area (Material resource) consumption.  To 
provide these constraints, we find many works dedicated of the 
implementation of DWPT on FPGA like [3-16]. 

 The architecture of Daubechies wavelet on scale 6 (DB6) 
based on algebraic integers is proposed in [3], the authors have 
developed architectures for one and two dimensions of DB6 with 
minimization of the number of used adders. 
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 An integrated systolic architecture for computation of the 1-
D of DWPT/IDWPT are presented in [4] where the architecture 
can limited the number of page requirements. In [5], 
DWPT/IDWPT are implemented using Embedded Instruction 
Codes (EIC) where the authors used two multipliers and four 
adders for the symmetric filters. [6] presented a word-serial 
pipeline architecture and parallel filter processing for 
DWPT/IDWPT. The same authors are followed their work in [7] 
where they are used high-pass and low-pass filters to speed up 
transformation. Then, the same authors are also developed the 
implementation of the wavelet packet transform on FPGA with 
three types of multipliers in [8]. In 2006, [9] presented a word-
serial pipeline architecture with a new parallel FIR filter processor 
to perform the DWPT/IDWPT transform. And between the years 
2013-2014, [10] presented a flexible architecture of 
DWP/IDWPT based directly on the registers and on an efficient 
multiplexing structure. 

 Another architecture of DWPT implement the tree search 
algorithm is presented in [11], then their implementation on 
FPGA is discussed in [12]. The same authors in [13] have 
developed parallelized architectures in two modes: serial-word 
and parallel- word of the direct and inverse DWPT transform. 

 The authors in [14] was proposed an architecture for 
implementing fast and configurable DWPT based on FIFO inputs, 
dual-port memory, multipliers and adders. [15] also presented a 
hardware design of DWPT based of frame-partitioned 
architecture. And in our previous work [16], we propose a fast and 
reconfigurable architecture but non parallel of DWPT. 

 This paper proposes a novel P-parallel (Parallel degree P) 
architecture of DWPT transform and also reconfigurable, based 
on the Mallat tree scheme [17], with a parallel direct FIR bank 
filter structure. It is very suitable for the implementation in global 
parallel DWPT architecture. The architecture aims to offer a 
suitable compromise between computational performance 
(throughput rate) and resource consumption (area cost). The core 
of our architecture is flexible and can provide an elegant sharing 
of computational resources (multipliers and adders) between the 
approximation and details related filter banks. The architecture is 
fully configurable in synthesis according to parallel degree, the 
tree depth (number of tree levels), the order of the filters and the 
filter coefficient quantization. 

 This paper describes in section II a brief theory of the wavelet 
and wavelet packet transform concepts. In section III, we propose 
our DWPT architecture compared with the results obtained from 
HDL coder. Our proposed P-parallel DWPT architecture in 
section IV. That summarizes the results obtained for this 
architecture on a FPGA implementation and compared with other 
previous work in literature. Finally in section V, we will set forth 
the conclusion part. 

2. Review of wavelet packet transform  

 In the wavelet transform theory, a signal x(t) is decompose 
by projecting it into a family of functions 𝛹𝛹𝑠𝑠,𝜏𝜏(𝑡𝑡) , all derived 
obtained from the same original single function called “Mother 
wavelet” by translation and dilation or contraction:  

𝛹𝛹𝑠𝑠,𝜏𝜏(𝑡𝑡) =
1
√𝑠𝑠

𝛹𝛹 �
𝑡𝑡 − 𝜏𝜏
𝑠𝑠

�                                                 (1) 

where 𝑠𝑠 ∈ 𝑅𝑅∗, 𝜏𝜏 ∈ 𝑅𝑅. For large 𝑠𝑠, the basis function becomes a 
stretched version of the prototype wavelet, that is a low frequency 
function, while for small 𝑠𝑠 , the basis function becomes a 
contracted wavelet, that is a high frequency function. 

 Therefore, the discrete wavelets transform (DWT) are 
discretely scalable and translatable. This was achieved by 
modifying the wavelet representation in (1) to create Daubechies 
(1992) [18]: 

𝛹𝛹𝑗𝑗,𝑘𝑘(𝑡𝑡) = 1

�𝑠𝑠0
𝑗𝑗
𝛹𝛹 �𝑡𝑡−𝑘𝑘𝑠𝑠0

𝑗𝑗𝜏𝜏0
𝑠𝑠0
𝑗𝑗 �                                             (2) 

So the Discrete Wavelet Transform (DWT) of signal 𝑥𝑥(𝑡𝑡) present 
in (3): 

𝑋𝑋(𝑗𝑗, 𝑘𝑘) = 2−𝑗𝑗 2⁄ ∫ 𝑥𝑥(𝑡𝑡)𝛹𝛹 (2−𝑗𝑗𝑡𝑡 − 𝑘𝑘)+∞
−∞ 𝑑𝑑𝑡𝑡                  (3)                            

 DWT can be implemented by the convolution operation 
between signal 𝑥𝑥  and mask  𝑀𝑀𝑀𝑀𝑡𝑡ℎ𝑒𝑒𝑒𝑒 𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑡𝑡 " 𝛹𝛹 " . But also, 
DWT can be implemented by non-uniform filter banks. Where the 
input signal separates into low frequency component signal and 
high frequency component signal. The first is called smooth 
coefficient while the second part is called wavelet coefficients. 
The smooth coefficient is separated into two parts repeatedly. In 
the classical way, we indicate the two parts via low-pass digital 
filter H and a high pass-filter G. By using the scaling function and 
there corresponding mother wavelets, we obtain both digital filter 
H and G. We suppose H and G like a FIR filters non-recursive 
with L length, the transfer functions of H and G can be expressed 
as: 

𝐻𝐻(𝑍𝑍) = ℎ0 + ℎ1𝑧𝑧−1 + ℎ2𝑧𝑧−2 + ⋯+ ℎ𝐿𝐿−1𝑧𝑧−(𝐿𝐿−1)     (4) 

𝐺𝐺(𝑍𝑍) = 𝑔𝑔0 + 𝑔𝑔1𝑧𝑧−1 + 𝑔𝑔2𝑧𝑧−2 + ⋯+ 𝑔𝑔𝐿𝐿−1𝑧𝑧−(𝐿𝐿−1)     (5) 

 Mallat’s tree algorithm or pyramid algorithm [19] can be used 
to find the multiresolution decomposition of DWT, the two scale 
relations (4) and (5) leads to scaling functions and wavelet 
functions similar to that in scalar wavelets. But the equations are 
two scale matrix equations and can be given as: 

𝜙𝜙(𝑡𝑡) = ∑ ℎ(𝑛𝑛)𝜙𝜙(2𝑡𝑡 − 𝑛𝑛)𝑛𝑛      (7) 

𝛹𝛹(𝑡𝑡) = ∑ 𝑔𝑔(𝑛𝑛)𝛹𝛹(2𝑡𝑡 − 𝑛𝑛)𝑛𝑛    (8) 

Where 𝜙𝜙(𝑡𝑡) = [𝜙𝜙1(𝑡𝑡)𝜙𝜙2(𝑡𝑡) …𝜙𝜙𝑟𝑟(𝑡𝑡)]𝑇𝑇  and 𝛹𝛹(𝑡𝑡) =
[𝛹𝛹1(𝑡𝑡)𝛹𝛹2(𝑡𝑡) …𝛹𝛹𝑟𝑟(𝑡𝑡)]𝑇𝑇 forms the set of scaling functions and 
corresponding wavelets. The suffix r denotes the number of 
wavelets and is dubbed as multiplicity.  
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3. Our proposed architecture N°1: smart sharing and 
pipeline architecture 

 In the recent work, the most important challenge for 
developer is design a new DWPT architecture can ensure high 
speed data processing with low consummation resource. That 
leads to minimize the needed energy and size hardware (critical 
constraint in many application domain like WSN, Body area 
Network, and others). 

3.1. Fast and reconfigurable architecture unparalleled 

 To answer of their challenge, we are developed in the first 
time in [16], our first fast and configurable DWPT architecture 
based of Mallat tree approach (Figure 1) and transposed digital 
FIR filters in the filter banks.  

 In Figure 2, we present the proposed unparalleled-pipeline 
architecture. That take advantage of this present in original Mallat 
tree where instead using a 2𝑘𝑘classic FIR filter in stage k (the 
amount of data to be processed by any filter of stage k is 2−𝑘𝑘× the 
amount to be processed the filter or stage 1.), only one modified 
filter is implemented. The power of modified proposed filter can 
process all data in the same stage k and serve the functionality of 
low-pass filter and high pass in the same time. 

 

 In each level, the simple architecture is based of two blocks: 
block “Buffer” and block d’un modified FIR filter “Filter H/G”. 
The structure of the block buffer is shown in Figure 3. As her 
name buffer block, it is built up on two shift register: fast shift 
register represented by “Fast buffer” and slow shift register 
represented by “Slow buffer”. An important characteristic of these 
blocs are the dynamic size i.e. the size of the block buffer depends 
on the stage k (where k parameter in the figure 2 and 3 is related 
to the number of the stage in which the buffer is implemented, 
example for k=1, we implement the first block buffer). The 
working mechanism of block buffer is the key word in our 
architecture where each buffer is built up as we mention bellow 
on two shift register of 2𝑘𝑘−1 positions: a fast shit buffer that takes 

its data from the previous stage, and a slow buffer that feeds its 
own stage filter. The “fast buffer” achieve one shift on each clock 
while the slow buffer shift rate is one shift on each two clock 
cycles. As we show in figure3, the 𝑒𝑒𝑛𝑛𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑘𝑘  signal controls the 
rate of slow buffer registers. And the 𝑡𝑡𝑒𝑒𝑤𝑤𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑘𝑘  signal is driven 
on each 2𝑘𝑘cycles, all the data in the fast buffer in parallel to the 
slow buffer.  

 

 In Figure 4, 𝑒𝑒𝑤𝑤𝑀𝑀𝑏𝑏𝑘𝑘 𝐻𝐻/𝐺𝐺are the modified blocks filters, they 
play the function of high pass filter and low pass filter and they 
are related to 𝐻𝐻(𝑍𝑍) and 𝐺𝐺(𝑍𝑍), in equation (4) and (5), respectively. 

 

 A control unit (figure 5) was also proposed in our work, to 
manager the BUFFER block and H/G FITLER  block, we used a 
central CONTROLLE block provides the 𝑒𝑒𝑛𝑛𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑘𝑘 and 
𝑡𝑡𝑒𝑒𝑤𝑤𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑘𝑘signals to the related 𝐾𝐾stage. 
 

 

3.2. Results and synthesis 

 This proposed architecture was writing in VHDL-RTL 
modeling and we make a big effort to write a generic VHDL code 
(i.e. independent of target FPGA hardware). The synthesize of our 
architecture has been done by using Altera Quartus prime lite 
edition and it is targeted onto Altera FPGA belonging to Cyclone 
IV family. As we mentioned in [16], the architecture is fully 
configurable at synthesis in respect to the tree depth (number of 
tree levels), the order of the filters and the filter coefficient 
quantization. 
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Table 1. Implementation results of unparalleled DWPT 

Design 
parameters 

Clock 
frequency 

Resource 
usage 

(2, 2, 5) 207.68 (158, 74)  

(3, 2, 5) 194.93  (252, 130)  

(4, 2, 5) 200.28  (397, 233) 

(2, 4, 5) 205.25  (296, 114)  

(3, 4, 5) 181.23  (446, 180) 

(4, 4, 5) 187.69   (647, 293)  

(2, 16, 5) 178.99  (1103, 354)  

(3, 16, 5) 179.73 (1598, 480)  

(4, 16, 5) 170.36 (2138, 653)  

(2, 2, 16) 104.14  (857, 228)  

(3, 2,16) 101.31 (1332, 405) 

(4, 2,16) 104.94  (1940, 717)  

(2, 4,16) 102.54  (1676, 356)  

(3, 4,16) 102.54 (1676, 356)  

(4, 4,16) 92.06  (3473, 909)  

(2, 16,16) 106.73  (1609, 1108)  

(3, 16,16) 109.66  (2250, 1493)  

(4, 16,16) 111.96  (3032, 2013) 
 

 Table 1, we obtained the result of needed area (consumption) 
and clock frequency for different values of the configuration 
parameters. In the table, design parameters are presented as a 3-
tuple, depth (depth of Mallat tree), order (filter order), and 
quantization (number of bits of coefficient quantization). Clock 
frequency is given in MHz. And the resource usage is given as a 
2-tuple, (le, lr) where le stands for logic elements and lr for logic 
registers. 

3.3. Results obtained by HDL Workflow Advisor tools 

 In the last years, many tool are developed to facilate the 
designer work and to optomize the generate VHDL code of circuit. 
One of the important tools is HDL Workflow Advisor, this tool is 
developed by Mathwork society and it built in 
MATLAB/SIMULINk software. The aim in this section is to 
evaluate our unparalleled architecture by compare the results in 
table 1 with that obtained from optimizer HDL tool.  

 We developed a Simulink model of the some functional 
architecture of DWPT and then we are generated the optimized 
HDL code by using the HDL Workflow Advisor. The obtained 
VHDL code has been synthesized using the same software (Altera 
Quartus prime lite edition) and also target the same FPGA. The 
implementation results are present in table 2. 
 The synthesis in respect the parameter presented below in 
part B. but we add as result a furthest colon present the needed 
DSP block. 

Table 2. Implementation results of DWPT from Simulink / Quartus. 

Design 
parameters 

Clock 
frequency 

Resource 
usage 

DSP block 

(2, 2, 5) 286.29 (18,25) 0 
(3, 2, 5) 207.25 (29,38) 0 
(4, 2, 5) 127.29 (54,70) 0 
(2, 4, 5) 134.66 (29,41) 0 
(3, 4, 5) 96.72 (48,62) 0 
(4, 4, 5) 64.24 (88,110) 0 
(2, 16, 5) 31.2 (155,262) 12 
(3, 16, 5) 21.66 (425,606) 28 
(4, 16, 5) 14.03 (818,1380) 62 
(2, 2, 16) 216.5 (44,69) 0 
(3, 2,16) 165.4 (74,104) 0 
(4, 2,16) 102.01 (131,180) 0 
(2, 4,16) 103.77 (142,129) 0 
(3, 4,16) 76.58 (258,210) 0 
(4, 4,16) 50.36 (606,439) 0 
(2, 16,16) 26.37 (839,823) 12 
(3, 16,16) 20.65 (1985,1915) 28 
(4, 16,16) 12.63 (4449,4361) 62 

 

 Base of implantation results presented in table I and II.  It can 
easily make a comparison between our proposed architecture and 
other one from HDL tool. The synthesis of our architecture is done 
without any needed of DSP block when the optimized architecture 
(code) from Matalb/Simulink need from 12 to 62 DSP blocks 
depended of design parameters. When we increase the order of 
quantization from 5 to 16 that decrease approximately 50% the 
clock frequency but that decrease the Clock frequency to 95.5% 
with the optimized DWPT architecture by coded HDL tool from 
Matalb/ Simulink. 
4. Our proposed architecture N°2: Parallel-Pipeline 

architecture with sharing resources 

 In this section, we propose a high throughput parallel 
architecture for DWPT, base of Mallat tree approach and using 
the direct P-parallel digital FIR filters in the filter banks. Figure 1 
present a three-level decomposition tree for single parallel degree 
that provides eight frequency bands with P parallel degree. The 
filter bank consists of wavelet functions as the low pass filter ℎ(𝑛𝑛) 
and its dual high-pass filter 𝑔𝑔(𝑛𝑛). 

 Considering the diagram in figure 6, the needed resource with 
classic Mallat tree is multiply by P. For example with degree of 
parallelism P=10 and depth=3, we need𝑃𝑃 ∗ (2𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡ℎ+1 − 1) =
140, we need 140 low/high pass filters where is a huge number. 
Furthermore, it can be observed that the data rate on any filter of 
given stage of the Mallat tree is just half the rate of any filter of 
the adjacent stage in input side, and twice the rate of any filter of 
the adjacent stage on the output side (factor 2 under-sampling 
from stage to stage). Indeed, instead of implementing 𝑃𝑃 ∗ 2𝑘𝑘 2⁄  
low pass filters and 𝑃𝑃 ∗ 2𝑘𝑘 2⁄  low pass filters on bank filter stage𝑘𝑘, 
only one and just modified one filter is implemented. As we show 
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in figure 7. It is important to mention that modified single filter 
(Block Filter H/G) will have to process all the data that would 
have been otherwise processed by the original 𝑃𝑃 ∗ 2𝑘𝑘  filters of 
stage𝑘𝑘. 

 The structure for the modified filter is shown in figure 8. It 
follows the basic scheme. The main difference with the original 
filters is related to the handling of the filter coefficients and a 
smart shift to serve P sampling in each clock cycle.  Respect the 
𝑧𝑧−𝑑𝑑 buffer order, it is the most sensitive and it is the core of the 
serial FIR filter to parallel operation. The diagram of P-input of 
n-tap transposed FIR filter as shown in Figure 4. Similar to coding 
theory, the Serial direct FIR filter is like a single-input single-
output (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 ) system and parallel direct FIR filter is like a 
multiple-input multiple-output (𝑀𝑀𝑆𝑆𝑀𝑀𝑆𝑆) system. Each clock cycle, 
there are P parallel inputs signals, hence P outputs signals. 

 In our proposed, we don’t have a limited of degree of parallel 
but it is necessary to choose degree of parallelism equal 2𝑥𝑥 
where 𝑥𝑥 ∈ ℕ+. The choice of 𝑃𝑃 = 2𝑥𝑥is pivotal to organized data 
between different level. 

  
Figure 6 – P-parallel, Three-level DWPT decomposition tree 

 

Figure 7. Block view of the proposed parallel DWPT architecture datapath 

 In Figure 8, 𝐻𝐻
𝐺𝐺
𝑒𝑒𝑤𝑤𝑀𝑀𝑏𝑏𝑘𝑘is the high pass filter and low pass filter 

and they are related to 𝐻𝐻(𝑍𝑍) and 𝐺𝐺(𝑍𝑍), in equation (4) and (5), 
respectively. Instead of using two filter with the same architecture, 
we use an alternatively process. Hence, the alternatively process 
(on consecutive cycles) force each filter to take a sample for the 
𝐻𝐻(𝑍𝑍) and the for𝐺𝐺(𝑍𝑍) and so on. This requires the filter to be feed 
by correctly scheduled data. This role is devoted to the buffers 
situated between the filters. The structure of a single buffer is 
shown in figure 9. The k parameter in the figure is related to the 
number of the stage in which the buffer is implemented. Then in 
each level k, the buffer is built up on two shift register of 2𝑘𝑘−1 
positions: a fast shit buffer that takes its data from the previous 
stage, and a slow buffer that feeds its own stage filter. And in 

global, the size buffer depends on parallel degree P and level k in 
which it is implemented. From its name fast buffer, it is fast than 
“slow buffer”. The “fast buffer” achieve P-shift on each clock 
while the slow buffer shift rate is P-shift on each two clock cycles. 
To manage this latency, we use enable signal called “𝑒𝑒𝑛𝑛𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑘𝑘” 
xhich was driven the slower shift rate. For fast buffer, we used a 
counter signal equal 2𝑘𝑘  control the  𝑡𝑡𝑒𝑒𝑤𝑤𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒 𝑘𝑘 signal which 
every 2𝑘𝑘  cycles; all the data in the fast buffer is transferred in 
parallel to the slow buffer. This transfer operation its done P times 
on each stage. 

 

Figure 8. Architecture of a single modified FIR filter 

 Actually, we used those two signals "𝑒𝑒𝑛𝑛𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑘𝑘" and 
"𝑡𝑡𝑒𝑒𝑤𝑤𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑘𝑘"  allowing P-times on each stage to combine the 
down-sampling ( 2 ↓ ) and to synchronize (sample 
selection/ordering) output data on stage (k-1) with input data on 
stage (k), because we respect the same samples in the original 
Mallat tree. In this new scheme, the output of all the related stage 
filters are stored together in the fast buffer (and hence in the slow 
buffer too) in an interleaved ordered disposition. Only half of the 
samples can be transferred from the fast to the slow buffer on each 
2𝑘𝑘 cycles as the buffers size is only half the number of samples 
being feed to the fast buffer during the same period of time.  
Furthermore, each sample flowing out from the fast buffer must 
be presented twice to the next stage in order to be processed by 
both the 𝐻𝐻(𝑧𝑧) and 𝐺𝐺(𝑧𝑧) sets of coefficients. This is granted by the 
low rate of the slow buffer. A control unit is used also like that 
used in figure 5 to manage different stage, and the interleaved on 
every stage called "𝐶𝐶𝑀𝑀𝑛𝑛𝑡𝑡𝑒𝑒𝑀𝑀𝑤𝑤_𝑒𝑒𝑤𝑤𝑀𝑀𝑏𝑏𝑘𝑘" . "𝐶𝐶𝑀𝑀𝑛𝑛𝑡𝑡𝑒𝑒𝑀𝑀𝑤𝑤_𝑒𝑒𝑤𝑤𝑀𝑀𝑏𝑏𝑘𝑘"  used to 
provides the "𝑒𝑒𝑛𝑛𝑤𝑤𝑒𝑒𝑤𝑤𝑒𝑒𝑘𝑘" and "𝑡𝑡𝑒𝑒𝑤𝑤𝑛𝑛𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑘𝑘" signals to the related 𝐾𝐾 
stage.  

 
Figure 9. Structure of the buffers in stage k 

http://www.astesj.com/


M. Chehaitly et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1129-1136 (2017) 

www.astesj.com     1134 

4.1. Results and performances  

 The prove of the potential of our architecture isn’t stop in the 
parallel features but also this architecture is fully configurable, so 
at synthesis the implementation structure diagram have 
implemented under four parameter: parallel degree (rate of 
parallelism), tree depth (number of tree levels), the order of the 
filters and the filter coefficient quantization. We presented the real 
hardware implementation of our architecture onto Altera 
5CGXFC9E6F35C7 FPGA belonging to Cyclone V family with 
a speed grade of –7 and we have synthesized it by using Altera 
Quartus prime lite edition. The compilation results of clock 
frequency and area consumption for different values of the 
configuration parameters, i. e. Tree depth, Filter order, Coefficient 
quantization (in number of bits) will presented in table 1 and table 
2 of two different parallel degree.  In those table, design 
parameters are presented as a 3-tuple 
(𝑑𝑑𝑒𝑒𝑑𝑑𝑡𝑡ℎ, 𝑀𝑀𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒, 𝑞𝑞𝑞𝑞𝑤𝑤𝑛𝑛𝑡𝑡𝑞𝑞𝑧𝑧𝑤𝑤𝑡𝑡𝑞𝑞𝑀𝑀𝑛𝑛). Clock frequency is given in MHz 
is directly related to input sampling rate (half the clock frequency). 
Resource usage is given as a 2-tuple (𝑤𝑤𝑑𝑑 , 𝑤𝑤𝑟𝑟) where 𝑤𝑤𝑑𝑑 stands for 
logic elements and 𝑤𝑤𝑟𝑟  for logic registers.  

 Although the highest rate of our architecture isn’t required 
any memory or DSP block. All results of implementation 4, 8 and 
16 parallel DWPT is presented in Table 3, 4 and 5 respectively.  

Table 3. Implementation results of 4-parallel DWPT 

Design 
parameters 

Clock 
frequency 

Resource 
usage 

(2, 2, 5) 415.36 (471,296) 
(3, 2, 5) 400.86 (756,510) 
(4, 2, 5) 389.56 (1204,899) 
(2, 4, 5) 403.52 (879,456) 
(3, 4, 5) 342.46 (1299,719) 
(4, 4, 5) 375.24 (1941,1171) 
(2, 16, 5) 357.99 (3299,1416) 
(3, 16, 5) 369.83 (4794,1924) 
(4, 16, 5) 3425.69 (6397,2614) 
(2, 2, 16) 208.14 (2571,905) 
(3, 2,16) 198.62 (4216,1599) 
(4, 2,16) 209.89 (5850,2853) 
(2, 4,16) 201.18 (5038,1324) 
(3, 4,16) 194.60 (7521,2260) 
(4, 4,16) 184.120 (10374,3636) 
(2, 16,16) 180.41 (4902,4402) 
(3, 16,16) 220.31 (6805,5729) 
(4, 16,16) 213.63 (9107,7752) 

 

 

 

Table 4. Presents the results of 8-parallel DWPT architecture 

Design 
parameters 

Clock 
frequency 

Resource usage 

(2, 2, 5) 583.03 (1109,504) 
(3, 2, 5) 557.23 (1699,935) 
(4, 2, 5) 562.25 (2754,1531) 
(2, 4, 5) 586.20 (2120,897) 
(3, 4, 5) 506.77 (3050,1197) 
(4, 4, 5) 526.91 (4603,2023) 
(2, 16, 5) 499.48 (7689,2447) 
(3, 16, 5) 504.56 (12176,3166) 
(4, 16, 5) 478.26 (14956,4571) 
(2, 2, 16) 282.35 (6079,1696) 
(3, 2,16) 294.41 (9279,2735) 
(4, 2,16) 300.60 (13489,5011) 
(2, 4,16) 289.86 (12032,2582) 
(3, 4,16) 273.15 (17549,3965) 
(4, 4,16) 238.45 (24311,6363) 
(2, 16,16) 302.62 (11263,7856) 
(3, 16,16) 325.85 (14750,11451) 
(4, 16,16) 309.31 (21314,13091) 

 

Table 5. Presents the results of 16-parallel DWPT architecture 

Design 
parameters 

Clock 
frequency 

Resource 
usage 

(2, 2, 5) 718.13 (3668, 652) 
(3, 2, 5) 710.42 (6019, 960) 
(4, 2, 5) 709.04 (8655, 1243) 
(2, 4, 5) 536.55 (5991, 1689) 
(3, 4, 5) 517.53 (8380, 2363) 
(4, 4, 5) 516.33 (11181, 2601) 
(2, 16, 5) 464.04 (30012, 4881) 
(3, 16, 5) 454.15 (37172, 6575) 
(4, 16, 5) 454.92 (38374, 7680) 
(2, 2, 16) 455.49 (11116, 3395) 
(3, 2,16) 447.30 (17679, 4330) 
(4, 2,16) 446.25 (25389, 4830) 
(2, 4,16) 336.75 (31336, 5137) 
(3, 4,16) 331.99 (39361, 7764) 
(4, 4,16) 341.59 (42687, 10342) 
(2, 16,16) 302.46 (26408, 15572) 
(3, 16,16) 303.44 (33859, 20959) 
(4, 16,16) 298.79 (36348, 24456) 
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4.2. Comparison: our architecture VS other work 

 In section III, we pare presented the potential of our first 
architecture of DWPT with the optimized HDL tools. In fact, that 
gave us strength to go far to propose a novel very fast, 
configurable, and P-parallel-pipeline a generic architecture of 
DWPT transform for all discrete wavelet family. To improve, the 
performance of these architectures, we must compare the obtained 
results with other recent works.  

 In table 6, we compared our proposed architectures with 
several DWPT transform designs achieved in literature. Well, a 
quantitative and comprehensive comparative of the most 
published of DWPT architectures are provides. This table present 
clearly the high frequency of our architecture with the other one 
and the full flexibility in all design parameters. Additionally, our 
architecture was implemented without used memory and present 
unlimited quantization or depth order, and they are suitable for all 
wavelet family (where the wavelet family are simplify by the 
filters orders). 

5. Conclusion  

 We proposed a novel Discrete Wavelet Packet Transform 
(DWPT) architecture based on Mallat tree concept, by using a FIR 
filter banc. We have implemented unparalleled and P-parallel, 
very fast, and reconfigurable DWPT in VHDL-RTL model.  We 
proposed also a P-Parallel architecture of modified direct FIR 
filter.   

  

The final results indicate that it can efficiently increase the 
equivalent rate with reduced hardware resource consumption. 
And implement high-speed filtering, which cannot be achieved by 
the traditional Mallat tree or serial transformation. The 
architectures are fully configurable at synthesis in respect to P-
parallel degree, depth (number of tree stages), filter order and 
filter coefficient quantization (generic parameters in the VHDL-
RTL model). Filter coefficients are loaded dynamically during 
operation (after synthesis), providing high operational flexibility. 
The parallel model and also parallel direct FIR filter can be widely 
applied to various occasions where high-speed digital 
transformations are required. An FPGA Cyclone V the clock 
frequency is operational at 125MHz, after synthetized compiling 
we obtained 718.13MHz clock frequency of 2 level DWPT 
transform (order filter 2 and order of quantization 5) and 
intermediate level of parallelizing i.e. 16. 
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 A3S(Arwin-Adang-Aciek-Sembiring) is a method of information fusion at a single 
observation and OMA3S(Observation Multi-time A3S) is a method of information fusion 
for time-series data. This paper proposes OMA3S-based Cognitive Artificial-Intelligence 
method for interpreting Transformer Condition, which is calculated based on maintenance 
data from Indonesia National Electric Company (PLN). First, the proposed method is tested 
using the previously published data, and then followed by implementation on maintenance 
data. Maintenance data are fused to obtain part condition, and part conditions are fused to 
obtain transformer condition. Result shows proposed method is valid for DGA fault 
identification with the average accuracy of 91.1%. The proposed method not only can 
interpret the major fault, it can also identify the minor fault occurring along with the major 
fault, allowing early warning feature. Result also shows part conditions can be interpreted 
using information fusion on maintenance data, and the transformer condition can be 
interpreted using information fusion on part conditions. The future works on this research 
is to gather more data, to elaborate more factors to be fused, and to design a cognitive 
processor that can be used to implement this concept of intelligent instrumentation. 
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1. Introduction  

In the earlier paper [1], transformer condition is used to 
estimate its end of life using instant data. In this paper, transformer 
condition is calculated using maintenance data from Indonesia 
Electric Company (PLN) and is interpreted using Cognitive-
Artificial method. Each factor influencing the same component is 
assumed to have the same weight in the condition calculation. The 
condition is then interpreted to provide early warning system for 
the potential failure and to estimate the transformer end of life.  

There are no single conventional method of transformer 
diagnosis can be used to define transformer condition accurately. 
Usually there are several methods combined to perform such a task. 
These methods are very expert-dependant and are not formulated. 
Therefore, an automated method for transformer condition 
monitoring is proposed. Using Cognitive-Artificial-Intelligence 
(CAI) method, the transformer condition interpretation can be 

accurately performed, and the expert-dependency can be reduced 
as well. 

2. Transformer Condition Component 

Transformer condition can be calculated using some factors. 
These factors are shown in Figure 1 [2].  
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Figure 1 Transformer Condition Factors [2] 
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Data are collected from PLN and fused to obtain part 
conditions, part conditions are then fused to obtain transformer 
condition. Figure 2 explains how transformers degrade over time. 

H2O CO2 CO

Cellulose Oxidation Oil Oxidation

Acid Temperature O2

Hydrolysis Pyrolysis

Depolymerization
Division of Molecule 
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Levoglucosane
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Residual and 
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Figure 2 Transformer Degradation Diagram [3] 

There are two main processes of the transformer degradation 
process, hydrolysis and pyrolysis. Hydrolysis is related to water, 
while pyrolysis is related to fire. The main cause of hydrolysis is 
water, acids and temperature causes hydrolysis as well. Pyrolysis 
is caused by temperature [3]. 

Hydrolysis causes depolymerization of transformer insulating 
system, and later produces furanoid compounds, which produces 
carbon dioxide and carbon monoxide, which is the main cause of 
acids [3]. Acid will then cause hydrolysis. 

Pyrolysis causes levoglucosane fragmentation, which 
produces diatomic oxygen. Oxygen is the cause of oxidation in 
cellulose and oil, which leads to hydrolysis [3]. These two 
degradation processes and the compounds they produce makes the 
transformer degradation processes accelerate over time. The 
impact of diatomic oxygen will be discussed in Load Tap Changer. 

3. The Mathematical Model of Arwin-Adang-Aciek-
Sembiring (A3S) [4] 

How knowledge grows in the system can be described using 
Figure 2 [4, 5]. There are two main parts of Knowledge-Growing 
System. The upper part of Figure 3 contains Information Fusion, 
while the lower part of the diagram contains knowledge fusion. 

The system receives multi-source information from sensors 
and performs information fusion. When the information exceeds 
certain level of desirable Degree of Certainty, the information will 
be considered as knowledge. 

The knowledge will be fused with the existing knowledge in 
the knowledge part of the system to obtain new knowledge and is 
stored. When the new knowledge exceeds certain level of DoC, it 
will become the ultimate knowledge. 
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Figure 3 Knowledge-Growing System [5] 

A3S (Arwin-Adang-Aciek-Sembiring) algorithm [5] is 
information fusion algorithm based on Bayesian Inference Method. 
When a problem occurs, the system collects information and fuses 
them to produce new knowledge. A3S starts with (1). 

( ) ( ) ( )
( ) ( )

∑
∑=

=


















=
n

i
m

k
kki

jji
ij

BPBAP

BPBAP
ABP

1

1

   (1) 

Where ( )ij ABP  is the probability of jB is true given the 

presence of the fusion or combination of all events iA [4]. 

Maximum A Posteriori (MAP) is determined by (2) 
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It is then simplified to become (3) 
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Where ( )j
iPψ  will be the New Knowledge Probability 

Distribution (NKPD) at a certain observation time γ1 [4]. The new 
knowledge will be obtained by applying (4). 

( ) ( )[ ]( )j
estimate

j PP 11 max ψψ =    (4) 

http://www.astesj.com/


K. O. Bachri et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1137-1146 (2017) 

www.astesj.com     1139 

The system will keep collecting information (NKPD) on each 
observation, ( )jP 1ψ , …, ( )jP γψ , …, ( )jP Γψ  [4]. The 
inferencing can be determined using (5). 
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Where ( )jP γφ  is inferencing of each information to the 

knowledge distribution. 

Information-inferencing fusion will be calculated using 
OMA3S method, a dynamic version of A3S resulting NKPD over 
Time (NKPDT) [4]. 
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( ) ( )[ ]jestimate PP θθ max=     (7) 

4. Transformer condition calculation 

System’s block diagram is shown in Figure 4. 

 
Figure 4 System’s block diagram 

Data is collected using sensors and is compared to standards 
and relation.  The system fills the observation table using (1). 
After each observation, there will be new knowledge shown by 
New Knowledge Probability Distribution (NKPD). Each NKPD 
is fused with the previous NKPD to produce NKPD over time 
(NKPDT). Decisions are made based on NKPDT. 

There are two kinds of faults in transformers. They are 
electrical faults and thermal faults [9]. Electrical faults are Partial 
Discharge, Low-Energy Discharge, and High Energy Discharge, 
while thermal faults are Thermal-Low and Thermal-High [9]. The 
proposed method is tested using previously published DGA 
dataset, which is classified based on the identified fault [9]. Table 
1 shows Partial Discharge dataset, Table 2 shows Low-Energy 
Discharge, Table 3 shows High-Energy Discharge, Table 4 shows 
Thermal-Low, and Table 5 shows High-Energy Discharge. 

Table 1 Partial Discharge dataset [9]. 

No. H2 CH4 C2H6 C2H4 C2H2 CO 

1 32930 2397 157 0 0 313 

2 37800 1740 249 8 8 56 

3 92600 10200 0 0 0 6400 

4 8266 1061 22 0 0 107 

5 9340 995 60 6 7 60 

6 36036 4704 554 5 10 6 

7 33046 619 58 2 0 51 

8 40280 1069 1060 1 1 1 
9 26788 18342 2111 27 0 704 

 

Table 2 Low-Energy Discharge dataset [9]. 

No. H2 CH4 C2H6 C2H4 C2H2 CO 

1 78 20 11 13 28 0 

2 305 100 33 161 541 440 

3 35 6 3 26 482 200 

4 543 120 41 411 1880 76 

5 1230 163 27 233 692 130 

6 645 86 13 110 317 74 

7 60 10 4 4 4 780 

8 95 10 0 11 39 122 

9 6870 1028 79 900 5500 29 
 

Table 3 High-Energy Discharge dataset [9]. 

No. H2 CH4 C2H6 C2H4 C2H2 CO 

1 440 89 19 304 757 299 

2 210 43 12 102 187 167 

3 2850 1115 138 1987 3675 2330 

4 7020 1850 0 2960 4410 2140 

5 545 130 16 153 239 660 

6 7150 1440 97 1210 1760 608 

7 620 325 38 181 244 1480 

8 120 31 0 66 94 48 

9 755 229 32 404 460 845 
 

Table 4 Thermal-Low dataset [9]. 

No. H2 CH4 C2H6 C2H4 C2H2 CO 

1 1270 3450 520 1390 8 483 

2 3420 7870 1500 6990 33 573 

3 360 610 259 260 9 12000 

4 1 27 49 4 1 53 

5 3675 6392 2500 7691 5 101 

6 48 610 29 10 0 1900 

7 12 18 4 4 0 559 

8 66 60 2 7 0 76 

9 1450 940 211 322 61 2420 
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 Table 5 Thermal-High dataset [9]. 

No. H2 CH4 C2H6 C2H4 C2H2 CO 

1 8800 64064 72128 95650 0 290 

2 6709 10500 1400 17700 750 290 

3 1100 1600 221 2010 26 0 

4 290 966 299 1810 57 72 

5 2500 10500 4790 13500 6 530 

6 1860 4980 0 10700 1600 158 

7 860 1670 30 2050 40 10 

8 150 22 9 60 11 0 

9 400 940 210 820 24 390 
 

In order to analyze the DGA, there are several ratios required, 
they are [5]: 

[ ] [ ]241 HCHR =      (6) 
[ ] [ ]42222 HCHCR =     (7) 

[ ] [ ]62425 HCHCR =     (8) 
These ratios are put into groups based on Table 6. 

Table 6 Gas Ratio grouping [9]. 

  R2 R1 R5 
< 0.1 0 1 0 

0.1 - 1.0 1 0 0 
1.0 - 3.0 1 2 1 

> 3 2 2 2 
 

Estimated faults can be determined using the rules shown in 
Table 7 [9]. 

Table 7 Gas Ratio grouping [9]. 

No. Characteristic Fault R2 R1 R5 
0 No fault 0 0 0 
1 Partial Discharge 0 or 1 1 0 
2 Low-Energy Discharge 1 or 2 0 1 or 2 
3 High-Energy Discharge 1 0 2 
4 Thermal-Low 0 0 or 2 0 or 1 
5 Thermal-High 0 2 2 

 

Datasets are made into Ratios and are put into groups as shown 
in Table 8 to Table 12. 

Table 8 Ratios: Partial Discharge. 

Ratio Ratio Group 
R1 R2 R5 R1 R2 R5 

2.72 0.01 2.67 1 2 0 
2.30 0.00 4.66 1 1 0 
1.69 0.03 1.00 0 2 2 
27.00 0.25 0.08 0 2 0 
1.74 0.00 3.08 0 1 0 
12.71 0.00 0.34 0 1 0 
1.50 0.00 1.00 1 0 0 
0.91 0.00 3.50 1 1 0 
0.65 0.19 1.53 0 0 0 

Table 9 Ratios: Low-Energy Discharge. 

Ratio Ratio Group 
R1 R2 R5 R1 R2 R5 

0.26 2.15 1.18 0  1  1  
0.33 3.36 4.88 0  2  2  
0.17 18.54 8.67 0  2  2  
0.22 4.57 10.02 0  2  2  
0.13 2.97 8.63 0  1  2  
0.13 2.88 8.46 0  1  2  
0.17 1.00 1.00 0  1  1  
0.11 3.55 inf 0  2  2  
0.15 6.11 11.39 0  2  2  

Table 10 Ratios: High-Energy Discharge. 

Ratio Ratio Group 
R1 R2 R5 R1 R2 R5 

0.20 2.49 16.00 0  1  2  
0.20 1.83 8.50 0  1  2  
0.39 1.85 14.40 0  1  2  
0.26 1.49 inf 0  1  2  
0.24 1.56 9.56 0  1  2  
0.20 1.45 12.47 0  1  2  
0.52 1.35 4.76 0  1  2  
0.26 1.42 inf 0  1  2  
0.30 1.14 12.63 0  1  2  

Table 11 Ratios: Thermal-Low. 

Ratio Ratio Group 
R1 R2 R5 R1 R2 R5 

2.72 0.01 2.67 2 0 1 
2.30 0.00 4.66 2 0 2 
1.69 0.03 1.00 2 0 1 
27.00 0.25 0.08 2 1 0 
1.74 0.00 3.08 2 0 2 
12.71 0.00 0.34 2 0 0 
1.50 0.00 1.00 2 0 1 
0.91 0.00 3.50 0 0 2 
0.65 0.19 1.53 0 1 1 

Table 12 Ratios: Thermal-High. 

Ratio Ratio Group 
R1 R2 R5 R1 R2 R5 

7.28 0.00 1.33 2  0  1  
1.57 0.04 12.64 2  0  2  
1.45 0.01 9.10 2  0  2  
3.33 0.03 6.05 2  0  2  
4.20 0.00 2.82 2  0  1  
2.68 0.15 inf 2  1  2  
1.94 0.02 68.33 2  0  2  
0.15 0.18 6.67 0  1  2  
2.35 0.03 3.90 2  0  2  

 

Ratio Groups are arranged into observation table as shown in 
Table 13 to Table 17 where: 

• H_PD: Hypothesis Partial Discharge. 
• H_LE: Hypothesis Low-Energy Discharge. 
• H_HE: Hypothesis High-Energy Discharge. 
• H_TL: Hypothesis Thermal-Low. 
• H_TH: Hypothesis Thermal-High. 
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Table 13 Observation: Partial Discharge. 

Nth 
Obs. sensors Range 

Group 
hypotheses 

H_PD H_LE H_HE H_TL H_TH 

1 

R1 1 1 1 1 0 0 

R2 2 0 0 0 0 1 

R5 0 1 0 0 0 0 

2 

R1 1 1 1 1 0 0 

R2 1 1 0 0 0 0 

R5 0 1 0 0 0 0 

3 

R1 0 0 0 0 1 1 

R2 2 0 0 0 0 1 

R5 2 0 0 1 0 1 

4 

R1 0 0 0 0 1 1 

R2 2 0 0 0 0 1 

R5 0 1 0 0 0 0 

5 

R1 0 0 0 0 1 1 

R2 1 1 0 0 0 0 

R5 0 1 0 0 0 0 

6 

R1 0 0 0 0 1 1 

R2 1 1 0 0 0 0 

R5 0 1 0 0 0 0 

7 

R1 1 1 1 1 0 0 

R2 0 0 1 1 1 0 

R5 0 1 0 0 0 0 

8 

R1 1 1 1 1 0 0 

R2 1 1 0 0 0 0 

R5 0 1 0 0 0 0 

9 

R1 0 0 0 0 1 1 

R2 0 0 1 1 1 0 

R5 0 1 0 0 0 0 

Table 14 Observation: Low-Energy Discharge. 

Nth 
Obs. sensors Range 

Group 
hypotheses 

H_PD H_LE H_HE H_TL H_TH 

1 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 1 0 1 0 1 0 

2 

R1 0 0 1 1 1 1 

R2 2 0 1 0 0 1 

R5 2 0 1 1 0 1 

3 

R1 0 0 1 1 1 1 

R2 2 0 1 0 0 1 

R5 2 0 1 1 0 1 

4 

R1 0 0 1 1 1 1 

R2 2 0 1 0 0 1 

R5 2 0 1 1 0 1 

5 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

6 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

7 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 1 0 1 0 1 0 

8 

R1 0 0 1 1 1 1 

R2 2 0 1 0 0 1 

R5 2 0 1 1 0 1 

9 

R1 0 0 1 1 1 1 

R2 2 0 1 0 0 1 

R5 2 0 1 1 0 1 

Table 15 Observation: High-Energy Discharge. 

N-th 
Obs. sensors Range 

Group 
hypotheses 

H_PD H_LE H_HE H_TL H_TH 

1 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

2 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

3 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

4 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

5 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

6 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

7 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

8 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

s 2 0 1 1 0 1 

9 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 
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Table 16 Observation: Thermal-Low. 

Nth 
Obs. sensors Range 

Group 
hypotheses 

H_PD H_LE H_HE H_TL H_TH 

1 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 0 

R5 1 1 1 0 1 0 

2 

R1 2 0 0 0 1 0 

R2 0 0 0 0 1 0 

R5 2 0 1 1 0 1 

3 

R1 2 0 0 0 1 0 

R2 0 0 0 0 1 0 

R5 1 1 1 0 1 0 

4 

R1 2 0 0 0 1 0 

R2 1 1 1 1 0 0 

R5 0 0 0 0 1 0 

5 

R1 2 0 0 0 1 0 

R2 0 0 0 0 1 0 

R5 2 0 1 1 0 1 

6 

R1 2 0 0 0 1 0 

R2 0 0 0 0 1 0 

R5 0 0 0 0 1 0 

7 

R1 2 0 0 0 1 0 

R2 0 0 0 0 1 0 

R5 1 1 1 0 1 0 

8 

R1 0 0 1 1 1 1 

R2 0 0 0 0 1 0 

R5 2 0 1 1 0 1 

9 

R1 0 0 1 1 1 1 

R2 1 1 1 1 0 0 

R5 1 1 1 0 1 0 

Table 17 Observation: Thermal-High. 

Nth 
Obs. sensors quantity 

hypotheses 

H_PD H_LE H_HE H_TL H_TH 

1 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 1 1 1 0 1 1 

2 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 2 0 1 1 0 1 

3 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 2 0 1 1 0 1 

4 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 2 0 1 1 0 1 

5 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 1 1 1 0 1 1 

6 

R1 2 0 0 0 1 1 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

7 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 2 0 1 1 0 1 

8 

R1 0 0 1 1 1 0 

R2 1 1 1 1 0 0 

R5 2 0 1 1 0 1 

9 

R1 2 0 0 0 1 1 

R2 0 0 0 0 1 1 

R5 2 0 1 1 0 1 
 

New Knowledge Probability Distribution (NKPD) is shown in 
Table 18 to Table 22. 

Table 18 NKPD: Partial Discharge. 

H_PD H_LE H_HE H_TL H_TH 

0.44 0.11 0.11 0.00 0.33 

0.78 0.11 0.11 0.00 0.00 

0.00 0.00 0.17 0.17 0.67 

0.33 0.00 0.00 0.17 0.50 

0.67 0.00 0.00 0.17 0.17 

0.67 0.00 0.00 0.17 0.17 

0.44 0.22 0.22 0.11 0.00 

0.78 0.11 0.11 0.00 0.00 

0.33 0.11 0.11 0.28 0.17 
 

Table 18 shows hypothesis H_PD has the highest value of Degree 
of Certainty (DoC) on seven out of nine samples, while the other 
two do not provide an accurate interpretation.  

Table 19 NKPD: Low-Energy Discharge. 

H_PD H_LE H_HE H_TL H_TH 

0.11 0.36 0.19 0.25 0.08 

0.00 0.36 0.19 0.08 0.36 

0.00 0.36 0.19 0.08 0.36 

0.00 0.36 0.19 0.08 0.36 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.36 0.19 0.25 0.08 

0.00 0.36 0.19 0.08 0.36 

0.00 0.36 0.19 0.08 0.36 
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Table 19 shows hypothesis H_LE has the highest value of Degree 
of Certainty (DoC) on nine out of nine samples with most of them 
showing other hypothesis with significant DoC. 

Table 20 NKPD: High-Energy Discharge. 

H_PD H_LE H_HE H_TL H_TH 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 

0.11 0.31 0.31 0.08 0.19 
 

Table 20 shows hypothesis H_HE has the highest value of Degree 
of Certainty (DoC) on nine out of nine samples with all of them 
showing significant H_LE and other hypothesis with less 
significant DoC. 

Table 21 NKPD: Thermal-Low. 

H_PD H_LE H_HE H_TL H_TH 

0.11 0.11 0.00 0.61 0.17 

0.00 0.11 0.11 0.67 0.11 

0.11 0.11 0.00 0.78 0.00 

0.11 0.11 0.11 0.67 0.00 

0.00 0.11 0.11 0.67 0.11 

0.00 0.00 0.00 1.00 0.00 

0.11 0.11 0.00 0.78 0.00 

0.00 0.19 0.19 0.42 0.19 

0.22 0.31 0.19 0.19 0.08 
 

Table 21 shows hypothesis H_TL has the highest value of Degree 
of Certainty (DoC) on eight out of nine samples with some of 
them showing other hypotheses with less significant DoC. 

Table 22 NKPD: Thermal-High. 

H_PD H_LE H_HE H_TL H_TH 

0.08 0.08 0.00 0.42 0.42 

0.00 0.11 0.11 0.33 0.44 

0.00 0.11 0.11 0.33 0.44 

0.00 0.11 0.11 0.33 0.44 

0.08 0.08 0.00 0.42 0.42 

0.11 0.22 0.22 0.17 0.28 

0.00 0.11 0.11 0.33 0.44 

0.11 0.33 0.33 0.11 0.11 

0.00 0.11 0.11 0.33 0.44 
 

Table 22 shows hypothesis H_TH has the highest value of Degree 
of Certainty (DoC) on eight out of nine samples with all of them 
showing other hypotheses with significant DoC. 

The overall accuracy of A3S algorithm is 91.1% as shown in 
Table 23. 

Table 23 NKPD: Thermal-High. 

Fault Identification Accuracy (%) 

Partial Discharge 77.8 

Low-Energy Discharge 100 

High-Energy Discharge 100 

Thermal Low 88.9 

Thermal-High 88.9 

Average 91.1 
 

The algorithm is then used to calculate transformer condition 
and make interpretation of the calculated condition based on DGA 
data. The condition of a transformer depends on several factors. 
In this research, the condition is calculated is based on DGA data. 
Table 24 shows Dissolved Gas Analysis (DGA) data collected 
from PLN and Table 25 shows other quantities included in 
transformer condition factors. 

Table 24 DGA data 

  gas concentration (ppm) 

t(days) H2 CH4 C2H6 C2H4 C2H2 CO 

0 20.00 94.54 62.87 0.00 0.00 27.87 

486 20.00 0.00 80.97 15.54 0.00 6.58 

551 58.01 120.32 169.23 3.26 0.00 205.42 

586 439.47 137.21 121.72 63.06 57.12 0.00 

873 380.04 137.39 122.89 71.24 75.69 135.97 

884 315.90 156.73 123.19 56.56 79.04 55.53 

961 276.17 172.71 114.88 74.86 70.50 171.51 

985 48.24 94.83 83.03 47.84 29.93 0.00 

990 165.21 156.14 163.52 72.09 40.07 120.90 

1011 42.91 152.12 157.53 58.60 36.10 226.49 

1374 39.84 36.84 199.27 60.37 14.07 35.55 

1692 20.00 172.92 208.30 51.90 6.63 305.14 

1882 20.00 162.52 179.81 34.24 0.00 0.00 

2034 321.12 146.04 210.90 35.13 0.00 516.79 

2203 20.00 70.33 236.11 10.74 0.00 0.00 

2315 20.00 26.75 87.71 10.93 0.00 0.00 

2316 20.00 48.67 75.74 10.58 0.00 100.40 
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Table 25 Dielectric, water content, and acid number data 

Dielectric 
Breakdown 

(kV/2.5 mm) 

Water 
Content 
(ppm) 

IFT 
(dyne/cm) 

Acid 
Number 

(mg KOH/g) 

- 5.96 41.00 0.08 

- 5.96 30.00 0.10 

- 5.96 29.00 0.14 

- 5.96 31.00 0.17 

- 5.96 30.00 0.24 

- 5.96 30.00 0.23 

- 5.96 31.00 0.14 

- 5.96 31.00 0.15 

- 5.96 32.00 0.15 

- 5.96 32.00 0.22 

68.40 5.96 32.00 0.20 

66.00 5.96 34.20 0.14 

50.20 5.96 33.80 0.13 

52.60 4.13 33.40 0.13 

50.10 4.13 32.20 0.11 

55.20 4.13 32.90 0.11 

43.10 4.13 32.60 0.11 
 

Data are compared to standards [7, 8] and are given scores. The 
results are shown in Table 26 and Table 27. 

Table 26 Condition grouping and scoring based on DGA 

 Condition Scoring Based on DGA 

t 
(days) H2 CH4 C2H6 C2H4 C2H2 CO 

0 100 100 100 100 100 100 

486 100 100 67 100 100 100 

551 100 67 0 100 100 100 

586 67 67 33 67 0 100 

873 67 67 33 67 0 100 

884 67 67 33 67 0 100 

961 67 67 33 67 0 100 

985 100 100 67 100 33 100 

990 67 67 0 67 0 100 

1011 100 67 0 67 0 100 

1374 100 100 0 67 33 100 

1692 100 67 0 67 67 100 

1882 100 67 0 100 100 100 

2034 67 67 0 100 100 67 

2203 100 100 0 100 100 100 

2315 100 100 67 100 100 100 

2316 100 100 67 100 100 100 
Table 27 Condition scoring based on other factors 

 Condition Scoring Based on Other Factors 

t (days) Dielectric 
Strength 

Water 
Content IFT Acid 

Number 
0 - 100 100 50 

486 - 100 0 50 

551 - 100 0 50 

586 - 100 33 0 

873 - 100 0 0 

884 - 100 0 0 

961 - 100 33 50 

985 - 100 33 0 

990 - 100 33 0 

1011 - 100 33 0 

1374 - 100 33 0 

1692 100 100 33 50 

1882 100 100 33 50 

2034 75 100 33 50 

2203 75 100 33 50 

2315 75 100 33 50 

2316 75 100 33 50 
 

The total condition of the transformer is shown in Table 28. 

Table 28 Transformer total condition 

t 
(days) 

total 
condition 

0 94 

486 80 

551 69 

586 52 

873 48 

884 48 

961 57 

985 70 

990 48 

1011 52 

1374 59 

1692 68 

1882 75 

2034 66 

2203 77 

2315 84 

2316 84 
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The total condition can be drawn in form of Figure 5. 

 
Figure 5 Condition curve 

At first, transformer condition has high value, as time passes, 
it decreases due to the degradation process. The degradation 
process produces gases, acid, water, which accelerate the 
degradation process. 

There is a sudden increase in condition and then followed by 
a sudden decrease, this is probably caused by the maintenance 
process and the setting process after maintenance. After 
maintenance, the condition began to increase with small gradient. 

The gradient of condition is shown in Figure 6. 

 
Figure 6 Gradient of condition 

The gradient of condition depends on condition. In general, it 
is relatively stable. There is a sudden decrease at day 990 and then 
followed by sudden increase. 

The observation table is shown in Table 29.  
Table 29 Observation table 

t 
 (days) cond gradient SC SG 

NKPD 

HW HL 

0 94 0.0000 1 0 1 1 

486 80 -0.0305 1 0 1 1 

551 69 -0.1709 1 1 0 1 

586 52 -0.4762 1 1 1 0 

873 48 -0.0129 0 0 1 1 

884 48 0.0000 0 0 1 1 

961 57 0.1203 1 1 1 0 

985 70 0.5401 1 1 0 1 

990 48 -4.4444 0 1 1 0 

1011 52 0.1764 1 1 1 0 

1374 59 0.0204 1 0 1 1 

1692 68 0.0277 1 0 1 1 

1882 76 0.0390 1 0 1 1 

2034 66 -0.0624 1 1 1 1 

2203 77 0.0657 1 1 1 1 

2315 85 0.0661 1 1 1 1 

2316 85 0.0000 1 0 1 1 

 

Where: 

• Cond: condition of the transformer 
• Gradient: condition change over time 
• SC: cond, after compared to standard 
• SG: gradient, after compared to standard 

NKPD is knowledge of the system at each time of observation. 
To obtain knowledge growth, NKPD is fused with the previous 
NKPD, in this case, NKPD from the beginning of observation. 
This process produced NKPD over time (NKPDT) 

Knowledge growth is represented by NKPDT can be calculated 
using (6) and is shown in Table 30. Knowledge growth can also 
be represented using Figure 7. 

Table 30 NKPDT 

t 
(days) 

NKPD 

HW HL 

0 0.5000 0.5000 
486 0.5000 0.5000 
551 0.3333 0.6667 
586 0.2500 0.7500 
873 0.3000 0.7000 
884 0.3333 0.6667 
961 0.2857 0.7143 
985 0.2500 0.7500 
990 0.3333 0.6667 

1011 0.3000 0.7000 
1374 0.3182 0.6818 
1692 0.3333 0.6667 
1882 0.3462 0.6538 
2034 0.3214 0.6786 
2203 0.3000 0.7000 
2315 0.2813 0.7188 
2316 0.2941 0.7059 
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Figure 7 Hypotheses/Knowledge growth 

Where HL shows Hypothesis-Life and HW shows 
Hypothesis-Warning. Both hypotheses show the same value at the 
first observation. As time passes, HW increases, while HL 
decreases. It indicates that the transformer condition is in the limit 
and there are some changes in the gradient. The positive gradient 
shows maintenance, while negative condition shows degradation. 

Spikes in Figure 7 shows there is an occurrence of a 
phenomenon indicating a hypothesis. In this case, there is a 
change in gradient of condition, making it in a warning condition. 
As gradient is dependent to condition, the hypothesis HW is 
dependent to HL as well. 

5. Concluding Remarks 

A3S has successfully interpreted DGA data to identified fault 
based on the classified dataset. It has successfully identified not 
only the main fault, which has the most significant DoC. It has 
successfully identified the fault(s) occurred along with the main 
fault, which has less significant of DoC. This feature acts as the 
early warning system. 

OMA3S has successfully interpreted transformer condition by 
fusing the parameter Condition (SC) and Gradient (SG) to produce 
Hypothesis-Life (HL) and Hypothesis-Warning (HW). HL and 
HW both are fused with the previous values to obtain knowledge 
growth. 

In the next research, more parameters will be included and 
elaborated to increase accuracy. The number of hypothesis will be 
added as well to reduce the direct impact of the change of one 
hypothesis to the other when using only two hypotheses. 

This algorithm will be implemented in form of a processor 
called cognitive processor. Using a special purposes processor will 
have advantages, such as energy efficiency and minimize 
disturbance caused by electromagnetic transmission. 
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 A functional near-infrared spectroscopy (fNIRS) can be employed to investigate brain 
activation by measuring the absorption of near-infrared light through the intact skull. The 
general linear model (GLM) as a standard model for fMRI analysis has been applied to 
functional near-infrared spectroscopic (fNIRS) imaging analysis as well. The GLM has 
drawback of failure in fNIRS signals, when they have drift globally. Wavelet based 
detrending technique is very popular to correct the baseline drift (BD) in fNIRS. However, 
this method globally distorted the total multi-channel signals even if just one channel’s 
signal was locally drifted. This paper suggests the selective detrending method using BD 
detection index to indicate BD as an objective index. The experiments show the performance 
of the proposed method as graphic results and objective evaluation index with current 
detrending algorithms. 

Keywords:  
fNIRS  
Selective detrending  
Baseline drift 
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1. Introduction  

A functional near-infrared spectroscopy (fNIRS) can detect 
regional cerebral blood flow (rCBF) variations through the 
absorption changes of the near-infrared light at wavelengths 
between 650–950 nm [1, 2]. fNIRS has important advantages of 
low cost, portability, and the ability to extend research to young 
children and within more ecological environments [3]. fNIRS 
shows similar results to blood-oxygenation-level-dependent 
(BOLD) outputs of fMRI for same cortical regions and fNIRS also 
has quite similar cortical activation with fMRI from same BOLD 
signal [4]. fNIRS analysis has been to adapt well-established 
methods optimized for fMRI such as statistical parameter mapping 
(SPM) based on the general linear model (GLM) [5]. However, 
there is noises, the GLM often fails to find cortical activations. 
During NIRS measurements, the noises are accrued various 
reasons, such as subject movement, blood pressure variation, and 
instrumental instability. When subjects move, the fNIRS optodes 
may shift relative to the head and alter the coupling between the 
optodes and scalp, and this results in an artifact that abruptly 
changes, potentially inducing spikes with amplitude much larger 
than the true signal [6]. These issues can generate system noise, 
baseline drift (BD), and baseline jumping in fNIRS signals. 

Especially, the BD is a very important component which can 
generate errors of brain activation detection. In order to eliminate 
the BD high-pass filtering is usually used. However, the frequency 
response of the hemodynamic response can also be affected during 
high-pass filtering [8]. To overcome this problem, there were many 
studies that apply a wavelet-based detrending algorithm. They 
have good performance of detrending and adjusting baseline. 
However, they have a problem that cannot distinguish between an 
increase of fNIRS signal by blood flow and BD at single task 
stimuli.  

This paper suggests a new selective detrending method using 
BD detection index. The proposed method included the BD 
detection method using an objective index which use an increase-
to-decrease ratio of the fNIRS signal trend. According to the BD 
detection index, the baseline drifted channels are detected and 
detrended. 

2. Theory and Method 

2.1. General Linear Model for fNIRS 

In general, most analysis of functional hemodynamic changes 
in neuroimaging such as fNIRS and fMRI is based on an 
assumption of the linear addition of hemodynamic changes. The 
GLM has been used as a standard analyzing method for fNIRS 
signal analysis, and statistical parametric mapping (SPM) [9] is 
widely used programs based on the GLM. The GLM describes an 
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expression of the noisy oxy-hemoglobin signal in terms of a linear 
combination of L explanatory variables and each error terms: 

 ),,()()(),( 11 trtxtxtry HbOLLHbO εββ +++=     (1) 

where βi denotes an unknown strength of response, and xi(t) is an 
explanatory variable from a model of hemodynamic responses [10]. 
Let y and ε denote the vector of the time series of the hemodynamic 
signal and noise at the location r: 

,)],(),(),([ 21
T

NHbOHbOHbO trytrytry =y          (2) 

.)],(),(),([ 21
T

NHbOHbOHbO trtrtr εεε =ε            (3) 

The corresponding GLM model is represented by a matrix 
form as follows: 

 ,εXβy +=           (4) 

where y is an N-dimensional column vector, ε is error vector, and 
β is L-dimensional column vector that represented from unknown 
strengths of the response. 

 

2.2. Modifed GLM with Baseline Drift 

When there exist BD of a signal, the GLM often fails in the 
fNIRS measurements [11]. In a novel detrending algorithm for 
fNIRS, the BD is included as part of the GLM: 

 ,θ++= εXβy            (5) 

where θ is additional global BD. According to the modified Beer-
Lambert law (MBLL), the change of the noisy measured optical 
density (OD) data is described by the following matrix formulation 
for fNIRS: 
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Where d(r) is differential path length factor (DPF) and l(r) is 
distance between the sources to detector at position r. ai (λi) is the 
extinction coefficient of the i’th chromophore at wavelength (λ).  

);,(~
itr λθ  denotes the global trend for wavelength (λi) at the 

location r. Let yHbO, εHbO, and θHbO denote vectors of the oxy-
hemodynamic response signal, noise signal, and global trend 
signal. The modified GLM is represented for fNIRS as follows: 

 .HbOHbOHbOHbOHbO θεβXy ++=         (7) 

2.3. Proposed Selective Detrending Method 

The measured oxy-hemodynamic noisy signal (ŷ) can be 
represented by time-channel form as follows: 
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where L is length of acquisition time, c is acquisition channel, and 
N is number of channel from NIRS signal acquisition system. 

 On the other hands, wavelet transform is widely used in various 
signal processing because it is very efficient and powerful for 
frequency analysis of a signal. In this paper, the measured oxy-
hemodynamic noisy signal (ŷ) is decomposed using modified 
wavelet transform based on Daubechies6 wavelet basis. The 
modified wavelet transform consist of 11 level tree and 12 sub-
bands of the wavelet coefficient. The decomposed oxy-
hemodynamic noisy signal (wjŷ(t,c)) is the wavelet coefficient of 
the j’th level at time (t) and channel (c), and it can be expressed in 
3-demensional matrix as follows:  

.

),(ˆ

),(ˆ
),(ˆ

),(ˆ

11

2

1





















=

ctw

ctw
ctw

ctw j

y

y
y

y


           (9) 

The wavelet coefficient of the 6th level (w6ŷ) is well represented 
on the signal trend of hemodynamic response, and the 11th level 
(w11ŷ) is represented on the signal slope of the global baseline. 
The BD generates a difference between length of increase sections 
and decrease sections. Using the difference of the wavelet 
coefficients, we calculate a new index for the BD detection. Let γ+ 
is increase and γ- decrease length of the wavelet coefficient of the 
6th level (w6ŷ): 
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where diff[w6ŷ]+ is a positive differential value of w6ŷ, and 
[w6ŷ]- is negative differential value of w6ŷ. The BD index (BI)  

defined as follows:
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here, BI(c) objectively indicates a degree of the BD for each 
measured channels. And then, the detrending process is selectively 
performed depending on a BD threshold, and it is determined by 
abrupt increase changing point on sorted channel. If an index (BI) 
of some channels have high values, the detrending process of the 
fNIRS signals of the channels are selectively performed using 
wavelet-MDL (minimum description length) [10]. 

3. Experimental Result 

The fNIRS data were obtained by fNIRS brain imaging system 
(FOIRE-3000, Shimadzu, Japan) at 10 Hz sampling frequency. All 
of data were approved by the Institutional Review Board (IRB) at 
Daegu Gyeongbuk Institute of Science & Technology (DGIST). 
To perform experiment of the proposed BD index, a subject who 
is right-handed without known neurological, physical illness 
participated. Fig. 1 shows the task-dependant test data 1 which is 
obtained from general motions of upper-limb rehabilitation in a 
block design (5 repetitions with 15s task and 15s rest). BD can be 
found in channel 6, 33, and 43 in Fig. 1 (a). Oxy-hemoglobin 
(HbO) signals for the selected channels are shown in Fig. 1 (b)-(d). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1.  The signals of test data 1, (a) fNIRS signal on time-all channels, (b) the 
signal of channel 6, (c) the signal of channel 33, and (d) the signal of channel 43, 

 
 (a)  

 
(b) 

 
(c) 

Figure 2.  BD detection result from test data 1, (a) BI on sorted channel, (b) fNIRS 
signal on each channels, and (c) the result of BD detection. 

To evaluate the proposed BI, the result of BD detection is 
presented in Fig. 2. The change of BI on sorted channel and a 
threshold of BD are shown in Fig. 2 (a). As can be seen Fig. 2 (b) 
and (c), the BI of channel 6, 33, 36, 42, and 43 have more high 
score than the threshold, and baseline drifted channels for 
detrending can be detected.  

The obtained fNIRS signal is analysed by HRF (hemodynamic 
response function) smoothind and wavelet-MDL. HRF smoothing 
and wavelet-MDL have good performance for denoising and 
detrending, and the detrending of wavelet-MDL can adjust BD. 
However, wavelet-MDL can often distort a NIRS signal at a 
specific experimental environment of only single task stimuli. The 
graphical results of fNIRS detrending are shown in Fig 3 to 
compare with wavelet-MDL. In order to evaluation performance 
of the detrending, task-dependant test data 2 that is obtained from 
general walking motions in a block design (1 repetitions with 20 s 
task and 20 s rest) 

 
(a) 
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(b) 

 
(c) 

Figure 3.  Detrending of test data 2, (a) the measured original fNIRS signals, (b) 
the result of detrended fNIRS signal using HRF smoothing and wavelet-MDL, and 
(c) the result of detrended using proposed method. 

Fig. 3 (a) is the measured original fNIRS signals of 40 channels 
which measured on a whole brain. (b) shows the result of detrended 
fNIRS signal using HRF smoothing and wavelet-MDL on all 
channels, and can be confirmed that it has too much signal 
distortion to compare with Fig. 3 (a). However, Fig. 4 (b) shows 
the result of detrended fNIRS signal using proposed selective 
detrending method, it keeps original characteristic and 
hemodynamic response of fNIRS signals on Fig. 3 (a). 

In order to evaluate performances of the algorithms, the 
contrast-to-noise ratio (CNR) is used to the fNIRS signals. If large 
difference of each part and small variation of one part, the CNR 
has high value. The CNR indicate that the higher CNR value of 
fNIRS signal, the better performance of the algorithm. Table 1 
shows detailed CNR of real measured whole brain fNIRS signals 
of 40 channels that used on Fig. 3. 

Table 1 The performance of fNIRS detrending obtained using CNR. 

 Original 
Wavelet-

MDL 
The proposed 

method 

CNR 
(dB) 

Measured 
noise 0.231 0.128 0.327 

Improvement rate - 55 % 142 % 

 

As can be see Table 1, the proposed method has high CNR than 
both of the original fNIRS signal and the wavelet-MDL. Moreover, 
wavelet-MDL has low CNR than the original signal because of the 
signal distortion. It shows that the proposed method has a better 
detrending performance than conventional algorithm on the task-
oriented fNIRS signals. 

4. Conclusions 

This paper dealt with detrending of globally drifted fNIRS 
signal. The baseline drift detection method was suggested to 
selectively extract the drifted fNIRS channels by quantifying 
objective indicator of baseline drift. It was determined by 
quantitatively manipulating wavelet coefficients based on a 
stability of the baseline. The proposed detrending highly 
performed the identification of selective drifted channels and 
enhancement of fNIRS singal. This method will be carried out in 
advance of global detrending of fNIRS signals for enhancing 
quality of task-dependant fNIRS signal post-processing including 
neuro-cortical mapping, brain signal decoding, etc. The 
autonomous optimal baseline index determination and following 
noise elimination should be further discussed. 
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 In this paper, we propose a novel control method for autonomous-odor-source localization 
using visual and odor sensing by micro air vehicles (MAVs). Our method is based on 
biomimetics, which enable highly autonomous localization. Our method does not need any 
instruction signals, including even global positioning system (GPS) signals. An 
experimenter simply blows a whistle, and the MAV will then start to hover, to seek an odor 
source, and to keep hovering near the source. The GPS-signal-free control based on visual 
sense enables indoor/underground use. Moreover, the MAV is light-weight (85 grams) and 
does not cause harm to others even if it accidentally falls. Experiments conducted in the 
real world were successful in enabling odor source localization using the MAV with a bio-
inspired searching method. The distance error of the localization was 63 cm, more accurate 
than the target distance of 120 cm for individual identification. Our odor source 
localization is the first step to a proof of concept for a danger warning system. These 
localization experiments were the first step to a proof of concept for a danger warning 
system to enable a safer and more secure society. 

Keywords:  
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1. Introduction 

As the performance of sensors is improved and as the internet 
of things (IoT) is expanded, new social systems utilizing sensors 
are being designed to improve safety and security. Although odor 
sensing is one of the most important kinds of information for living 
things, the sensitivity of gas sensors in the past could not come 
close to that of a living thing, such as dogs, which can respond to 
a parts-per-trillion (ppt) odor [1]. Gas sensors with parts-per-
quadrillion (ppq) sensitivity have been reported [2]. As gas sensors 
are improved, new safety systems and disease-detection systems 
are being designed using gas sensors [2, 3]. 

This paper is an extension of work originally presented in 2016 
23rd International Conference on Mechatronics and Machine 
Vision in Practice (M2VIP 2016) [4]. We challenged to discover 
issues and consider countermeasures for constructing a danger 
warning system to enable a safer and more secure system utilizing 
autonomous odor source localization by experiments. The results 
of the experiments were mainly presented in the previous paper.  

Micro air vehicles (MAVs) are promising carriers of gas sensor 
devices in safety systems because these vehicles can move quickly 
enough to chase dubious characters and fly over pedestrians 
without any interference. In safety systems, plural MAVs will 
work in a coordinated manner and communicate with other 
systems such as security cameras and audience guide systems. If a 
MAV detects danger, the MAVs will give a warning of the danger 
using an alarm bell and/or notification to other security systems to 
call a security guard. While the MAVs need a lot of information, 
central control computer and network performance is limited. To 
enable robust control in complex situations, an autonomous-MAV-
control system is required. Therefore, we studied autonomous-
MAV control. 

Odor source localization has been studied widely for detecting 
explosives, for narcotics control, and for detecting gas leaks to 
ensure social safety and security [5–12]. Odor source localization 
using MAVs is a challenging task due to the non-uniform 
dispersion of odor, low sensitivity of commercially-available-gas 
sensors, and constraints of MAVs. Odor from its source is moved 
by the wind and is divided into many odor filaments. Localizing 
the source by following the concentration gradient of odor is 
difficult. In addition, MAV control is difficult due to unstable 
flight performance, low performance cameras for self-localization, 
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small payload, and limited flight time. Therefore, a robust control 
method for odor source localization is needed. Many algorithms 
for odor source localization have been proposed. The first 
algorithm uses geometric control such as spiral patterns [6]. The 
second one is based on Bayesian inference theory [8]. The third 
mimics biological models such as cells [14], bacteria [9], insects 
[15], moths [10, 11], and ants [12]. Insects and animals use their 
olfactory senses with ingenuity for collecting food, avoiding 
enemies, and finding mates [10]. In this study, a bio-inspired 
algorithm, specifically a bacterium model, was utilized to achieve 
stable odor source localization in difficult circumstances. We 
thought that simple and effective control of bacterium model is 
valid as the first step in biomimetic control for odor source 
localization. 

In addition, mobile robots—including MAVs—must have a 
self-localization method so that they can determine their position 
with respect to known locations in the environment in order to 
navigate effectively and to reach the goal region. For self-
localization, two methods have been proposed. One is vision-based 
control, and the other is global positioning system (GPS) based 
control [5]. The safety system has applicability to large facilities, 
such as sports stadiums, stations—including underground train 
stations—and airports. The aforementioned places may be out of 
reach of the GPS-based control. Therefore, we selected a method 
that is GPS signal free and that has vision-based self-localization. 
This approach enhances the independence of the MAV. 

2. Micro-Air-Vehicle Platform 

2.1. Micro Air Vehicles  

The Phenox 2 (Phenox Lab, referred to as MAV in this article) 
MAVs were selected because they are light-weight, they have high 
computing performance for vision-based self-localization, and 
they can be extended by attaching odor sensors and enabling 
control program flexibility [13, 16]. Figure 1 shows the Phenox 2, 
which flies using four electric motors and has a diameter of 176 
mm. The specifications of the MAVs are summarized in Table I. 
The light-weight MAVs were designed so as not to cause harm to 
others even if they accidentally fall. One of them weighs 85 grams, 
including the odor sensor module, LiPo battery, and propeller 
guard. In some countries, there are regulations for drone whose 
weight is above standard (e.g. 200 grams in Japan). The MAV is 
lighter than the standard and easy to use. The controller chip is 
Zynq 7000 (Xilinx, XC7Z010), which consists of FPGA and dual-
core CPUs. The FPGA conducts fast image processing for 

controlling self-positioning. The CPUs are Cortex-A9 667 MHz 
dual-core CPUs based on the ARM architecture. One CPU (CPU1) 
is used for real-time operation such as low-level-flight control. The 
other (CPU0) runs an odor-source-localization program written in 
C language on the Ubuntu/Linux OS. 256 MB DDR3 memory and 
a 4 GB microSD card are mounted on the MAV for working 
memory and storage.  

 

The flight control relies on cameras, an onboard inertial 
measurement unit (IMU, 9-DOF), range sensor, microphone, and 
gas sensor. The front and bottom cameras are CMOS cameras with 
320×240 pixels, respectively. In this experiments, we use only 
bottom camera. The IMU consists of a three-axis accelerometer 
and a three-axis rotation rate sensor. In addition, a sonar sensor is 
used to control the altitude of the MAV. The MAV has a mounted 
microphone that receives a 3 kHz whistle signal blown by the 
experimenter. Communication is established using a Wi-Fi to send 
flight logs to the ground station. The MAV supports I2C 
communication to extend the hardware capabilities. We used I2C 
communication to connect to an odor sensor module board. 

Figure 2 shows  a block diagram of the MAV. The bottom 
camera mounted on the MAV collects image data. The front 
camera is unused for controlling the MAV. The FPGA conducts 
image processing of feature point detection based on the FAST 
algorithm [13, 20] and feature point description based on the 
BRIEF algorithm [21]. CPU1 calculates the current position based 
on the feature points for self-localization, and it notifies CPU0 of 
the current position. CPU0 determines the target position based on 

Figure 1. Photograph of the MAVs.
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Send current position

Send target position

Figure 2. Block diagram of MAV control system based on vision and 
odor sensing.
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the current position and current odor concentration, and it notifies 
CPU1 of the target position. CPU1 calculates the parameters of the 
four motor drivers based on the current position, the target 
position, and information on the IMUs and range sensor. The 
FPGA controls the motor drivers to enable propellers to move the 
MAV. 

2.2. Odor sensor module board 

The odor sensor module board was designed for light-weight, 
low-power consumption. A photograph of the odor sensor module 
is shown in Figure 3. The gas sensor (Figaro Engineering, 
TGS8100) converts the concentration of odor to the current 
magnitude. We selected a MEMS-type gas sensor, which makes 
the sensor small and light-weight and enables it to have low-power 
consumption. A constant voltage is applied to the gas sensor. If 
hydrogen or alcohol is present, the resistance of the gas sensor is 
reduced, and the current flows more. For example, the current 
magnitude of 10 ppm ethanol is five times higher than that of clean 
air. The sensitivity of the commercially-available gas sensor is 
much lower than the nose of living things. For example, dogs can 
respond to a parts-per-trillion (ppt) odor [2].  Light-weight odor 
sensor modules with low-power consumption were fabricated 

The analog front-end (Texas Instruments, LMP91000) 
converts the current magnitude to voltage magnitude. The analog-
digital converter (Texas Instruments,  ADS1100) converts the 
voltage magnitude to a digital signal and transmits to MAV’s CPU 
through the I/O. The I/O consists of four pins. Two pins are used 
for I2C communication. The other two pins are used for a voltage 
supply at 3.3 volts. The linear regulator (Texas Instruments, 
LP5907MFX-1.8) converts the supply voltage (3.3 volts) to 
voltage for the heater of a gas sensor (1.8 volt).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

If the odor concentration increases, the magnitude of the 
current flow in the gas sensor and the output voltage of the analog 
front-end increase. Threshold output voltage VT for deciding how 
to finish the odor source localization is determined as follows: 

 VT = VI + 0.7 mV (1) 

Initial voltage VI was measured at the start of the experiment; 
namely, the VI means the voltage of the clean air. 

2.3. MAV arena  

Reproducible experimental conditions are required to compare 
different odor source localization methods. Figure 4 shows a real-

Figure 3. Photograph of odor sensor module.
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Figure 4. Real MAV arena used for the experiments.
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world experiment that was carried out in a 7 × 12 m training room 
without special lighting. A fabric (Asahi Kasei, Bemcot) sprayed 
with ethanol for disinfection (ethanol 76.9–81.4% v/v) was set on 
the top of a light stand as the odor source. Plural markers 30 cm in 
diameter were put into place to help the image feature extraction 
and to stabilize flight.  

The MAV was placed on the floor at a position 1.8 m away 
from the odor source. Two external cameras were set outside of the 
arena. One camera with a fisheye lens was placed on the floor to 
take a movie. After the experiment, the trajectory of the flight was 
calculated. Another camera with a normal lens was set on a tripod 
to take a movie of the experiment. No signals were sent to the 
MAV for controlling it. 

3. Bio-Inspired-Search Algorithm 

3.1. Algorithm 

We utilized a bio-inspired algorithm, specifically a bacterium 
model, to achieve stable odor source localization in difficult 
circumstances due to the limited power of the MAV’s onboard 
computer, the low image quality of the camera, and the low 
sensitivity of the gas sensor. 

The cells undergo chemotaxis to get close to acceptable 
circumstances [19]. Some bacteria, such as E. coli, have several 
flagella, which can rotate in two ways. One is counter-clockwise 
(CCW) rotation, which aligns the flagella into a single rotating 
bundle, causing the bacterium to swim in a straight line (Straight 
swim). The other is clockwise (CW) rotation that breaks the 
flagella bundle apart, causing the bacterium to tumble in place 
(Tumbling). The chemotaxis is controlled by switching the rotation 
depending on the concentration gradient.  

Figure 5 shows a pseudocode of the firmware for controlling 
the MAV. At the start of the experiment, the MAV was placed on 
the floor. The MAV started its takeoff after recognizing the whistle 
signal blown by the experimenter (pseudocode line 1). The 
cruising altitude was controlled to 1.2 m. After the whistle, the 
MAV flew autonomously, and the experimenter did not control the 
MAV. In addition, the MAV did not receive any external control 
signals, including a GPS signal. Next, the MAV hovered for eight 
seconds (line 2 and 3), and measured the initial odor concentration 
based on the output value of the analog-digital converter. The 
initial odor concentration determined the threshold odor 
concentration for finishing the odor source localization.  

Also, the MAV randomly decided the traveling direction (line 
5) from 360° to start odor source localization. If the odor 
concentration was less than the threshold, the processes of lines 7 
to 23 were repeated. In these processes, the target positions were 
updated based on the traveling direction. The value of Speed was 
constant. Next, the MAV measured the odor concentration (line 9). 
If the odor concentration decreased (line 10), the MAV turned back 
with a probability of 20% (lines 11–15) (tumbling). However, if 
the odor concentration did not decrease, the MAV went forward 
(lines 16-19) (straight swim). Please note that the traveling 
direction made a small change with a probability of 5% (line 17). 
If the MAV became likely to fly out of the arena based on self-
position localization using onboard camera and onboard CPUs, the 
MAV changed the traveling direction (line 20, 21) randomly from 
180°. The size of the arena was limited to 400×700 pixels in the 
MAV camera, which corresponds to about 3×6 m in real space. 
The MAV was controlled to travel to the target position (line 22). 

These processes were repeated every 80 ms (line 23). If the odor 
concentration exceeded the threshold, the MAV continued 
hovering in the position (line 24), and notified the experimenter 
that the MAV found the odor source. The flight time was defined 
as the search time duration from finishing the initial hovering in 
eight seconds to starting the hovering near the odor source. 

3.2. Comparison in simulation 

The bio-inspired algorithm and random-walk algorithms for 
MAV’s control were compared in a simulation. The time required 
for odor source localization varied significantly and randomly. 
Therefore, many trials were required for studying the algorithms. 
Computer simulations, enabling results to be obtained in a short 
time, were useful.  

In the simulation, the flight area of the MAV was 5×5 m, and 
the speed was 0.4 m/s. The distance between the MAV and the 
odor source was set to 1.8 m. We assumed the MAV could detect 
an odor concentration within 150 cm of the odor source and that 
the device succeeded in the odor source localization if it 
approached within 63 cm of the odor source. These values of the 
distances were determined experimentally. 

The bio-inspired algorithm is shown in Figure 5. The random-
walk algorithm is based on the bio-inspired algorithm excluding 
the “Go backward” process (tumble in place). A total of 19 trials 
were conducted for each algorithm. 

The simulation results are shown in Figure 6. The results show 
the search time based on the bio-inspired algorithm was shorter. 
The median time required for odor source localization was 17 
seconds in the bio-inspired algorithm and 36 seconds in the 
random-walk algorithm, respectively. The search time based on 
the bio-inspired algorithm was as much as 47% shorter than that 
based on the random-walk algorithm. The efficient bio-inspired 
algorithm was utilized for a real-robot search using the MAV.  

1 MAV waits for the whistle
2 MAV hovers
3 MAV waits 8 seconds
4 MAV measures the initial odor concentration
5 traveling direction ← random
6 while (Concentration of odor is lower than threshold)
7 target_x_position += Speed * Sin(traveling direction)
8 target_y_position += Speed * Cos(traveling direction)
9 MAV gets odor concentration
10 if (Concentration of odor decreased) 
11 // Tumbling
12                          if (random < 20%)
13 // Go backward
14 traveling direction += 135º–225º
15 else
16 // Straight swim
17 if (random < 5%)
18 // Change pathway
19 traveling direction += -45º–45º
20 if (MAV_position == outside)
21 traveling direction ← random
22 lead MAV to (target_x_position, target_y_position)
23 MAV waits 80 msec
24 MAV continues hovering 

Figure 5. Pseudocode of MAV firmware to detect odor source.
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4. Results 

The results of the experiments are shown in Table II. In the four 
experiments, the MAV succeeded in finding the odor source. In the 
5th experiments, the MAV flied away from arena. The median 
distance of the MAV from the odor source was 63 cm. The median 
flight time required for searching the odor source was 35 seconds.  

The results of the first trial are described in detail using Figures 
7 to 9. The trajectory of the MAV is shown in Figure 7. The actual 
position was calculated using the recorded movie taken by the 
external camera with fisheye lens. The MAV took off from the 
placed position with various inclination angles due to deviation 
from the center of gravity in the MAV. The start position shows 
the position in which search began after taking off and hovering 
for 8 seconds. The MAV moved from position 1→2→3→4→5 
and hovered, which shows that the MAV found the odor source. 
Figure 8 shows the time variation in the trajectory of the MAV. 
From 8.2 to 15.5 seconds, the MAV flew over the horizon of the 
external camera. Figures 8-(c) and (d) show the target position set 
by the MAV autonomously and the current position recognized by 
the MAV. At 5.7 seconds, the MAV finished hovering and started 
to search for the odor source.  

 

 
Figure 8 shows the actual position, target position, and current 

position. The actual position in Figure 8-(a) and (b) was calculated 
from the footage taken by the external camera. The target position 
and current position in Figure 8-(c) and (d) were logged by the 
MAV. Figure 8 shows that the actual position, target position, and 
current position were attuned to each other. 

Figure 9 shows the variation in time of the output voltage of 
the analog front-end, which indicates the odor concentration. The 
initial voltage VI at the start of the odor source localization, namely 
the voltage of the clean air, was 919.3 mV. Therefore, the threshold 
voltage VT for finishing the search was set to 920.0 mV. Figure 9 
shows the time of the MAV turn. The MAV operated the change 
pathway three times and the go backward three times. At 40.2 
seconds, the output voltage exceeded the threshold voltage VT and 
notified the MAV to finish searching and started hovering. 

The deviation distance of 63 cm means this localization method 
can achieve personal identification because the distance was lower 
than the personal space of 120 cm [17]. Most people feel 
discomfort, annoyance, or some level of anxiety when someone or 
something else encroaches on their personal space. In addition, the 
deviation distance allows for people to escape from danger found 
by a MAV. Our results are the first step towards improving social 
safety and security systems. The reasons for the deviation between 
the odor source and the position specified by the MAV can be 
stated as follows: (1) Odor diffusion by the wind; (2) A searching 
algorithm that terminates the search if the odor concentration 
exceeds a threshold and does not find the position with highest 
odor concentration; and (3) Utilization of a proportional and 
derivative (PD) control method that excludes integration (I) 
control. 

In this experiment, the deviation between the target position 
and current position, which depends on the travelling direction, 
was observed. For example, Figure 8-(d) shows that if target 
position y was larger than the current position y, the deviation 
increased. The reason is that the estimated center of gravity in the 
MAV is located behind the ideal position, i.e., the device is weight 
biased. Therefore, forward moving, which decreases the current 
position, is slower than backward moving. 

Figure 6. Simulation results of odor-source-localization time based on the 
control of bio-inspired algorithm and random-walk algorithm.
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 The search time in the real-MAV-experiment results was 
longer than that in the simulation results. The reason for that was 
presumed to be the simulation assuming that the velocity of the 
MAV was constant, whereas the real-MAV-experiment took 
sufficient time to turn around due to the PD control. 

5. Discussion 

The issues obtained by this experiment for constructing a 
danger warning system to enable a safer and more secure society 
with MAVs are summarizes below: 

• Vision sensing 

• MAV’s balancing 

• Odor sensing 

• Swarm control 

In the vision sensing, we used the markers. In the actual safety 
system, the markers often blocked by pedestrians. Therefore, more 
robust self-positioning method will be required. Dynamic 
detection method of crowd was reported [22]. In addition, the 5th 
experiment was failed by flying away from arena. This reason was 
the MAV lost the self-positioning estimation. The arena was 
illuminated by a strong afternoon sun. The bottom camera did not 
take photo of marker. The sun is thought to have disturbed 
photography of the pattern of the marker by the bottom camera of 
the MAV. Therefore, cameras with a larger dynamic range are 
required. A CMOS imaging array with wide dynamic range pixels 
was proposed [23]. It is necessary to examine the control method 
of the wide dynamic range camera for the MAVs. 

Figure 9. Time – output voltage plot. The odor concentration was measured 
by the gas sensor and converted to the output voltage using the 
analog front-end.
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In the MAV’s balancing, the MAV was attached self-produced 
odor sensor module and adjusted the balance by battery position. 
However, it was difficult to achieve a balance it as if the speed was 
different depending on the direction of movement. Therefore, 
improvement in exercise performance of MAVs is required. 

In the odor sensing, the size of the arena was 7 × 12 m. In the 
actual system, the size will be much larger (e.g. 100,000 square 
meters in sports stadium). Therefore, ultra-sensitive odor sensors 
will be required. Gas sensors with parts-per-quadrillion (ppq) 
sensitivity have been reported [3]. 

In the swarm control, in large covered areas without any 
omission and robust exploration, swarm flight will be required. 

In the future, we will improve the location accuracy of the odor 
source localization using person recognition and increase the 
amount of information collected to enable MAVs to search for 
suspects using their built-in cameras [18]. 

6. Conclusion 

Localization of odor source using a MAV with vision and gas 
sensing was achieved. The MAV used vision and odor localization 
with ingenuity and succeeded in localizing odor sources like living 
things can. Our approach does not even require GPS-based control. 
The location accuracy of odor source localization based on a bio-
inspired localization method was 63 cm, enabling individual 
identification. The MAV was controlled with highly 
autonomously. An experimenter just blows a whistle, and the 
MAV starts to hover, to seek odor sources, and to keep hovering 
during flight near the odor source. The MAV is light-weight and 
does not cause harm to others even if it accidentally falls. These 
localization experiments were the first step to a proof of concept 
for a danger warning system. These results will be applied to the 
system to enable a safer and more secure society. 
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 Conformal metalization on mold compound offers new possibility for IC package design to 
improve features such as rigidization of the flexible core, heat sink capability, 3D-circuit 
patterning and the electromagnetic interference (EMI) shielding. With the unique 
processes, the fabrication technology had enabled to achieve the high reliable performance 
and had passed the electrical test. Following research after the reliability concern, this 
paper further study  the shielding effectiveness of varying coating thickness with respect to 
laboratory simulated EMI condition, using radio frequency from 10MHz to 5.8 GHz.  
Different metal namely pure nickel, nickel-phosphorous and pure plated copper are studied 
for their effectiveness of EMI sheilding. Our first result showed over 35-40dB of shielding 
effectiveness is achievable on high frequency 868-5800MHz. Nevertheless on low frequency 
of 10MHz, the shielding effectiveness achievement is below than 25dB.   To overcome the 
shielding need for lower frequency, we further expanded our test by choosing ferromagentic 
material Nicke/Ironl-alloy in combination with thick copper plating. With this new metal 
combination, EMI shielding effectiveness for lower frequency is improved to 40dB. 
 

Keywords:  
EMI shielding 
Mold compound 
Conformal plating 

 

 

1. Introduction  

This paper is an extension of work originally presented in 
conference name electromagnetic interference (EMI) Shielding 
Performance by Metal Plating on Mold Compound [1]. EMI 
shields work as isolation of components, minimizes crosstalk, and 
reduce EMI susceptibility without impacting system 
speed.  Electromagnetic shielding is the practice of reducing the 
electromagnetic field in a space by blocking the field with barriers 
made of conductive or magnetic materials.  To achieve good EMI 
shielding on integrated circuit (IC) assembly, manufacturer is 
switching from metal capping to other methods such as conductive 
painting, sputtering or chemical vapor deposition (CVD) on top of 
mold compound with the intention to miniaturize electronic 
device. Printing is an easy and fast method, however to control the 
thickness of the shielding layer within 50-150um is challenging; 
on the other hand on thin film solution , sputtering or CVD can be 
a better option. 

Plating was not a preferred process in the past due to its difficulty 
in achieving good adhesion between the plated metal over the 
surface of a mold compound. Adhesion was greatly improved 
recently with the introduction of adhesion promoter developed by 
Atotech,  which have achieved a peel strength up to 4-5N/cm 
complied with industrial standard of moisture sensitivivity level 1 
(MSL1) and thermal cycling 1000 (TC1000) [2]. Plating approach 
offers lower cost solution, ease of thickness control on thin layer 
(1-10um), and more important, provides uniform coating 
coverage on all the surfaces of a mold compound with a thickness 
variation of <20% regardless of the shape, even on structure of 
high aspect ratio  (Figure 1).   

The inevitable trends for the circuits inside the modules are fast 
edge rates and high clock frequencies, which may cause 
significant electromagnetic interference (EMI) and radio 
frequency interference (RFI) problems. Recently mobile phone 
manufacturers  have started in applying EMI shielding technology 
to a variety of digital chips, radio frequency (RF), connectivity 
(wireless LAN, Bluetooth) chips and others that also include AP 
(application processor) and modems.  Although the use of this 

ASTESJ 

ISSN: 2415-6698 

* Corresponding Author: Min Fee Tai, Atotech (M) Sdn Bhd, Malaysia 
 Email: mftai@yahoo.com 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1159-1164 (2017) 

www.astesj.com  

 Special Issue on Recent Advances in Engineering Systems 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://dx.doi.org/10.25046/aj0203146  

http://www.astesj.com/
http://en.wikipedia.org/wiki/Electromagnetic_field
http://en.wikipedia.org/wiki/Electrical_conductor
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0203146


M. F. Tai et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1159-1164 (2017) 

www.astesj.com     1160 

technology on printed circuit boards (PCB) and connectors is not 
novel, however it is the first time whereby the application of 
plating technology is extended to most of the major chips [3]. The 
decision to use this technology stems from interference in wireless 
communication. The use of that fabrication technology for others 
components such as those with sensitive clock signals of digital 
chips have also increasing recently. EMI shielding by metal 
plating is an important measure to improve device performance 
whilst decreasing electromagnetic interference to major chips and 
to relieve consumer fear of electromagnetic waves from 
smartphones.  As EMI is an increasingly important source of 
unreliable functionality of all electronic technologies, EMI is 
rapidly becoming a major functional safety issue. Malfunctions 
caused by EMI in safety-related electronics can lead to serious 
safety risks for people or the environment in general as well as 
financial risks for manufacturers and service providers [4].  

 
Figure 1:  Excellent Throwing Power of Coating by Plating Technology. 
 

Figure 2 shows the process flow of plating on mold compound 
which is proposed by Atotech’s standard process.     Theoretically, 
shielding effectiveness of a material is contributed from three 
main loss mechanisms: reflection, absorption, and multi-
reflection. When an incident wave travels to the shielding 
material, it is partially reflected with a portion of the wave 
penetrating into the material. The penetrated wave can propagate 
inside the material and get attenuated due to the absorption of the 
material. Once the remaining transmitted wave arrives at the other 
surface of the shielding material, the second reflection occurs and 
the wave gets bounced back, resulting in multiple reflections 
between the two surfaces of the shielding material.  

 

Surface preparation (cleaning and adhesion adhancement) 
↓ 

Surface activation (conductive the surface) 
↓ 

Electroless Ni/Cu (build the shielding layer) 
↓ 

Electrolytic Ni or Cu or NiFe (higher speed plating for 
thickness requirement) 

 

Figure 2:  Process Flow of Plating on Mold Compound Shielding Effectiveness 

Due to the fact that the wave is attenuated to 1/ e at one skin 
depth, the multi-reflection loss can be ignored for the cases where 
the shielding thickness is much larger than the skin depth. In 
summary, the shielding effectiveness in dB, SEdB  is expressed in 
equation 1, 

SE dB = R dB + A dB + M dB ,  (1) 
where  R dB is the reflection loss,  A dB is the absorption loss, and  M 

dB is the multi-reflection loss.  Equation is further explained by 
Figure 3 [5]. 

 
Figure 3: Electromagnetic Shielding Schematic Diagram 

The reflection loss is  

𝑅𝑅 = 20𝑙𝑙𝑙𝑙𝑙𝑙10 �
(𝑍𝑍0+𝑍𝑍1)2

4𝑍𝑍0𝑍𝑍1
�   (2) 

where Z0 represents the wave impedance of air and Z1 represents 
the wave impedance of the metal sheet. As 

𝑍𝑍1 ≈ �
𝜇𝜇1𝜔𝜔
𝜎𝜎1

(1 + 𝑗𝑗) ≪ 𝑍𝑍0 = 120𝜋𝜋𝜋𝜋  (3) 

 µ1and σ1 are the relative permeability and conductivity of the 
metal sheet, respectively, formula (2) can be estimated as 

𝑅𝑅 = 20𝑙𝑙𝑙𝑙𝑙𝑙10 �
𝑍𝑍0
4𝑍𝑍1
� = 20𝑙𝑙𝑙𝑙𝑙𝑙10 �

30𝜋𝜋
1+𝑗𝑗

� �
𝜎𝜎1
𝜇𝜇1𝜔𝜔

  (4) 

The reflection loss is directly proportional to the conductivity of 
the metal sheet but inversely proportional to the relative 
permeability of the metal sheet. 

The absorption loss is 

𝐴𝐴 = 20𝑙𝑙𝑙𝑙𝑙𝑙10𝑒𝑒
𝐿𝐿
𝛿𝛿    (5) 

where L is the thickness of the metal sheet and  

𝛿𝛿 = � 2
𝜇𝜇1𝜔𝜔𝜎𝜎1

    (6) 

is the skin depth. Formula (5) can be estimated as 

𝐴𝐴 = 20𝑙𝑙𝑙𝑙𝑙𝑙10𝑒𝑒
�𝜇𝜇1𝜔𝜔𝜎𝜎12 𝐿𝐿

   (7) 

The absorption loss is directly proportional to the thickness, 
conductivity and relative permeability of the metal sheet. 
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The multi-reflection loss is 
B = 20𝑙𝑙𝑙𝑙𝑙𝑙10 �1 −

(𝑍𝑍0−𝑍𝑍1)2

(𝑍𝑍0+𝑍𝑍1)2
𝑒𝑒−2(1+𝑗𝑗)𝐿𝐿𝛿𝛿� (8) 

 
As Z>>Z1, formula (8) can be estimated as 
 

B = 20𝑙𝑙𝑙𝑙𝑙𝑙10 �1 − 𝑒𝑒−2(1+𝑗𝑗)𝐿𝐿𝛿𝛿�  (9) 
 
If the thickness of the metal sheet is much larger than skin depth, 
incident wave will be attenuated significantly so that the multi-
reflection loss will be negligible [6]. 

 

The EM shielding capability of a shield is escribed as 
shielding effectiveness, SE, which is defined as the ratio of the 
electric fields and magnetic field at a point without and with the 
shield as equation 10a and 10b, 
 

SE = 20𝑙𝑙𝑙𝑙𝑙𝑙10
𝐸𝐸1
𝐸𝐸0

   (10a) 
 

SE = 20𝑙𝑙𝑙𝑙𝑙𝑙10
𝐻𝐻1
𝐻𝐻0

    (10b) 
 
where E1, H1 is the electrical and magnetic field at an arbitrary 
point without the shield, and  E2, H2 is the electrical and magnetic 
field at the same point with the shield [7].  

The shielding effectiveness value depends on the shielding 
material, its thickness, size of the shielded volume, grounding 
structures, and the frequency of interest. 
 

2. Preparation of Test 

In order to  investigate the performance of metal plating on 
EMI sheilding, test matrixes are prepared with electrolytic plated 
nickel (pure nickel), electroless plated nickel (nickel-phophorous, 
P at 7-10%), and pure plated copper as the shielding layer on top 
of mold compound.    For measurement of the electromagnectic 
field, a copper circuit is designed with substrate material Isola 
IS410, whereby the spiral flow is made on top of dielectric 
according to the specifications of ASTM D3123 (Figure 4).  

 
Figure 4:  Spiral Circuit formed for near field EMI shielding test 

Circuit is then encapsulated by mold compound Sumitomo 
EME_G770H Type F, with the leg connected to power input is 
located in opposite side of the dielectric. After that, the sample 
will go through the process as illustrated in Figure 5.  

 
 

(a) Circuit pattering 

 
 
 
 

(b) Encapsulate of mold compound 

 
 
 
 

 
(c) Plating on mold compound 

 
(d) Overall actual sample 

Figure 5:  Preparation of test coupon. 
 

From signal source, frequencies ranging from low to high 
frequency are loaded into the test coupon, magnetic field 
generated by spiral flow circuit is measured using the near field 
probe, and recorded in network analyzer.   The setup of the 
experiment is shown in Figure 6. 
 
 
 
 
 
 
 
 
 
 

(a) Setup of  EMI shielding measurement 

 
(b) Generated Field Distribution 

Figure 6:  Shielding Effectiveness Measurement Setup 
 

Network 
analyzer 

Signal 
source 

Near field 
probe 
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3. Experimental Results and Analysis 

A series of samples with increasing thickness of plated Cu 
from lower to higher side, as indicated on Table 1 are fabricated 
and tested. 

 

Table 1:  Metal Thickness DOE 

Material Thickness, um 
Electroless Cu 1 
Electrolytic Cu 5, 10, 15 
 
All data recorded by the plated samples with different 

thickness and materials is compared versus a control sample 
(sample without any plating on mold compound).  The ratio of 2 
readings is used for calculation of shielding effectiveness.  
Formula 10b is applied on these calculations. 

 
Figure 7: Shielding Effectiveness on Copper with various frequency test 

On data analysis of metal shielding by copper (Figure 7), 4 
samples are prepared, which are 1 um Cu sample plated by 
electroless Cu, 5um, 10um, 20um, samples are plated by 
electrolytic Cu.  Higher electroless Cu thickness ( > 1um) s not 
prepared considering its high running cost and high leadtime 
during mass production. Signal input with frequency 10MHz, 100 
MHz, 434 MHz, 868 MHz, 1.5 GHz, 2,4 GHz, and 5.8 GHz are 
tested.  The experimental results show that shielding performance 
is improved by increasing the metal thickness, especially in lower 
frequency (< 1 GHz).  At higher frequency, 5.8 GHz, thickness of 
Cu shows little impact on EMI shielding effectiveness.  Hence 
further increasing is not helping to improve shielding 
effectiveness (SE) at high frequency range. 

Similar test matrix is applied with nickel, shows in Table 2. 
Samples with electrolytic Ni 1 um, 3 um, and 5 um; as well as 

electroless NiP 5um have been evaluated (5um NiP is reasonable 
in cost and can be plated within 25 min). Same signal input with 
frequency 10MHz, 100 MHz, 434 MHz, 868 MHz, 1.5 GHz, 2,4 
GHz, and 5.8 GHz are applied to allowed the direct comparison.  
NiP is selected as matrix of study due to it is electroless process 
which required non conductive point.  Besides, NiP with physical 
property of high hardness and good corrosion resistance make it 
suitable to be used as final surface.   

 
Table 2:  Metal Thickness DOE 

Material Thickness, um 
Electroless NiP 5 
Electrolytic Ni 1, 5, 10 

 

 
Figure 8: Shielding Effectiveness on Nickel with various frequency test 

 
In gerenal, result from Figure 8 shows a more consistent trend 

for shielding effectiveness improvement over the thickness 
increase.  Nickel alloy with phosporuos content is showing 
relatively better perfomance on SE versus pure nickel. 

  Comparing 1um and 5um of pure copper vs pure nickel at 
high frequency 5800 MHz, we see copper has higher SE (40dB) 
compare to nickel. As from equation 7, the absorption loss is 
directly proportional to the thickness, conductivity and relative 
permeability of the metal sheet. Electromagnetic radiation from 
the high frequency penetrates only at the near surface region of 
conductor layer.  From equation 6, the skin depth, δ, decreases 
with increased frequency and increase conductivity and 
permeability.  For copper, when relative conductivity, µr = 1, and 
σ = 5.8 x 107 Ω-1m-1, δ = 2.43 x 10-9 at 5800 MHz; and for nickel, 
when relative conductivity, µr = 100, and σ = 1.15 x 107 Ω-1m-1, δ 
= 0.547 x 10-9  at 5800 MH.  
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Table 3: Electrical conductivity relative to copper (σr) and relative 
magnectic permeability (µr) of selected material. [8] 

 
 

Lower frequency shows a more challenging task to shield.  In 
copper material, a maximum 40 dB can be obtain at frequency 
5.8GHz at 5um thickness, but for 10mHz, the best shielding 
performance is only 22 dB at 20um thickness.  By taking 5 um as 
benchmark to compare the material performance, Ni or NiP and 
Cu show close SE result at 5.8 GHz; but in lower frequency mode 
(10MHz) Cu and NiP are performing better than pure Ni; which 
Cu and NiP SE is 15 dB, versus pure Ni SE at 10 dB. 

 
Our target to fulfill industrial requirement is to achieve 

minimum 30dB SE for varies high and low requency applications. 
Higher frequency interference is normally shielded by a thin 
conductive metallization layer. Simple electrically conductive 
layers however are transparent to low frequency magnetic fields, 
as shown in Figure 7.  This low frequency magnetic interference 
can be emitted from sources such as switches, motors, power 
supplies, and transformers and is typically a challenging EMI 
shielding problem. If low frequency magnetic shielding is 
required ,it is normally achieved through the use of special 
ferromagnetic metal alloys with high magnetic permeability (see 
Figure 9). In order to further improve the SE on lower frequency 
signal device (such as radio), additional Ni/Fe alloy  (Ni75/Fe25 
in weigh percentage) is plated on top of Cu.  Ni/Fe alloy with high 
ferromagnetic property can improve electromagentic shielding in 
low frequency mode. 

 

 
Figure 9 ‐ Magnetic shielding ability at different frequencies [8] 

Materials with high magnetic permeability protect sensitive 
devices from the electrical noise caused by magnetic fields by 

redirecting the magnetic field through the shielding material and 
away from the protected device. In the same way, the devices  that 
emits low frequency magnetic fields can also be isolated through 
the use of materials with high magnetic permeability. [9] 
    

Table 4:  Additional Metal Thickness DOE 

Matrix Metal combination, um 
1 1um electroless Cu seed + 20um Electrolytic Cu 

+ 4um Ni/Fe  
2 1um electroless Cu seed + 10um Electrolytic Cu 

+ 4um Ni/Fe  
3 1um electroless Ni seed + 10um Electrolytic Cu + 

4um Ni/Fe 
 

4 1um electroless Ni seed  + 20um Electrolytic Cu 
+ 4um Ni/Fe 
 

5 1um electroless Ni seed + 20um Ni/Fe 
 

 New results showed that plated Cu in combination with 
ferromagnetic Ni/Fe gives significant improvement on shielding 
over low frequency signal (Figure 10). Combination of 1um 
electroless Cu seeding, plus 20um electrolytic Cu and with final 
finishing layer 4um of Ni/Fe could achieve 40dB of SE over the 
10MHz wave. From the seeding method selection between 
electroless Cu and Electroless Ni, we notice electroless Cu gives 
slight better SE performance compare to electroless Ni, with 
around 3-4dB extra of SE.  Plating 20of Cu give extra 6-7 dB SE 
compare to 10um Cu.  Plating 20um Ni/Fe alone will give only 
20dB of SE.  

 
Figure 10: Shielding Effectiveness of Cu Plating combined with Ni/Fe alloy 

plating on Lower Frequency 10MHz 

4. Conclusions 

Plating on mold compound provides alternative option on 
EMI shielding with the proven reliability performance.  The 
solution show features such as thin film coating capability, high 
throwing power in multiple dimension and high cost advantage 
compare to sputtering process.  Selection of material and metal 
coating thickness are factors of EMI shielding effectiveness. 
Experiments show at high frequency of 5.8 GHz, shielding 
effectiveness as high of 35-40dB can be obtained by plating of 
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elctrolytic Ni, electrolytic Cu or electroless NiP.  Meanswhile, for 
lower frequency signal down to 10MHz, 35- 40dB SE can be 
achieved by electrolytic Cu plating and capped by 4um Ni/Fe 
alloy.  With the correct combination on metals and thicknesses, 
conformal metal plating performs a good solution meeting EMI 
shielding’s requirement over high and low frequency.           
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A comparative study between adaptive consensus control of
multi-agent systems composed of fully actuated mobile robots which are 
described as a class of Euler-Lagrange systems on directed network 
graphs based on the notion of inverse optimal H∞ control criterion
(Controller I), and the similar control strategy without H∞ control 
criterion (Controller II), is given in this paper. Controller I is deduced 
as a solution of certain H∞ control problem, where estimation errors of 
tuning parameters are considered as external disturbances to the 
process. Asymptotic properties, stability and robustness to unknown 
parameters are discussed for Controller I and Controller II.
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1 Introduction

Motivated by crowd behaviors of animals, birds and
fish, cooperative control problems of multi-agent sys-
tems are active research fields, and plenty of control
strategies have been proposed in those areas, such
as formation control, task assignment, traffic control,
and scheduling et al. (for example, [1]-[11]). Among
those, distributed consensus tracking of multi-agent
systems with restricted communication networks, has
been a basic and important issue, and various re-
search results have been developed for various pro-
cesses and under various conditions such as [1], [12]-
[21]. In those works, adaptive control methodologies
were also investigated in order to deal with uncertain-
ties of agents, and stability of control systems was as-
sured via Lyapunov function analysis. Furthermore,
robustness properties of the control schemes were also
examined. However, so much attention does not have
been paid on control performance such as optimal
property or transient performance in those research
works, and especially, the case of multi-agent systems
composed of processes with unknown and different
system parameters on directed information network
graphs, does not have been investigated in detail in
the previous works.

The purpose of the paper is to provide a com-
parative study of two types of adaptive consensus
control schemes (Controller I and Controller II) of
multi-agent systems composed of fully actuated mo-
bile robots which are described as a class of Euler-

Lagrange systems [22] on directed network graphs.
Controller I is constructed based on the notion of
inverse optimal H∞ control criterion [23], [24], and
Controller II is synthesized without H∞ control cri-
terion. Controller I is derived as a solutios of cer-
tain H∞ control problem, where estimation errors of
tuning parameters are considered as external distur-
bances to the process. Asymptotic properties, stability
and robustness to unknown parameters are discussed
for those two control strategies (Controller I and Con-
troller II).

The proposal of Controller I is an extension of our
previous work [25], [26], in which the first-order or
second-order linear or nonlinear regression models
on directed network graphs were considered. This
manuscript is also an extended version of the con-
ference paper [1] (proposal of Controller I), and es-
pecially the present paper adds a comparative study
of the two types of adaptive consensus control strate-
gies (proposal and comparison of Controller I and
Controller II), and highlights robustness properties of
Controller I.

2 Multi-Agent Systems and Net-
work Graphs

Mathematical preliminaries on information network
graph of multi-agent systems are summarized [17],
[20], [21]. As a model of interaction among agents,
a weighted directed graph G = (V , E) is considered,
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where V = {1, · · · , N } is a node set which corresponds
to a set of agents, and E ⊆ V × V is an edge set. An
edge (i, j) ∈ E means that agent j can obtain informa-
tion from i, but not necessarily vice versa. In the edge
(i, j), i is called as a parent node and j is called as
a child node, and the in-degree of the node i is the
number of its parents, and the out-degree of i is the
number of its children. An agent which has no parent
(or with the in-degree 0), is denoted as a root. A di-
rected path is a sequence of edges in the form (i1, i2),
(i2, i3), · · · (∈ E), where ij ∈ V . The directed graph is
called strongly connected, if there is always a directed
path between every pair of distinct nodes. A directed
tree is a directed graph where every node has exactly
one parent except for a unique root, and the root has
directed paths to all other node. An directed span-
ning tree GS = (VS , ES ) of the directed graph G = (V , E)
is a subgraph of G such that GS is a directed tree and
VS = V .

Associated with the edge set E, a weighted adja-
cency matrix A = [aij ] ∈ RN×N is introduced, and the
entry aij of it is defined by

aij =
{
> 0 : (j, i) ∈ E ,
0 : otherwise.

For the adjacency matrix A = [aij ], the Laplacian ma-
trix L = [lij ] ∈ RN×N is defined such as

lii =
N∑
j = 1
j , i

aij ,

lij = −aij , (i , j).

Laplacian matrix has at least one zero eigenvalue and
all nonzero eigenvalues have positive real parts. Espe-
cially, the Laplacian matrix has a simple 0 eigenvalue
with the associated eigenvector 1 = [1 · · ·1]T , and all
other eigenvalues have positive real parts, if and only
if the corresponding directed graph has a directed
spanning tree.

In this manuscript, a consensus control problem of
leader-follower type is considered, where y0 is a leader
which each agent i ∈ V should follow (i is called a fol-
lower). Concerned with the leader, ai0 is defined such
as

ai0 =


> 0 : leader′s information is available

to follower i,
0 : otherwise,

(1)

and from ai0 and L, the matrix M ∈ RN×N is defined
by

M = L+ diag(a10 · · · aN0). (2)

It is shown that −M is a Hurwitz matrix, if and only
if 1. at least one ai0 (1 ≤ i ≤ N ) is positive, and 2.
the graph G has a directed spanning tree with the root
i = 0.

Hereafter, we assume that

1. The graph has a directed spanning tree with the
root i = 0.

2. At least one ai0 (1 ≤ i ≤N ) is positive, that is, the
information of the leader y0 (ẏ0, ÿ0), is available
to at least one follower i.

3. For the leader, y0, ẏ0, ÿ0 are uniformly bounded.

In the following, two adjacency matrices A = [aij ],
C = [cij ] ∈ RN×N are introduced for a directed graph
G, and the corresponding matrices are denoted as La,
Lc (Laplacian matrices), and Ma, Mc, respectively.

3 Problem Statement

A multi-agent system composed of N fully actuated
mobile robots which are described as a class of Euler-
Lagrange systems [9], [10], are considered such that

Mi(yi)ÿi +Ci(yi , ẏi)ẏi = τi , (i = 1, · · · , N ), (3)

where yi ∈ Rn is an output (a generalized coordinate),
τi ∈ Rn is a control input (a force vector),Mi(yi) ∈ Rn×n
is an inertia matrix, and Ci(yi , ẏi) ∈ Rn×n is a matrix of
Coriolis and centripetal forces. Each component has
the next properties as a Euler-Lagrange system.

Properties of Euler-Lagrange Systems [22]

1. Mi(yi) is a bounded, positive definite, and sym-
metric matrix.

2. Ṁi(yi)− 2Ci(yi , ẏi) is a skew symmetric matrix.

3. The left-hand side of (3) can be written into

Mi(yi)ai +C(yi , ẏi)bi = Yi(y, ẏi , ai ,bi)θi , (4)

where Yi(yi , ẏi , ai ,bi) is a known function of yi ,
ẏi , ai , bi (a regressor matrix), and θi is an un-
known system parameter vector.

The control objective is to achieve consensus track-
ing of the leader-follower type for the unknown multi-
agent system (unknown θi) such as

yi → yj , (i, j = 1, · · · , N ), (5)

yi → y0, (i = 1, · · · , N ), (6)

under the limited communication structure G among
agents.

Remark 1 More generalized Euler-Lagrange
systems including damping terms and gravitational
forces, can be also considered in the present frame-
work. However, for simplicity of notations, the de-
scription (3) is to be adopted hereafter, since the gen-
eralized Euler-Lagrange systems are written in the
similar form to (4).
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4 Control Law and Error Equation

As the first step of the design of Controller I and Con-
troller II, an estimator of ẏ0 (the leader’s information)
is developed via available data from the follower i. A
similar estimation procedure was presented in [16].

˙̂zi(t) = −β
N∑
j = 1
j , i

cij {ẑi(t)− ẑj (t)}

−βci0{ẑi(t)− ẏ0(t)}+ni0ÿ0(t), (7)

where ẑi is a current estimate of ẏ0, and is synthesized
from the data available to the follower i. cij (1 ≤ i ≤
N, 0 ≤ j ≤ N ) is defined as the entry of the adjacency
matrix C and (1) deduced from the directed graph G,
and β > 0 is a design parameter. Associated with ci0,
ni0 is defined such as

ni0 =
{

1 : ci0 > 0,
0 : otherwise. (8)

By employing the estimate ẑi , the control scheme is
constructed as follows:

ẏri(t) = ẑi(t)−α
N∑
j = 0
j , i

aij {yi(t)− yj (t)}, (9)

si(t) = ẏi(t)− ẏri(t), (10)

τi(t) = Yi(t)θ̂i(t) + vi(t), (11)

Yi(t) ≡ Yi(y, ẏi , ÿri , ẏri), (12)

where aij (1 ≤ i ≤ N, 0 ≤ j ≤ N ) is defined similarly
from the entry of the adjacency matrix A and (1) de-
duced from G, and α > 0 is a design parameter. θ̂i is
denoted as a current estimate of unknown θi , and vi
is a stabilizing signal which is to be determined later
based on the notion of inverse optimal H∞ control
criterion (Controller I), or without H∞ control crite-
rion (Controller II). An estimation error between the
leader ẏ0 and the estimate ẑi is defined by

z̃i(t) ≡ ẑi(t)− ẏ0(t), (13)

and the following relations are deduced for si and z̃i .

˙̃zi(t) = −β
N∑
j = 1
j , i

cij {z̃i(t)− z̃j (t)}

−βci0z̃i(t) + (ni0 − 1)ÿ0(t), (14)

Mi(yi)ṡi(t) +Ci(yi , ẏi)si(t)

= vi(t) +Yi(t){θ̂i(t)−θi}. (15)

Then, the overall representations of the multi-agent
system are given as follows:

˙̃z(t) = −β (Mc ⊗ I) z̃(t) + {(N0 − 1)⊗ I} ÿ0(t), (16)

Mṡ(t) +Cs(t) = Y (t){θ̂ −θ(t)}+ v(t), (17)

where

z̃ = [z̃T1 , · · · , z̃
T
N ]T, (18)

s = [sT1 , · · · , s
T
N ]T, (19)

M = block diag(M1, · · · , MN ), (Mi ≡Mi(yi)), (20)

C = block diag(C1, · · · , CN ), (Ci ≡ Ci(yi , ẏi)), (21)

Y = block diag(Y1, · · · , YN ), (22)

θ = [θT1 , · · · , θ
T
N ]T, (23)

N0 = [n10, · · · , nN0]T, (24)

1 = [1, · · · , 1]T, (25)

v = [vT1 , · · · , v
T
N ]T, (26)

and ⊗ denotes Kronecker product.

5 Adaptive H∞ Consensus Con-
trol for Euler-Lagrange Systems
(Controller I)

In this section a design scheme of adaptive consensus
control based on inverse optimal H∞ criterion (Con-
troller I) is provided. Stability analysis of the overall
control system and deduction of Controller I are com-
posed of four steps. As the first step, for stability anal-
ysis of s and the related terms, a positive function W0
is defined such as

W0(t) =
1
2
s(t)TMs(t). (27)

Then, the time derivative of W0 along its trajectory is
derived as follows:

Ẇ0(t) = s(t)T[Y (t){θ̂ −θ(t)}+ v(t)]. (28)

By considering the evaluation of Ẇ0 (28), the next vir-
tual system is introduced.

ṡ = f + g1d + g2v, (29)

f = 0, (30)

g1 = Y , g2 = I, (31)

d = (θ̂ −θ). (32)

The virtual system is to be stabilized via a control in-
put v based on H∞ criterion, where d is considered
as an external disturbance to the process. For that
purpose, the following Hamilton-Jacobi-Isaacs (HJI)
equation and its solution V0 are introduced.

Lf V0 +
1
4

‖Lg1
V0‖2

γ2 − (Lg2
V0)R−1(Lg2

V0)T
+ q = 0,

(33)

V0 =
1
2
sTs, (34)

where q and R are a positive function and a positive
definite matrix respectively, and those are deduced
from HJI equation based on the notion of inverse op-
timality for the given solution V0 and a positive con-
stant γ . The substitution of the solution V0 (34) into
HJI equation (33) yields

1
4
sT

{
YY T

γ2 −R
−1

}
s+ q = 0. (35)

From (35), R and q are obtained such as
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R =
(
YY T

γ2 +K
)−1

, (36)

q =
1
4
sTKs, (37)

where K is a diagonal positive definite matrix (a de-
sign parameter), From R, v is derived as a solution
of the corresponding H∞ control problem as follows
(Controller I):

v = −1
2
R−1(Lg2

V0)T = −1
2
R−1s

= −1
2

(
YY T

γ2 +K
)
s. (38)

Then, via HJI equation, the time derivative of W0 (28)
is evaluated as follows:

Ẇ0 = −q − vTRv

+
(
v +

1
2
R−1s

)T
R
(
v +

1
2
R−1s

)
+γ2‖d‖2 −γ2

∥∥∥∥∥∥d − Y Ts

2γ2

∥∥∥∥∥∥2

, (39)

and it follows that s is bounded for bounded θ̂ and for
the stabilizing signal v (38).

Next, for stablity analysis of the estimation error z̃,
a positive function V1 is introduced such as

V1 = z̃T(Pc ⊗ I)z̃, (40)

PcMc +MT
c Pc = I, (Pc = P T

c > 0). (41)

There exists a positive definite and symmetric matrix
Pc satisfying (41), since −Mc is Hurwitz. Then, the
time derivative of V1 along its trajectory is evaluated
as follows:

V̇1 = −β‖z̃‖2 − 2z̃T(Pc ⊗ I){(N0 − 1)⊗ I}ÿ0

≤ −
β

2
‖z̃‖2 +

2
β
‖Pc ⊗ I‖2‖{(N0 − 1)⊗ I}ÿ0‖2, (42)

and it is shown that z̃ is bounded for bounded ÿ0.
Thirdly, for stability analysis of the control error

yi − y0 and the related terms, ỹi , ỹ are defined by

ỹi = yi − y0, (43)

ỹ = [ỹT1 , · · · , ỹ
T
N ]T. (44)

Then, the following relation holds

˙̃y = s+ z̃ −α(Ma ⊗ I)ỹ, (45)

and −Ma is shown to be Hurwitz because of the as-
sumption of the network graph G. From that property,
a positive function V2 is defined by

V2 = ỹT(Pa ⊗ I)ỹ, (46)

PaMa +MT
a Pa = I, (Pa = P T

a > 0). (47)

Similarly to the previous case (Mc), there exists a pos-
itive definite and symmetric matrix Pa satisfying (47),
since −Ma is Hurwitz. Then, the time derivative of V2
along its trajectory is evaluated as follows:

V̇2 = −α‖ỹ‖2 + 2ỹT(Pa ⊗ I)(s+ z̃)

≤ −α
2
‖ỹ‖2 +

4
α
‖Pa ⊗ I‖2(‖s‖2 + ‖z̃‖2). (48)

From the three stages of stability analysis (the
evaluations of Ẇ0, V̇1, V̇2), the next theorem is ob-
tained.

Theorem 1 The nonlinear control system composed
of the control laws (7), (9), (10), (11), (12), (38) (Con-
troller I) is uniformly bounded for an arbitrary bounded
design parameter θ̂i , and bounded y0, ẏ0, ÿ0, and v is an
optimal control input which minimizes the following cost
functional J .

J(t) ≡ sup
di ,d2,d3∈L2

[∫ t

0
{q+ vTRv}dτ +W0(t)

−γ2
∫ t

0
‖d‖2dτ

]
. (49)

Also the next inequality holds.∫ t

0
{q+ vTRv}dτ +W0(t)

≤ γ2
∫ t

0
‖d‖2dτ +W0(0). (50)

Theorem 1 denotes the properties of the proposed
nonlinear control system (7), (9), (10), (11), (12), (38)
(Controller I), where the tunings of θ̂ is not included
(or not necessarily required).

Next, the tuning law of θ̂ is determined as follows:

˙̂θ(t) = Pr
{
−ΓY (t)Ts(t)

}
, (51)

where Pr(·) is a projection operation in which the tun-
ing parameter θ̂ is constrained to a bounded region
deduced from upper-bounds of ‖θ‖ [27]. As the fourth
step of stability analysis of the overall control system,
a positive function W1 is defined by

W1(t) =
1
2
s(t)Ts(t) +

1
2

{
θ̂(t)−θ

}T
Γ −1

{
θ̂(t)−θ

}
, (52)

and the time derivative of W1 along its trajectory is
evaluated such as

Ẇ1(t) ≤ −1
2
s(t)TR−1s ≤ 0. (53)

From the four stages of stability analysis (the evalua-
tions of Ẇ0, Ẇ1, V̇1, V̇2), the next theorem is obtained.

Theorem 2 The adaptive control system composed
of the control laws (7), (9), (10), (11), (12), (38), and the
tuning law of θ̂ (51) (Controller I), is uniformly bounded
for bounded y0, ẏ0, ÿ0, and it follows that

lim
t→∞

s(t) = 0. (54)

Especially, if ÿ0(t) = 0 or the information of the leader ÿ0
is available for all followers ({(N0 −1)⊗ I} ẏ0 = 0), then it
follows that

lim
t→∞

ỹ(t) = lim
t→∞

˙̃y(t) = 0, (55)
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and the asymptotic consensus tracking is achieved. Oth-
erwise, when ÿ0(t) , 0 and the information of ÿ0 is not
available for all followers ({(N0 − 1)⊗ I} ÿ0 , 0), then the
next relation holds.

‖ỹ‖ ∼ const. · 1
αβ
‖{(N0 − 1)⊗ I}ÿ0‖, (56)

‖ ˙̃y‖ ∼ const. · 1
β
‖{(N0 − 1)⊗ I}ÿ0‖. (57)

Theorem 2 denotes the properties of the proposed
adaptive control system (7), (9), (10), (11), (12), (38),
(51) (Controller I), and states that the asymptotic con-
sensus tracking is achieved under the specified con-
dition ({(N0 − 1) ⊗ I} ẏ0 = 0), and also shows that the
approximate consensus tracking with the ratios of
1/(αβ), 1/β (> 0) is still assured, even if that condition
is not satisfied ({(N0 − 1)⊗ I} ÿ0 , 0).

Remark 2 It should be noted the proposed con-
trol scheme and the adaptation scheme (Controller I)
are all implemented in a distributed fashion, where
availabilities of signals for each agent i are highly re-
stricted and prescribed by the directed graph G.

Remark 3 The objective of the design of Con-
troller I, is to obtain an adaptive control structure
whose stability is not seriously affected by the adap-
tation scheme, or whose performance is not signifi-
cantly degraded by the estimation errors of the tun-
ing parameters. For that purpose, in order to atten-
uate the effects of the estimation errors, the control
scheme is to be deduced as a solution of certain H∞
control problem, where L2 gains from the estimation
errors of tuning parameters to the generalized output
is prescribed by a positive constant γ (design param-
eter).

Remark 4 Of course, J in Theorem 1 is a fictitious
cost functional, since d is not an actual disturbance
but an estimation error of the tuning parameter, and
since it is not generally included in L2[0,∞). Never-
theless, v, which is derived as a solution for that fic-
titious H∞ control problem (Controller I), attain the
inequality in Theorem 1, stabilize the total system,
and it means that the L2 gain from the disturbance
d to the generalized output

√
q+ vTRv is prescribed

by the positive constant γ .

6 Adaptive Consensus Control for
Euler-Lagrange Systems without
H∞ Criterion (Controller II)

The adaptive consensus control strategy without H∞
control criterion (Controller II) is easily deduced by
setting γ →∞ in the synthesis of v (38) such that

v = −1
2
Ks. (58)

In this case, the tuning scheme of θ̂ (51) is required to
assure uniform boundedness of the total control sys-
tem. The time derivative of W1 (52) with the tuning

law (51) gives

Ẇ1(t) ≤ −1
2
s(t)TKs ≤ 0. (59)

Then, by applying the same stability analysis via the
evaluations of Ẇ1, V̇1, V̇2, the following theorem is
obtained.

Theorem 3 The adaptive control system composed
of the control laws (7), (9), (10), (11), (12), (58), and
the tuning law of θ̂ (51) (Controller II), is uniformly
bounded for bounded y0, ẏ0, ÿ0, and it follows that

lim
t→∞

s(t) = 0. (60)

Especially, if ÿ0(t) = 0 or the information of the leader ÿ0
is available for all followers ({(N0 −1)⊗ I} ẏ0 = 0), then it
follows that

lim
t→∞

ỹ(t) = lim
t→∞

˙̃y(t) = 0, (61)

and the asymptotic consensus tracking is achieved. Oth-
erwise, when ÿ0(t) , 0 and the information of ÿ0 is not
available for all followers ({(N0 − 1)⊗ I} ÿ0 , 0), then the
next relation holds.

‖ỹ‖ ∼ const. · 1
αβ
‖{(N0 − 1)⊗ I}ÿ0‖, (62)

‖ ˙̃y‖ ∼ const. · 1
β
‖{(N0 − 1)⊗ I}ÿ0‖. (63)

Remark 5 Asymptotic properties of the adaptive
consensus control without H∞ criterion ((60), (61),
(62), (63) (Controller II)) are the same as the adaptive
H∞ consensus control version ((54), (55), (56), (57)
(Controller I)). However, it should be noted that uni-
form boundedness of the overall control system via
Controller II is not assured for arbitrary bounded de-
sign parameters θ̂. Instead, the tuning of θ̂ (51) is
necessary to attain the stability of consensus tracking
by Controller II. Furthermore, Controller II in Theo-
rem 3 does not contain an optimal property for the
cost functional (49), and the inequality (50) does not
hold.

7 Numerical Example

In order to show the effectiveness of the two types of
adaptive consensus control schemes, numerical exper-
iments for Euler-Lagrange systems are performed.

A multi-agent system composed of simple Euler-
Lagrange systems is considered as follows:

mi ÿi(t) = τi(t), (i = 1, 2, 3),

(y1(0) = 1, y2(0) = 0, y3(0) = −1),

where yi ∈ R, τi ∈ R, andmi ∈ R is an unknown system
parameter. Associated with the information network
structure (Fig.1), the adjacency matrix A = [aij ] (= C)
and ai0 (= ci0) are chosen such that

A =

 0 1 0
1 0 1
0 1 0

 ,
a10 = 1, a20 = a30 = 0.
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The control objective is to achieve consensus tracking

yi → yj , ẏi → ẏj ,

yi → y0, ẏi → ẏ0,

(i, j = 1, 2, 3),

where the virtual leader y0 is determined such as

ÿ0 + 2ẏ0(t) + y0(t) = sin t.

The design parameters are chosen as follows:

Γ = 10I, K = 5I, α = β = 10,

γi = 1.

As system parameters mi (i = 1 ∼ 3), we consider both
time-invariant and time-varying cases such that

m1 = 1, m2 = 2, m3 = 3, (time− invariant case),

m1 = fm(t), m2 = 2fm(t), m3 = 3fm(t),

(time− varying case),

where

fm(t) =
{

2 0 ≤ t < 2.5, 5 ≤ t < 7.5, · · · ,
1 2.5 < t ≤ 5, 7.5 < t ≤ 10, · · · .

Numerical simulations were carried out by utiliz-
ing MATLAB and Simulink of the MathWorks, Inc.,
and the solver is Dormand-Prince method with the
adaptive step-size integration algorithm (ode45).

The simulation results of Controller I (Theorem
2) are shown in Fig.2 (time-invariant case) and Fig.4
(time-varying case). For comparison, the cases of Con-
troller II (the adaptive control systems which do not
containH∞ control scheme), are shown for both cases;
Fig.3 (time-invariant case) and Fig.5 (time-varying
case). In those figures (Fig.2 ∼ Fig.5), the plots were
response curves of y1, y2, y3 and y0 (vertical axises)
versus time t (horizontal- axises).

From those results, it is seen that Controller I
(H∞ adaptive control strategy) achieves better track-
ing convergence property together with robustness to
abrupt changes of the system parameters compared
with the non-H∞ control scheme (Controller II), and
those are owing to disturbance attenuation properties
of Controller I, since the performance of Controller I
is not significantly degraded by the estimation errors
of the tuning parameters in the settings of both time-
invariant and time-varying cases (see also Remark 3).

8 Concluding Remarks

The comparative study of two types of adaptive con-
sensus control (Controller I and Controller II) of
multi-agent systems composed of fully actuated mo-
bile robots which are described as a class of Euler-
Lagrange systems on directed network has been given
in this paper. Controller I is deduced based on the
notion of inverse optimal H∞ control criterion, and

is derived as a solution of certain H∞ control prob-
lem, where estimation errors of tuning parameters
are considered as external disturbances to the process.
On the contrary, Controller II is synthesized without
H∞ control criterion. Asymptotic properties, stabil-
ity and robustness to unknown parameters are dis-
cussed for those two control strategies (Controller I
and Controller II). Although asymptotic properties of
those two controllers are similar to each others, Con-
troller I achieves better tracking convergence prop-
erty together with robustness to abrupt changes of the
system parameters compared with Controller II, and
those are owing to disturbance attenuation properties
of Controller I and the problem setting of H∞ crite-
rion.

Fig. 1 Information Network Graph
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Fig. 2 Simulation Result for Time-Invariant Case with
H∞ Control Scheme (Controller I)
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Fig. 3 Simulation Result for Time-Invariant Case
without H∞ Control Scheme (Controller II)
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Fig.4 Simulation Result for Time-Varying Case with
H∞ Control Scheme (Controller I)
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Fig. 5 Simulation Result for Time-Varying Case with-
out H∞ Control Scheme (Controller II)
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[23] M. Krstić and H. Deng, Stabilization of Nonlinear Uncertain Sys-
tems, Springer, 1998.

[24] Y. Miyasato, ”Adaptive Nonlinear H∞ Control for Processes
with Bounded Variations of Parameters - General Relative De-
gree Case -”, Proceedings of the 39th IEEE Conference on Decision
and Control, pp.1453-1458, 2000.

[25] Y. Miyasato, ”AdaptiveH∞ Consensus Control of Multi-Agent
Systems on Directed Graph”, Proceedings of the 39th IEEE Con-
ference on Decision and Control, pp.1453-1458, 2015.

[26] Y. Miyasato, ”AdaptiveH∞ Consensus Control of Multi-Agent
Systems on Directed Graph by Utilizing Neural Network Ap-
proximators”, Proceedings of IFAC Workshops, ALCOSP and
PSYCO 2016, 2016.

[27] P.A. Ioannou and J. Sun, Robust Adaptive Control, PTR
Prentice-Hall, NJ; 1996.

www.astesj.com 1171

http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 2, No. 3, 1172-1180 (2017)

www.astesj.com
Special Issue on Recent Advances in Engineering Systems

ASTES Journal
ISSN: 2415-6698

Future Contract Selection by Term Structure Analysis
Vasco Grossmann*, Manfred Schimmler

Kiel University, Technical Computer Science, Department of Computer Science, Faculty of Engineering, 24098,
Germany

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 30 May, 2017
Accepted: 09 July, 2017
Online: 20 July, 2017

In futures markets, a single asset is generally represented by several 
contracts with different maturities. The selection of specific contracts is 
an inevitable task that also creates new opportunities, especially in 
terms of speculative trading. Evaluating immediate and upcoming 
trading costs for all considered contracts might lead to a significantly 
improved performance. Among that, even possible market inefficiencies 
might be taken into consideration. This research introduces and 
evaluates a new algorithm for the contract selection. The results are 
benchmarked and compared with established methods using a Monte 
Carlo simulation on different commodity and index futures.
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1 Introduction

Contractual agreements over prospective commodity
flows already were established in the ancient. The
commitment of transanctions to a fixed maturity re-
liably enabled long-term planning and reduced risks.
The standardization of these so-called forwards to
exchange-traded futures therefore only has been a
question of time. Accordingly, futures have quickly
spread after their first release at the Chicago Board of
Trade in the 1860s. Modern futures markets offer high
volumes and attractive trading conditions for numer-
ous assets. This situation generates a highly interest-
ing trading environment for speculative investors.

This paper is an extension of work originally pre-
sented in SSCI 2016 [1] in which different contract se-
lection strategies have been introduced and tested in
commodity markets. This research deepens the find-
ings and improves the presented algorithm by refin-
ing the selection process. For this purpose, the new
algorithm separates the ask and bid price structure to
furtherly improve a case-dependent trading cost anal-
ysis. The results are evaluated by Monte Carlo simula-
tions on sets of arbitrary trading instructions on three
future classes in both, commodity and index futures.
The analysis is settled on a broad fundament of his-
torical data that enables a wider range of benchmarks
than the previous paper. The results allow the conclu-
sion of market inefficiencies in the analyzed markets.

13000

14000

15000

16000

2016−07−01 2016−09−01 2016−11−01

Maturity
2016−08−10

2016−09−08

2016−10−13

40

45

50

55

60

65

2015−07−01 2015−09−01 2015−11−01

Pr
ic

e 
in

 U
SD

Maturity
2015−10−19

2015−12−18

2016−02−19

Pr
ic

e 
in

 Y
en

Figure 1: Prices of three WTI future contracts (top
chart) and three Nikkei future (bottom chart) con-
tracts with different maturities

Among other properties, every future class is de-
fined by a fix maturity interval in which correspond-
ing contracts expire (typically one or three months).
The life span of a contract however is an issue of sup-
ply and demand and generally considerably longer.
Consequently, there are several coexistent contracts
with different price structures and liquidities – all for
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the same asset, but with different maturities. Due to
individual risks and demand changes, different un-
derlyings may exhibit significant disparities in their
term structure properties. While consumer goods
futures like natural gas show strong seasonal fluc-
tuations, differences of index futures tend to more
constant deviations [2]. Figure 1 exemplarily shows
quotes for different WTI future contracts during the
period from June to December 2016.

The application of conventional trading strategies
in futures markets mandatorily generates the chal-
lenge of defining a strategy for the contract selection.
As advantageous properties of a contract systemati-
cally result in other properties being unfavorable, the
selection is always a nontrivial compromise with the
objective of the best possible balance.

Of course, the prices of future contracts are sig-
nificantly influenced by the current price of the un-
derlying asset. However, an adequate model requires
several additional factors to be taken into considera-
tion. The definition of a formal relationship between
future and spot price has been researched precisely
and several models have been proposed [3–5]. The
cost-of-carry model explains the price Ft,τ of a future
contract with maturity τ at time t as a function of the
spot price S given by

Ft,τ = St · e(r+s−c)·(τ−t). (1)

The interest rate is divided into three parts: the
risk-free interest rate r and storage cost s. Arising in-
accuracies are explained by the so-called convenience
yield c that covers all movements that are created by
changing market expectations. Thereby, market situa-
tions like contango and backwardation can be consti-
tuted.
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Figure 2: Ask and bid quotes from two WTI Mini con-
tracts with maturities July (above) and September (be-
low) 2016 show huge differences in market liquidity
and estimated trading costs

Figure 4 shows ask and bid quotes for two

WTI Mini future contracts with maturities July and
September 2016 during April 2016. Obviously, the
spread highly depends on the time left to the matu-
rity. The lower and much more persistent spread of
the near contract yields favorable conditions. The no-
tably smaller liquidility of contract markets with a
more distant maturity generates an averagely higher
spread. As the trading volume tremendously rises
with a decreasing time span to the maturity, spreads
tend to be the lowest for the nearest future contracts.
While commissions follow a plain pattern, spreads be-
tween ask and bid prices strongly depend on market
capitalization.

However, the acquisition of contracts with short-
term maturities for long-running positions require an
extension of the expiry by re-opening positions for the
same underlying asset. This procedure is called fu-
ture rolling and results in additional trades and ac-
cordingly trading costs.

So, a suitable future contract selection strategy for
speculative investments should balance the contracts
in a way that the benefit from low trading costs is as
high as possible. Besides, the chance of upcoming fu-
ture rollings should be as low as possible to avoid ad-
ditional costs.

One established selection strategy is the so called
front month rolling strategy [6]. The method restricts
itself to the trade of the nearest future contract whose
maturity is more than one month in the future. Af-
ter exceeding that point in time, contracts are rolled
to the subsequent maturity. Of course, the month in-
terval might be scaled depending on average trading
intervals. Next to the benefit of most likely address-
ing liquid markets, it is simple to use and backtesting
requires only the two nearest future contracts to be
considered.

However, the constant period may be to rigid to
fit the needs of the underlying system. Especially
highly varying holding times or partial reorganiza-
tions of a long-running portfolio may cause the ne-
cessity of future rolls. The front month strategy disre-
gards these factors and also ignores several informa-
tion that might improve the selection process. Even
if more distant contracts suffer from higher trading
costs in general, their evaluation might depict situa-
tions in which transactions of distant contracts create
new opportunities. Besides, current portfolio posi-
tions have a significant impact during the liquidation
process and should be evaluated – their consideration
can result in a better contract selection. Also statisti-
cal parameters of the trading strategy might be taken
into consideration. Correspondingly, this research in-
troduces a procedure that optimizes the selection of
futures by investigating the influence of a larger set
of parameters. The described problem will be formal-
ized in the following section.
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2 Optimal contract selection

The application of a trading strategy based on a con-
ventional non-expiring asset in futures markets is
non-trivial due to the additional task of selecting ma-
turities. This research addresses this contract selec-
tion problem and introduces algorithms that assign
trading decisions for non-expiring assets to expiring
contracts. It is searched for the optimal selection of
specific contracts for a given future class F in a de-
fined environment. The objective of the presented
method is to allocate contracts in a way that max-
imizes the overall wealth. As the selection process
should work on arbitrary trading strategies on a fu-
ture class, the latter are sufficiently characterized by
deviated trading decisions.

Let a future class F be a set of related future con-
tracts Fτ1

,Fτ2
, . . . ,Fτn that only differ in their maturi-

ties τ1, τ2, . . . , τn ∈ T .
Let (Dt)t∈T with Dt ∈ Z be the sequence of trad-

ing decisions. Dt contains the number of positions to
be bought or sold (depending on sign) at time t – the
value 0 represents no transactions.

Let Ω be the set of all possible market scenarios
and the finite sequence (Ft)t∈T be a filtration on the
space Ω, so that the element Ft represents the known
and relevant information at time t.

Let q : F ×D → F be a selection strategy that re-
turns a specific future contract Fτ by evaluating the
known information set Ft for a given trading decision
Dt . Let Q be the set of all selection strategies.

Let w : D×Q→ R be the wealth function that cal-
culates the return after the application of all trading
decisions in D with a selection strategy in the set Q.
Thereby, the function gives a measure that enables the
comparison of different selection strategies.

The problem is then to find a contract selection
strategy q̂ ∈ Q at time t that maximizes the expected
wealth after the execution of all trading decisions:

w (D, q̂) = maxq∈Q (w (D,q)) (2)

The optimal selection strategy q̂ depends on sev-
eral factors. The variety of contracts creates an oppor-
tunity of lesser trading costs – providing that trad-
ing costs (and possible future roll costs) are at least
rateable. Thus, the analysis of observed spreads is a
mandatory step for a suitable prediction that is dis-
cussed in section 3.2. Statistical information of the
underlying trading strategy is then included to esti-
mate the temporal uncertainty of trading decisions.
These distributions are introduced to identify the time
window in which a prospective order may be created
by a trading strategy so that emerging costs can be
predicted as precise as possible 3.4. In a final step,
the overall minimum trading costs are evaluated by
the analysis of all discrete trading paths over all pos-
sible combinations (section 3.5).

3 Minimizing trading costs

The identification of a selection strategy that maxi-
mizes the overall wealth not only depends on mini-
mal trading costs but as well on the question whether
the underlying market is efficient in regard to the
market-efficiency hypothesis [7]. While cointegrated
processes may be used to furtherly improve trading
results in inefficient markets, the following section fo-
cuses on the minimization of trading costs.

As there is a strong connection between distance
to the maturity and the spread of a contract, trading
costs can be predicted quote precisely. Figure 3 shows
the average development for six WTI contracts dur-
ing the last 180 trading days (maturities from July to
December 2015) and clearly reveals this correlated re-
lation. Not only the value but its volatility decreases
for near maturities which is the typical evolution for
the price structure [8]. The convergence to a spread
of 1‰ of the base price and enables almost exact es-
timates for the spread during the last months. The
spread oscillation is a result of liquidity discrepancies
between regular and irregular trading hours. As these
tremendous differences may generate a huge impact
on the overall performance of the trading strategy, the
contract selection is a crucial topic .
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Figure 3: Spread over the last six months to maturity
for WTI Mini contracts (top chart) and Nikkei con-
tracts (bottom chart)

Figure 3 clearly displays the advantage of short-
term contracts. However, as one contract per month
exists for WTI, it also reveals that at least the last
three contracts may have similar spreads at times.
Considering long-term trading strategies, the acqui-
sition of near contract positions create a high prob-
ability of necessary future rolls. This effect appears
even stronger for different Nikkei contracts. Although
there are frequently high spreads for distant futures,
the high fluctuation may yield opportunities as well.
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3.1 Spread composition analysis

High spreads are a symptom of market illiquidity.
However, they do not automatically represent a simi-
larly disadvantageous situations for both, buyers and
sellers. For example, it is absolutely possible that a
high spread of a future contract is an expression of a
low supply for either long or short positions in com-
parison to other contracts. Still, the other side may
offer attractive prices anyhow. That is the reason why
an alignment of spread structures of all contracts is
a reasonable step to identify trading opportunities.
Therefore, a robust estimation for evolutions of the
log prices is applied that generate the least absolute
residuals.

Let AFτt and B
Fτ
t be the ask and bid log prices of

Fτ at time t. The evaluation of the estimated log price
Xt+1 is given by

dXt+1 =minε∈R
∑
F∈F

max(Xt −At+1 + ε,0)+

min(Bt −Xt+1 + ε,0) . (3)

Figure 4 shows the application of the robust quote
estimation for the two presented WTI contracts. By
interpreting all current contracts, price evolutions are
computed that are placed between ask and bid prices.
This creates comparable quotes for all future con-
tracts. The differences of ask, bid and robust esti-
mation enables the separate rating of supply and de-
mand. For instance, the significant increase of the
spread at April 24 for the December contract is pri-
marily generated by an unfavorable ask price that
cannot be traced back to a general movement. The
bid price does not show any illiquidities in this case.
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Figure 4: Robust quote estimation

The resulting time series is mandatorily less
volatile than both, ask and bid quotes. It only con-
tains the minimum movement that both time series
make and is robust concerning every one-sided break.

This also enables to separate non-exploitable mean re-
verse tendencies from real mispricings. This property
will be used to evaluate under- and overvaluations in
chapter 4.

3.2 Relation between spread and matu-
rity

To formally include the remaining time span of a con-
tract, let D ⊂Z be the set of durations. Let dτ : T →D

with dτ (t) = τ − t be the remaining time span between
a time t and the maturity date τ of a future contract
Fτ .

Let dτ ∈D be the time interval between maturities
of two consecutive future contracts. It is assumed to
be constant for a future class (e.g. 1 month for WTI).

Let c : D→ R with c(d),d ≥ 0 then be the average
observed trading costs that incur d time steps before
the maturity.

Further, let

c(d) = c(0) + c(dτ)︸       ︷︷       ︸
Future roll cost

+ c(d + dτ)︸    ︷︷    ︸
Liquidation cost

∀ d < 0. (4)

be the trading costs for an exceeded maturity. Fu-
ture rolls consist of two trades: closing the expiring
position at the last valid point before the correspond-
ing maturity (t = c(0)) and re-opening the same posi-
tion in a the consecutive contract (c(dτ)). The actual
liquidation itself must be included as well and is de-
layed by dτ . Therefore, the overall trading cost is a
sum of three values as shown in equation 4. Figure
6 illustrates these additional future roll costs for ex-
ceeded maturities.
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Figure 5: The average trading costs c(d) over the last
50 days for WTI Mini contracts are displayed. An ex-
ceeded maturity results in additional trades by future
rolling. Therefore, the expected trading costs increase
considerably for t < 0.

It can be summarized that the a low future roll
probability opposes low trading costs – the least costs
will generally arise in a balance between these objec-
tives. The probability of future rolls not only depends
on maturities but is primarily based on the relation-
ship between maturity and trading frequency. There-
fore, statistical information about the trading strategy
must be evaluated.
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Figure 6: Overview over the evaluation pipeline that leads to a contract recommendation for a given trading
decision.

3.3 Statistical trading strategy evaluation

Depending on the trading strategy, prospective trad-
ing times may be perfectly predictable. Even if there
are no temporal connections, statistical methods al-
low the estimation based on past observations. Thus,
it is assumed that a probability density function of the
number of trades per time interval can be computed.
In this case, it is assumed to be normally distributed
with an average interval between two trades µ and a
standard deviation σ . These values enable the calcula-
tion of the number of trades up to a prospective point
in time. The time of the n-th upcoming trade is then
represented by a random variable tn ∼ N (t +nµ,nσ )
for the last observed trading time t. The expected
number of trades in an interval from s to t is t−s

µ with

a standard deviation of t−s
µ · σ .

3.4 Portfolio liquidation costs

Next to immediate trading costs, the attractivity of
contracts is strongly connected to the question how
expensive the liquidation of the acquired position will
be. This section focuses on the prediction of these
costs. A minimization procedure is introduced with
regard to the contract selection problem. It is based
on the evaluation of the following information:

• future contract positions in portfolio

• estimation of spread fraction (section 3.1)

• estimation of trading cost function c (section
3.2)

• statistical information frequency and volume of
the underlying trading strategy (section 3.3)

To connect the trading cost function c with the sta-
tistical information, we define v : T ×T ×T →R to be
expected trading costs. The value v(τ, t, s) displays the
trading cost estimate for a future contract Fτ at time
t at calcuation time s with s < t. These costs are inde-
pendent from s for this first researched method and
directly arise from the average observed trading costs:

v (τ, t, s) = c (τ − t) . (5)

The future trading costs can be predicted by con-
voluting the probability density function f (in this

case a normal-distributed approximation) and a given
estimate v. The temporal uncertainty rises with in-
creasing variance of the distribution for larger dis-
tances. This effect reduces the accuracy for more
distant predictions that reveals itself by observably
smoother movements representing the convolution
kernel. The function Cτ : T → R illustrates this re-
lationship and enables the estimation of transaction
costs of prospective trades at an approximate time t
with the information of time s by

E (Cτ (t) | Fs) = (f ∗ v) (t) (6)

=
∫ ∞
−∞

1√
2π

(
t−s
µ · σ

)2

· exp

− x2

2
(
t−s
µ · σ

)2

 · v (τ, t + x,s) dx. (7)

In summary, statistical information about the trad-
ing strategy, observed trading costs and the estimated
probability of future roll costs are weighted to cal-
culate the most likely trading costs for a prospective
trading decision.
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Figure 7: Estimated trading costs E (Cτ (t) | Fs) for fu-
ture Fτ 55 days before its maturity and σ

µ = 1
5 . Normal

distributions for three exemplary points (45, 25 and 5
days left) are schematically figured to denote the un-
certainty of the effective trading time.

The diverse trading cost effects are exemplarily
demonstrated in Figure 7. It shows predictions for
uprising trades for a future contract 48 days before
its maturity. While the anticipated market liquidity
prognosticates averagely lower costs up to 20 days be-
fore the maturity, the increased probability of future
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rolls yields higher estimates afterwards. While near
forecasts apparently embed short-term fluctuations,
estimated trading costs for distant trading events are
strongly smoothed.

Indeed, these predictions are only suitable to
calculate trading costs for discrete future contracts.
However, individual estimates can be applied to com-
pare different outcomes in complex scenarios of many
consecutive trading decisions. This enables the evalu-
ation of all potential executions and yields the oppor-
tunity of a trading cost minimization by prioritizing
these estimates. An efficient procedure to calculate
the optimal order in such a scenario is introduced in
the following.

3.5 Minimizing of portfolio liquidation
costs

In the following, the minimum liquidation costs by
partial successive trades of a given portfolio iares
measured. They are computed by an iterative calcu-
lation of optimal liquidation orders for sub-portfolios
according to the dynamic programming principle.
Starting with the complete portfolio, possible trading
decisions are converted to orders that are used to suc-
cessively remove positions. By comparing each path,
an optimal trading path can be evaluated for every
sub-portfolio and accordingly, for the empty portfo-
lio. The optimal first liquidation step for the given
portfolio is then revealed by the first step of the path
with overall minimum trading costs.

Let the set of necessary transactions for the full liq-
uidation of a given portfolio with N futures at time
t ∈ T be given by Lt = {L1

t ,L
2
t , . . . ,L

N
t } ∈NN

0 .
Let Cs (Lt) ∈R at time s ∈ T , s ≤ t be the estimate of

the trading costs for all transactions in Lt .
These transactions will happen at sequent points

in future. As described, their order and their costs are
predicted recursively. The remaining trading costs are
for an empty portfolio have obviously the value 0:

Cs (Lt) = 0 if Ljt = 0 ∀ j ∈ [1,N ]. (8)

For every sub-portfolio, there may be up to N + 1
actions for each upcoming trading decision:

• if the direction of the order (long or short) is
contrary to an existing position of the N given
futures, a position of Lt can be reduced (actions
will be indexed by j = [1,N ])

• choose a different transaction with minimal
trading costs that does not contribute to the
portfolio liqudation (indexed by j = 0)

The latter case might be reasonable if a future pro-
vides significantly better trading conditions, but it al-
ways increases the probability of future rollings as the
number of necessary liquidation steps remains from t
to the next trading decision at time t + µ. Therefore,
Lt+µ = Lt and accordingly

Cs
(
Lt+µ

)
= C (Lt) if j = 0. (9)

holds. In the other case, contracts of the future
with maturity τj are liquidated (j = [1,N ]). The gener-

ated trading costs E
(
Cτj (t) | Fs

)
contribute to the over-

all estimation. They are added to result of the costs for
the partial liquidation of the sub-portfolio.

Let the function L : ZN × F → Z
N represent con-

tract liquidation. For a given portfolio in Z
N , it re-

turns a portfolio with a reduced position in a specific
future of F. The overall trading costs are defined by

Cs
(
Lt+µ

)
= Cs

(
L
(
Lt , τj

))
+E

(
Cτj (t) | Fs

)
if j ∈ [1,N ]. (10)

The estimated costs E

(
Cτj (t) | Fs

)
for the liquida-

tion of the specific contract are added to liquidation
costs of the residual sub-portfolio L

(
Lt , τj

)
. These

cases can be summarized to one evaluation method
for the minimum liquidation costs:

Cs
(
Lt+µ

)
= minj∈[0,N ]



0 if Ljt = 0
∀ j ∈ [1,N ]

Cs (Lt) if j = 0
∞ if Lit = 0
Cs

(
L
(
Lt , τj

))
+

E (Cτ (t) | Fs) else.
(11)

Equation 11 contains four cases, three of them are
already explained. Only the third case which assigns
infinite trading costs to the acquisition of positions for
already liquidated contracts has not yet been men-
tioned. This (obviously wrong) estimate avoids the
examination of further transactions after a success-
ful liquidation. Thus, the resulting portfolio is always
empty and therefore, the recursive evaluation will al-
ways stop its calculation with case one (zero transac-
tion costs for an empty portfolio).

Every sub-portfolio can be reached by a finite
number of different order combinations. The dynamic
programming principle grants all possible paths to be
evaluated. The resulting trading path has the mini-
mum transaction costs according to all intermediate
predictions. All in all, O(tmax ·

∏|L|
i=1L

i
t) elements must

be calculated. The best path can then easily be calcu-
lated by backtracking.

The selection of the best liquidation points is un-
ambiguous for a single future when all future costs for
its contract are predicted. The best liquidation is di-
rectly specified by the order subset with the minimum
cumulated trading costs. The complexity arises when
several liquidations seem to be optimal at the same
time. The best compromise may significantly differ
from a greedy selection strategy. As every future gen-
erates a new dimension in our evaluation table, such
collisions become more probable when more futures
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are taken into consideration. The task of finding the
optimal path for a single future is trivial, the com-
plexity lies in effecting a compromise between con-
flicting future liquidations. The resulting path for one
future is directly specified by the subset of trades with
the minimal cumulated trading costs. However, pos-
sible collisions in which several transactions seem op-
timal at the time yield the problem of selecting spe-
cific ones. Therefore, the actual decision is based on
the evaluation of all further trading steps as well. It is
then given by the first trade of the best trading path.

The process of avoiding liquidations due to better
trading costs of other acquisitions extends the time
until the portfolio is cleared. Therefore, no finite
point in time can be identified and the theoretical
number of recursions has no limit. However, as future
roll costs cumulate for long-running positions, liqui-
dations of contracts near to their maturity are auto-
matically preferred. The recursive date extension will
not exceed tmax = max(s+ k ·µ,τk) with k successive
futures for this reason.

4 Mean reverse inefficiencies

The following researches focus on the relationship be-
tween a spot price St the concerning future prices Ft,τ .
We expect the future prices to converge to the spot
price St with a simplified cost-of-carry approach. The
differences are explained by specific general interest
rates rt,τ , so that

Ft,τ = St · ert,τ ·(τ−t). (12)

Several finance products are only traded as fu-
tures, so that spot prices must be approximated by the
evaluation of future prices. The following approach
averages interest rates between all future combina-
tions. The spot price can be extrapolated to the cur-
rent time:

rt,τ = avgi,j
lnFt,τi − lnFt,τj

τi − τj
(13)

The interest rates between spot prices and future
prices may strongly fluctuate in short periods. The
set of different contract prices is referred to as term
structure and several researches concerning its inter-
nal systematics have been proposed [9, 10]. As even
the smallest under- or overvaluations may be used to
enhance the performance of a trading strategy, an in-
effiency analysis is a crucial step during the future
selection process. For this purpose, it will be anal-
ysis whether cointegration between the related price
series exist. Different from pure arbitrage strategies,
there is no lower limit for the intensity of these in-
efficiencies. They do not need to be high enough to
counterbalance additionally emerging trading costs as
all trading decisions are already settled. However, the
success of this method does not only require the exis-
tence of mean reverse effects but also their persistence
to ensure a measurable predictability.

We assume the deviations from the average in-
terest rate drt,τ to be potentially inefficient. In case
of over- or undervaluations, mean reverse reactions
should be taken into consideration. Therefore, we
try to characterize the term evolutions of drt,τ by
Ornstein-Uhlenbeck processes with

drt,τ = θτ
(
µτ −drt−µ,τ

)
dt + στdWt (14)

The potential mispricings drt,τ converge to the
level µτ with the mean reversion speed θτ with a
standard Wiener process (Wt)t∈T . στ represents the
influence of random noise. The parameters of this
Ornstein-Uhlenbeck process are fitted with a maxi-
mum likelihood estimation [11]. The estimated ap-
proximation βt,τ can be used to introduce a future
counterbalance of mispricings to the average interest
rate in the calculation of v(τ, t,x) (see Equation 6):

βt,τ = Ft,τ · edrt+µ,τ−drt,τ (15)

v(τ, t,x) =

c ((τ − t)− x) + βt,τ for a buy
c ((τ − t)− x)− βt,τ for a sell

(16)

By the modification of v(τ, t,x), the acquisition of
a presumably overvalued future contract is penalized
in the same way in which a sell of such a future is fa-
vored.

5 Results

The objective to reduce trading costs in futures mar-
kets by selecting specific futures is targeted by two
introduced strategies. They are compared with the es-
tablished front month rolling strategy for a detailed
analysis. This evaluation is based on a Monte Carlo
simulation with 10000 tests for each strategy that are
based on sets of 100 random trading decisions each.
These simulations use real time data from the time
period from July 2015 to January 2016.
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Figure 8: Random portfolio series created by the first
50 trades of an exemplary simulation

Figure 8 shows the resulting portfolio after the
first 50 trades of a simulation with a constant volume
of one position. Accordingly, the shown portfolio evo-
lution requires 50 contract selections at preassigned
times. The result of the front month rolling strategy
is shown schematically in Figure 9.
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Figure 9: Portfolio evolution of front month rolling
strategy

Every color transition represents the change to the
subsequent future. Noticeable is the periodic process
in which no future is specifically preferred. As ev-
ery contract is applied for one month, the number
of trades is directly dependent from the trading fre-
quency during this period. There are always not more
than two different futures in the portfolio. This is
induced and without exception, because overlaps di-
rectly cause future rollings in this case.

-8
-6
-4
-2
0
2
4
6
8

0 10 20 30

Po
si

tio
n

40 50

Figure 10: Portfolio evolution of the minimum trad-
ing cost contract selection

Figure 10 shows the conversion of trading deci-
sions with the introduced minimum spread approach.
The preferred contract changes frequently and yield a
more diverse composition with occasional formations
with more than two contracts. The expected over-
all transaction costs are temporary estimated to be
the lowest for contracts whose maturity is more than
one month in the future, so that transactions partially
happen noticeably earlier.
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Figure 11: Portfolio evolution of the minimum trading
cost contract selection with the Ornstein-Uhlenbeck
modification

Mean reverse predictions are added to the se-
lection mechanism in Figure 11. The Ornstein-
Uhlenbeck model favors some maturities and leads
to situation where some futures are almost skipped.
This behavior seems likely as some futures might be
seen as under- or overvalued. Even small trading costs
might be no compensation in these cases.

The following research examines five different
strategies:

1. Front Month rolling strategy

2. Min Spread: strategy that minimizes trading
costs as described in chapter 3.5

3. Ornstein-Uhlenbeck: the minimum trading cost
estimation (chapter 3.5) with an additional
mean reverse expectation term calculated with
an Ornstein-Uhlenbeck model

4. Min Spread (SAB): Method 2, but all trading cost
evaluations are based on processed spread data
according to the ask / bid separation introduced
in chapter 3.1. The term SAB stands for a sepa-
rate ask / bid quote analysis during the selection
process.

5. Ornstein-Uhlenbeck (SAB): Method 3 with the
same ask / bid separation

Table 1: Performance of random sets of trading deci-
sions on three commodities measured in index points.

Return Front Month Min Spread Ornstein-Uhlenbeck

WTI 2.6695 2.5692 3.1958

Natural Gas -0.1542 0.0245 -0.0625

Silver 0.6951 1.0625 1.4265

Costs Front Month Min Spread Ornstein-Uhlenbeck

WTI 1.4896 1.4126 1.5533

Natural Gas 0.5045 0.3782 0.5913

Silver 1.2405 1.0863 1.5235

Return Min Spread (SAB) Ornstein-Uhlenbeck (SAB)

WTI 2.9684 4.1251

Natural Gas 0.3118 0.8352

Silver 1.2014 1.6495

Costs Min Spread (SAB) Ornstein-Uhlenbeck (SAB)

WTI 1.3840 1.7802

Natural Gas 0.5403 0.4821

Silver 1.2114 1.2247

Table 2: Performance of random sets of trading deci-
sions on three national index futures.

Return Front Month Min Spread Ornstein-Uhlenbeck

S&P 500 -31.8806 -28.4124 -19.1266

Nikkei 225 -760.1611 -680.2393 -580.1591

DAX -74.1688 -61.5443 -40.5191

Costs Front Month Min Spread Ornstein-Uhlenbeck

S&P 500 35.1198 30.9552 35.9812

Nikkei 225 712.1519 663.0504 634.9534

DAX 80.1419 70.4560 74.2401

Return Min Spread (SAB) Ornstein-Uhlenbeck (SAB)

S&P 500 -5.9915 4.1958

Nikkei 225 -531.0053 -579.5910

DAX -10.5242 20.5994

Costs Min Spread (SAB) Ornstein-Uhlenbeck (SAB)

S&P 500 32.7817 35.8914

Nikkei 225 649.9088 691.1145

DAX 70.1414 75.0079

The Tables 1 and 2 show the results of Monte Carlo
simulations for the different contract selection strate-
gies. Averaged returns and trading costs are depicted
for three commodities and three national indices. The
cells show cumulated values that are averaged over all
simulations with 100 trades each during June 2015 to
January 2016.

A return of -760 points with a cost value of 712
points (Nikkei, Front Month) i.e. implies an average
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loss of approximately 7 index points per trade that is
mainly created by a spread near 7 index points. The
loss is expected as the simulations are based on 100
random trades. The corresponding minimum spread
approach reduces the cumulated trading costs to 663
points and generated an average loss of 680 points for
the same 100 random trading events. The implication
of mean reverse tendencies generally increases trad-
ing costs, but nevertheless accomplishes higher re-
turns in five cases. These apparently contradicting re-
sults encourage the consideration that the term struc-
ture temporarily shows mean reverse inefficiencies.

The separation of spreads to supply and demand
achieves further trading cost reductions in some
cases. These are interestingly more noticeable in the
minimum spread approach, the Ornstein-Uhlenbeck
method hardly benefits in this category. The return
raises clearly in exchange in some cases. The front
month rolling strategy averages at a return of -74
points for the DAX index, but generates a win of
over 20 points for the improved Ornstein-Uhlenbeck
approach. Holding the same positions in different
contracts results in a difference of almost 100 index
points during the reviewed half year. Especially the
newly introduced trading cost separation enhances
the result in this case, raising it by approximately 60
points.

6 Conclusion

The selection of specific contracts is a mandatory step
in futures markets that may have a huge impact on
trading costs and return. Due to a complex spread
structure, there are conflictive reasons to acquire con-
tracts with near or distant maturities – the optimal
selection depends on many factors. This research op-
poses five different selection strategies that show con-
siderable disparities in their performance.

The study reveals that a statistical analysis of the
used trading strategy and its effects on the portfolio
evolution can significantly improve the performance.
Therefore, not only detailed analyses of trading times
and frequencies but also estimations of upcoming
trading costs are contributive. Of course, this advan-
tage requires trading events to be at least approxi-
mately predictable. The separate research on ask and
bid prices for buy and sell events furtherly improve

the trading performance. This holds for commodities
as well as for national index futures. The introduc-
tion of mean reverse motions after possible over- or
underreactions lead to higher trading costs as well as
to higher return in the Monte Carlo simulation. On
the one hand side, the objective of cost minimization
is degraded by the introduction of further influences.
On the other hand side, the consideration of over- or
undervaluations increases the average return and sug-
gests their existence in the reviewed interval.
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 Line start permanent magnet synchronous motor (LSPMSM) is one of the highest efficiency 
motors due to no rotor copper loss at synchronous speed and self-starting. LSPMSM has 
torque characteristics of both induction motor IM and Permanent Magnet Synchronous 
Motor-PMSM. Using Genetic Algorithm (GA) for balancing magnetic cost and for copper 
loss minimization, the magnetic sizes and geometry parameter of stator and rotor are found 
and manufactured for industrial evaluation. This article is also taking account practical 
manufacturing factors to minimize mass production cost. In order to maximize efficiency, 
an optimal design method of cage-bars and magnet shape has to be considered. The 
geometry parameters of stator and rotor can be obtained by an analytical model method 
and validated by FEM simulation. This paper presents the optimal rotor design of a three-
phase line-start permanent magnet motor (LSPM) considering the starting torque and 
efficiency. To consider nonlinear characteristics, the design process is comprised of the 
FEM and analytical method. During this study, permanent-magnets and cage bars were 
designed using the magnetic equivalent circuit method and the barriers that control all 
magnetic flux were designed using the FEM, and the tradeoff of starting torque and 
efficiency is controlled by weight function in Taguchi method simulation. Finally, some 
practical results have been obtained and analyzed based on a LSPMSM test bench. 
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1. Introduction 

Line start permanent magnet synchronous motor (LSPMSM) 
are well known as high efficiency motor due to outstanding 
advantages compared to other types of induction motor such as 
high efficiency [1-3], robust structure and high power density. 
LSPMSM has rotor cage and permanent magnet to maximum 
starting torque and efficiency because rotor bar loss will be 
minimized at synchronous operation. The LSPMSM can apply for 
many areas of ventilation and fan drives. Most of industrial drive 
motor can be replaced by LSPMSM high efficiency, it saves from 
3 to 5% energy of total electric motor consumption. However, it 
has some drawbacks of starting torque and efficiency performance 
based permanent magnet sizes and rotor structure. The stator 
consists of stacked steel laminations with windings placed in the 
slots whereas the rotor is made of  embedded permanent magnet 
that can vary from two to eight pole pairs with alternatenorth and 
south poles. In LSPMSM design, rotor magnetic structure has a 
significant effect of starting torque performances [4-6]. The 

torque of rotor cage is to speed up motor reach synchronous 
operation. The permanent magnet will pull rotor to synchronous 
speed with high efficiency. To maximize efficiency and starting 
torque, a practical optimal rotor structure have been implemented 
by Genetic Algorithm (GA) with different factors of cost, sizes 
and losses. The practical optimization is material and 
manufacturing cost of LSPMSM from 2.2kw to 11kW for mass 
production. 

2. Basic parameter of LSPMSM 

2.1. Electromagnetic design  

In order to determine operation points of permanent magnet 
circuit, some basic parameters of magnetic circuit have calculated 
in an analytical model. This point depends on remnant flux density 
and silicon steel material. In this paper, the magnet of LSPMSM 
has been carried out by analytical model in fig 1 and NdFeB35 is 
magnet material used due to its good thermal stability and remnant 
flux density (~1.3T) allowing its use in applications exposed to 
high temperature about 1800C. The flux density is estimated about 
0.88 T. 
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Figure 1 Magnetic properties of NdFeB35 

Based on the analytical method, some geometry parameters of 
stator and rotor can be calculated as follow chart in fig 2. An 
analytical model was undergone many calculation steps to define 
basic parameters. Based on torque volume density TVR from 20 
to 30 kNm/m3 [5], if we assume rotor diameter equal to rotor 
length, the rotor diameter D and length L sizes of LSPMSM is 
determined as follow: 

3 3

47.75
3.14R 25

4 4

TD L
TVp

= = =
´ ´

     (1) 

 

Figure 2 Calculation process 

In general, the design process of LSPMSM is similar to that of 
induction motor. The main parameters (such as outer diameter, 
rotor diameter, motor length, stator slot, air gap length) are defined 
by taken into account some practical factors with desired input 
requirements [3]. The main part of the process is to design the rotor 
configuration which is embedded permanent magnet. The PM 
configuration needs to create sufficiently magnetic voltage for 
magnetic circuit. In fact, there are some possible configurations 
sorted by the shape and position of PM inside rotor as listed below: 

 
Figure 3 LSPM PM configurations 

According to Ilhan Tairimer’s research in 2009 [4], the PM 
configuration has a great influence on motor efficiency. He also 
pointed out that the V-shape PM gives the highest efficiency. 
However, the decision on choosing PM configuration depends on 
the possibility of manufacturing it. In other word, the technique 
(includes the cost of procedure) and material properties are crucial 
criteria that impact the configuration selection. By considering 
them, the I-shape PM is applied in this design. 

Table I. Motor parameters 

Parameter Value Unit 
Air gap length 0.5 mm 
Stator inner diameter 155 mm 
Stator outer diameter 240 mm 
Rotor outer diameter 154 mm 
Rotor shaft diameter 40 mm 

Rotor/stator length 135 mm 
PM thickness 8 mm 
PM width 60 mm 

Number of PM piece 4 - 

Stator slot 36 - 

Slot space factor 0.48 - 

Air gap flux density 0.95 T 

speed 1500 rpm 

Copper and iron losses are determined efficiency and copper 
losses in stator winding are biggest, other losses are also calculated 
and shown in Table II. 

Table II. Loss calculation 

Loss Value Unit 

Copper loss 160.5 W 

Stator teeth loss 8.1 W 

Stator yoke loss 7.6 W 

Bearing loss 12.0 W 

Windage loss 14.4 W 

Additional loss 6.4 W 

Total loss 219 W 

Efficiency 94.5 % 
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Some layout of LSPMSM with I-shape are shown in fig 4 due 
to manufacturing technologies and high flux density in air gap of 
this rotor configuration. 

 
Figure 4 Layout of LSPMSM rpm with different magnet sizes 

3. Optimal design of LSPMSM by genetic algorithm 

To apply the GA approach, an objective function has to be 
defined to evaluate how good each motor design is. This objective 
function may include all the geometrical dimensions of the motor 
and a large subset of constraints (geometrical constraints) have to 
be formulated to ensure the physical feasibility of the motor. 
LSPMSM efficiency is determined as in (2): 

                    𝜂𝜂 = 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜+∑𝛥𝛥𝑃𝑃

                                    (2) 

With: 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜  is output power which is calculated by: 

𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑛𝑛𝐷𝐷𝐷𝐷.𝑀𝑀𝑇𝑇
9.55

                                    (3) 

𝑛𝑛𝐷𝐷𝐷𝐷: motor speed in steady state (rpm) (determined by FEA) 

𝑀𝑀𝑇𝑇: load torque in steady state (N.m) (determined by FEA) 

∑𝛥𝛥𝑃𝑃 is total loss in motor. 

∑𝛥𝛥𝑃𝑃 = 𝛥𝛥𝑃𝑃𝑠𝑠𝑜𝑜𝑠𝑠𝑜𝑜𝑜𝑜𝑠𝑠 + 𝛥𝛥𝑃𝑃𝐹𝐹𝐹𝐹 + 𝛥𝛥𝑃𝑃𝑚𝑚𝐹𝐹𝑚𝑚 + 𝛥𝛥𝑃𝑃𝑠𝑠𝑎𝑎𝑎𝑎            (4) 

𝛥𝛥𝑃𝑃𝐹𝐹𝐹𝐹  core loss in stator and rotor laminations (by FEA) 

𝛥𝛥𝑃𝑃𝑠𝑠𝑜𝑜𝑠𝑠𝑜𝑜𝑜𝑜𝑠𝑠  mechanical loss 

𝛥𝛥𝑃𝑃𝑠𝑠𝑜𝑜𝑠𝑠𝑜𝑜𝑜𝑜𝑠𝑠  additional loss 

In order to evaluate efficient objective in 10 scale, the 
objective function is determined by the following: 

G1 = 1 + 9 ∗ (1 − 𝜂𝜂)                                  (5) 

When   η = ηmin = 0 function value will be 10 

 η = ηmax = 1 function value will equal to 1 

Second objective function is permanent magnet volume 
function. 

Due to the motor is considered in 2-D planar environment, the 
permanent magnet (PM) volume calculation is transformed into 
PM cross-sectional area and PM stacking length is considered 
constant. 

To evaluate this objective in 10 scale, objective function is 
determined by the following:  

G2= 1 + 9
𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚−𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚

. (𝑆𝑆𝑛𝑛𝑚𝑚 − 𝑆𝑆𝑚𝑚𝑚𝑚𝑛𝑛)                        (6) 

Finally, the cost function 

1 1 2 2Cos t W Wε ε= ⋅ + ⋅                             (7) 

Where:  

1 1( 1)Gε = −  error of efficiency target 

2 2( 1)Gε = −  error of magnet volume target 

1 2,W W  weight factors. 

Because the permanent magnet cost is more important than 
other components, the factors are selected 1W =0.8 and 2W =0.2. 

4. Optimal results comparison 

4.1. Optimized Program Results 

Cost factors can be obtained from magnet sizes, based on those 
results, optimal design parameters will be determined in Table III. 

Table III. Cost factor results 

 No Rib (mm) Lm (mm) Wm (mm) 
  

Cost 

270 1.35 2.595 54.13 0.57922 

323 1.828 2.615 55.03 0.58458 

190 1.542 2.5 58.25 0.58826 

273 1.756 2.657 54.27 0.58846 

157 1.782 2.735 51.98 0.59382 

320 1.887 2.57 58.45 0.60239 

317 1.497 2.685 49.52 0.60727 

327 1.313 2.622 57.71 0.60985 

382 1.889 2.913 48.7 0.6134 

301 1.281 2.926 49.09 0.61626 

245 1.498 2.95 49.11 0.61809 

184 1.002 2.92 48.25 0.61933 

213 1.666 2.975 48.49 0.62213 

123 1.483 3.062 46.76 0.63403 

375 1.015 3.06 47.41 0.63436 

282 1.923 2.818 55.09 0.63493 

251 1.89 2.632 60.08 0.6444 

221 1.087 2.785 47.14 0.64621 

163 1.822 2.934 53.06 0.64817 

244 1.679 3.188 44.48 0.65168 

The optimized value distribution results are obtained by 
the following figure 5.  

 
Figure 5 Distribution of optimized value of LSPMSM 7,5 kW 
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The optimized value is 270 which has the cost valued equals to 
0.5792. 

4.2. Revaluate optimized results 

With the optimized results: 

Rib = 1.35 (mm), Lm=2.595 (mm); Wm = 54.13(mm) 

The volume has been decreased 2.5 times compared to original 
design, notice that PM depth is still unchanged. 

𝑉𝑉𝑛𝑛𝑚𝑚
𝑜𝑜𝑜𝑜𝑜𝑜 < 𝑉𝑉𝑛𝑛𝑚𝑚 

In order to be convenient to compare, another results will be 
shown between before and after running optimization program. 

After running simulation by electromagnetic circuit model 
with optimized parameters, the results are: 

a) Flux density and e.m.f 

 

 

Air gap flux density after optimization is smaller than before 
due to the decrement of PM width. This proves motor doesn’t 
require large PM energy as before optimized results. 

𝑊𝑊𝑚𝑚
𝑜𝑜𝑜𝑜𝑜𝑜 < 𝑊𝑊𝑚𝑚 

𝐵𝐵𝑔𝑔
𝑜𝑜𝑜𝑜𝑜𝑜 < 𝐵𝐵𝑔𝑔  

 
Figure 8 Comparison between e.m.f before and after optimization 

Optimized e.m.f is smaller than before optimization 
corresponding to smaller air gap flux density. Electromagnetic 
force will cause negative effect of braking torque and dynamic 
characteristics will be better, faster starting time with the same 
load torque. In the other hand, peak wave shape will be smoother. 

 
Figure 9 Comparison between speeds starting characteristic before and after 

optimization 

Speed starting characteristic of LSPMSM 7.5 kW after 
optimization is much better than the previous value with faster 
stable speed and less ripple. 

 
Figure 10 Comparison between speed starting characteristic before and after 

optimization 

Torque starting characteristic of LSPMSM 7.5 kW after 
optimization is also better than before optimization value, with 
smaller torque ripple amplitude. It can also be considered from 
speed starting characteristic. 

 
Figure 11 Comparison between starting current before and after optimization 

From the figure, it can be seen that the starting current after 
optimization is smaller than the before value but higher steady-
state value due to higher power factor. 
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Figure 11 Efficiency and power factor after optimization 

According to figure, it can be seen that, after optimization 
parameters provide higher efficiency. Smaller power factor is 
caused by the remarkable reduction in PM volume after 
optimization, however, the new value satisfies requirement that 
power factor has to be higher than 0.85. 

cos 𝜑𝜑𝑠𝑠𝑠𝑠𝑜𝑜𝐹𝐹
𝑜𝑜𝑜𝑜𝑜𝑜 < cos 𝜑𝜑𝑠𝑠𝑠𝑠𝑜𝑜𝐹𝐹                            (9) 

5. Calculate temperature rise using thermal model 

There are currently some thermal models can be applied to 
calculate operating temperature of motors. In this research, we 
chose Lump parameter model [5] to calculate temperature rise of 
8 common motor nodes due to its uncomplicated method and 
rough precision. 

 
Figure 12 IPM thermal model network 

For simplicity, it proposes some following assumptions [3]: 

- The heat flows from the slots to the teeth but not directly to the 
yoke. 

- The temperature of copper is assumed constant in every cross-
section of the winding, but it varies in the axial direction. 

- In the tooth, the temperature is assumed constant 
in the axial direction. 

- Resistive losses are distributed uniformly in the winding. 

In order to evaluate the temperature rise, we firstly calculate 
individually thermal resistance of motor parts, which is affected by 
its material and parameters. Then by taking them into the following 
equation with particular losses, we obtain the temperature of each 
desired node: 

Table IV Temperature calculation results 

Tc T1 T2 T3 T4 T5 T6 T7 T8 

50 50.0 50.7 51.1 56.0 56.4 68.8 71.0 71.2 
 

If the coolant temperature is assumed to be 50 0C, temperature 
of the hottest points (usually the permanent magnet and bearings) 
are under 71 0C. That means with air cooling, the temperature rise 
is 21 0C at maximum. This result allows the PM to operate well 
and gets rid of demagnetization. 

However, this design is still not really reliable. To validate the 
design, we’ll input all these parameters into RMxprt to see if the 
output is matched or not.  

Using all the calculated parameters and initial input (rated 
speed, rated voltage, rated output power) as input for RMxprt, we 
obtained the operating statistic of the motor. Because the design 
of permanent magnet can have major influence on the motor. An 
insufficient size of PM could force the magnet to operate in higher 
flux density which is not recommended or even not adapt the rated 
output power if the value exceeded remnant flux. Thus, what we 
must care most about are output power, RMS line current, 
efficiency and magnetic data. 

6. FEM Model Results 

FEM has been applied to investigate magnetic performance of 
LSPMSM design. The flux density of stator and rotor has been 
validated by FEA model for one pole in fig 5. Flux density curve 
vs rotor angle is shown in fig 6. Average values are 0.5 tesla in 
good agreement with calculation. 

 
Figure 13 Flux density distribution 
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Figure 14 Flux density in air gap results 

Magnetic circuit is obviously not saturated and magnet flux 
density is also adequately high. That allows the motor to operate 
in overload mode which has not been defined yet. 

Torque and efficiency of LSPMSM design play an important 
role on implementation of this motor. The torque curves of rotor 
cage, magnet and motor are shown in fig 7. 

 
Figure 15 Torque of cage, magnet and motor results 

Efficiency of  91% with 10% overload in fig 8. The power shaft 
is 8 kW started direct from grid. From those results can be 
concluded that LSPMSM is higher efficiency with IE 2, 3 than 
induction motor. Total cost of LSPMSM is more expensive than 
IM but lower operation cost of electric energy can help LSPMSM 
payback in short time. 

Temperatures of rotor and stator tooth, yoke and windings have 
been calculated under natural convention. The results of analytical 
and model are good agreements.  

 
Figure 18 Temperatures of stator and rotor 

7. Hardware test bench setup 

Rotor magnetic slots have manufacture by wire cutting after 
die-casting rotor bars and shaft assembly as fig 9. 

 
Figure 16 Rotor magnet slots  

The whole hardware of LSPM motor was built together as fig 10. 

 
Figure 17 Hardware of LSPM motor 

In order to control air gap of rotor and stator, adjustable screw 
have used to change stator position in three sides. The rotor shaft 
was connected to encoder to measure speed of motor though NI 
card and LabVIEW software. Especially, it can measure the 
dynamic speed performances to validate period of time for speed 
synchronizing. The LSPM motor was setup to evaluate 
synchronizing speed under different load and voltage by 
autotransformer of 10 kW. The transient time for constant speed is 
less than 0.8 second.  

 
Figure 19 Experiment results of LSPMSM test 
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8. Conclusion 

The paper has presented a comprehensive design of a 
LSPMSM for industrial applications. The design was calculated 
by analytical method, validated by Ansysmaxwell software. 
Particularly, thermal calculation was carried out to assure that the 
permanent magnet cannot be demagnetized under steady 
operation. Optimal design parameters have been calculated by GA 
program. Those results have evaluated by analytical and model 
methods. The hardware test bench has been built to evaluate 
synchronizing speed under different loads. The GA program 
results are LSPMSM design and manufacture cost with lowest 
price for mass production similar induction motor prices and 
transfer to industrial companies. 
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 Multiprocessor Systems-on-Chip (MPSoC) allow the implementation of heterogeneous 
architectures with a high integration capacity. In recent years, computational requirements 
MPSoC are increasing exponentially. This complexity, coupled with constantly evolving 
specifications, has forced designers to consider intrinsically flexible implementations. 
Deploying applications typical of multimedia domains is difficult, not only due to the 
heterogeneous parallelism in the platforms, but also due to the performance constraints 
that typify these systems. An application can be modeled as a set of cooperative tasks. A 
task can be implemented in software or in hardware depending on its complexity and the 
involved cost. Our proposal is a fault tolerance approach which combines the results of a 
performance model and a technical’s fault tolerance. We interest of the dynamic migration 
task to resolve the Fault-Tolerant for Multiprocessors Embedded System. We exploited an 
example of multimedia application (MJPEG decoder) to find optimal Fault tolerance 
systems. Our aim in this paper is to exploit the classic technique of fault tolerance. The 
solution chosen is the transformation of software processing into hardware processing.  
And also, exploitation of hybrid models (simulation/analytics). The goal is to have a Fault 
Tolerant Embedded System. 
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1. Introduction 

This paper is an extension of work originally presented in 11th 
International Design & Test Symposium, IDT 2016 [1]. 

Multiprocessors System-on-Chip (MPSoC) is a system that 
contains several heterogeneous processors interconnected around 
advanced communication architecture as a Network on Chip 
(NoC). Nowadays, Multimedia applications use MPSoC 
architectures in order to achieve high performance. These 
architectures may include different types of computation units 
(DSP, Microcontroller...) and use different diagrams of 
communication.   

We distinguish in the literature [2,4] three design approaches for 
MPSoC: (1) platform based design, (2) components based design 
and (3) synthesis system. In this paper we are going to focus on the 
first approach that targets the implementation of an application on 
configurable prototype architecture.  

We follow along our work the MPSoC hardware/software 
design flow proposed by [5]. The software and the hardware are 
then gradually refined and simulated on four levels of abstraction. 
These levels are System Level, Virtual Architecture, Transaction 
Accurate and Cycle Accurate. System Level (SL) is the highest 
level of design flow. It provides an environment for parallel 
execution. The application is described as a set of processes that 
exchange data only through the FIFO blocking point to point. 
Virtual Architecture (VA) level is more detailed than the standard 
SL. The major difference is that it includes information on the 
architecture. For abstracting the underlying hardware architecture, 
the code of tasks using APIs known as HdS (Hardware dependent 
Software). Primitives of these APIs (ex. Send/Receive) access to 
explicit communication components. Transaction Accurate (TA) 
level is the second intermediate level. In this level, the tasks are 
linked to an Operating System (OS) and a library of 
communication to implement the communication and 
management services tasks. This software layer uses primitives of 
Hardware Abstraction Layers (HAL). The data transfer uses 
explicit addresses. The hardware platform is more detailed, 
including a communications network, the devices accessed by 
HAL-API, and an execution model of abstract processor. Cycle 
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Accurate (CA) level is the lowest level. At this level, the HAP-API 
is implemented. This implementation is done by adding a HAL 
software layer and a processor for each sub-system (for example, 
we create an implementation and a model for ARM, MIPS, and 
SPARC...).  

Figure 1 Typical architecture of MPSoC systems 

Figure 1 present a typical architecture of MPSoC which is 
composed by software and hardware nodes connected by a 
communication network. Hardware nodes are component which 
does not have the ability of programming. A communication 
network connects all the nodes together. Software nodes provide 
the execution environment for applications tasks. 

The software node is structured into several layers: 

• Application Layer, this layer represents a set of tasks of the 
application which are carried out in parallel, in order to profit to 
the maximum of the parallelism offered by architecture 
multiprocessors. This layer communicates with the software node 
by calling on primitives of the operating system (OS). 

• The Operating System OS, the operating system makes it 
possible to provide an interface between hardware equipment and 
the application. 

• Libraries, the objective to use the library of communication 
is to call on the channels of communication and to use the various 
features of the library C standard and the library of mathematics. 

• Hardware Abstraction Layer, this layer makes it possible the 
operating system to interact with the material peripherals on a level 
abstract rather than on a detailed material level.  

The motivation of the paper is to explore the design space 
(Design for Space Exploration DSE) by early in the design cycle. 
We present in this paper a methodology for the migration of a 
software task in hardware component of a multimedia application 
at Transaction Accurate level and at Cycle Accurate level. The 
chosen application to illustrate our approach is the MJPEG decoder 
that is characterized by its high treatment density and important 
data exchange. This paper is organized as follows. Section 2 
presents the related work. Section 3 gives an overview of Fault-
Tolerant in Embedded Systems (MPSoC) approach. Section 4 
presents the experimentation of MJPEG Decoder, with the 
objective to show the efficiency of our approach. 

We propose in this paper an extension of the paper conference 
(IDT 2016) [1].  Mainly, we have added the following parts: a)  An 
advanced synthesis on related works, b)  A  detailed  description  
of  our  dynamic  migration  approach  (based  on  Fault-Tolerant  

in Embedded Systems (MPSoC)), and c)  A series of experiments 
to illustrate the effectiveness of our approach. We  have  added  
some  experimentation  that  shows  the  effectiveness  of  our  
approach.  The MJPEG decoder (which is a refresh application) is 
chosen to get me the dynamic migration efficiency. The IDCT task 
is chosen to show the gain during dynamic migration of the 
software to the hardware. 

2. Related works  

Due to the complexity of multiprocessor systems, the 
probability of failure is all the more important that it requires 
special consideration. Indeed, during a failure, a part of the 
application state disappears and the application may pass in an 
inconsistent state that prevents it from continuing normal 
execution. To perform effectively and properly, it must withstand 
stresses related to the execution environment. It must be able to 
tolerate the failure of one or more components. Fault tolerance is 
the property that keeps the smooth functioning and continuity of 
the system during a failure. So the intensity of the fault is not 
proportional to the decrease of the system load operation since 
found contents a very small mistake can cause a total blockage in 
a system designed.  

There are many causes for failures in distributed systems. In 
[2], the author focused on solving crash failures in GRID 
computing, their proposal aims to ease the process of recovery 
when system failures are detected at runtime avoiding the necessity 
for application restarts. Their proposal works through a set of 
services that performs transparent task migration over the 
computing nodes, hiding the complexity related with error 
handling when a hybrid programming model based on Open MPI 
and OpenCL is employed.  

In [3], the author proposes scheduling algorithm of the adaptive 
fault tolerant tasks which is a combination of two fault tolerant 
algorithm TMR (Triple Modular Redundancy) and DMR (Dual 
Modular Redundancy) and it also benefits from EDF and LLF task 
scheduling algorithms for decreasing miss rate of tasks. The main 
goal of these algorithms is to find a proper tasks assignment on the 
cores and tolerate processing component failures which could 
either be homogeneous or heterogeneous, so this algorithm is more 
perform than DMR and TMR methods in average 35% which can 
guarantee the proper execution of running tasks and reduce the 
total time of task execution.  

In [4], the authors proposes an offline task remapping 
technique to minimize the communication energy and task 
migration overhead of an application mapped on a heterogeneous 
multiprocessor system for all processor fault-scenarios. This 
technique involves two steps: the first is communication Energy 
driven Design Space Exploration (CDSE) to select an initial 
mapping and the second is communication energy and Migration 
overhead aware Task Mapping (CMTM) for different fault-
scenarios. The results show that the proposed CDSE  reduces space 
exploration time of Conception 99% and the reduced energy 
CMTM 35% average communication and migration over by an 
average of 20% for all scenarios of single and double faults 
compared to tolerance techniques existing faults.  

 In [6], the authors proposes  a design flow to explore mapping 
strategies and shape of the NoC network to improve 
synchronization performance and the power consumption, then for 
each step of the flow they used a heterogeneous platform (PC and 
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FPGA) to fulfill them. The exploration flow is provided to help 
designers NoC to choose a technique appropriate mapping tasks on 
a NoC appropriate form for a particular application. The 
experiments demonstrate that the most appropriate task mapping 
strategy and the most suitable NoC shape strongly depend on the 
algorithm used. Depending on the timing latency results obtained 
and the FPGA resources used, the designer can select the 
appropriate task mapping strategy on the suitable shape in a short 
exploration time and with precise timing evaluation.  

In [5], the author proposed a methodology to master the migration 
process at transaction level and they demonstrate the various levels 
of the design process to deals with the impact of task migration as 
an alternative to meet performance constraints in the design flow. 
And, they use a SDF3 tools to provide performance estimation at 
transaction level. Using the SDF3 tool, the authors model a 
multimedia application using SDF graphs. Secondly, they target an 
MPSoC platform. The authors take a performance constraint to 
achieve 25 frames per second. 

Table 1: synthesis works of fault tolerant 

  [3] [4]  [5]  [6]  [7]  [8] 
GC ++ - - - - - - - - -- 

MPs - - ++ ++ ++ ++ ++ 
AM - - - - - - - - ++ -- 
SM - - - - - - - - ++ -- 
OS - - ++ + + ++ + 
SMt ++ - - ++ ++ ++ -- 
DMt ++ - - ++ ++ ++ ++ 
IPb - - - - - - ++ ++ -- 
FT ++ ++ ++ ++ - - + 

GC: Grid computing        SMt: Static Migration task 
AM: Analytic Model         DMt: Dynamique Migration task 
SM: Simulation Model      IPb: IP blocks 
OS: Operating Systems, FT: Fault-Tolerant, MPs:MPSoC 
systems 

In [7], the team of Tahir maqsood are conducted a detailed 
quantitative evaluation of the selected dynamic task mapping 
algorithms for NoC based MPSoCs for a wide range of mesh sizes 
with varying task and communication loads. Comparisons are 
conducted with varying network load, number of tasks, and 
network size for constantly running applications. Moreover, they 
propose an extension to communication-aware packing based 
nearest neighbor (CPNN) algorithm that attempts to reduce 
communication overhead among the interdependent tasks. The 
results indicate that proposed mapping algorithm reduces 
communication cost, average hop count, and end-to-end latency as 
compared to CPNN especially for large mesh NoCs. And the 
proposed scheme achieves up to 6% energy savings for smaller 
mesh NoCs. Finally, results of formal modeling indicate that 
proposed model is workable and operates according to 
specifications. 

Synchronous Data Flow SDF is a particular case of the data 
flow and Petri network. Formalism SDF is often used for the entire 
predictable systems, in which the number of samples of data 
consumed and produced by each node with each execution, is 

specified a priori. Graphs SDF constitute the central element of 
modeling by SDF3 [8]. Moreover, SDF3 tool integrates several 
commands, for each one has a precise function. Indeed, the 
command sdf3flow is most interesting of tool SDF3 since it makes 
it possible to deploy an application graph with a constraint on 
architecture graph [9]. 

System on Chip Library (SoCLib) is an open platform for the 
virtual prototyping of MPSoC systems. SoCLib is a tool based on 
the simulation which it allows the development of platforms of 
virtual prototyping and facilitates the exploration of architectures 
by means of software tools to conceive embedded applications and 
of library Open Source is made up of models of high level 
simulation written in SystemC for the material components, which 
allow fast simulations [10].  

Following our synthesis established in Table 1, we propose to 
use the contributions proposed in the paper (4) and paper (5), 
which we will be useful to propose a new fault tolerance approach 
based on dynamic migration for Embedded Systems.  

3. Fault Tolerance Approach for Embedded Systems 

Fault tolerance approach for embedded systems multiprocessor 
(Multiprocessor System on Chip MPSoC), combines the results of 
a hybrid model (proposed by LIP2 laboratory, in [6]) and a 
technical fault tolerance that is based on the dynamic migration. 
This approach provides an effective solution to the current 
problems of modern embedded systems.  

 
Figure 2 Fault tolerance approach for Embedded Systems 

Our Fault tolerance approach for Embedded Systems is 
structured in three steps: 1) implementation of input models 
(Hubrid model, Dynamic migration technique, Fault tolerance 
technique), 2) performance synthesis and 3) Elaboration MPSoC 
Fault Tolerant. 

3.1. First step: Input Models 

The first step shows the essentials components of our approach 
citing hybrid model and fault tolerance techniques based on 
dynamic migration. The hybrid model (MH) resulting 
hybridization of two performance estimation methods: Analytical 
Method (MA) and Method based on simulation (MS).  This model 
allows the exchange of information between the two methods MA 
and MS through an intermediate bonding layer whose goal is to 
treat various types of systems and reduce the time estimation and 
evaluation of performance and a low error rate.  So, the aims of the 
MH model, is to combine the strengths of both MA and MS 
methods.  

Note that the analytical method is characterized by the speed 
of optimal solution.  It is based on the exploitation of SDF graph, 
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this formalism to model the software applications, hardware and 
software requirements for deploying tasks on hardware resources. 
The analytical model used in this approach is a synchronous data 
stream which is a particular case of the data stream (Data Flow) 
and Petri network, to generate the mapping of the software 
application on the hardware platform, not only but also the usage 
rate of hardware resource which can be regarded as performance 
indicators.  

 The simulation-based method is characterized by the precision 
of the results. So in this model the designer must perform three 
tasks: Define the structure of the software application, Set the 
hardware architecture and Check the deployment of the software 
application on the hardware platform.  Concerning technical fault 
tolerance that is based on dynamic migration, we propose to use 
migration software / hardware in a multiprocessor architecture, as 
a solution for fault tolerance. 

3.2. Second step: performance synthesis 

For the second step is the synthesis step we will make a 
complete architectural exploration of which will choose a 
multiprocessor hardware architecture by specifying these settings, 
A software application and we will follow the simulation and 
implementation of this application on the architecture while 
retaining control over the brutal mistakes that makes system 
failures.  

3.3. Tree step: Elaboration MPSoC Fault Tolerant 

The last step of our approach that will get a MPSoC fault 
tolerant. This step involves a component fault monitor CCP noted 
that the state's objectives of monitoring the system running. This 
hardware component in two missions which should take care of: 
detecting hardware failures and handling. CCP's interest is to 
eliminate any dependency on the rest of the system, consequently 
control failures will be independent of the processing part or in 
cases of failures remains functional and it keeps the 
communication is with the rest of system or with the outside 
(network).  At the end of our proposed approach to fault tolerance 
in embedded systems multiprocessor allows to restructure the 
system into two subsystems:  the first subsystem dedicated to the 
execution of the application and the second a dedicated subsystem 
fault tolerance. 

Migration is the solution for fault tolerant problem in MPSoC. 
The dynamic migration is structured on four steps: (1) modeling 
software by KPN; (2) mapping and execution; (3) performance 
evaluation migration. 

• Modeling software by KPN  

First of all, we have modeled a software application on a target 
multiprocessor architecture. The application is a set of tasks 
interconnected by communication channels (FIFO) each 
architecture used contain one or more hardware accelerators where 
migration can be activated for critical tasks. And, we also fix the 
performance constraints that must be satisfied. 

• Mapping and execution 

In the second step, we make mapping of the software part 
on the hardware platform that contains the hardware 
component. We rely on profiling results of the 
application to detect the task requiring migration. This 
task will be transformed into hardware coprocessor to 
accelerate the processing of the complete system. 

• Performance evaluation of Migration 

To migrate a task from the software to a hardware accelerator, 
we propose three steps that need to be gone through: 
(1) Hardware description, it is to design a hardware 
component and integer throughout the MPSoC 
system; (2) The instantiation of the task as a hardware task; (3) The 
deployment of the task as hardware task. 

When you decide to execute hardware a task, we start the 
backup from its current state including the control and the task 
selected in the shared memory information. 
Then the task migrated will be deleted or suspended 
on the source tile. 

4. Experimentation: MJPEG Decoder 

The figure 3 present Our architecture is formed by two processors 
ARM, a coprocessor for the TG task, a coprocessor for the 
RAMDAC task and a coprocessor for the migrate task. 

 
Figure 3 Architecture Hardware Platform for Embedded systems 

 One has validated the Fault Tolerance Approach for 
Embedded Systems using a Motion JPEG decoder. One wants to 
find an implementation of the MOTION JPEG decoder realising 
25 frames per second (fps) as a functional constraint and using 
50MHz processors as a non-functional constraint.  The MOTION 
JPEG decoder reads a stream of JPEG images from an input 
peripheral: a traffic generator named TG and writes pixels on an 
output peripheral: a digital-to-analogue converter named 
RAMDAC. The first functional bloc DEMUX dispatches the input 
stream to the other blocs. The decoding chain (Fig. 5.a) begins with 
the decompression bloc (VLD), then the zigzag rearrangement 
bloc (ZZ), followed by the inverse quantification bloc (IQ). 
Finally, the stream passes to the inverse discrete cosine 
transformation (IDCT).
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Figure 4 Fault Tolerance Approach for Embedded Systems
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One has validated the Fault Tolerance Approach for 
Embedded Systems using a Motion JPEG decoder. One wants to 
find an implementation of the MOTION JPEG decoder realising 
25 frames per second (fps) as a functional constraint and using 
50MHz processors as a non-functional constraint.  The MOTION 
JPEG decoder reads a stream of JPEG images from an input 
peripheral: a traffic generator named TG and writes pixels on an 
output peripheral: a digital-to-analogue converter named 
RAMDAC. The first functional bloc DEMUX dispatches the 
input stream to the other blocs. The decoding chain (Fig. 5.a) 
begins with the decompression bloc (VLD), then the zigzag 
rearrangement bloc (ZZ), followed by the inverse quantification 
bloc (IQ). Finally, the stream passes to the inverse discrete cosine 
transformation (IDCT). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5: (a) Motion JPEG decoding principle, (b) model of Motion JPEG 
decoder, (c) 1st parallelization solution, (d) 2nd parallelization solution  

Based itself on migration diagram presented in Fig. 4, we 
transform the software task IDCT to hardware component. The 
validation of hardware IDCT is carried out in two stages. The first 
is the validation of behavioral IDCT; by comparing the results of 
the implementation software IDCT in C with the equipment in 
SystemC. The second step is the validation of the communication 

interface that interconnects IDCT block with the rest of MPSoC 
system. The integration is made by adding a software/hardware 
channel between VLD-IDCT and a hardware/software channel 
between IDCT-LIBU. We limit ourselves to adapt to existing 
protocols KPN channels to have a coherent refinement. We have 
structured hardware IDCT component on three layers: (1) an 
adapter for easy connection to the rest of MPSoC system, (2) the 
interface module that manages the exchange of data between 
SystemC module and the rest of system, and (3) the true behavior 
of hardware component. The interface module is composed of two 
SystemC modules Write and Read, and two FIFO with finite sizes 
(64 KBytes). Write module written in the first FIFO data from the 
VLD. Read module permits to read the data processed by IDCT 
and sends it to the LIBU. Primitives wait (t_Write), wait (t_Write) and 
wait (t_IDCT) allow modeling of execution time modules 
respectively Write, Read, IDCT.  

For aim of determining the timing of hardware IDCT and 
functions Write and Read on target technology (Xilinx, Altera ...), 
we explored GAUT tool, which is among architectural synthesis 
tools under constraints. For a cadence = 100ns and period = 10ns, 
the execution time of the IDCT is t_IDCT = 100ns for the treatment 
of Macro-Block (8 × 8 pixels). We estimate that the execution 
time of each module Write and Read are equal and is t_Write = t_Read 
= 10ns.  

2) Performance migration at CA level 

The architecture that we synthesize at Cycle Accurate (CA) 
level is relative to the constraints laid down at the beginning of 
the problem. The first constraint is the functional constraint on the 
decoding speed of 25 frames per second (25 fps). The second 
constraint is the non-functional constraint on the platform that 
uses MIPS processors running at 50 MHz. The Operating System 
Mutek is a multiprocessor multithread kernel supporting POSIX 
APIs. This Mutek kernel proposes FIFO based communication 
layer allowing KPN communications. It includes three different 
schedulers. In the Symmetric Multiprocessor (SMP) kernel, there 
is only one scheduler allowing the KPN processes to migrate 
between processors. The Asymmetric centralized Scheduler 
(Non_SMP_CS) is only one scheduler affecting statically 
processes to processors. The Asymmetric distributed scheduler 
(Non_SMP_D) instantiates one scheduler to every processor and 
the processes are statically affected to processors. The design 
space exploration synthesis of kernel scheduling policies and 
software/hardware mapping are presented in Table 1. This table 
summarizes the performance of implementation of the MJPEG 
decoder in number of frames per second (fps). 

Table 2: Performance implementation of MJPEG decoder (fps)  
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We decide to transform IDCT task in hardware component, 
which allows us to achieve a speed decoding of 24.07 fps with 2 
MIPS processors and 36.73 fps with 3 MIPS processors on a 
simulation platform. The optimal architecture will use 2 MIPS 
processors configured with 4 KB memory cache, RAM memory, 
Pi-Bus and an interruption controller. The 2 MIPS processors are 
dedicated to execute DEMUX, VLD, IQ, ZZ and LIBU processes 
with an SMP scheduling policy. In addition, an input peripheral is 
needed for reading video stream TG and an output peripheral for 
display RAMDAC. For achieving the 25 fps functional constraint, 
hardware implementation of the IDCT processes is necessary. If 
the performance is meadows of 25 fps (for example 24 fps), one 
accepts the solution under condition to optimize the codes of 
application until to get the performance of 25 fps. 

3) Performance migration at TA level 

The modeling of the IDCT in hardware, adding time 
performance metrics (t_Write, t_Read and t_IDCT) and the integration 
of the component with the rest of system, allowed us to perform 
simulations for three different input images (see Fig. 6.). We note 
that the best performance is obtained for a configuration of two 
CPU and hardware IDCT. This configuration agrees well with the 
results obtained at CA level.  

 

Figure 6 Comparison of simulation Results with IDCT hardware for three 
different images 

The first stage of our approach is analytical modeling. The latter 
provide the estimation performance in earlier stage of MPSoC 
design. In our methodology, analytical modeling is based on the 
exploitation of graph SDF. This formalism makes it possible to 
model an application graph, an architecture  graph and, it allows 
to model the constraints (we interested in the throughput 
constraint as an indicator of performance) under which the 
deployment will be run (mapping the software tasks on the 
processors) via SDF3 tool. In order to calculate the throughput 
constraint, we multiply the number of frames per second by a 
cycle time.   

Throughput = 1/(frequency )*( number of frames) 

The first stage of the diagram is the modeling of the application 
on a target platform at Transaction Accurate level. The Fig. 7.a 
presents the structure in layers of the software part and the Fig. 
7.b shows an example of hardware architecture of a target 
platform. The application is modeled via the Khan Process 
Network (KPN) at TA level. The software stack is composed of a 
set of tasks, HdS-API, Operating System (OS) and HAL-API. 
Communications at this abstraction level is done through specific 
addresses by the primitive types Read() and Write(). 
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Figure 7 Transaction Accurate level: (a) software layers, (b) model of the target 
platform 

We are going to try in this section to validate our hybrid model 
of estimation of the performances for the design of the embedded 
systems. We begin with the first part which is the analytical 
modeling and the data, which will be used by this model, can be 
obtained via tools of profiling either from the traces of a tool of 
simulation (we choose this method). 

 
Figure 8 Graph of the MJPEG decoder application 

The figure 8 represents the SDF model of the decoder MJPEG 
which is used during the estimations of performance.  The actor 
VLD produces 36 tokens which correspond to 36 macros block of 
the image "plane.jpg" with a size of 48 pixels by 48. These are then 
transmitted to the actor IQ-ZZ, who reorganizes pixels according 
to the coding inverse zigzag then transmits it to the actor IQ-ZZ, 
who realizes the inverse quantification. The macro block is then 
treated by the actor IDCT who makes the inverse discreet 
transformed in cosine. Finally, the actor LIBU handles the pixels 
of the image to adapt them to the ring peripheral of exit, it is for it, 
he requires 36 macro blocks to reconstitute the whole image. Auto-
arcs on knots VLD and IQ-ZZ represents respectively the tables of 
Huffman and quantification auto-passed on executions after 
execution. Once the actors are modeled, it is necessary to 
determine the requirements in terms for memory and the execution 
times of the actors of the graph. These properties are also described 
in an XML file. This code makes it possible to carry out actor 
IQZZ on the processor mips0_0 with 174763 cycles like an 
execution time for this task.  

We add the attribute name for the element memory to facilitate 
the assignment or the allowance of a segment of memory for each 
actor in the SoCLib simulation tool. The latest information needed 
for the application description in its XML file is the throughput 
constraint which must be respectful when the decoder MJPEG 
mapped on the target platform. This following code presents how 
can define the throughput constraint in description file. 

<timeConstraints> 
 <throughput>0.0000005</throughput> 
</ timeConstraints> 

In this pseudo code, the objective of constraint is to reach a 
rate of 25 frames per second. So, the Application must be 
performed 25 iterations per second and the processor being 
clocked at 50 MHz (the time unit = 0.2 nanoseconds). 

Results with hardware IDCT 
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5. Conclusion 

In this paper, one presented the technique of Fault-Tolerant in 
Embedded Systems (MPSoC). We interest of the dynamic 
migration task to resolve the Fault-Tolerant for Multiprocessors 
Embedded System. Multiprocessor Systems-on-Chip (MPSoC) 
allow the implementation of heterogeneous architectures with a 
high integration capacity. In recent years, computational 
requirements MPSoC are increasing exponentially. This 
complexity, coupled with constantly evolving specifications, has 
forced designers to consider intrinsically flexible implementations. 
Deploying applications typical of multimedia domains is difficult, 
not only due to the heterogeneous parallelism in the platforms, but 
also due to the performance constraints that typify these systems. 
An application can be modeled as a set of cooperative tasks. A task 
can be implemented in software or in hardware depending on its 
complexity and the involved cost. In this paper, our proposal is a 
fault tolerance approach which combines the results of a 
performance model and a technical’s fault tolerance. Mainly our 
approach deals with three techniques: 1) Performance estimation 
in embedded systems, 2) Exploitation of hybrid models (which are 
based on technical simulation and analytical model), 3) Fault 
tolerance (based on duplication of software/hardware processing). 

This approach has been tested for a Motion JPEG case study, 
to find out an optimal hardware and software implementation. 
However, the actual design of MPSoC Fault-Tolerant lacks for a 
high level performance evaluation model and a technical’s fault 
tolerance. We propose a Fault-Tolerant approach based on the use 
of three techniques: 1) performance estimation, 2) exploitation of 
hybrid models (simulation / analytics) and 3) fault tolerances. The 
goal is to have a Fault Tolerant Embedded System. The limit of 
our approach is that it will only be applied in the MPSoC design 
approaches platform based design. 
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 Analog layout is created in integrated circuits (IC) computer aided design (CAD) 

environment and during realization requires a lot of modifications of database objects. 

Because database objects modification is time consuming, then any improvement and 

simplification of modification flow in IC CAD environment can increase layout 

productivity. A proposed new modification concept can speed-up layout work and is very 

intuitive and easily put into practice. In advance, it allows to apply modern gesture tracking 

devices for control. By simplifying control of layout object modifications, the productivity 

of analog layout creation has been improved in the range of 23% to 66%. 
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1. Introduction  

Virtuoso Layout Suite is very universal and user friendly 
environment for physical implementation of integrated circuits 
(IC) [2]. This IC computer aided design (CAD) environment 
supports the Cadence SKILL programming language, which 
allows implementation of new features [3]. In process of an analog 
layout creation, engineers spend a lot of time by modifying layout 
objects properties, inserting accurate values into forms, and 
confirmation of different windows. Common concept for 
modification of selected layout objects is through the Edit 
Properties window as it is depicted in Figure 1. 

A width of selected wire can be changed by using a bindkey to 
call the Edit Properties window, then type a new value for the wire 
width and press the OK button to apply. This default concept is 
working well but consist of four steps. If layout object 
modifications are done very often, then an improvement of the 
default control concept should speed up the analog layout creation. 
Considerable effort has been devoted to the creation of a user-
friendly and effective interface [4] where principles of IC CAD 
environment have been described. Since then, evolution of graphic 
user interface has led to more complex control of CAD systems. 
This paper introduces a new effective way of IC CAD environment 
control reducing pop-up windows and forms 

 

 

Figure 1 The example of standard four steps modification flow for wire width change in the Virtuoso Layout Suite 
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Figure 2 Two steps for the wire width modification [1] 

 

 

Figure 3 Height modification of pins with labels 

 

 

Figure 4 Via modification of rows, columns or both 

 

2. New Incremental Control Concept 

A new control concept for changing of layout object properties 
is defined. The main principles are as follows: 

• Replacement of numeric value typing by incremental 
approach. 

• Suppression of the pop-up Edit Properties windows for the 
most frequent operations. 

• Display of changed values in a status bar. 

• Application of the same control bindkeys on different 
layout objects. 

• Application of different bindkey modifiers on different 
layout object properties. 

• Possibility of using classic and modern control methods for 
incremental operations. 

This new control concept is called the Incremental Control, 
where an increment value is applied directly instead of typing 
a numeric value [1]. After application on a selected wire, the width 

modification flow is simplified to scrolling of a mouse wheel, 
which is shown in Figure 2. The exact width value is displayed in 
the status bar, which allows a user to have all the modifications 
under control [1]. 

The same concept of the Incremental Control is also applied on 
modifications of other layout objects such as pins and their labels 
(Figure 3). To enlarge or shrink selected pins and their labels, 
scrolling of the mouse wheel is just needed. In the status bar, the 
user is informed about pin dimensions or the actual labels height. 

The Incremental Control on additional layout objects like vias 
can be applied (Figure 4). Because the mostly changed properties 
of via object are rows and columns, control of two independent 
parameters is needed. To do so, a different bindkey modifier is 
used to differentiate between rows and columns increment. For 
example bindkey “Ctrl + mouse wheel” is used to change via 
columns while bindkey “Shift + mouse wheel” is used to change 
via rows. 

In the status bar, the user is informed about via array 
dimensions to immediately know the exact count of rows and 
columns. Information in the status bar is for the Incremental 
Control very important because it contains accurate actual values. 
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Figure 5 Aspect ratio modification of rectangular objects 

 

 

Figure 6 NGF modification of MOSFET 

 

Another practical case for use of the Incremental Control is 
ability to reshape rectangular layout objects while keeping fixed 
area. This helps especially during floorplan tasks when the user is 
able to very quickly modify the aspect ratio of boundaries or 
rectangles circumscribed to sub-cells to fit expected area. The 
Incremental Control approach with mouse scrolling is very 
effective way how to do so (Figure 5). 

The Incremental Control allows layout engineers to get simple 
access to a reshape utility which keeps a rectangular object area 
and thus has positive influence on productivity of floorplaning as 
layout engineers can quickly browse among all variants of 
a rectangle shape to find an optimum. Each modification of the 
rectangle aspect ratio with the Incremental Control is from user 
point of view ergonomic and intuitive. In the status bar, the user is 
informed about an area of the selected rectangle. Such information 
is very important for floorplaning and is available after each 
transformation with the Incremental Control. 

Now main analog layout objects are discussed. The most 
important ones are metal-oxide-semiconductor field effect 
transistors (MOSFETs). Even if there are a lot of different 
MOSFETs in a process design kit (PDK), there is one common 
parameter a number of gate fingers (NGF) which is very often 
modified to allow a MOSFET transformation. The Incremental 
Control applied on MOSFET allows layout engineers to quickly 
browse among all possible variants which speeds up the time 
needed to find an optimal MOSFET shape with the relevant 
“number of gate fingers” (Figure 6). The Incremental Control 
applied on MOSFET does not change length and width of 
a transistor channel but only adjusts the “number of gate fingers” 
parameter. 

Other often used analog layout objects which can be modified 
by the Incremental Control are capacitors. Goal is to change the 
aspect ratio of a capacitor while a capacitance or an area is fixed. 
Generally a capacitor object usually consists of multiple layers, 
each with different design rules. Due to rounding after each 

modification, the capacitance of the capacitor is usually slightly 
changed. This capacitance rounding error has cumulative behavior 
and for the uncompensated Incremental Control flow can produce 
a significant shift of the value. Without a correction mechanism 
the Incremental Control would not be able to precisely keep the 
existing capacitance value. (Figure 7). 

The Incremental Control concept can be used on any other 

layout object and its properties. If a requested value of a layout 

object property is very far from current value an adaptive 

increment or a predefined list of allowed values is used to speed 

up transformations and improve user experience. 

There is an additional constrain influencing user experience. 
Robustness against a human error. If a way of modifications is very 
simple, then immunity is lower, for example in a case that all 
layout object are selected and the mouse wheel is scrolled. 
Therefore to prevent unwanted modifications, the bindkey 
modifier such as “Ctrl” is combined with the mouse wheel, in the 
terms of “two hand control”. 

3. Status Bar for Effective Incremental Control 

The status bar is used to retain simplicity and precision of 

modifications performed by the Incremental Control [1]. In the 

status bar the user is informed about a current value of a modified 

property. Information value of the status bar is significantly 

improved by displaying electrical properties of selected layout 

objects. For example for a wire or a path the status bar displays not 

only actual width but even more useful electrical quantities such 

as resistance, maximum electromigration current (EMC) for direct 

current (DC) or for root mean square (RMS) and also connectivity. 

Similarly for vias the status bar displays not only array dimensions 

but also useful electrical properties like electrical resistance or 

maximum DC or RMS EMC and connectivity. The status bar is 

shown in Figure 8. Refreshing all these values is done after each 

modification and improves productivity. 

http://www.astesj.com/


P. Vacula et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1196-1201 (2017) 

www.astesj.com   1199 

 

Figure 7 Capacitor transformation 

 

 

Figure 8 The selected wire electrical and physical properties displayed in the status bar [1] 

 

 

 

Figure 9 Gesture control mapped to the incremental interface 

4. Gesture Control with Incremental Control 

Discussed new control technique is compatible with the IC 

CAD environment and with current control devices such as 

keyboard, mouse, or track-ball. In addition to it is also compatible 

with new gesture tracking systems similar as in [5] and [6]. The 

Incremental Control is usually mapped to mouse wheel but has 

been experimentally mapped to gesture recognition camera 

Creative Senz3D using [7]. 

By using camera gestures “thumb up” and “thumb down” 

mapped to Incremental Control bindkeys, a wire width is updated 

as shown in Figure 9. Based on experience, when gestures were 

swapped or not recognized and had to be repeated, precision 

improvement of tested device must be put in place to be suitable 

for real analog layout application [1]. 

5. SKILL Implementation of Incremental Control 

A flow chart describing the Incremental Control 

implementation in the programming language Cadence SKILL is 

shown in Figure 10. SKILL provides direct database access and 

allows environment customization as described in [3]. 

The program starts with a user action when the user selects 
a request type (RQT) by pressing a modifier and performs an 
increment or a decrement by the mouse wheel. Then the program 
detects the request type and information about the increment. After 
the request type and the increment detection, the check is 
performed, if objects are selected. When not, the program ends. 
When objects are selected, the program detects object IDs from the 
CAD (Computer aided design) database (CAD-DB) and reads the 
Incremental Control Database (IC-DB) which contains a list of 
changeable properties of each object type and determines the way 
of all possible modifications. For case of continuous values to be 
entered, the IC-DB also contains a list of predefined values which 
the program reads incrementally. If selected objects are members 
of the IC-DB, then the program loads actual values of the 
changeable properties from layout objects and loads technique of 
layout object modification from the IC-DB. 

In some cases during layout object modification, an actual 
value of a changeable property can be slightly different than 
desired value in order to align layout objects to design grid. After 
repeated modifications, the actual value can shift from the desired 
value and a noticeable error can occur. Hence, an initial value of 
the changeable property is introduced. It allows that the actual 
value to be always calculated from the original correct value. 
Hereby the maximal possible accuracy of incremental changes 
done by the program is ensured. If the initial value is required and 
not yet set, the program stores the initial value as a parameter of 
the modified layout object and together with this also creates 
a record of the last updated value, which serves as a decisive 
criterion, whether the layout object has been changed in different 
way by this program. 
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Figure 10 The flow chart of the Incremental Control 

 

Table 1 Layout productivity measurement results [1] 

Layout 

object 
tSC (s) tIC (s) 

(tIC - tSC) / tSC 

(%) 

via 5.6 2.0 -64.7 

wire 4.6 3.5 -23.4 

pin 7.0 4.5 -36.1 

label 5.8 3.5 -39.9 

pin + label 15.1 5.0 -66.7 

rectangle 5.2 3.2 -38.5 

transistor 5.6 3.7 -33.6 

capacitor 5.4 3.5 -35.2 

 

When the initial value is set, then is read and compared with 

the actual value. If these values equal, the layout object has not 

been modified by an external intervention and the initial value is 

untouched. If these values are different, the external intervention 

has been performed and the initial value is set to the actual value 

[1]. It means that the program respects the external intervention. 

After these steps, update of a current state is executed based on 

obtained parameters and the function which has been read from the 

IC-DB. When the layout object initial value is mandatory, the last 

updated value is set to the actual value. So, the last updated value 

is the parameter of the layout object which allows that its value to 

be used in another run of this program. In the last step, the layout 

object is redrawn and the actual values are printed into the status 

bar. By cyclic applications of this program, the layout object is 

controlled incrementally. This program is able to operate with the 

OpenAccess and also with the CDBA databases. 

6. Layout Productivity Gain 

As already mentioned, the Incremental Control allows variety 

of different layout object modifications by intuitive common 

control concept. This concept reduces the number of actions 

needed to reach optimal result. To quantify layout productivity 

gain value, the average time of standard control modification tSC 

and of Incremental Control modification tIC to reach target value 

of layout objects are introduced. The measurement was performed 

under the same conditions and by a very experienced analog layout 

engineer with 14 years of experience. At least ten objects of each 

type were modified. Initial values of properties, which were 

changed, were set randomly for all objects. Then, the property 

values were modified to reach the target value by the both ways 

and the introduced durations tSC and tIC were measured. 

Relative difference of tIC and tSC was used for calculation of 

average layout productivity gain for each layout object type. Based 

on measurement which is noted in Tab. 1, we can say that layout 

productivity time saving for the Incremental Control is in the range 

of 23 % to 66 %. From Tab. 1., it is evident that higher efficiency 

is reached when different objects are modified simultaneously. 

Start

User Action

Read Increment

Read Object ID
from CAD-DB

Read RQT
Redraw Object

Read IC-DB

Create Initial Value

End

Read Last Updated Value

Set Initial Value
to Actual Value

Read Actual Values
from CAD-DB

Read Transform Function
from IC-DB

+

+

+

+

+

+

Is Object
Selected?

Is Object
in IC-DB?

Is Initial
Value needed?

Does Initial
Value exist?

Does Last Updated Value
equal to Actual Value?

Is Initial Value
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Apply Transform Function

Set Last Updated Value
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7. Conclusion 

The Incremental Control technique was developed to modify 
various database object properties. This control concept is very 
intuitive, hence it can be easily put into practice. The Incremental 
Control can be applied on different properties of database objects 
such as wires, pins, labels, vias, rectangles, MOSFETs, capacitors 
or other, which is the main advantage. Incrementally modified 
properties of objects can be controlled using keyboard, mouse or 
gesture tracking devices. 

Main simplification of IC CAD modification flow is achieved 
due to removing of typing in object property window and replacing 
it by value increment. Additional time saving is achieved by 
suppression of pop-up Edit Properties windows for the most 
frequent operations. For additional flow improvement Incremental 
Control was mapped to mouse wheel. Then, productivity of analog 
layout has been improved in the range of 23 % to 66 %. 

In advance, an alternative control was used experimentally 
when the Creative Senz3D gesture control camera was mapped to 
Incremental Control bindkeys. For example, width of wire was 
changed by “thumb up” and “thumb down” gestures. Based on our 
testing, the gesture tracking device still needs an additional 
improvement of precision to be suitable for analog layout creation. 
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 In-elastic recovery behavior of seamless tube material has been investigated by 
uniaxial tensile tests. Unloading Stress–Strain curves obtained under different 
passes of cold drawing process shows that the percentage of in-elastic recovery 
to the total recovery increased with plastic deformation. This paper is an 
experimental study that shows Young’s Modulus decreases with plastic strain 
for ST 52 material. It is found that with increase in plastic strain, Young’s 
Modulus reduces rapidly initially then reduces more slowly and finally settles 
to stable value due to increase in plastic deformation and ultimately increased 
residual stresses. This variation of Young’s’ Modulus is related to internal 
stresses, residual stresses, micro cracks, dislocations during plastic 
deformation. Similarly, Scan Electron Microscopy (SEM) and Micro-hardness 
testing reveals that mechanical properties are better in the first pass sample of 
multiple cold drawing passes. The results of this study reveals that 10-20% 
degradation occurs in Young’s Modulus for 5-7% plastic strain and better 
mechanical properties are achieved in the first pass sample. 

Keywords:  
Cold drawing 
Pre-strain 
Mechanical testing 
Micro hardness 
Young’s Modulus  

 

1. Introduction  

This paper is an extension of work that was originally 
presented in 2016 IEEE International Conference on Industrial 
Engineering and Engineering Management (IEEM) [1].When a 
seamless tube is drawn from drawing bench after drawing, the 
springback phenomenon occurs due to the residual stresses 
leading to an undesired deformation. This magnitude of 
springback effect is nearly proportional to the Young's Modulus 
and strain hardening behavior of material. This phenomenon is 
particularly critical for high strength steels, which have been 
increasingly used in the automotive industries in regard to the 
performance improvement and light-weight design. Generally, 
the springback strain is an elastic strain. 

It is well known that the elastic strain recovery is present 
during loading and unloading a steel sample and it leads to a 
hysteresis behavior or energy loss of the material. Thus, 
description of the elastic behavior strongly affects the springback 
prediction of a forming simulation. One of the most troublesome 
problems facing the tubing production industry is springback in 
the tube making process. With the ongoing miniaturization of 
products, springback is a dominant effect because material 
behavior greatly varies in this process.  

The mechanism behind springback is the release of residual 
stresses in a work piece after the forming process. A success of 
the springback prediction strongly depends on the applied 
materials model. Among various parameters of the model, 
Young’s Modulus is one of the most important factors influencing 
the calculation accuracy that should be considered as function of 
strain. It also influences the plastic-forming quality of the formed 
components, especially springback. Young’s Modulus actually is 
having correlation with plastic strain and its accurate 
characterization is necessary to improve springback in the cold 
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drawing process. The purpose of the investigation described here 
is to study the influences of pass schedule on the mechanical 
properties and microstructure, since it is necessary, for the 
development of ultrahigh strength seamless tubes, to characterize 
variation of the microstructures and to clarify the mechanism how 
pass schedule affects the mechanical properties. 

2. Literature Review 

Many researchers have investigated the effect of Young’s 
Modulus, material behavior and microstructure on springback in 
different manufacturing processes.  

The change of Young’s Modulus with increasing plastic 
strain was firstly investigated by [2]. In this research, he found 
that the actual springback was greater than that calculated with a 
constant Young's Modulus and independent of plastic 
deformation. However, a constant Young's Modulus was often 
used in many commercial Finite Element Methods (FEM) codes 
because of its simplicity. A simple analytical model was used to 
describe the relationship between Young's Modulus and plastic 
deformation based on experimental results. Great efforts have 
been made to study Young’s Modulus and its effect on spring-
back in  the recent years [3].Researchers concluded that the 
correct choice of the yield criterion and consideration of the 
change in Young’s Modulus are essential for improving the 
prediction accuracy of springback in the numerical simulation 
[4].Young’s Modulus decreases with the increase of plastic strain 
during cyclic tension– compression deformation and proposed an 
empirical expression to describe the variation of Young’s 
Modulus with respect to plastic strain [5].The material response 
is calculated under the assumption of fully elastic deformations in 
the complete model [6, 7, and 8].An alternative method was 
explained as inverse forming, during which the loads were  
reversed and the tools gradually retracted. Because of more 
computational cost, it is least used. At the same time it is more 
realistic because the contact forces are present during the 
unloading step [9, 10, 11,12 and 13].The work reported that the 
major improvements in the critical properties of a double corrode 
panel can be achieved using variable blank holder process. 
Springback was significantly reduced and dent resistance 
increased [14].Retained austenite exits in many hardenable steels 
and its presence induced both positive changes in mechanical 
engineering properties[15].Mathematical expression describing 
the relation of Young’s Modulus with plastic strain was proposed 
and this expressions was implemented into LS-DYNA for 
simulation of U-Channel springback[16].The variation of 
Young’s Modulus during loading and unloading was considered 
to identify different variables affecting ratcheting simulation 
[17].The work reveals the influence of pre deformation on the 
springback of steel AHSS sheets under consideration of the 
Young’s Modulus change and the effect  of this change as a 
function of plastic strength[18].An elasto-plastic model using a 
kinematic hardening model was made for springback analysis in 
sheet metal forming. The change of Young’s Modulus versus 
plastic strain was proposed by [19]. Strain recovery after plastic 
pre-strain and associated elastic and inelastic behavior during 
unloading and unloading of DQSK steel sheet were measured. 
Slope of the elastic modulus variation was different during 

loading and unloading step due to the reciprocal dislocation 
movement. The amount of springback was calculated by using the 
process of elastic recovery as well as established values of 
Young’s Modulus and poisson’s ratio. Results concluded that 
inelastic strain released from the formed state was major source 
of additional strain recovery whose magnitude depends on 
forming stress state [20]. 

In spite of ample research conducted on springback 
dependence on Young’s Modulus in different manufacturing 
processes like sheet metal bending, rolling, forming, drawing etc., 
still there is scope for the prediction of springback in cold drawing  
of seamless tubes and its dependence on Young’s Modulus. 

3. Materials and Methods  

Material selection process has utmost importance in 
engineering applications. The failures arising from bad material 
selection are not uncommon in many industries. 

Materials:  

The materials under study for dies-plugs used for cold 
drawing and seamless tubes are:  

3.1. Die and Plug material (D3):  

The material for dies and plugs is D3 (high carbon high 
chromium cold-work tool steel) having chemical composition as 
shown in Table 1.  

Table 1 Chemical composition of D3 

Component Min % Max % 

Carbon, C 2 2.35 

Chromium, Cr 11 13.5 

Manganese, Mn 0 0.6 

Silicon, Si 0 0.6 

Phosphorous, P 0 0.03 

Sulphur, S 0 1 

Tungsten, W 0 1 

Vanadium, V 0 1 

The physical and mechanical properties for die and plug 
material are tabulated as shown in Table 2.  

Table 2 Properties of D3 

Properties Value 

Physical  

Density (g/cc) 7.87 

Mechanical  

Hardness (RC) 64 

Modulus of elasticity (N/mm2) 207 

Poisson’s ratio 0.29 

3.2. Tube material 
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 The material taken in this work is an uncoated cold rolled ST 
52 steel with thickness 5.0 mm. The chemical composition of the 
tested tube sample is shown in Table 3 and the mechanical 
properties of   mother or hollow tube of 75 mm X 5 mm are listed 
below in Table 4.  

Table 3 Chemical composition of ST 52 

Component Min % Max % 

Carbon, C 0.16 0.2 

Iron, Fe - - 

Manganese, Mn 1.4 1.6 

Silicon, Si 0.3 0.5 

Phosphorous, P 0 0.025 

Sulphur, S 0.01 0.025 

Table 4 Properties of ST 52 

Physical Properties Value 

Density (g/cc) 7.87 

Mechanical Properties  

Hardness (Brinell) 207 

Hardness (Rockwell B) 94 

Hardness (Rockwell C) 17 

Ultimate tensile strength (N/mm2) 602 

Yield strength (N/mm2) 522 

Elongation at break (%) 32.6 

Modulus of elasticity(KN/mm2) 210 

Bulk modulus(KN/mm2) 140 

Poisson’s ratio 0.3 

Shear modulus(KN/mm2) 80 

The actual chemical composition on spectrometer is shown 
in Table 5. 

Table 5 Actual chemical composition of  ST 52 

C Mn  Si P   S   Cr Mo 

0.17 0.63 0.2 0.008 0.023 0.05 0.16 

4. Experimentation  

An experiment is a procedure carried out to support, refute or 
validate a hypothesis. Experimentation is carried to draw a mother 
or hollow tube through three passes to get the final desired 
dimensions. 

4.1. Cold Draw Reduction 

 Since a high area reduction is required, multiple drawing 
passes are generally necessary to avoid fracture of the tubes 
during the drawing process. To study the effect of Young’s 
Modulus, reduction passes as shown in Table 6 are considered. 

Table 6 Reduction passes 

Pass 

Schedule 

Outer 
diameter 

(mm) 

Thick-
ness 

(mm) 

Inner 
diameter 

(mm) 

Reduction on 
outer 

diameter(%) 
 

Mother tube 75 5 65 -- 

First pass 68 5 58 9.3 

Second pass 60 5 50 11.8 

Third pass 50 5 40 16.7  
  

4.2. Universal Testing Machine (Tensile Test) 

Uniaxial tension specimens were cut from the as received 
tube in the longitudinal direction. The dimensions of each 
specimen were in accordance with ASTM E370 with the gauge 
length of 50 mm as shown in Figure 1.In order to minimize the 
influence of machining forces, linear cutting of the specimens was 
used. Uniaxial tensile test was carried out on UTM with a precise 
extensometer. For tensile properties, tensile specimens were 
loaded in UTM TUE-C-600.Load-elongation data were recorded 
and converted into stress-strain graphs. Yield strength, Ultimate 
Tensile strength, Young’s Modulus and ductility (% elongation 
and reduction) were determined in accordance with ASTM 
standard test procedures (ASTM E18, ASTM E23, ASTM E8). 

 
Figure 1 Test specimens for Tensile Test (Sample photograph) 

Tensile test was carried out at each stage of cold draw pass to 
study the varying mechanical properties. The different 
mechanical properties measured are Yield Strength (YS), 
Ultimate Tensile Strength (UTS), Elongation (% E) and Hardness.  

4.3. Hardness Testing 

For hardness testing, the oxide layers formed during heat 
treatment were removed by stage-grinding and then polished. The 
average Brinell Hardness Number (BHN) readings were 
determined by taking two hardness readings at different positions 
on the samples, using a Brinell hardness tester. Micro hardness 
examination was carried out on Vickers hardness tester-
MacroMann technologies with load 200 gm on scale HV 0.2 with 
dwell time of 20 seconds. 
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4.4. Microstructure Examination 

Microstructure examination of all the samples were carried 
out in Olympus metallurgical microscope. Each sample was 
carefully grounded progressively on emery paper in decreasing 
coarseness from grit size 120, 320, 400, 600, 800.The grinding 
surface of the samples were polished using diamond paste. The 
crystalline structure of the specimens were made visible by 
etching using solution containing 3% nitric acid and 97% 
methanol on the polished surfaces. Microscopic examination of 
the etched surface of various specimens was undertaken using a 
metallurgical microscope with an inbuilt camera through which 
the resulting microstructure of all the samples were 
photographically recorded with magnification of 100 X and 500 
X. 

4.5. Scan Electron Microscopy (SEM) 

 A scanning electron microscope (SEM) is a type of electron 
microscope that produces images of a sample by scanning the 
surface with a focused beam of electrons. The electrons interact 
with atoms in the sample, producing various signals that contain 
information about the sample's surface topography and 
composition. For SEM, sample preparation was carried out by 
polishing and etching the sample as in case of metallurgical 
microscope. Machine used was Field Emission – SEM Model – 
Sigma. 

5. Results and Discussions 

5.1. Tensile test: 

 The results obtained by tensile test on universal testing 
machine (UTM) are provided in Table 7 for mother or hollow tube, 
intermediate passes and final pass.  

Table 7 Properties obtained on UTM 

Stage 

 

Yield 
Strength
(N/mm2) 

Ultimate 
Tensile 
Strength 

(N/mm2) 

Elongati
on  

(%) 

YS/
UTS 

Strain Young’s 

Modulus 

(N/mm2) 

Mother 
tube 

451.20 520.41 18 0.87 0.180 199 

First 
pass 

484.10 550.00 17 0.88 0.175 207 

Second 

pass 
564.20 620.12 16 0.91 0.160 214 

Third 

pass 
630.51 685.21 14 0.92 0.14 222 

From this it is clear that mechanical properties are found 
increasing with the rise in degree of cold working. Also, there is 
an effect of pre-existing strain of tube on Young’s Modulus after 
cold drawing. It is found that there is inverse proportion between 
pre-strain and Young’s Modulus. Springback prediction and 
compensation are the major challenges in the modern tube 

manufacturing industry. In spite of plenty of developments and a 
certain amount of progress in the field of simulation of tube 
making processes, the industrial needs for accurate numerical 
prediction of springback are not yet being met. Springback, a 
phenomenon that is related to the elastic strain recovery after 
removal of forming loads, is physically governed by the stress 
state achieved at the end of forming process and by elastic 
response of formed parts. The elastic response of the parts is 
associated with the removal of forming tools. Despite all that, 
several times it was reported that Young’s Modulus drops with 
the increase in plastic pre-strain in a material which is found in 
this research work. Table 8 shows the same. 

                Table 8 Readings of pre-strain against Young’s Modulus. 

Sr. No. Pre-strain (mm) Young’s Modulus(N/mm2) 

1 0.160 222 

2 0.175 214 

3 0.180 207 
 

 

 Figure 2 Graph of pre-existing strain vs. Young’s Modulus                                             

From Figure 2, it is found that degradation of Young’s 
Modulus was found with increase in degree of plastic pre-strain 
in a material. Ten readings are taken at 5 different locations (Table 
9) for outer diameter of the drawn tubes with digital micrometer 
of 1 micron accuracy to find the springback. Springback is the 
deviation from targeted dimension. The results are taken to co-
relate the relation of Young’s Modulus and springback in cold 
drawn tubes as shown in Figure 3 and Table 10. 
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 Table 9 Tube outer dimensional inspection after each pass of drawing 

 
Table 10 Young’s Modulus against Springback 

Sr. No. Young’s Modulus(N/mm2) Springback(mm) 

1 222 0.086 

2 214 0.067 

3 207 0.050 

From the results; the degradation of Young’s Modulus is 
directly correlated to the degree of plastic pre-strain in tubes. 
Further, the actual springback is directly co-related to the 
degradation of Young’s Modulus. Based on the studies, the 
degradation of Young’s Modulus have significant effect on final 
elastic strain recovery and final shape of the product. Hence, a 
control over close dimensional tolerances can be achieved by 
optimizing the degradation on Young’s Modulus which can be 
optimized by selecting degree of pre strain in tube and reduction 
ratio. 

Table 11 Results of micro hardness test 

Pass Micro hardness readings 
 (200 mg,20 sec dwell) 

Average 

Mother tube 131 128 130 129.66 

First pass 140 140 134 138.00 

Second pass 184 185 184 184.33 

Third pass 184 198 200 194.00 
 

 Table 11 shows that the hardness values increases as number 
of passes increases. 

5.2. Microstructures and grain growth 

Microstructures of the tested ST 52 steel samples were 
examined with Metallurgical Microscope. The specimens for 
optical microscopy were etched using 3% Nital. The 
microstructures obtained under microscope are shown in Figures 
4-7. 

 
 

 
 

Figure 4 (a), (b), (c) Microstructures of mother tube 
 

  

Grain size No.: 9.33 

Grain size in  µm : 12.87  (d) 

Grain size No.: 9.62 

Grain size in µm :11.51  (e) 

 

Average grain size No.:  9.34 

Average grain size in µm : 12.77 

  

 Grain size No.: 9.08 

 Grain size in µm: 13.95  (f) 

 
Figure 5 (d), (e), (f) Microstructures of first pass tube 

 

  

Grain size No.: 9.75,  

Grain size in µm :12.98 (a) 

Grain size No.: 7.97,  

Grain size in µm : 20.30  (b) 

 
Grain size No.: 9.59,  

Grain size in µm : 12.66  © 

Tube 
Size 

(mm) 

Pass Die 
size 

(mm) 

Tube outer diameter dimensions (mm)   Spring 

back 

(mm) 
1 2 3 4 5 Average 

70 X 5 Mother 
tube 

-- -- -- -- -- -- -- -- 

68 X 5 First 
pass 

68 68.070 68.087 68.093 68.089 68.091 68.086 0.086 

60 X 5 Second 
pass 

60 60.071 60.060 60.063 60.071 60.068 60.067 0.067 

50 X 5 Third 
pass 

50 50.045 50.051 50.048 50.055 50.049 50.0496 0.050 

 

Average grain size No.:9.10 

Average Grain Size in µm: 15.31 
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Grain size No.: 10.50,  

Grain size in µm : 8.77  (g) 

Grain size No.:10.47 

Grain size in µm : 8.55 (h) 

 

 

Average grain size No.:  10.35 

Average grain size in µm : 8.74 

Grain size No.: 10.10  

 Grain size in  µm : 8.90  (i) 

 
Figure 6 (g), (h), (i) Microstructures of second pass tube 

 
 

 

 

 

Grain size No:8.33 

Grain size in µm :14.248  (j) 

Grain size No.: 8.16 

Grain size in µm-18.90  (k) 

 

 Grain size No.: 8.61 

 Grain size in µm : 17.74 (l)  
 

Figure 7 (j), (k), (l) Microstructures of third pass tube 

From the observed microstructure it is found that grain size 
is decreasing with the rise in reduction. This is due to the 
increased deformation with simultaneous passes. Further the 
effect of grain deformation before cold drawing on springback 
cannot be neglected. Grain refinement is an effective means for 

improving the strength and lowering the ductile-brittle transition 
of structural alloys. The improvement can often be expressed in 
an equation of the Hall-Patch form. However, the appropriate use 
of grain refinement requires an understanding of the effective 
grain size that actually governs the mechanism of yielding or 
failure. Grain size has a measurable effect on most mechanical 
properties. At room temperature hardness, yield strength, tensile 
strength, fatigue strength and impact strength all increases with 
decreasing grain size. Machinability is also affected; rough 
machining favors coarse grain size while finish machining favors 
fine grain size. The effect of grain size is greatest on properties 
that are related to the early stages of deformation. Yield stress is 
more dependent on grain size than tensile strength. Fine-grain 
steels do not harden as deeply and have less tendency to crack 
than coarse-grain steels of similar analysis. There is also an 
equation expressing the relationship between grain size and yield 
strength. 

5.3. Scan Electron Microscopy (SEM): 

 SEM scans a high-energy electron beam across the surface 
of a specimen and measures one of a number of signals resulting 
from the interaction between the beam and specimen.  

Hollow or mother tube 
5K X 

Hollow or mother tube 10K 
X 

First  pass 5K X First  pass 10K X 

Second pass 5K X Second pass 10K X 

Third Pass 5K X Third pass 10K X 

Figure 7 SEM images of all four samples 

 

 
Average grain size No.: 8.36 
 
 
Average grain  size in µm : 16.96 
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SEM microstructure shows elongated lamellar boundary 
structure and equiaxed grain structure. Microstructure reveals size 
of deformation microstructure gradually increases with increase 
in pass schedule. The results indicate that slight coarsening of 
microstructure happens at initial stage due to recovery. Few more 
samples are tested for mechanical properties and the results are 
tabulated as shown in Table 12 and Figures 8-12. 

 Table 12 Results of samples 

                                                                        

 
Figure 8 Tensile strength of four tube samples 

Tensile strength is more in first pass sample. Greater plastic 
deformation induced by cold drawing introduces greater 
strain hardening. 

 

 
Figure 9 Yield strength of four tube samples 

Yield strength is more in first pass sample as shown in Table 
9.The reason is that plastic deformation occurs due to the motion 
of crystal lattice dislocations through the material. The result at 
large scales is work-hardening: as strain increases, stress needed 
to cause continued flow increases. Additionally, strain-to-failure 
decreases. 

 

 
Figure 10 Percentage reduction of four tube samples 

 

 
Figure 11 Young’s Modulus of four tube samples 

 Figure 11 shows that Young’s Modulus is found to be 
decreasing as the number of passes increases. 
 

 
Figure 12 Hardness of four tube samples 

From Figure 12, hardness is found highest in last sample due 
to large plastic deformation. 

0
100
200
300
400
500
600
700

Hollow
tube

First pass Second
pass

Third pass

Te
ns

ile
  s

tre
ng

th
(N

/m
m

2 )

0

100

200

300

400

500

600

Hollow
tube

First pass Second
pass

Third pass

Y
ei

ld
 S

tre
ng

th
(N

/m
m

2 )

0

10

20

30

40

50

60

Hollow
tube

First pass Second
pass

Third pass

%
 R

ed
uc

tio
n

0

100000

200000

300000

400000

Hollow
tube

First pass Second
pass

Third
pass

Y
ou

ng
's 

M
od

ul
us

(N
/m

m
2 )

0

50

100

150

200

Hollow
tube

First pass Second
pass

Third pass

H
ar

dn
es

s

Pass Tensile 
strength 

(N/mm2) 

Hardness 

(BHN) 

Percentage 
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(%) 
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tube 

415.226 129.66 22.80 59.23 393225 208.774 
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555.659 184.66 10.94 39.78 165781 547.206 

Third 
pass 

378.219 194 37.55 59.53 131342 203.035 
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6. Conclusions: 

 The influence of pass schedule on mechanical properties, 
microstructures and micro hardness of cold drawn seamless tubes 
were studied by preparing samples viz.  mother or hollow, first 
pass, second pass and third pass. The results indicates that both 
mechanical properties and microstructures were altered during 
deformation. Based on the experimental results and discussions in 
the present work, following conclusions can be drawn: 

1. The mechanical properties of cold drawn seamless tubes are 
sensitive to pre-strain deformation, which was attributed to 
the reduction of boundary strengthening accompanied by the 
fragmentation of cementite lamellae which is introduced by 
pre-torsion. 

2. Plastic deformation during cold drawing not only result in the 
variation of the microhardness but also an inhomogeneous 
microstructure which is responsible for the difference in 
microhardness behavior between the surface layer and the 
center layer. 

3. Tensile strength, yield strength, hardness increases with 
plastic deformation. 

4. The mechanical properties can be altered by varying heat 
treatment schedule. 

 To measure effective Young’s Modulus degradation as a 
function of equivalent plastic strain which is for uniaxial stress 
case, tubes of various sizes were cold drawn with varying degree 
of cold working and plastic pre-strain. Further mechanical 
properties and Young’s Modulus were checked for those samples 
from varying degree of cold working and plastic pre-strain.  

From the results of investigation on the effect of pass 
schedule on mechanical properties and microstructure of ST52 
steel, the following conclusions can be made: 

a) Tensile strength, yield strength and hardness of ST 52 steel 
increased with plastic deformation. Maximum hardness is 
found 86-87 HRB in first pass .Maximum UTS is found in 
the same sample. 

b) Microstructure reveals ferrite + pearlite in all phases. 
Elongated grains observed with the increase in number of 
passes.SEM photographs also validated these observations 
with grain size evaluations.  

c) Micro hardness value is found maximum in final pass with 
value 162-165 and the grains are found highly stressed. 
Variation in mechanical properties (UTS, hardness) depends 
on % reduction in cold drawing. Also the heat treatment 
temperature and soaking time of stress relieving plays a vital 
role in determining the properties. 

d) Vickers hardness test may vary from surface to core. Increase 
in reduction sample will have high micro hardness on the 
surface as compared to the core. The micro hardness 
evaluation is phase specific. Ferrite will reveal lower 
hardness as compared to pearlite. Finally we can choose the 
processing path with varying % reduction and stress relieving 
temperature and soaking time to obtain the required 
mechanical properties as per specifications. 

e) Initial value of Young’s Modulus is anisotropic which 
depends on the material in plane direction and the percentage 
reduction during col drawing process.In addition to it, the 
variation of the Young’s Modulus during the deformation 
process is another important reason of usual underestimation 
of springback. It was found through this research that elastic 
Modulus of a material decreases by 10−20% during the 
plastic deformation reaching the saturation value after 5-7% 
of plastic strain.  
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 The build-in internet-controlled functions of smart devices such as smart phone, smart 
television, home healthcare gadget, etc., have made them quite attractive to many segments 
of consumers.  In recent years mankind has witnessed an upsurge usage of such devices for 
numerous purposes.  In this paper, the author is going to show how previously forecasted 
security challenges of these devices are becoming realities in the present day life. The paper 
initially provides some introductory information about the topic, mostly by means of survey 
and citations of previous work.  It then highlights the devastating effects of October 21, 
2016 DDoS attack which mainly utilized IoT devices.  It emphasizes the danger of recently 
revealed Mirai IoT botnet which serves as the basis for the DDoS-for-hire ‘booter’/ 
‘stresser’ service.  In terms of counter measures, after highlighting IoT security 
implementation challenges, numerous approaches are presented.  As a long-term solution, 
an architecture wherein security issues are managed through universal home gateway by 
network operators in a product based fashion is emphasized.  The author shows its technical 
feasibility and demonstrates its partial materialization in proprietary manners.  It then 
explains why and how numerous stake holders are needed to get together for its wide range 
commercial implementation.  Some immediate necessary safeguard actions and 
intermediate schemes which include soft infrastructures are also presented for the purpose 
of risk reduction. 
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1. Introduction 

Advancement in technology has been changing our way of life 
and digital information has become a social infrastructure.   Since 
the expansion of the Internet in 1990s, network infrastructure has 
become an indispensable part of social life and industrial activity 
for mankind. 

We are now surrounded by Internet enabled smart devices and 
there are computer technologies in our cars, phones, watches, 
entertainment systems, and home appliances.  The idea of making 
use of their existing electronics devices and connecting them to the 
Internet in conjunction with some specialized software have been 
leading mankind to a new era of technology known as the “Internet 
of Things” and commonly referred to as IoT.  Their build-in 
internet-controlled function has made them quite attractive to 
many segments of consumers.  Adoptions of cloud computing, 
mobile applications and virtualized enterprise architectures have 
led to a tremendous expansion of applications that are connected 
to internet resources [1]. 

Japanese audio visual equipment has been Internet enabled for 
over a decade now.  This has enabled people to enjoy network 
based services, such as Video on Demand (VOD), Music on 
Demand (MOD), remote update, e-commerce, remote control, and 
other similar services.  Samsung’s 'Family Hub' fridge can order 
food, play films, and even let you see inside of it remotely [2].  
Researchers around the world have come up with an abundance of 
resourceful ideas on how to effectively use microprocessors and 
the Internet in other everyday household appliances.  According to 
a study conducted by International Data Corporation, 212 billion 
“things” will be installed based on IoT with an estimated market 
value of $8.9 trillion by 2020 [3].   Those “things” will be nothing 
special but daily used appliances ranging from watch, light bulb to 
smart television, refrigerator and so on. 

Commercial advertising has also greatly benefitted from 
Internet services and online advertising can even be considered as 
the foundation of web economy.  Unlike conventional forms of 
advertising, the system of online advertising even allows its target 
to receive something in return for viewing the advertisement [4].  
In other words, our daily life, social activity, industrial and 
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business governance highly depend on information systems.  In an 
industrialized country like Japan, most enterprises use information 
technology to establish their management governance and every 
enterprise has its own information for its business.  'IT governance' 
enables them to improve their efficiency and cost performance.  
The impacts of information systems on their operations are quite 
significant.  It can be said that information assets have become 
valuable commodities for business and information systems are the 
key factors to ensure the growths of enterprises.   

The Internet has created new markets around the globe by 
means of breaking physical barriers and connecting people and 
organizations of similar interests together.  We are now 
progressing towards collaborative intelligence, something which 
will impact our connected life and business.  The era of 
Collaborative Internet of Things (C-IoT) is approaching wherein 
improvement of life quality will have a direct impact on business 
efficiency enhancement.  Furthermore, the process of sensors 
generating data, data producing knowledge and knowledge driving 
actions is creating a new direction.  The introduction of smart 
phones has generated wide acceptance and adaption by business, 
consumer and general population.  This is mainly because of their 
conveniences and many added values like navigation, location 
based services, etc.  Today, we see higher growth in mobile traffic 
than landline.  Introduction of tablets and growth of ecosystem for 
mobile applications will cause gradual decline in the growth of 
PCs and rapid end of desktop equipment.   People are now 
equipped with remote access and control capabilities to manage 
their home environment (energy, safety and security).  They can 
have access to gadgets that help track their physical condition and 
wellbeing and generate necessary proactive course of action.  For 
instance, there are devices that can monitor driving behaviors, 
children’s actions and elderly people’s routine life and generate 
multiple alerts when deemed necessary. 

In other words, smart connected digital life which is composed 
of smart homes, offices, factories, hospitals, transports, etc., will 
contribute to better quality of life, generate business efficiency and 
additional source of significant revenues.  Through cyber-physical 
and social data, we can better understand events and changes in our 
surrounding environment.  Such information can enable us to 
monitor and control buildings, homes and city infrastructures.  
They can also provide better healthcare and elderly care services 
among many other things.  However, in order to make effective 
use of cyber-physical and social data, integration and processing 
are necessary since their data come from various sources.  IoT 
includes every device that is connected to the Internet, ranging 
from home automation products like smart thermostats, security 
cameras, refrigerators, microwaves, to home entertainment 
devices such as TVs and game machines, to smart retail shelves 
that know when they need replenishment, to industrial machinery 
and many more.   

Nonetheless, as the value of connectivity and information 
continue to increase, so does the management complexity, 
vulnerability and attractiveness to malicious attacks.  Considering 
that traditional approach security mechanism does not work on IoT 
and consumers have little knowledge or incentive to make them 
more secured, cybercriminals can make use of IoT for their 
distributed attacks.  It is therefore essential to consider security in 
their design process, development cycle and in the effective usage 
of their information systems [5].  This paper is a follow up of 
recently published work [5] and the author would like to highlight 
sequence of events which have happened since then.  The aim is to 

emphasize the danger of devastating attacks via IoT devices and 
numerous challenges that exit in equipping them with appropriate 
security.  It then underlines the importance of previously proposed 
universal home gateway based security approach and shows some 
progress in its implementation process.  Finally it explains why and 
how numerous stake holders are needed to get together for its wide 
range commercial implementation and urges policy makers and 
big players to take the security issues of IoT devices more seriously. 

The rest of the paper is organized as follows: Section 2 
discusses vulnerability of Internet connectivity, including those 
due to the operating nature of Internet Protocol (IP) and the ones 
originating from various Internet services.  Section 3 presents 
some details on IoT, their vulnerability, including devastating 
effects of October 21, 2016 DDoS attack which mainly utilized IoT 
devices, and the danger of recently revealed Mirai IoT botnet.   
Section 4 explains why traditional security approaches do not work 
on IoT and highlights the main causes that make IoT attractive 
weapon for professional attackers.  Section 5 presents a 
comprehensive long-term security implementation strategy, an 
immediate necessary and implementable safeguard action, and 
some intermediate schemes.  Finally, summary conclusion and 
practical recommendation are highlighted in section 6. 

2. Vulnerability of Internet Connectivity 

For various reasons, today’s networks are vulnerable to 
numerous risks, such as information leakage, privacy infringement 
and data corruption.  Operating nature of communication protocol 
used in the Internet domain, availability of many free software that 
can carry out numerous attacks and users’ unawareness about such 
issues are some of the main contributing factors. 

2.1. Operating Nature of Internet Protocol 

Internet protocol suite which is commonly known as TCP/IP 
(Transmission Control Protocol and Internet Protocol), is used for 
most Internet applications.  Its IP serves as the primary component 
for carrying out the task of delivering packets from a source to a 
destination using the IP addresses contained in the packet header.  
Proper operation of such transaction worldwide requires source 
and destination to have unique IP address and included in the 
packet header of their information packets.  The fact that each IP 
address gets associated with a unique entity, enables attackers to 
trace IP address of each holder through the packet headers. 

What makes security implementation more challenging is the 
fact that Internet has 256 protocols and TCP is just one of them.   
Other commonly known Internet protocols are UCP (Universal 
Computer Protocol), and ICMP (Internet Control Message 
Protocol).  Most experts who try to prevent attacks just consider 
these three protocols in their implementations.  Many skilled 
attackers, however, use less known protocols in their attacks to 
bypass system security and such trends have been increasing 
during the past decade.  In most cases, their attacks initially 
succeed until the defenders could figure out what was going on.   
What makes it worse is the fact that skilled attackers experiment 
with their new attack methodologies for years before they 
weaponize them via automation in order to create high volume 
impacts. 

2.2. Vulnerability of Various Internet Services 

As mentioned earlier, Internet services have their associated 
risks and a few them are intentionally created by service providers.  
Although at superficial level, they are supposed to be for better 
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service purposes, but are often abused for the sake of business 
expansion at the expense of their users’ victimization.   The rest 
are carried out by attackers, the purpose of whom may range from 
adventurism at individual level to financial gain at 
individual/group/corporate level, all the way to socio-political 
competition at much wider scale.  This section will highlight 
vulnerability of some services which are used by a wide public, 
most of whom being technology-unaware people. 

As we all know, most Internet services, e.g., web browsing, 
email, social networking, navigation and location services, etc., are 
provided for free.  But most of such service providers are private 
companies and for their source of income, they mainly rely on 
online advertisement.   Under the pretext of better service, most of 
these service providers use what is called tracking cookies, to keep 
track of their users’ activities.  For example, if they know your 
location, they can show you what are available in your 
surroundings.  If they know your eating habit, they can guide you 
to pertinent restaurants.  If they know your shopping habit, they 
can show you similar products, etc.  When a user visits multiple 
websites with the same ad provider, since the same cookies are 
employed, the ad provider can track the user’s activity in numerous 
sites just by compiling the information via tracking the cookies 
without the user’s knowledge.  The bottom line is to identify users, 
deliver targeted advertisement and persuade them do things which 
they may not have done under normal condition.  Furthermore, 
since payments of most online advertisement is established on per 
click basis, just persuading the user to click the ad, automatically 
generates income for its host.  

Other Internet service vulnerability can include e-commerce 
and social networking.  We all know the convenience of online 
shopping and social networking.  The fact that we can buy anything 
from any part of the world without leaving our home or connect to 
our networks and anyone in the world free of charge from our 
pc/tablet/smart phone etc., is a good evidence of such realities.  
Today, nations are using social networking for their election 
campaigns and super powers are using it to influence elections or 
create revolutions, etc. 

It is, however, a well-known fact that privacy is implicated in 
e-Commerce because it requires us to disclose our personal 
information, such as email address, credit card information, etc., to 
complete the transactions.  After the transaction, the retailer can 
use the info for their next targeted advertisement and bombard us 
with spam emails.  What is more dangerous is the scenario of data 
transfer (e.g., when customer database information is sold to third 
parties or stolen) since it results in identity or credit card theft [6].  
Furthermore, when such transactions are done via less secured 
networks, professional attackers can use numerous techniques to 
steal our credit card information and use it up to its maximum limit 
before we realize it.  During the past decade, this approach has also 
penetrated to e-banking and huge amount of money have been 
stolen from peoples’ accounts. [7-8]. 

At a bigger scale, security experts claim that North Korean 
cyber attackers have targeted banks in 18 countries for the purpose 
of Pyongyang using the money to boost its nuclear program [9-10].  
Using cyber-attacks on nuclear power plant is even more 
concerning.  On October 10, 2016, Reuters reported that according 
to Yukiya Amano, the International Atomic Energy Agency 
director, a nuclear power plant had been disrupted by a cyber-
attack in the past two or three years [11].   Although additional 
details, including where the incident took place were not provided, 
Amano had said: “This issue of cyber-attacks on nuclear-related 

facilities or activities should be taken very seriously.  We never 
know if we know everything or if it’s the tip of the iceberg.” 

Vulnerability of social networking services is another example 
that the author would like to mention in this paper since it is mostly 
used by non-technical people.  It is a scenario similar to IoT and 
combined utilization of different social networking services has 
dramatically increased, surpassing nine billion users as of April 
2017 [12].  As can be guessed, this has lead cyber threats 
originating from social-engineering technique to also significantly 
increase.  A study conducted by Verizon Enterprise in 2013 
showed that it increased by 4 folds within the single year that they 
carried out the investigation [13].  Considering its rapid 
development, its adoption for online advertising and marketing, 
and its utilization by big powers even in political games, it can be 
foreseen that intrusions through social networking services will 
continue to increase in the coming years. 

3. IoT and their Vulnerability 

As mentioned in the introduction section, IoT includes every 
device that is connected to the Internet, including those ranging 
from home automation products like smart thermostats, security 
cameras, refrigerators, microwaves, to home entertainment 
devices such as TVs and game machines, smart retail shelves that 
know when they need replenishment, to industrial machinery and 
many more. 

3.1. Some Elaborations on IoT 

The term IoT was invented by a British entrepreneur Kevin 
Ashton in 1999 and was initially used to refer to a global network 
of Radio-frequency identification (RFID) connected devices [14].   
Although the usage of the term IoT in its present context is less 
than a decade old, most of the present day IoT devices have existed 
for decades but they were called under different names such as 
smart devices, smart systems, smart home appliances, etc.   Smart 
has been a common keyword for such devices before the invention 
of the term IoT. 

Recent rapid expansion of IoT has been due to miniaturization 
of integrated circuit (IC) chips, tremendous increase in their 
processing/storage capabilities and huge drop in their production 
cost.  Readily available fast, reliable and free/cheap Internet 
connection around the globe can be considered another major 
factor in the rapid expansion.  Such developments have made it 
possible to embed various devices with electronics, software, 
sensors, and network connectivity and enable them to collect and 
exchange data.  The process of sensors generating data, data 
producing knowledge and knowledge driving actions has enabled 
automation, remote sensing and remote control in many areas. 

3.2. Vulnerability of IoT 

As mentioned earlier, convenience of connecting to the Internet 
has its associated risks and IoT are no exception in this context.  
However, threat likelihood level of IoT for a particular type of 
attack would depend on its function.  For example, a healthcare 
monitor device will be less vulnerable to data alteration attack than 
a security camera device.   

On the other hand, huge number of IoT combined with their 
weak/no security, make them quite attractive for distributed denial 
of service (DDoS) attack, regardless of their specific functionality.  
Although no serious DDoS attack originating from IoT network 
had been reported until recently, the next section will highlight 
some devastating recent attacks.  Nonetheless, its possibility and 
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upward trend had been predicted based on simple calculation and 
projection many years ago.  If we assume that only 0.01% of the 
IoT network gets compromised by 2020, this could lead around 20 
million appliances vulnerable to cyber-attacks.  Even granting that 
most of the IoT will only transmit relatively small amounts of data, 
considering their enormous size, the attack can easily bring down 
a domain name system (DNS) server, or any another host.  This is 
mainly because DDoS attack uses an integrated effect of its 
compromised devices.   Furthermore, because each compromised 
element has its own unique IP address, blocking a DDoS attack 
becomes extremely difficult after it takes place. 

3.3. Emergence of Thingbot 

Traditional DDoS attack took place via a huge network of 
compromised PCs.  Each PC in the network is transformed into a 
slave by means of malware.  Such network is called botnet which 
is an abbreviation for words “robot” and “network”.  This type of 
attacks occur without awareness of Internet users.  Thingbot is an 
abbreviation similar to the word botnet, but comprised of the words 
“thing” and “robot”.  It indicates a huge network of compromised 
IoT for launching cyber-attacks.  The first large scale thingbot 
based attack was discovered by security researchers from 
Proofpoint in early 2014.  It consisted of more than 750,000 
phishing and spam emails which were launched from thingbot.  
The network contained more than 100,000 hacked IoT devices, 
ranging from smart TVs, refrigerators and other smart household 
appliances [15].  

Presence of huge vulnerable IoT devices and introduction of 
DDoS-for-hire ‘booter’/‘stresser’ service have significantly 
changed and increased the risk.  It enables attackers to launch 
DDoS attacks against target(s) of their choices in exchange for 
monetary compensation which usually comes in form of Bitcoin.   
On October 21, 2016 a DDoS attack utilized at least 150,000 
hacked IoT devices and created devastating effects.  It resulted in 
a 1 Tbps traffic, 40 to 50 times higher than normal, and brought 
down much of the America’s internet for few hours [16].  The 
compromised IoT consisted of digital video recorders (DVRs), 
surveillance cameras and other smart devices that had weak default 
passwords.  The created huge amount of bogus traffic targeted a 
major DNS service provider (Dyn) and others.  This is the largest 
of its kind in the history as of today and its origin is traced to Mirai-
based thingbot from where a significant volume of the attack traffic 
was originated. 

The Mirai IoT botnet which was revealed in August 2016 has 
been launching multiple high-profile, high-impact DDoS attacks 
against numerous Internet properties and services worldwide.  
Even 2016 Rio Olympics and their associated organization were 
targeted by sustained and large-scale DDoS attacks, but due to 
their advance preparedness, they were able to minimize the impact.  
The botnet serves as the basis for the so called ‘booter’/‘stresser’ 
service and its nodes are scattered around the world.  Their 
concentrations are, however, higher in Spain, Brazil, Indonesia, 
Thailand, South Korea, Taiwan, Macau, Hong Kong, and China 
[17-18].  The botnet has been expanding by incorporating 
vulnerable IoT devices through automated continuous scanning 
using well-known, hardcoded administrative credentials that are 
present in the IoT devices.  

4. IoT Security Implementation Challenges 

Like other Internet enabled devices, IoT are also prone to 
numerous risks.  Although threat likelihood level of IoT for a 

particular type of attack depends on its functionality, none of such 
threats are new.  There are established security measures for most 
of them.  However, peculiar characteristics of IoT make 
implementation of such security measures in a traditional way 
quite challenging and this section highlights some of its major 
causes.  

4.1. Limited Resources 

Unlike traditional computers, IoT are designed to serve only a 
specific purpose and marketability factors such as low cost, 
portability, tinier size, etc., prevent them from having powerful 
processing capabilities.  It does not make sense to incorporate 
several hundred dollars’ worth of security and processing 
capability in IoT devices like smart watch, smart LED, smart 
toaster, etc., the sale value of which are few tens of dollars.  As 
such, most IoT end up having toy CPUs that cannot handle 
computationally expensive cryptographic computations and with 
battery power that prohibits long-lasting or high-peak 
computations.  Hence, built-in full cryptography capability which 
is common for most computers becomes infeasible for most IoT 
devices.  

4.2. Technology-Unaware Users 

Even in those IoT devices, such as smart TV, smart refrigerator, 
healthcare monitor, etc., into which incorporation of powerful 
processing capabilities are feasible (cost wise, size wise, etc.), such 
incorporation does not produce positive results in most cases.  This 
is mainly because most of their users are technology-unaware 
people, unable to take advantage of such functionality, consider 
their usage and requirements user unfriendly and additional burden 
both in terms of their cost and utilization.   Hence, our competitive 
market makes vulnerable IoT devices more attractive in terms of 
their low cost and user friendliness.   It also discourages makers to 
build secured devices in the production stage. 

4.3. Around-the-clock Availability 

Traditional computer users, in addition to being more 
technology aware people in comparison with typical IoT users, 
turn off their computer after they accomplished their tasks.  
Furthermore, they stay at their computer most of the time while it 
is on.  In other words, Internet connectivity of traditional 
computers is enabled while their users actively use them and are 
disabled when they finish their tasks.  In contrast to human-
controlled computers, most IoT e.g., smart refrigerators, security 
cameras, gas/fire sensors, etc., are connected to the Internet 24 
hours.  Hence, their around-the-clock availability on the Internet, 
weak/no security make them quite attractive for attackers to 
continuously experiment their attack techniques.  As mentioned 
earlier, skilled attackers experiment with their new attack 
techniques for years before they employ them at large scale via 
automation for high impact achievement. 

5. Possible IoT Security Solutions 

As we can see, despite the necessity and high importance of 
equipping IoT with appropriate security measures, its achievement 
is not that easy.  The author originally got involved with 
investigation of security of smart home appliances over a decade 
ago and has recently extended it to the broader field of IoT.  In this 
section, the author would like to share his findings in form of a 
comprehensive long-term security implementation strategy, an 
immediate necessary and implementable safeguard action, and 
some intermediate schemes. 

http://www.astesj.com/


Davar Pishva / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1211-1217 (2017) 

www.astesj.com     1215 

Considering the existence of theoretical security measures for 
most threats against IoT, impracticability of incorporating such 
measures within each individual IoT inform of powerful security 
processing capability, the author would like to emphasize the 
importance of securing the local area network to which they are 
connected.  The fact that most IoT rely on locally available Internet 
in their vicinity, e.g., home, office, etc., existence of more than one 
IoT in every home or office and stationary nature of most IoT, the 
approach can be considered as the most practical one. 

5.1. Appropriate Security Model 

A decade ago, the author after thoroughly investigating 
vulnerability of smart home appliances and existence of numerous 
challenges in equipping individual appliance with appropriate 
security, came up with the idea of “universal home gateway” 
(UHG) approach.  The idea was to connect all Internet enabled 
gadgets of a house through a single gateway, build the necessary 
security processing capability into the gateway and let network 
operators and service providers to remotely manage the required 
security via the gateway [19-20].  The purpose was to avoid built-
in security features for each gadget and embed all the security 
related processing capability into the gateway instead.   The 
operation involved channeling of all local and remote access to a 
family area network (FAN) via the gateway by means some user-
friendly authentication schemes.  Its required security management 
was envisioned to be carried out remotely by service related third 
party experts in exchange for a reasonable overhead cost.  The 
logic was, since vulnerability comes from the Internet connection, 
if we channel all of our devices’ Internet access through a single 
gateway and secure the gateway, everything gets secured without 
requiring any of our devices to have its own built-in security 
related processing capability or us to perform technical security 
management tasks.  This approach will definitely work for IoT 
devices like smart thermostats, security cameras, refrigerators, 
microwaves, etc. which are used at a fixed location.  However, a 
different security scheme will still be needed for non-stationary 
IoT like smart watch, smart phone, tablet, etc. when they utilize 
Internet from outside the FAN. 

The problem was that existing gateways were not compatible 
with all smart home appliances since they required different 
wireless technologies and protocols.  The author, however, gave 
detailed functional requirements of such UHG, how to initiate its 
construction, as well as pertinent responsibilities and commitments 
of its numerous stakeholders.  The proposed idea may have 
sounded like a far reachable dream and some people even 
wondered about the viability of being able to control many 
different devices by means of a single gateway.  Nonetheless, even 
at that time, there were some vendors whose products were 
marketed with a central controller that could link their smart home 
appliances together in a FAN environment and offered some 
limited security and exclusive digital services [21-22].   History 
has shown that propriety approaches are prone to fail and the 
author was hopeful that in the near future, a universal controller 
could control various smart gadgets that are manufactured by many 
different companies. 

5.2. Current State of the Envisioned Security Model 

At present, commonly used communication methods for IoT 
devices include Z-Wave, Zigbee, Powerline, Bluetooth 4.0 and 
other radio frequency (RF) protocols.  Among these, Z-Wave, 
Zigbee and Powerline are the most common ones for home 

automation devices.  Z-Wave protocol seems to also have better 
backwards and forwards compatibility, widely adopted as it is 
easier to find Z-Wave compatible devices from different 
manufacturers.  Figure 1 shows a commercial product of Z-Wave 
which is compatible with 1,500 products that are produced by 375 
companies [23].  

 
Figure 1 Z-Wave Wireless Technology (Z-Wave Alliance, May 2017). 

5.3. Long Term Security Strategy 

For a comprehensive long-term security implementation 
strategy, the author would still recommend the originally proposed 
UHG approach since no other scheme can handle the numerous 
challenges that exit in equipping IoT with appropriate security 
measures in a better way.  The fact that in less than a decade, 
compatibility from a few single company based products has 
grown to 1,500 products that are produced by 375 different 
companies, shows that it is not a far reachable dream and we are 
indeed moving in that direction.  Unfortunately, however, Z-Wave 
protocol is still a proprietary standard. 

The remaining gaps are to get rid of proprietary standards, 
involve cooperation of manufacturers, network operators and 
service providers more widely, arrive at a consensus on minimum 
security requirements among main stakeholders and involve policy 
makers on the legal implementation.  The size and impact of 
October 21, 2016 shows the urgency of the matter and an 
unsuccessful 2016 Rio Olympics attack should not be allowed to 
turn into a perfect success in a foreseen 2020 Tokyo Olympics 
attack.  The most effective way to achieve this is to: 

• Engage a network operator to build dedicated but 
nonproprietary universal home gateways and become the 
preferred trusted third party. 

• Motivate IoT manufacturers to develop device drivers and 
application software that can run on such UHG for their 
control and operation. 

This will, however, require support for security-driven 
business models and involvement of policy makers on the legal 
aspects of utilizing IoT.  It is worth mentioning that thingbots are 
used against third parties rather than their IoT owners.   
Furthermore, consensus on minimum security requirements 
among main stakeholders (e.g., IoT manufacturers, third-party 
developers, service and solution providers and electronic 
communications providers) will be essential. 

Therefore, design and development of an open system and 
involvement of big and experienced players like network operators 
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are vital to the successful adoption of the technologies.   This way, 
their users can enjoy security without having to be aware of the 
underlying mechanisms.  UHG may even be provided free of 
charge, like the way that cell phone sets and broadband modems 
are being given away by their respective service providers in Japan.  
Security pricing may also be implemented on a product (functional 
group) based scheme. 

There are standards bodies which specify how to build these 
devices and meet their various requirements, e.g., OSGi Alliance 
[24-25].  It is essential to conform to these standards when building, 
managing and providing services for IoT in the future.   Such an 
approach will encourage more vendors/manufacturers to conform 
to these standards, and the standards themselves will evolve as 
needs arise.  The best way to proceed is to develop the security 
model around IoT and network components that conform to certain 
standards. 

5.4. Immediate Necessary Safeguard Actions 

Considering our globalization trends and increase in 
competition, the levels of bureaucracy that exist in many 
governments when making new policies, and their difficulties 
when trying to implement created policies, immediate 
implementation of the proposed security scheme may be difficult.   
Nonetheless, through some immediate safeguard actions, one can 
at least reduce vulnerabilities of IoT for their involvement in 
possible attacks. The following such actions are therefore 
recommended to be carried by IoT owners, their sellers or service 
providers: 

• Change their default passwords since attackers usually 
penetrate through such settings.  

• Disable their Universal Plug-and-Play features since they 
create security loopholes and are enabled by default.  

• Disable their Telnet based remote management as Telnet 
can be used to control them remotely. 

• Keep their software up-to-date so as to protect them against 
the known attacks. 

5.5. Some Intermediate Schemes 

Let us not forget that achievement of ultimate security goal 
requires both hard and soft infrastructures.  The author has so far 
mainly focused on the hard infrastructure but soft infrastructures 
inform of appropriate education, training, guidelines, policies and 
governance systems are equally important.  The fact that thingbot 
adversely affects third parties rather than their respective IoT 
owners, implies moral, social and “hopefully in the near future” 
legal obligation for their possessors.  Now that the Internet is an 
indispensable part of our social life and business activity, security 
awareness and pertinent education for the common people is also 
quite important.  Furthermore, no security will work when a user 
does not properly select/protect his/her passwords for various 
Internet services or does not know what Phishing/Pharming is, 
clicks such links and provide the requested information.  In some 
collaborative work, the author has explained some relevant 
incidents which have taken place in online advertising and social 
networking services [4, 26].  Unfortunately, even in a highly 
industrialized country like Japan, information security awareness 
is not part of general education even at university level! 

Considering slow progress in the UHG approach and dramatic 
increase in the use of social networking platforms by many non-
technical people, its adoption for online advertising and marketing 
and victimization of many users, the author also investigated the 
employment of anonymous communication and its adoption to IoT 
network. Implementation of TOR (the Onion Router)-based 
anonymous communication into the IoT network as an effective 
alternative way to help smart home appliance users protect their 
privacy and make the smart home appliance system more secure 
from aforementioned cyber-attacks was the main objective of the 
work [27].  Such approach can also be effective, particularly for 
technology-aware users and could even be utilized for non-
stationary IoT devices. 

6. Conclusion 

This paper explained numerous conveniences of IoT and its 
projected huge market in the near future.  It also showed that like 
other Internet enabled devices, IoT are also prone to numerous 
risks but there exist theoretical security measures for most of them.  
Nonetheless, peculiar characteristics of IoT make implementation 
of such security measures in a traditional way quite challenging 
and their huge number make them quite attractive for DDoS attack.  
It highlighted the devastating effects of October 21, 2016 DDoS 
attack and emphasized the danger of Mirai IoT botnet which serves 
as the basis for the DDoS-for-hire ‘booter’/‘stresser’ service and 
enables attackers to carry out DDoS attacks against targets of their 
choice in exchange for monetary compensation that usually comes 
in the form of Bitcoin payments.  An architecture wherein security 
issues are managed through universal home gateway by network 
operators in a product based fashion was cited.  It emphasized 
support for security-driven business models, consensus on 
minimum security requirements among main stakeholders and 
involvement of policy makers on the legal aspects of IoT 
environments.  Some immediate necessary safeguard actions and 
intermediate schemes which included soft infrastructures were also 
recommended for the purpose of risk reduction.  It is hoped that 
policy makers and big players take the security issues of IoT 
devices quite seriously and maintain the October 21, 2016 DDoS 
attack as the largest of its kind in the history forever. 
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 Mobile robots can be used to perform transportation tasks for different objects. These tasks 
have to be implemented carefully. Therefore, an accurate approach for object recognition 
and position estimation is required. This work presents a concept for identification and 
position estimation of multiple labware. These labware, which contain chemical and 
biological components, have to be manipulated and transported in life science laboratories 
using H20 mobile robots. The H20 robot has dual 6-DOF arms with 2-DOF grippers. 
Different marks are used to be attached with the labware lid for identification process. The 
Kinect sensor V2 is used to recognize and localize the mark of the required labware on a 
wide workstation. The difference of performance between the Kinect V1 and V2 is 
illustrated. SURF algorithm (Speeded-Up Robust Features) is used to recognize the target 
according to its local features. Some preprocessing steps are applied to the RGB frame to 
enhance the image features. The effects of strong lighting condition are eliminated by using 
polarization and intensity filters which are attached to the Kinect camera. The position 
estimation step is performed by applying a mapping process form the color frame to the 
depth frame of Kinect. The communication procedure between the Kinect platform and 
other robot platforms is done using client-server model. An efficient performance with high 
success rate is obtained under different lighting conditions. 
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1. Introduction 

This paper is an extension of work originally presented in the 
international symposium on computational intelligence and 
informatics (CINTI 2016) [1]. This work shows an approach to 
identify required labware for mobile robot transportation in life 
science laboratories. In general, the realization of objects 
transportation using mobile robots leads to an increase of the 
productivity and saving human resources in the working 
environment. This requires several prerequisites like object 
recognition with position estimation, arm control, and a robot 
navigation system. The navigation system includes the path 
planning, mapping, and robot localization in the working 
environment. Related to the object manipulation, the robotic arm 
has to be guided to the target pose. The object pose can be acquired 

visually using a suitable sensor with a proper recognition 
algorithm. The Kinect V2 sensor fixed on the H20 robot is used in 
this work to identify and localize multiple labware. The H20 robot 
is a wireless networked autonomous humanoid mobile robot. It has 
a PC tablet, dual arms, and an indoor GPS navigation system. A 
Kinect holder is installed on the H20 body in a way that the 
labware on the workstation can be visualized clearly. Some 
technical achievements have been developed at the Center for Life 
Science Automation (celisca, University of Rostock) to improve 
the transportation system of the H20 mobile robots [2]-[4]. The 
H20 mobile robot with different labware and tube racks is shown 
in Figure.1. The Kinect sensor provides color frame and depth 
frame of the view. The RGB frame has to be processed to find the 
required target. This process includes the extraction of meaningful 
features from the image that lead to the identification of the object. 
Different target features can be used for this procedure such as 
color, shape, edges, size, and local features. Some algorithms use 
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multiple features related to the target to create a robust strategy for 
recognition process. 

 
Figure 1.  H20 mobile robot with different tube racks. 

In order to identify the required object using visual sensors, it 
is necessary to apply different techniques to the captured image. 
There are several features which can be extracted from the image 
to find the target. In general, these features are divided into two 
categories. The first is the appearance features of objects such as 
the color and intensity. The second is local features of the target 
itself. The local features have to be extracted and matched with the 
features in the database related to the object of interest. Image 
segmentation using color feature is one of the easiest methods to 
find the required target in the view. This method is suitable for 
real-time applications because it does not require a detailed prior 
information about the target. Color detection can be performed 
using different representations of color system such as RGB, HSV, 
and YCbCr. The HSV (hue, saturation, value) color system is more 
robust in dynamic lightness conditions because it is insusceptible 
to illumination. Sanchez-Lopez et al. used the HSV color system 
to track the target for service robot applications [5]. The edges 
detection can also be used to extract the edges of the target. Some 
filters are commonly used for this purpose such as Canny, Sobel, 
and Laplace filters. Furthermore, a set of rules of shape primitives 
can be applied for shape recognition such as circles, triangles, and 
rectangles. Yamazaki et al. used edges and shape detection with 
HSV color segmentation to recognize some foods and kitchen tools 
[6]. The success rate of object recognition can be improved by 
using multiple features related to the target at the same time. 

In order to use specific local textures of the target as an 
identification reference, feature matching algorithms can be used. 
SIFT (scale invariant feature transform), SURF (Speeded-Up 
robust features), and FAST (Features from Accelerated Segment 
Test) are the most common algorithms for local feature descriptors 
to perform object recognition [7]-[9]. Theses algorithms are 
somehow independent to the changes in scale, illumination, and 
orientation. Collet et al. extracted the local descriptors for the 
registration and recognition of learned metric 3D models of house-
hold objects using a multi-view system [10]. Marchand et al. used 
the features like corners and contours of known objects to perform 

a visual tracking method [11]. The speeded-up robust features 
(SURF) algorithm can be considered as an efficient object 
recognition method with a fast scale- and rotation-invariant 
detector and descriptor. The object tracker decreases the required 
time by providing the full region which is occupied by the target 
in the image at every frame. The target region is jointly estimated 
by iteratively updating the region information and location 
obtained from the previous frame. The region of interest (ROI) 
which contains the target is obtained using the object position in 
the image coordinates. In the successive images, only the interest 
points in this updated ROI are extracted and matched to find the 
object. Anh et al. proposed an object tracking method based on 
SURF for safe grasping tasks [12]. Zickler et al. used humanoid 
robots to achieve detection and localization of multiple objects on 
the kitchen desk [13]. Katsuki et al. attached specific marks on the 
required objects to handle various objects in home or office 
environments using robot system [14]. For the localization process 
of the object in the real environment, 3D visual sensor like 
Microsoft Kinect is more preferable. Chung et al. used the Kinect 
sensor installed on a service robot to help humans in object 
transportation [15]. Ramisa et al. used the Kinect for cloth grasping 
by finding the manipulation points in the depth frames [16]. 

In this work, the approach of recognition and position 
estimation of different labware is presented. Several concepts and 
challenges are taken into the consideration to realize an efficient 
performance. The visual feedback is necessary to perform a high 
precision manipulation of the labware that contains chemical and 
biological components. The strong and glossy lighting conditions 
in addition to the appearance of the labware affect the 
identification process. Therefore, a specific mark is attached to 
each labware to be to be distinguished from each other on a wide 
workstation. Speeded-Up robust features algorithm (SURF) and 
HSV color segmentation are used to recognize different marks. 
Some preprocessing steps are applied to the image to enhance its 
features for the recognition step. The Kinect V2 is used for this 
work. The difference of performance between the Kinect V1 and 
V2 is illustrated. Polarization and intensity filters are attached to 
the Kinect to reduce the effects of strong and glossy light. The 
connection between the Kinect platform and other robot platforms 
is established through a client-server model.  

This paper is organized as follows: in section 2, the problem 
definition is presented. The proposed methodology is given in 
section 3. Section 4 shows the labware identification and 
localization process which will be followed by the system 
integration. Finally, the results are concluded and discussed. 

2. Problem Definition and Restriction 

The future of life sciences laboratories depends significantly 
on the innovations of automated solutions in the entire scope. 
Different scientific tasks, like biological testing and sample 
preparation, are performed in the laboratories by using automation 
equipments. This leads to realize high throughput, workflow 
optimization and reliable measurement results. Robots and 
especially mobile robots are very important in the life science field. 
Mobile robots increase the productivity and save human resources 
by connecting all workstations in different laboratories. For 
labware transportation, an intelligent procedure to grasp the target 
object and placing it at the right position on the workstation is 
required. The success of this procedure depends significantly on 
the success of recognition and position estimation for the required 
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labware. Fig. 2 shows the wide workstation which consists of 8 
positions of labware containers. The required labware and its 
position on the workstation have to be identified and the H20 robot 
has to change its position to manipulate it. The laboratories and the 
workstations have strong lighting conditions especially with sunny 
weather. The glossy ceiling light blinds the visual sensor which 
affects the identification process since it changes the labware 
appearance. Also, the workstation can be affected by the sunlight 
if it is close to a window or is surrounded with objects which reflect 
some light.  

 
Figure 2.  Eight locations of labware containers on the workstation. 

According to this situation, a proper visual sensor has to be 
located in a suitable pose on the robot with a specific height to 
provide an adequate view for the workbench. Moreover, the view 
angle of the visual sensor related to the workbench plays a role in 
the identification process by reducing the light effects. The H20 
robot has stereo cameras in the head. The stereo vision system is 
fixed on a pan-tilt joints module for object tracking. The head 
cameras are not appropriate for labware identification task because 
of the limited height and distance between the head and the 
workstation. The cameras don’t provide a clear view for the whole 
workbench especially at the ends of left and right sides of it. 
Moreover, several complex steps have to be performed in stereo 
vision systems to obtain the depth data. The images of stereo 
cameras have to be processed by steps such as undistortion, 
rectification, correspondence, and reprojection. It is important to 
correspond the video quality, resolution, and contrast in the both 
cameras. The two cameras have to be mounted accurately to 
guarantee that all their axes are parallel. Also, the kinematic 
solution of the head joints has to be derived and the target has to 
be tracked to be seen by the two cameras. To avoid these complex 
issues, the Kinect sensor can be considered as a proper choice for 
this work. It can be used to provide a sufficient and clear view for 
the whole workstation after fixing it in a suitable pose over a 
holder. Also, the Kinect provides the depth data directly without 
the need of performing all the complex steps which are previously 
mentioned for the stereo vision system. 

3. Proposed Methodology 

In the Center for Life Science Automation, different 
automation islands are connected with each other by the 
cooperation of stationary and mobile robots. This cooperation 
requires an appropriate hierarchical management systems. The 
mobile robots are used for maneuvering between the adjacent 
laboratories for transporting multiple labware and tube racks. The 
overall workflow starts with the user or with the hierarchical 
workflow management system (HWMS) to decide which target 
has to be manipulated and transported [17]. The manipulation 
system can be splitted into two parts, the target localization and the 

arm controller. The target localization software with the visual 
sensor is utilized to detect the target and to estimate its pose. The 
pose information is sent to the arm controller software to guide the 
robotic arm. The information exchange between the two parts is 
performed using a TCP/IP socket through client-server 
communication model. Fig. 3 shows the block diagram of the 
manipulation process. 

The target pose has to be calculated related to the arm base. 
Then, an accurate kinematic model has to be used to control the 
arm joints. The kinematic analysis is how to describe the arm links 
motion without considering its forces. There are two terms related 
to the kinematic analysis, forward kinematics (FK) and inverse 
kinematics (IK). Using the forward kinematics model, the end-
effector pose relative to the arm base can be found according to the 
given joint angles. On the other hand, the inverse kinematics model 
describes how to find the required joint angles for the given end-
effector pose. The analytic solution of IK problem  has been found 
and applied physically on the H20 arms to guide them to the target 
[18][19][20].  

 
Figure 3.  Block diagram of manipulation process. 

The Kinect sensor can be considered as an appropriate choice 
for the labware manipulation approach. The Kinect provides a high 
quality color and depth information which is directly obtained 
without applying some complicated steps on the image as in the 
stereo vision. Both versions V1 and V2 of the Kinect sensor have 
been used for this work. The Kinect V2 has a wider horizontal and 
vertical view than V1. The RGB and depth cameras have a higher 
resolution and the depth measurements are more accurate. Also, 
the Kinect V2 uses the time-of-flight principle, whereas the Kinect 
V1 is based on structured light to provide the depth data [21]. Fig. 
4 shows the two versions of Kinect and Table 1 shows the 
differences between them. 

 

 

Figure 4.  Microsoft Kinect sensor, A: V1, B: V2. 

(A) (B) 
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Table 1: Differences of features between Kinect Sensor V1 and V2. 

Features Kinect V1 Kinect V2 

RGB camera 640 X 480 1920 X 1080 

Depth camera 320 X 240 512 X 424 

Max depth ~ 4.5 M ~ 4.5 M 

Min depth 40 cm in near mode 50 cm 

Horizontal FOV 57 degrees 70 degrees 

Vertical FOV 43 degrees 60 degrees 

Tilt motor Yes No 

USB standard 2.0 3.0 

Supported OS Win 7, Win 8 Win 8, Win 10 
 

A holder has to be installed on the H20 body for fixing the 
Kinect sensor. The height and tilt angle of the holder have to be 
appropriate to realize a wide and clear view for all the labwares on 
the workstation. The distance between the Kinect and the 
workstation has to be suitable to obtain the target position where 
the minimum depth value of Kinect V2 is 50cm. Also, the FOV of 
the RGB camera and depth camera are not compatible. This leads 
to the fact that not every point in the RGB frame has a related 3D 
position value since the FOV of the RGB camera is wider than the 
FOV of the depth camera. The Kinect holder should not obstruct 
the head movement. In addition, the FOV of stargazer, which is 
located behind the H20 head, has not to be affected by the holder 
or the Kinect (see Fig. 5). The stargazer module is used to detect 
passive ceiling landmarks for mobile robot localization [22]. 
Moreover, any kind of changes in the Kinect position and 
orientation has to be avoided during the robot movements. The 
Kinect sensor has been supplied with the required power using a 
12V battery with stabilizer. Furthermore, the interfacing between 
Kinect V2 and H20 robot is set through a USB-3 port of the H20 
tablet. SURF algorithm for local features description and 
recognition is used to identify multiple labware and tube racks. 
This can be performed by extracting local features from the 
reference image to be identified with the current image. C-sharp 
programming language has been used to develop the manipulation 
system of the H20 robots. Fig. 6 shows the structure of the labware 
manipulation system.  

 
Figure 5.  Frame of Kinect holder. 

 
Figure 6.  Structure of labware manipulation system. 

Arm gripper design plays an important role in the realization 
of secure manipulation tasks. Several models of arm grippers and 
labware containers have been designed for arm manipulation [18]-
[20]. Fig. 7 shows the final 3D model of the gripper with container. 
The goal of this design is to handle heavy labware by decreasing 
the lever arm of the wrist joint. This brings the labware weight 
center closer to the wrist. In this case, less torque is required from 
the wrist joint for lifting the labware. The maximum payload which 
can be handled with this design is 700g. To implement the visual 
manipulation, the labware itself has to be recognized and localized. 
Different object recognition algorithms can be used such as SIFT, 
SURF, and FAST, which are widely used for object recognition 
applications. The next section illustrates the process of labware 
recognition and position estimation using SURF algorithm with 
Kinect V2 sensor.  

 
Figure 7.  3D design of labware container with gripper. 

4. Labware Identification and Localization 

Since the H20 robots deal with different kinds of labware, a 
reliable technique is required to recognize them. Different tests 
have been performed to show the performance of identification and 
localization for labwares at different positions on the workstation 
and under different lighting conditions. The identification tests 
have been performed using Microsoft Visual Studio 2015 with C# 
programming language. SURF algorithm is the most appropriate 
method that can be implemented using this programming 
language. The project is running on a Windows 10 platform in the 
H20 tablet. The process starts with an offline step by capturing an 
image of the target to be saved in the database as a matching 
reference. Strong and glossy light as well as sunlight may affect 
the recognition process. Therefore, to start with the online process 
and to decrease the light effects, some pre-processing steps have to 
be applied on the live image to ensure a better performance with 
SURF algorithm. Different procedures have been applied such as 
contrast with brightness correction, histogram equalization, HSV 
conversion, grayscale conversion, etc. The average required time 
for recognition process is about 3 seconds, which is long according 
to the application perspective. This long time is related to the 
features extraction and identification from a high resolution image 
of Kinect (1920X1080). To cope with this issue, the region of 
interest (ROI) can be extracted from the image using a cropping 
technique. The cropping process for the area of workstation with 
labwares is performed in the Y-axis of the image only as shown in 
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Fig. 8. The cropping area can be estimated according to the error 
range of the distance between the robot and the workbench which 
is about ±3cm. The resolution of the image after the cropping step 
is (1920X400). The recognition process requires about (1.1  ̴ 1.5 
sec.) using the cropped image. Thus, the required time has been 
decreased to the half after using the cropping image. 

 
Figure 8.  ROI area after cropping step. 

4.1. Labware Identification Process 

The recognition procedure has been performed for some tube 
racks without lid. In general, the lids are entirely either white or 
transparent. These lids are necessary to protect the tubes 
components from cross contamination and evaporation. Fig. 9 
shows the 6-tubes rack which has different top views at different 
positions on the workstation. The variation in the top view are 
related to the 3D features of the tubes and also related to the angle 
of Kinect view. The lighting conditions play an effective role in 
the appearance of tubes rack at different positions. 

 
Figure 9.  6-tubes rack at different positions on the workstation. 

The 6-tubes rack has been placed at 8 different positions on the 
workstation for the recognition process. The 8 positions are 
ordered from left to right in the sequence of P1-to-P8. Fig. 10 
shows the recognition outcome of the 6-tubes rack by drawing a 
polygon around it with cross to specify the center point.  

 
Figure 10.  Identification of 6-tubes rack on the workstation. 

 Fig. 11 shows the success rate of the recognition process which 
has been tested 20 times at each position using different 
preprocessing steps and under different lighting conditions. The 
first test has been done without turning on the glossy ceiling light. 
The image acquired from Kinect has been used directly without 
applying any preprocessing steps. The identification results of the 
first test at each position are titled with (N) in Fig. 11. The success 
rate at P4 is 100% (20/20) since the top view of the tubes rack is 

very clear at this position. At P3, the success rate is 65% (13/20) 
while it is zero at the rest positions. The overall success rate for the 
first test is  ̴20% (33/160). This rate is related to the 3D features of 
the tubes top view which gives different appearance at each 
position according to the angle of Kinect view. The second test has 
been done after turning on the ceiling glossy light. The overall 
success rate of the second test (N_L) is  ̴19% (31/160) as shown in 
Fig. 11. The third and fourth tests have been performed after 
applying the brightness and contrast corrections for the Kinect 
image. The overall success rates are  ̴9% and  ̴22% respectively. 
The fifth and sixth tests have been performed after converting the 
Kinect image to grayscale and applying the histogram 
equalization. The overall success rates are 20% and  ̴ 17% 
respectively. 

 

 
Figure 11.  Success rate of 6-tubes rack identification. 

The best overall success rate (  ̴ 22%) has been obtained after 
applying the brightness with contrast correction and in lighted 
environment. The false positive rate for this case is about  ̴ 13% 
(21/160). The false positive condition causes identifying a wrong 
target in the view which has to be avoided because it affects the 
manipulation process. As a conclusion from the overall results, it 
can be realized that the labware without lid has to be located at a 
fixed position on the workstation to be identified. This can be 
noticed clearly according to the overall success rate at P4 which is 
about   ̴92% (110/120). Table 2 shows the success rates summary 
of the identification tests for the 6-tubes rack where the term 
O.S.R.T means the overall success rate for each test and the term 
O.S.R.P means the overall success rate at each position.                                                                                                       

Table 2: Results summary of 6-tubes rack identification. 

Test P1,2 P3 P4 P5,6 P7,8 O.S.R.T 

N 0% 65% 100% 0% 0% ̴ 20% 

N_L 0% 55% 100% 0% 0% ̴ 19% 

Br_Co 0% 0% 70% 0% 0% ̴ 9% 

Br_Co_L 0% 80% 100% 0% 0% ̴ 22% 

GS_HE 0% 70% 90% 0% 0% 20% 

GS_HE_L 0% 50% 90% 0% 0% ̴ 17% 

O.S.R.P 0% ̴ 52% ̴ 92% 0% 0%  
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Specific marks have been attached to each labware lid to 
improve the identification process at each position on the 
workbench. Fig. 12 shows different lid marks which can be used 
to distinguish different labwares. The mark contains an 
information like labware name and its type with specified number. 
The number is used for differentiation and classification purposes. 
This information with the background picture gives sufficient 
features to differentiate multiple labware. The more features the 
mark has, the higher success rate of identification will be realized. 
Also, it is necessary to select the suitable colors of the background 
mark which reduce the effects of strong lighting conditions. It is 
known that the dark colors are much preferable to avoid the light 
reflection. The Kinect V2 has been used to recognize the required 
tube rack (6 microwaves tubes) according to the related mark with 
number 8 as shown in Fig. 13. The marks have been printed using 
coarse paper since it is more robust against light reflection.  

 
Figure 12.  Different designs of marks to distinguish multiple labware. 

 
Figure 13.  Labware identification according to the related mark. 

The identification process has been performed for the lid mark 
at different positions on the workbench and under different lighting 
conditions. The test has been repeated 20 times at each position. 
Different preprocessing steps have been used before applying 
SURF algorithm on the Kinect image. Fig. 14 shows the 
recognition success rate of the mark with number 8 at each 
position. The improvement in the success rate results from the 2D 
property of mark which is not easily to be influenced by the angle 
of Kinect view. Also, the adequate features in the mark help to find 
the required one easily. In comparison with Fig. 11, it is clear that 
the success rate has been improved at the positions that are located 
at the horizontal ends of image like P1, P7, and P8. This is related 
to the reflected light from the mark and to the angle of view at these 
positions. It can be noticed also that the brightness with contrast 
correction improves the recognition process that is slightly 
affected under strong lighting conditions. The overall success rates 
for this case at all the 8 positions without and with glossy ceiling 
light are  ̴ 98% and  ̴ 97% respectively. On the other hand, the 
grayscale conversion with histogram equalization reduced the 

success rate of mark recognition. Furthermore, the valuable 
improvement that has been obtained is zero false positive rate. 
Tables 3 shows the success rates summary of the identification 
tests for the lid mark. 

 
Figure 14.  Success rate of lid mark identification. 

Table 3: Results summary of lid mark identification. 

Test P1,2 P3,4 P5,6 P7,8 O.S.R.T 

N 100% 100% 100% 90% ̴ 97% 

N_L 100% 100% 100% 80% ̴ 97% 

Br_Co 100% 100% 100% 95% ̴ 98% 

Br_Co_L 100% 100% 100% 90% ̴ 97% 

GS_HE 50% 100% 100% ̴ 32% ̴ 70% 

GS_HE_L ̴ 67% 100% 80% ̴ 42% ̴ 72% 

O.S.R.P ̴ 86% 100% ̴ 97% 72%  
 

 The realization of 100% success rate is the goal which has to be 
achieved especially under strong lighting conditions. The most 
appropriate solution to deal with lighting effects is to change the 
camera exposure time. Decreasing the exposure time leads to a 
reduction of the light effects on the image acquired from the 
camera. But Microsoft Company has blocked the camera setting of 
Kinect V2 which prevents the possibility of changing the exposure 
time or any other camera settings. Therefore, polarization and 
intensity filters have been affixed on the Kinect V2 camera to 
decrease the lighting effects as shown in Fig. 15. The intensity 
filters are used to decrease the brightness in the image and sharpen 
its edges and features. On the other hand, the polarization filters 
are used to increase the color saturation and decrease the 
reflections from glass, metals or other shiny surfaces. The success 
rate of mark identification under strong and glossy lighting 
condition is 100% at the all 8 positions on the workstation. Table 
4 shows the success rates summary of the identification tests for 
the lid mark using filters. 
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Figure 15.  Kinect V2 with camera filter. 

Table 4: Results summary of mark identification (with filters). 

Test P1 P2,3 P4,5 P6,7 P8 O.S.R.T 

N 95% 100% 100% 100% 100% 99% 

N_L 100% 100% 100% 100% 100% 100% 

O.S.R.P ̴ 98% 100% 100% 100% 100%  
 

The recognition process requires between 1-1.5 second to be 
performed after cropping the ROI area. To decrease this time, the 
unwanted and unimportant features have to be removed from the 
cropped image. For this purpose, lid marks have been designed 
with red color features as shown in Fig. 16. Color filters can be 
used to extract the required color from the image after removing 
all the unwanted colors. This has been performed by using the 
HSV color filtering as a preprocessing step for the cropped image. 
The process of red mark identification starts with applying 
brightness correction with histogram equalization to increases the 
color saturation. Then, the color system is converted from RGB to 
HSV because it is more robust against strong lighting conditions. 
The next step is to extract the red color by removing all the 
unwanted colors in the image using color segmentation. The final 
image is converted to a binary image (black and white) to be 
prepared for the SURF process. Fig. 16 shows the result of this 
method which requires about 0.5 sec. The best success rate for this 
method is   ̴96%  at all 8 positions on the workstation with using 
the filters in the lighted environment. Table 5 shows the results 
summary of this test. 

 
Figure 16.  Identification of red-white mark. 

Table 5: Results summary of red mark identification. 

Test P1 P2,…6 P7 P8 O.S.R.T 

Br_H.E. 85% 100% 85% 80% ̴ 94% 

H.E._F 90% 100% 90% 85% ̴ 96% 

O.S.R.P ̴ 88% 100% ̴ 88% ̴ 83%  

Table II summarizes the best results of the overall tests after 
applying the brightness and contrast correction on the raw image 
and under strong lighting condition.   

Table 6: Overall summary of the Best Results. 

Test case Success rate False pos. rate Time 

Without lid ̴ 22% 14% 1.4sec 

With lid mark ̴ 97% 0% 1.3sec 

Mark with filters 100% 0% 1.1sec 

Red mark with filters ̴ 96% 0% 0.5sec 
 

The using of marks for labware identification and manipulation 
is very useful. These marks can be recognized even when they are 
partially occluded by some object as shown in Fig. 17. This can be 
considered as one of the advantages of using this approach. The 
mobile robot can still find and grasp the required labware even if 
the related mark is partially seen by the Kinect.  

 
Figure 17.  Mark identification with partial occlusion. 

4.2.  Holder Identification  

The required holder has also to be identified and localized for 
performing the placing tasks visually. To realize that, placing mark 
has been designed and fixed in front of each holder as shown in 
Fig. 18. Each placing mark has a number and it is used for 
recognition and position estimation of the required holder to guide 
the robotic arm to the right place. In case of existing labware on 
the workbench, these labwares do not block the placing marks to 
be seen by the Kinect sensor. 

 
Figure 18.  Holders’ marks for placing tasks. 

4.3. Localization Process 

Since the Kinect sensor provides the depth data directly, it is 
simple to find the position of any point in the view. For labware or 
holder localization, the related mark is recognized and its center 
point is found in the image coordinate. The center point can be 
determined by finding the centroid of the bounding box drawn 
around the object using the box corners’ positions. To find the 
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position of the center point related to the Kinect, mapping steps are 
required. The first mapping step for the related point is performed 
from the image frame to the depth frame. This step is essential 
because there is a mismatch in the resolution between the depth 
frame and image frame. The second mapping step for the center 
point is performed from depth frame to the Kinect space 
coordinates. The center point position of the mark related to the 
Kinect is used as reference to locate the position of the 
manipulating point where the robotic arm has to reach. At the end, 
the position information has to be transformed to be related to the 
arm shoulder space. Then, the kinematic model is used to control 
the arm joints and guide the arm to the target. 

5. System Integration 

The integration of multiple control software, which are 
developed using similar or different programing language, into a 
single one can be complicated. To cope with this issue, an interface 
can be developed to interact with all coding platforms 
simultaneously. It is useful to separate the system into multiple 
platforms to simplify the coding tasks and to facilitate finding the 
coding bugs. These platforms can communicate with each other in 
the system using client-server model. The labware recognition and 
localization part has been integrated and communicates with the 
multifloor navigation platform [22] and the arm manipulation 
platform. Using this communication model, these parts can 
exchange the orders and information between each other. The 
communication process between the client and the server is 
described using a sequential diagram shown in Fig. 19. Initially, 
sockets are created on the server and the client. The client requests 
a socket connection from the server using a specific port number 
and IP address. If the requested port is free to use, the server 
establishes a connection to communicate with the client. Once the 
connection is established, the client program sends/receives 
information to/from the server program. Both sockets are closed 
when the data transfer is successful. The information is exchanged 
between the client and the server in the form of strings. 

 
Figure 19.  Diagram of client-server model. 

In the described system, the multifloor navigation platform 
sends the work information to the arm manipulation platform 
whenever the robot reaches the workstation. This information 
includes the required task (grasping/placing) with the required 
number of labware or holder. This information is sent to the 
identification and localization platform (Kinect control). The 
Kinect platform finds the position of the target and transfers this 
information to the arm manipulation platform to perform the 
required task [18].  The process flowchart and the GUI of the 

identification and localization system are shown in Fig. 20 and Fig. 
21 respectively. In the GUI window it can be clearly noticed how 
the required labware mark has been recognized after cropping the 
image.The upper part of the GUI represents the server socket 
which shows the used IP address with the port number. It shows 
also the received command related to the required target which has 
been sent from the arm manipulation platform. The bottom of the 
GUI shows the position information of the target related to the 
Kinect with the recognition time in milliseconds.   

Recognition

Get the Kinect  image and 
apply the preprocessing 
steps (cropping, ... etc.)

Start

Stop

The navigation system sends 
the order (task & target) to 

the arm manipulation system 

Yes

 Time is 
up

No

Yes

No

The target information is 
sent to the identification 
and localization system

Send “fail“ to the arm 
manipulation system

Draw a polygon around 
the target and find its 

center point

Apply the mapping 
process to find the point 
position related to the 

kinect sensor

Send the position 
information to the arm 
manipulation system

Apply the object 
recognition process

 
Figure 20.  Flowchart of object identification and localization system. 

 
Figure 21.  GUI of object recognition and localization. 

6. Conclusion 

Visual based manipulation plays an important role in mobile 
robot transportation systems. The ability to identify and localize 
the required object visually is very essential to guarantee 
successful tasks. In this paper, an approach for multiple labware 
and holders’ identification and localization for manipulation in life 
science laboratories has been presented. A suitable design of 
grippers and labware containers is very important to perform a 
secure transportation for the required labware. The Kinect sensor 
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V2 with SURF algorithm is used for this work. The Kinect is fixed 
on the mobile robot using a holder which has been designed 
carefully. Specific marks have been designed for labware and 
holder identification. The marks improve the success rate of the 
identification process for the labware and holders at any position 
on the workstation. The image acquired from the Kinect has been 
processed initially to enhance its features and to decrease the 
execution time. This step improves the identification success rate 
using SURF algorithm. HSV color filtering has been used with red 
marks to decrease the identification time. Polarization and 
intensity filters are used with the Kinect V2 to reduce the glossy 
lighting effects in the working environment. Kinect V2 provides 
high resolution image, wide FOV, and accurate position data 
directly that makes it very desirable for such tasks. The position of 
the mark related to the robot guides the arm to perform the required 
task. The client server model has been used to integrate and 
connect the identification and localization part with the arm 
manipulation and Multifloor transportation systems.  
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 In automated working environments, mobile robots can be used for different purposes such 
as material handling, domestic services, and objects transportation. This work presents a 
grasping and placing operation for multiple labware and tube racks in life science 
laboratories using the H20 mobile robots. The H20 robot has dual arms where each arm 
consists of 6 revolute joints with 6-DOF and 2-DOF grippers. The labware, which have to 
be manipulated and transported, contain chemical and biological components. Therefore, 
an accurate approach for object recognition and position estimation is required. The 
recognition and pose estimation of the desired objects are very essential to guide the robotic 
arm in the manipulation tasks. In this work, the problem statement of H20 transportation 
system with the proposed methodology are presented. Different strategies (visual and non-
visual) of labware manipulation using mobile robots are described. The H20 robot is 
equipped with a Kinect V2 sensor to identify and estimate the position of the target. The 
local features recognition based on SURF algorithm (Speeded-Up Robust Features) is 
used. The recognition process is performed for the required labware and holder to perform 
the grasping and placing operation. A strategy is proposed to find the required holder and 
to check its emptiness for the placing tasks. Different styles of grippers and labware 
containers are used to manipulate different weights of labware and to realize a safe 
transportation.  The parts of mobile robot transportation system are communicated with 
each other using Asynchronous socket Channels. 
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1. Introduction 

This paper is an extension of work originally presented in the 
international conference on Mechatronics (Mechatronika 2016) 
[1]. This work shows grasping and placing operations for labware 
and tube racks transportation in life science laboratories using 
mobile robots. Different purposes can be performed using mobile 
robots such as product transportation [2], teleoperation for the 
tasks with power tools [3], domestic services [4]-[6], or material 
handling [7]. The development of laboratories in the field of life 
science depends significantly on the new techniques of automated 
solutions in all related areas. Different tasks such as biological 
testing, samples preparation, and samples analysis are performed 

in the laboratories using automated equipments. The robots are 
very necessary in the field of life sciences. All the workstations in 
the same or in different laboratories can be connected using 
stationary and mobile robots. This connection ensures a 24/7 
operation and reduces tedious and routine work for the employees. 
Object transportation using mobile robots is one of the most 
important tasks in the automation field since it increases 
productivity and saves human resources. For safe transportation, 
the mobile robots have to perform the object manipulation 
processes in addition to the path planning, mapping, and 
localization. H20 robots and Kinect V2 are used in this work to 
perform a visual manipulation for multiple labware and tube racks. 
The H20 robot is a wireless networked autonomous humanoid 
mobile robot. It has a PC tablet, dual arms, and an indoor GPS 
navigation system. Some technical procedures have been 
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implemented at the Center for Life Science Automation (celisca) 
to develop the transportation system of the H20 mobile robots [8]-
[10]. The H20 robot and different labware with tube racks are 
shown in Fig. 1 and Fig. 2 respectively. 

 
Figure 1.  H20 mobile robot. 

 
Figure 2.  Different labware and tube racks. 

For grasping and placing operation of multiple labware, the 
object identification and localization are very necessary to guide 
the robotic arm to the target. This requires an arm control based 
kinematic model to find the joints’ values which move the robotic 
arm to perform the task. The kinematic analysis is the way of 
describing the motion of arm links without considering the forces 
causing this motion. The kinematic analysis is classified into two 
parts: forward kinematics (FK) and inverse kinematics (IK). Using 
the forward kinematics equations, the end-effector pose relative to 
the arm base is found according to the given joints’ angles. On the 
other hand, the inverse kinematics equations are used to find the 
required joints’ angles for the given pose of the end effector with 
respect to the arm base. The joints’ limits and workspace of the 
robotic arm have to be taken into consideration in the manipulation 
process. In general, the FK solution is easier to be found than the 
IK solution especially for serial arms. The IK problem can be 
solved using two approaches: analytic and numeric. The analytical 
solution is more preferable to be applied in real time applications 
because it is computationally faster than the numerical approach. 
Also, all possible solutions can be found using the analytical 
approach. But, the IK analytical solution can only be derived for 
manipulators with a particular structure. For example, if 3 
consecutive joints’ axes are parallel, or intersect at a single point, 
then the analytical solution can be found. This solution often 
cannot be generalized to other robotic arms. Ali et al. proposed a 
reverse decoupling mechanism method to solve the IK problem 
analytically for a 6-DOF (degree of freedom) robotic arm [11]. 

O’Flaherty et al. developed the same method to find the closed-
form solution of IK problem for a HUBO2+ humanoid robot arms 
[12]. The reverse decoupling mechanism method has been used to 
find the analytical solution of the IK problem for the arms of the 
H20 robot [13]. 

The visual approach of grasping and placing requires the use 
of a suitable visual sensor with a suitable object identification 
algorithm to realize a successful operation. Various features can be 
extracted from the image to find the target in the view. Color, 
edges, corners, shape, and local features can be considered as 
target characteristics for detection task. The detection of multiple 
characteristics related to the target improves the success rate of the 
process. Some applications depend on the object color as a feature 
to be found in the image. Different color systems can be used for 
this task such as RGB, HSV (hue, saturation, value), HSL (hue, 
saturation, lightness), etc. HSV color system can be considered as 
the more reliable in color segmentation in comparison with other 
systems [14], [15]. The HSV system is more powerful against 
dynamic lightness and brightness conditions. Additional 
information has to be used such as the target shape and area in case 
of presenting different objects with the same color in the view. 
Sanchez-Lopez et al. proposed a fast method for object tracking 
using HSV color segmentation and service robot [16]. Yamazaki 
et al. used HSV color with edges and shape for manipulation of 
foods and kitchen tools with daily assistive robot [17]. To 
recognize the required object which has a specific textures, feature 
matching algorithms have to be used. Generally, the local features 
recognition requires an off-line step to save the images of the 
targets in a data base as references. Then, the matching algorithm 
is performed by extracting local features from the reference image 
related to the target to be identified with the current live image. 
Visual matching based on local feature descriptors such as SIFT 
(scale invariant feature transform), SURF (Speeded-Up robust 
features), and FAST (Features from Accelerated Segment Test) are 
very popular algorithms in this field [18]-[20]. These algorithms 
are somehow independent to changes in orientation, scale, and 
illumination. Chen et al. presented an identification approach for 
textured objects using SIFT algorithm [21]. Grundmann et al. 
recognized household items using object classification based on 
SIFT algorithm [22]. Anh et al. proposed an object tracking 
method based on SURF algorithm for safe grasping operations 
[23]. To estimate the target position, stereo vision and 3D cameras 
are considered the most appropriate solutions. A 3D camera such 
as the Kinect sensor is more preferable for this task. Kinect 
provides directly the depth data without implementing any steps in 
image processing as in the case of stereo vision. Chung et al. 
proposed an intelligent service robot equipped with Kinect sensor 
to help humans in object transportation [2]. Stueckler et al. 
described a strategy for objects segmentation and manipulation 
using the depth frame of the Kinect sensor [24]. The design of arm 
grippers and labware containers is one of the most important issues 
which plays a main role to achieve a safe grasping and placing 
operation. Some factors have to be taken into consideration to 
design a suitable style of grippers like the task quality, the end 
effector structure, and the characteristics of the target like its 
weight, shape, etc. 

In this work, a grasping and placing operation is presented to 
achieve labware transportation in life science laboratories. Five 
H20 mobile robots are used for maneuvering between the adjacent 
labs and workstations for transporting multiple labware and tube 
racks which contain chemical and biological components. Local 
features matching based on SURF algorithm is used to identify 
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multiple labware. The navigation and arm control systems of the 
H20 robots are developed using C-sharp programming language. 
SURF algorithm is the most appropriate method that can be 
implemented using C-sharp. The inverse kinematics solutions for 
the head and arms of H20 robot are listed in this work. This paper 
is organized as follows: in section 2, the problem statement and 
proposed methodology are discussed. The head and arm structures 
of the H20 robot with IK solutions are given in section 3. Different 
designs of grippers and labware containers are described in section 
4. Visual (using Kinect) and blind (using sonar sensor) 
manipulation for the labware are presented in sections 5 and 6 
respectively. Section 7 shows the target localization followed by 
the labware transportation process. Finally, the paper concludes 
the current results. 

2. Problem Statement and Proposed Methodology 

The future of life science laboratories depends significantly on 
the innovations of automated solutions in the entire scope. The 
stationary and mobile robots play an important role in the 
automated environment. In the Center for Life Science 
Automation, different automation islands are connected with each 
other by the cooperation of stationary and mobile robots. For 
transportation task, mobile robots usually follow a predefined path 
from the starting station to the ending station using a guidance 
control system. The H20 mobile robots use the Stargazer sensor 
with ceiling landmarks (see Fig. 3) for maneuvering between the 
adjacent labs (Hagisonic Company, Korea) [25]. This guidance 
system is not accurate enough and causes positioning errors in the 
range of ±3cm and ±2cm in the X and Y axes respectively in front 
of the workstation. The glossy lighting and sunlight blind the 
Stargazer to recognize the ceiling landmarks which leads to 
positioning errors. Also, the odometry system, that updates the 
robot pose, accumulates errors for different reasons such as 
different wheel diameters, wheel-slippage, and wheel 
misalignment. Therefore, the mobile robot transportation requires 
a reliable grasping and placing operation for the labware which 
contain chemical and biological components. This operation 
depends on 3 main factors as shown in Fig. 4. The identification 
and localization process for the desired labware has to be 
performed. The other essential issue is to calculate the arm joints 
to guide the end effector to the desired pose by solving the inverse 
Kinematics problem. Also, the design of arm gripper and labware 
containers has to be taken into consideration to realize a secure 
manipulation. 

 
Figure 3.  Stargazer sensor with ceiling landmarks. 

 
Figure 4.  Requirements of grasping and placing operation. 

The transportation of multiple labware between different 
workstations and labs requires an appropriate management 
systems. This is important to perform the automation of individual 
areas in such a way that comprehensive life science processes are 
realized. The hierarchical workflow management system (HWMS) 
controls the workflow between the stationary and mobile robots 
[26]. Related to the mobile robots, the management system sends 
the plan to the transportation system as shown in Fig. 5. The plan 
information includes the starting position, end position, and the 
required labware to be transported. The transportation system of 
the mobile robots includes 3 main parts: the robot remote center, 
the navigation system, and the grasping/placing system. The 
grasping/placing system is splitted into two parts, object 
identification and localization and the arm control. The object 
identification and localization software with the visual sensor is 
utilized to recognize the target and to estimate its pose. The pose 
information is sent to the arm kinematic control to guide the 
robotic arm. 

 
Figure 5.  Overall structure of the mobile robot transportation. 

3. Kinematic Analysis of H20 Robot 

The H20 mobile robot has dual 6-DOF arms with 2-DOF 
grippers. It has also a head with 2 revolute joints (2-DOF). Fig. 6 
shows the joints structure of the head and arms. According to Fig. 
6, the values of d3 and d5 are 0.236m and 0.232m respectively. 
Also, there is a distance of de=0.069m between the wrist joint and 
the end-effector (E). The Denavit-Hartenberg (D-H) representation 
is used to describe the translation and rotation relationship between 
the arm links. According to this D-H representation, there are four 
parameters to analyze the manipulator: the link length (ai-1), the 
link twist (αi-1), the link offset (di), and the joint angle (θi) where 
(i) refers to the joint number [27]. By following the D-H rules, the 
homogeneous transformations between adjacent links are defined. 
The D-H parameters and the rotational limit for each joint of the 
H20 arms are described in Table 1. 
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Figure 6.  Arms and head structures of H20 robot.  

Table 1: D-H parameters and joints limit. 

Left and Right Arms 

θi 
α(i-1) 
(L) 

α(i-1) 
(R) 

a(i-1) 
(LR) 

di (m) 
(L) 

di (m) 
(R) 

Joints limit 
(LR) 

θ1
 0o 0o 0 0 0 -20o~192o 

θ2
 90o -90o 0 0 0 -200o~-85o 

θ3 90o -90o 0 -0.236 0.236 -195o~15o 

θ4 -90o 90o 0 0 0 -129o~0o 

θ5 90o -90o 0 -0.232 0.232 0o~180o 

θ6 -90o 90o 0 0 0 -60o~85o 

 

 The solution of the IK problem for the H20 arms has been 
found using the reverse decoupling mechanism method [11]. The 
inverse matrix of the FK solution has been found which is 
considered the first step to solve the IK problem. Eq. (1) shows the 
inverse matrix of the FK model where (inx , iny , inz) is the 
orthogonal vector, (iox, ioy, ioz) is the orientation vector, (iax , iay , 
iaz) is the approach vector, and (ipx , ipy , ipz) is the position vector. 
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The equations below are the solution of the IK problem where 

(C) and (S) are the abbreviation of angle cosine and sine 
respectively, (R) and (L) are related to the right and left arms 
respectively, and (atan2) is the two argument arc tangent function. 
The equation of joint 4 is the first step that has been found. The 
other joints’ equations are followed sequentially as follows [13] 
[28]: 

  )(4 LRθ = atan2 
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In case that the target is outside the arm workspace, complex 
numbers are generated in the solution. Therefore, a (real) function 
is used to keep the real part and ignore the imaginary part for 
realizing the closest solution to the target position [12].  
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where γ = (atan2 (ipy+de,ipx)), and (wrapToPi) function is used 
to wrap the angle to the interval between –π and π [12].  
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The IK solutions of singularity cases have been found too. Three 
cases of singularity have been determined within the joints limits. 
The singularity cases occur when one or more degrees of freedom 
are eliminated because some joint axes are aligned with each other. 
This leads to infinite number of solutions. The singularity cases of 
H20 arms are as follows: 

A)  When θ4 = 0 and θ2 ≠ -π: The axis of the third joint is 
aligned with the fifth joint axis 

B) When θ2 = -π and θ4 ≠ 0: The axis of the first joint is aligned 
with the third joint axis 

C)  When θ4 = 0 and θ2 = -π: The joints 1, 3, and 5 are collinear 

According to Eq. 2, 3, and 5, there are 8 solutions for the 
required pose inside the reachable workspace. To choose the 
suitable solution, a selecting algorithm has to be used [13]. The 
forward and inverse kinematics solutions have been validated and 
simulated using MATLAB with robotics toolbox. For the 
integration of the kinematic model with H20 system, the required 
angle value of each joint has to be converted to its related servo 
motors position. This step is very crucial since the H20 arms’ joints 
are weak and they can be easily bent by the effects of gravity and 
payload.  
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Related to the H20 head, a stereo vision system is fixed on a 
pan-tilt module. This module consists of two revolute joints which 
are used for moving the head to track the desired object. The 
transformation matrix from the neck to the head is as follows:  

                 TN
H  = 



















+−

−

1000
0 12112

21221112

12212121

CllCS
SSlSSCSC
CSlCSSCC

HH

H

H

               (8) 

Eq. 8 represents the forward kinematic solution of the head for 
the given joint angles. Related to the inverse kinematic problem, 
the given TN

H  is in the form: 

                              TN
H  = 








1000
paon

                               (9) 

 
Thus, the solution of IK for the 2 joints of head is as follows: 

                                1θ (H) = atan2 ( )xy oo −,                         (10)                                                                                                                

                            2θ (H) = atan2 ( )xx an ,                          (11) 

4. Design of Grippers and Labware Container 

For labware grasping and placing with the mobile robots, 
different grippers with labware containers have been designed. 
Since the labware contain chemical and / or biological 
components, any kind of spilling has to be avoided. Therefore, a 
specific design of grippers and labware containers is required to 
guarantee secure grasping and placing operations. Fig. 7 shows the 
initial designs of the grippers and labware containers which are 
attached with handles.  

 
 

Figure 7.  Initial designs of grippers and labware containers [13]. 

Related to Fig. 7.A, the handle was designed to be detected 
using RGB color detection [29]. Each handle has a specific single 
color to be identified from the others. The Kinect sensor V1 was 
used to detect and localize the required handle to manipulate the 
required labware. In Fig. 4.B, the gripper and handle designs were 
improved. Flat panel on the upper side of the handle was resolved 
for fixing different colored or pictorial marks to distinguish 
multiple handles. Proper gripper has been designed also to fit this 
handle. SURF algorithm and HSV color segmentation with area 
and shape detection were used for identification tasks [28]. The 
required handle was localized using Kinect sensor V2. 350g is the 
maximum payload that can be manipulated using the designs in 
Fig. 7.A, and 7.B. The weak wrist joint of the H20 arms as well as 
the labware container design play a role to limit the manipulated 
weight. The manipulation of the handle attached with the container 
requires high torque due to the long lever arm of the wrist joint. 
The lever arm here represents the distance between the center of 
the labware weight and the wrist joint. A vertical handle has been 
designed to manipulate heavier payload as shown in Fig. 7.C. In 

this case, the wrist joint is rotated to have a vertical axis on the 
ground. Thus, the lifting process depends on the elbow joint which 
has more powerful torque [13]. 500g is the possible payload that 
can be handled using this design. This manner is still not sufficient 
due to the tube racks which are heavier than 500g. To cope with 
this issue, a new manipulation style has been created (see Fig. 8). 
A new gripper has been designed and the handle has been removed 
from the container. This brings the end-effector closer to the 
labware weight center. Thus, less torque is required to handle 
heavier objects since the lever arm of the wrist joint has been 
decreased. A rubber has been attached to the gripper to increase 
the friction for secure manipulation. The maximum payload which 
can be handled with this style is about 700g. Fig. 8 shows the 
designs of the gripper, labware container, and its holder.  

 
Figure 8.  Final design of gripper and labware container. 

5. Blind Manipulation using Sonar Sensor  

A manipulation strategy has been performed using the 
developed kinematic model with two sonar sensors [13]. The front 
base of H20 robot has 3 built-in DUR5200 sonar sensors. One 
sensor is in the middle and the other two are on the left and right 
sides. These sensors can detect the range information from 4 cm to 
340 cm which can be used for collision avoidance and distance 
detection. For the grasping and placing operation, the mobile robot 
has to be straight in front of the workstation. The labware container 
has a specific posture on the workstation. The pitch and roll 
orientation of the container related to the robot are fixed. The yaw 
orientation has to be secured by correcting the robot orientation. 
This can be done using the two sonar sensors on the base sides (see 
Fig. 9). The distance (Z) from each channel to the plastic board is 
checked and the robot rotates till the values of both sensors are 
equalized. Thus, the distance (Z) between the labware on the 
workstation and the robot arm base is known. Also, the height (Y) 
of the workstation related to the robot is fixed and known. Related 
to the (X) information of the labware position, this can be decided 
by the workflow management system [27]. Then, the X positioning 
feedback has to be mapped to be related to the arm base. The X-
axis error of the robot position in front of the workstation is about 
±2cm. This can be compensated by the design  tolerance of gripper 
and labware container [13].   

This strategy is not reliable enough due to some reasons. The 
positions of holders and boards, which reflect the sonar signals, 
have to be identical for all workstations. It is not possible in some 
stations to install this board due to the environment structure. 
Existence of obstacles leads to wrong estimation from the sonar 
sensors for the distance and orientation of robot in front of the 

(A) (B) (C) 
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workstation.  Also, there is no accurate value related to the positon 
of the required labware in the X-axis due to the lack of positioning 
feedback in this axis. To cope with all these issues, a visual sensor 
can be used to identify and localize the target wherever it is located 
on the workstation. 

 

Figure 9.  2 sonar sensors for labware manipulation. 

6. Vision based manipulation using Kinect Sensor 

It is very crucial to have an intelligent concept to perform a 
visual grasping for the required labware which then will be 
transported to the required place. Stereo vision is one of the 
common methods to detect the target and estimate its position. But, 
it is not feasible to use the head stereo cameras of the H20 robot 
for this task because of the head position related to the workstation. 
This leads to unclear views to the wide workstation which consists 
of multiple positions for labware containers. Therefore, the Kinect 
sensor can be considered as an appropriate choice for the visual 
approach of labware manipulation. It provides a high quality color 
and depth information which is directly obtained without applying 
complicated steps on the image as required in the stereo vision. 
The Kinect V2 has been fixed on the H20 body using a holder with 
a suitable height and tilt angle to guarantee a clear and wide view 
for the whole workstation (see Fig. 1). The Microsoft Kinect 
sensor V2 uses “time of flight” technology to provide the depth 
information. It relies upon a novel image sensor that indirectly 
measures the time for pulses of laser light to travel from a laser 
projector to a target surface, and back to an image sensor. By using 
the “time of flight” technology, the Kinect V2 can see just as well 
in a completely dark room as in a well-lit room. The Kinect sensor 
with its features are shown in Table 2 and Fig. 10.  

Table 2: Features of Kinect Sensor V2. 

Features Kinect V2 

RGB camera resolution 1920 X 1080 

Depth camera resolution 512 X 424 

Maximum depth ~ 4.5 M 

Minimum depth 50 cm 

Horizontal FOV 70 degrees 

Vertical FOV 60 degrees 

Tilt motor No 

USB standard 3.0 

Supported OS Win 8, Win 10 

 
Figure 10.  Kinect sensor V2. 

The success of visual manipulation and transportation depends 
significantly on the success of identification and localization for 
the required target. The workstation consists of 8 positions of 
labware holders. According to the arms workspace, the robot can 
deal with 4 holders (2 for each arm) for grasping and placing 
operations. Therefore, the robot needs 2 positions in front of the 
workstation to manipulate all the 8 holders. It is complicated to 
differentiate the holders according to their appearances. Also, it is 
not possible to identify the required holder for the grasping task 
because it will be covered with a labware with its container. To 
cope with this issue, an initial strategy of grasping and placing 
operation has been performed. This strategy includes the 
utilization of 2 marks as a reference for each robot position in front 
of the workbench. Each mark is centrally located in front of the 
related robot position to be used as a visual feedback for 4 holders 
as shown in Fig. 11. Whenever the robot arrives at the required 
position, the related mark is recognized and localized using Kinect 
V2 with SURF algorithm.  Then, the mark position is modified to 
find the positions of the 4 holders related to the robot. The 
workflow management system sends the plan information to the 
mobile robot transportation system. This information includes the 
required task (grasp/place) and the holder number. According to 
the holder number (1-8), the robot moves to the required position 
(1 or 2) for performing the task. In this case, each mark is 
considered as a reference for 4 related holder where the holders 1, 
2, 5, and 6 belong to a particular robot position. Whereas, the 
holders 3, 4, 7, and 8 are related to the other robot position. For 
this strategy, all the holders’ positions related to the marks have to 
be fixed and identical in the other workstations in life science 
laboratories. To cope with this limitation, a specific mark has been 
attached to each holder for visual grasping and placing operation 
as shown in Fig. 12. The required mark is identified and the 
position of its center point is derived to guide the robot in the 
grasping and placing operation using the kinematic model. 

 
Figure 11.  Specific mark for each robot position. 
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Figure 12.  Workbench holders with their related marks. 

For grasping the required labware, probable wrong information 
related to the holder number is sent to the robot transportation 
system. Also, there is a possibility that the required labware has 
been moved to another holder by an employee before the mobile 
robot arrives the workstation. In this case, it is very crucial to 
identify and localize the required labware wherever it is located on 
the workstation. Since the labware and tube racks are covered with 
transparent or white lids to protect the components from cross 
contamination, it is not applicable to distinguish them on the 
workbench. Therefore, a specific mark has been fixed on each 
labware lid for identification process. Fig. 13 shows two tube racks 
where one of them is covered with a white lid and the other with a 
mark fixed on its lid. Different marks have been used to identify 
multiple labwares. The mark contains the labware information 
with a particular number for classification purposes. The labware 
information with a background picture in the mark gives adequate 
features to differentiate multiple labware.  

 
Figure 13.  Labware lid with and without mark. 

Several methods have been applied to test the performance of 
object identification and position estimation under different 
lighting conditions [30]. The tests have been performed for 
labware identification at the 8 different positions of the 
workstation. Various procedures have been applied to the Kinect 
image such as cropping, contrast with brightness correction, and 
histogram equalization as preprocessing steps before applying 
SURF algorithm. Histogram equalization process increases the 
global contrast of the image while the cropping process is used to 
extract the region of interest (ROI) from the image. The required 
ROI in this work is the workstation with their labware, holders, and 
related marks. The cropping step simplifies the recognition process 
and decreases its required time. The identification of the required 
labware is assigned by drawing a polygon around its lid mark with 
cross to specify the center point as shown in Fig. 14.  

 
Figure 14.  Recognition of the required labware. 

For the grasping task, the labware orientation related to the robot 
can be found using coplanar POSIT algorithm which stands for 
POSe ITerations. It requires image coordinates of the desired 
object points (minimum 4 points). It also requires the real model 
coordinates of these points;  the target has to be previously known. 
Furthermore, the effective focal length of the used camera has to 
be known [31]. The orientation angle is very important to correct 
the arm motion in case that the robot is not straight in front of the 
workstation. This has been done by finding the corners’ positions 
of the lid mark in the image coordinates. Also, the real physical 
positions of the corners related to the mark center point have to be 
calculated. This information is inserted to the POSIT algorithm to 
calculate the difference in orientation between the labware and the 
Kinect camera or the robot. The orientation angle represents the 
yaw angle of the robotic arm. Fig. 15 shows the corners of the lid 
mark which are used to calculate the orientation angle.  

 
Figure 15.  Corners detection of the lid mark. 

The holders’ marks are used for identification and position 
estimation purposes to perform the placing task. But, it is very 
necessary for the robot to check whether the holder is already 
occupied by a labware or not before performing the placing task. 
Therefore, a checking method has been implemented by fixing the 
holder mark on a mechanical part. A rotational joint is used to 
show and hide the mark from the Kinect view to determine whether 
the holder is empty or not. In other words, if the Kinect cannot 
identify the mark of the required holder, this holder is already 
occupied as shown in Fig. 16.A. A second method can be applied 
using a micro switch, micro servo motor, and servo controller to 
rotate the holder mark as shown in Fig. 16.B. 

 
 

Figure 16.  Checking the availability of the required holder. 

(A) 

(B) 
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7. Target Localization and Extrinsic Calibration 

The identification step enables the identification of the required 
labware or holder according to the related mark. Then, the position 
of the center point of the mark in the image coordinate is derived. 
This can be done using the corners’ position of the polygon drawn 
around the detected mark. In order to obtain the real or physical 
position of this center point related to the Kinect, mapping 
processes have to be performed. Since the RGB frame of Kinect is 
not identical with the depth frame, the center point has to be 
mapped from the image frame to its related point in the depth 
frame. Then, another mapping step is performed for the point in 
depth frame to be related to the Kinect space coordinates. The 
result of these mapping steps is the real position of the mark center 
point related to the Kinect sensor. The position information of X-
axis determines which arm (left or right) can be used for the 
required operation. The position information of the center point 
has to be calibrated to calculate the position of the manipulation 
point in the labware container. The manipulation point represents 
the position where the end effector of the robotic arm has to reach 
during the grasping and placing operation. Fig. 17 shows the 
effective point of the labware container on the workstation. For the 
grasping task, there are different kinds of labwares which have 
different height. Therefore, it is not feasible to depend on the 
labware height to find the manipulation point position. To cope 
with this issue, the workstation height, which is fixed and identical 
for all workstations, can be used as a reference to find the 
manipulation point height. 

 
Figure 17.  Manipulation point of the labware container. 

The position of the manipulation point related to Kinect has to 
be calibrated to guide the robotic arm to the required point. This 
can be done by applying the extrinsic calibration step. The purpose 
of this step is to transform the position information from the Kinect 
space to be related to the arm shoulder space. Then, the inverse 
kinematic model is used to find the joints’ values of the arm for 
guiding its end effector to the target. The calibration from Kinect 
space to arm shoulder space includes the transformation in 
translation and in rotation. This belongs to the difference in the 
position and the tilt angle (t) between the Kinect coordinates and 
shoulder coordinates according to the Kinect holder as shown in 
Fig. 18. The Kinect holder has been designed very carefully to be 
suitable for the grasping and placing operation. The tilt angle of 
the Kinect plays a role in reducing the light effects for the 
identification process. The holder has to be fixed very firmly to 
guarantee that there are no changes in the Kinect position and 
orientation during the robot movements. 

 

Figure 18.  Kinect holder. 

8. Labware Transportation Process 

The transportation process of multiple labware using the mobile 
robots is based on the following scheme. In the 1st step, the 
navigation system receives the transportation plan from the 
workflow management system through the robot remote center. In 
the 2nd step, the robot moves to the required laboratory and 
workstation. Then, the robot checks around the workbench to 
identify the lid mark related to the desired labware which has to be 
transported to the destination lab. In the 3rd step, the position of 
the target manipulation point related to the arm shoulder is found. 
In the 4th step, the robot uses the arm kinematic model to calculate 
the required joints’ values depending on the position information. 
In the 5th step, the arm moves to the required target and grasps the 
labware container. After grasping operation, the robot moves to the 
desired destination to place the labware on the required holder. The 
mobile robot transportation system has been realized using three 
main coding platforms which are the multifloor navigation system 
(MFNS) [25], the arm control system (ACS), and the object 
identification and localization system (OILS). These 3 systems are 
connected with each other through a asynchronous socket. The 3 
coding platforms exchange the orders and informations between 
each other using 2 client-server communication models as shown 
in Fig. 19.  

 
Figure 19.  Client-server models for labware transportation. 

One of the important information, which has to be sent to the 
transportation system, is the approximate weight of the 
manipulated labware. Since the arms of H20 robot are unstable and 
have weak wrist joint, the weight information helps to calibrate the 
wrist joint. This step is very crucial to keep the labware straight 
during the grasping/placing operation to avoid the spilling of its 
contents. Also, two labware holders have been fixed on the H20 
body for the left and right arms as shown in Fig. 20. These holders 
support to keep the labware in a safe horizontal posture during the 
transportation tasks. To supply the Kinect sensor with the required 
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electrical power during the robot movements, a 12V battery with a 
voltage and current stabilizer has been installed on the robot base. 
If the grasping operation is performed with a particular arm (right 
or left), the placing operation for the grasped labware has to be 
achieved using the same arm. It is not possible to perform the 
placing operation with the other arm since the labware is 
positioned on the H20 holder according to the used arm. Therefore, 
it is very essential to perform the placing task at a position where 
the required arm can reach. In case that the required labware is not 
existing in the Kinect view or it is outside the arms workspace, a 
feedback information is sent to the navigation control. This 
information includes several decisions such as changing the robot 
position or skipping to the next task. Fig. 21 shows the overall 
flowchart of labware manipulation process (grasping/placing). Fig. 
22 shows the arm movement steps for grasping the required 
labware and how the arm places it on the H20 holder. 

 

Figure 20.  H20 holder frame for labware transportation. 
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Figure 21.  Flowchart of labware manipulation process. 

 
Figure 22.  Arm movement steps for grasping operation. 

In the grasping operation, the robotic arm moves from the rest 
configuration to the manipulation point on the labware container. 
At the rest configuration, the position of the end effector related to 
the arm shoulder is (X= 0.56m, Y= 0 m, Z= 0m). This position 
information is according to the shoulder coordinates which is 
shown in Fig. 6 where X represents the arm length in rest 
configuration. Fig. 23 shows a chart for the changes in the end 
effector position during the arm movement from the rest 
configuration to the manipulation point. In this example, the 
position of the manipulation point related to the arm shoulder is 
(X= 0.18m, Y= 0.46m, Z= 0.03m). The approximate time required 
to reach the manipulation point is about 30 seconds. Fig. 24 shows 
the path of the end effector in XY plane for the same example. 
Furthermore, Table 3 shows the changes of arm joints’ values in 
degrees from the rest configuration to the manipulation point.     

 
Figure 23.  End effector position versus time. 

 
Figure 24.  End effector path in XY plane. 
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Table 3: Joints values in degrees for grasping task. 

Configuration J1 J2 J3 J4 J5 J6 

Rest 0° -90° -90° 0° 90° 0° 

Manipulation point 32° -95° -92° -64° 5° 6° 
 

The required time for performing the grasping operation is 
about 69 seconds while 59 seconds are required for the placing 
operation. The work has been developed using Microsoft Visual 
Studio 2015 with C# programming language. The project is 
running on a Windows 10 platform in the H20 tablet. Table 4 
shows the overall success rate of the grasping and placing 
operation for 50 attempts of transportation. Fig. 25 shows the GUI 
of the arm control system. 

Table 4: Labware manipulation tests. 

Attempts Successful grasp Successful place 

50 92% 90% 
 

 
Figure 25.  GUI of arm control system. 

9. Conclusion 

The ability to identify and calculate the position of the target in 
real-time plays an important role in the manipulation process of 
mobile robots. In this paper, a grasping and placing strategy has 
been presented to perform multiple labware transportation in life 
science laboratories. The problem statement with the proposed 
methodology for the mobile robot transportation system has been 
discussed. Different labware manipulation strategies have been 
described which depends on the sonar sensors and Kinect. The 
identification process of labware and holder, which is based on 
SURF method, has been integrated to the transportation system. 
The pose estimation of the labware related to the robot is very 
significant to guide the robotic arm in the grasping and placing 
operation. The Kinect V2 can be considered one of the powerful 
3D cameras which provide the position information in a fast way. 
A strategy has been proposed to check whether the required holder 
is occupied or not for the placing operation. The design of the arm 
gripper and labware container have been improved to handle 
heavier payloads and to guarantee a secure manipulation for the 
labware.  
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Advancement in computer vision technology and availability of video 
capturing devices such as surveillance cameras has evoked new video processing 
applications. The research in video face recognition is mostly biased towards 
law enforcement applications. Applications involves human recognition based 
on face and iris, human computer interaction, behavior analysis, video 
surveillance etc. This paper presents face tracking framework that is capable 
of face detection using Haar fea-tures, recognition using Gabor feature 
extraction, matching using correlation score and tracking using Kalman filter. 
The method has good recognition rate for real-life videos and robust 
performance to changes due to illumination, environmental factors, scale, pose 
and orientations.
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1 Introduction

In recent years, there has been rapid growth in re-
search and development of video sensors and ana-
lyzing technologies. Cameras are vital part of secu-
rity systems used to acquire information from envi-
ronment. It includes video, audio, thermal, vibra-
tion and other sensors for civilian and military ap-
plications. The intelligent video acquisition system
is a convergence technology including detecting and
tracking objects, analyzing their movements and re-
sponding to them.

Face recognition system is used to automatically
identify a person from an image or a video source. The
recognition task is performed by obtaining facial fea-
tures from an image of the subject’s face. The main ob-
jective of video-based face recognition and tracking is
to identify a video face-track of unknown individuals.
It identifies the facial features by extracting features
from image of subjects face and analyzing the relative
position, size, shape etc. These obtained features are
utilized to search corresponding matching features in
other images or subsequent frames.

The face recognition system can be divided into
three main parts:detection, representation and clas-
sification. The face detection from video is challeng-
ing task as it needs compensation to distortions aris-
ing from motion. The most popular algorithm for last
decade is Viola Jones algorithm based on cascaded
Haar feature detector [1]. Due to its high computa-

tional speed and robustness it is widely used to detect
face in still images as well as video frames. Skin color
of human being has limited range of chrominance that
can be modeled to represent skin color pixels [2]. To
overcome the limitation of complex background with
skin color like objects it detects feature like shape and
appearance to validate face detection [3]. The rep-
resentation stage extracts distinct and discriminative
features that represents face texture and appearance
for face classification. The feature extraction stage is
an important as the final matching decision is biased
to the quality of features. Recognition stage consists
of generating reference template by averaging multi-
ple faces and matching with the detected faces. Eigen-
face method is simple and popular method widely
used in this field [4]. Other methods like LBP [5],
LDA [6], Gabor Filter [7], etc. Neural Network is ef-
ficient method used for classification [8]. It requires
large training samples suitable for face recognition in
images. The computation time of recognition system
depends on the size of feature vector and number of
database images. The state-of-art methods are mostly
used for still image face recognition. Research is in
progress to develop robust methods for face recogni-
tion in real-time.

This paper is an extension of work originally pre-
sented in IEEE Annual India Conference [9]. The sys-
tem proposed here is intended to detect and iden-
tify the person. The first stage captures the video
segments. Pre-processing algorithms like histogram
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equalization are employed to remove the unwanted
artifacts present in the image [10]. The second stage
detects faces in complex backgrounds using Viola-
Jones [1] face detector. Next stage is representation
of face features using Gabor filter [11] that inculcates
directional features. The Gabor features are com-
pared with the database images using correlation co-
efficients [12]. The later stage tracks the detected face
in subsequent frames. Tracking utilizes popularly
used Kalman filter [13] that makes use of statistical
analysis to predict the location of face. The proposed
system identify a person in high security premises to
restrict the movements of unauthorized person.

The paper is organized as follows: Section 2
presents state-of-art technologies of the field. Section
3 describes methodologies used. Section 4 presents
Results and Section 5 gives Conclusions.

2 Related Work

Recognition of individuals is of high importance for
various reasons. The real-time algorithms has hard
limitations to overcome as any delay in processing
may result in loss of important information. Facial
features are used for describing individuals as it has
unique nature i.e. no two persons can have same
faces. The facial features commonly used in many of
the studies are skin color [14], spatio-temporal [15],
geometry[16] and texture pattern [17]. Face detec-
tion algorithms are computationally intensive, which
makes it is difficult to perform face detection task
in real-time. As human face changes with factors
like facial expression, mustache, beard, glasses, size,
lightening conditions and orientation, detection algo-
rithms must be adaptive and robust[18].

The simplest approach to detect faces is to find
skin pixels present in frames and then apply geomet-
rical analysis to locate exact position of face. The
conventional images or frames in videos are modeled
with RGB color space. Skin pixel values for normal-
ized RGB plane are - r plane pixel values are in the
range 0.36 to 0.456 and g values in the range 0.28
to 0.363. The second model in representing images
is HSV color space. In HSV model pixel is classi-
fied as skin pixel if it has values 0 ≤ H ≤ 50 and
0.20 ≤ S ≤ 0.68 [19]. The third model in color rep-
resentation is YCbCr color space. Skin color pixel has
Cr value around 100 and Cb value around 150 [20].
Dhivakar et al. [21] used YCbCr space for skin pixel
detection and Viola-Jones [1] method to verify correct
detection.Skin color based method is sensitive to il-
lumination variation and fails if background contains
skin color like objects.

The other complex methods used for face detec-
tion are based on geometry and texture pattern that
uses depth features to detect face. Face detection us-
ing edge maps and skin color segmentation is pre-
sented in [22]. Mehta et al. [6] proposed LPA and
LBP methods to extract textural features with LDA
dimensionality reduction and SVM classification. Lai

et al. [23] used logarithmic difference edge maps to
overcome illumination variation with face verification
ability of 95% true positive rate. Contour based face
detection is proposed in [24]. Xiao et al. [25] used
eigen faces for face detection using texture and shape
information in bi view face recognition system. Viola
and Jones [1] proposed haar feature based real-time
method for face detection. Many researchers popu-
larly used haar face detection with adaboost classifi-
cation [8] in face detection.

Face recognition systems are popular in biometric
authentication as they do not require the user inter-
vention. Face recognition systems can be classified as
sub-class of pattern recognition systems. Eigenfaces
and Fisher faces were proposed in the early 1990s by
Turk et al. [26]. Bayesian face recognition has bet-
ter performance compared to eigenfaces [27]. Rawlin-
son et al. [28] presents eigen and fisher face for face
recognition. Feature based methods are robust to il-
lumination and pose variations. SIFT and SURF has
robust performance in unconstrained scenarios [29].
Gangwar et al. [30] introduced Local Gabor Rank Pat-
tern method that uses both magnitude and phase re-
sponse of filters to recognize face. Neural Network
is most popular tool of recent days that is used for
classification which has outperformed many methods
[31]. Meshgini et al. [7] proposed a method with com-
bination of Gabor wavelets for feature extraction and
support vector machine for classification. Recognition
methods are time consuming as it requires accumu-
lates training and testing phases.

Tracking is of prime importance to monitor activ-
ities of individuals in various environments [32]. The
location of object in next frame is predicted based
on location of object in current or preceding frames.
More details for tracking methods can be found in
[33]. Elafi et al [34] proposed an approach that can de-
tect and track multiple moving objects automatically
without any learning phase or prior knowledge about
the size, nature or initial position. Gyorgy et al. [35]
proposed Extended Kalman filter for non linear sys-
tems. Kumar et al. [36] extracted moving objects us-
ing background subtraction and applied Kalman filter
for successive tracking. The other popular tracker is
mean shift that employs mean shift analysis to iden-
tify a target candidate region, which has most similar
appearance to target model in terms of intensity dis-
tribution. Adaptive mean shift (Camshift) algorithm
is popular OpenCV algorithm for tracking [37]. In
[38] combined mean shift and kalman filter is used
for tracking. Particle filter tracker uses probabilistic
approach to estimate position of object in next frame.
The particle filter searches for histogram that best
matches with reference [39]. Tracking using sparse
representation [40] is gaining momentum for fast and
accurate tracking.
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3 Methodology

Automatic face detection is the very first step in many
applications like face recognition, face retrieval, face
tracking, surveillance, HCI, etc. Face is vital part
of human being representing most information about
the individual. Developing a representation model is
difficult because face is complex, multi-dimensional
visual stimuli. General architecture of proposed sys-
tem is shown in Figure 1.

Camera

Decision

Making

Tracking

Haar

Face Detection
Gabor Feature

Extraction

Correlation

Matching

Figure 1: Human detection and tracking system

3.1 Haar Face Detection

This method is most popular method for face detec-
tion in real-time applications. Most of mobile plat-
form uses the technique to locate faces in camera ap-
plications. Viola and Jones [1] proposed real-time Ad-
aBoost algorithm for classification of rectangular fea-
tures. The detection technique is based on the idea of
the wavelet template that defines the shape of an ob-
ject in terms of a subset of wavelet coefficients. The
different Haar features shown in Figure 2 are used
to analyze the intensity variation patterns of face re-
gions. For example the eye region appears darker than
the surrounding region that can be modeled using two
rectangle feature (black part corresponding to eye re-
gion and white part corresponding to surrounding re-
gion). Combination of four, six, eight and more fea-
tures is used in practical face detection to make de-
tection robust. For a given random variable X, the
variance value of X is as follows:

V ar(X) = E(X2)−µ2 (1)

where E(X2) is expected value of squared of X and
µ is expected value of X.

Figure 2: Haar features

Feature value is computed by subtracting the sum
of variance of black region from sum of variance of
white regions. To increase the computation speed,
feature values can be computed using integral image
[41]. Each feature is classified by a Cascaded Haar fea-
ture classifier. The Haar feature classifier multiplies
the weight of each rectangle by its area and results are
added together. The cascaded structure helps to speed

up the detection process by eliminating non-face re-
gions at every stage of cascade. Figure 3 shows face
detection results from a video stream capture using
webcam.

Figure 3: Face detection using Haar Features

Haar based method is capable of detecting multi-
ple faces in near real-time and robust to illumination
variations.

3.2 Gabor Filter

Feature extraction is one of the most important steps
in designing a pattern recognition system. The fea-
tures must have features have a small within class
variation and strong discriminating ability among
classes. Gabor filters have band pass performance that
emphasizes features in face region that are analogous
to scale and orientation of filter. The characteristics
of Gabor filters are appropriate for texture represen-
tation and discrimination [7]. This method is robust
to face pose and illumination changes.

The Gabor filter extracts face features from gray-
level images. A two-dimensional Gabor filter is a
Gaussian kernel function modulated by a complex si-
nusoidal plane wave represented as Equation 2.

Ψω,θ(x,y) =
1

2πσ2 exp

(
−
x2 + y2

2σ2

)
exp (jωx′) (2)

x′ = xcosθ + ysinθ,y = −xsinθ + ycosθ (3)

where (x,y) is the pixel position in the spatial do-
main, x is the central angular frequency of the com-
plex sinusoidal plane wave, h is the anti-clockwise ro-
tation(orientation) of the Gabor function, r represents
the sharpness of the Gaussian function along both x
and y directions and σ ≈ π

ω .

Figure 4: Gabor filters at 5 scales and 8 orientations

To extract useful features from an face image a set
of Gabor filters with five frequencies (scales) and eight
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orientations is used. Figure 4 shows the Gabor filter
bank. The scale and orientation values are obtained
using Equations 4 and 5.

ωu =
π
2
×
√

2u ,u = 0,1, . . . ,4 (4)

θv =
π
8
× v,v = 0,1, . . . ,7 (5)

The Gabor representation of a face image I(x,y) is
obtained as:

Gu,v(x,y) = I(x,y) ∗Ψωu ,θv (x,y) (6)

where Gu,v(x,y) denotes the two-dimensional con-
volution result corresponding to the Gabor filter at
scale u and orientation v. This process can speed-
up with the use of frequency domain transformation.
Figure 6 and 7 shows the convolution results of a face
image shown in Figure 5) with Gabor filters.

Figure 5: Face Image

Figure 6: Magnitude of Face

Figure 7: Real Part of Face

Each image I(x,y) is represented as set of Gabor
wavelet coefficientsGu,v(x,y)|u = 0,1, . . . ,4;v = 0,1, . . . ,7.
The magnitude Gu,v(x,y) is normalized to zero mean
and unit variance and represented as a vector zu,v
given by Equation 7 [7].

z =
[
(z0,0)T (z0,1)T . . . (z4,7)T

]T
(7)

Gabor based recognition is robust to pose and illu-
mination variations with additional overhead of pro-
cessing time and complexity.

3.3 Correlation Score Matching

Matching is a search algorithm that compares the fea-
tures from query image to the database images to find
best match. The comparison is done using correlation
coefficients [32] between the Gabor features of de-
tected face and the images present in database. Prior
to matching stage all images in database are applied
with Gabor filter for efficient feature matching. The
2D images are represented by 1D feature vector that
speeds up the matching process. The correlation score
is computed as :

Score =
m∑
i=1

fq(i).fdb(−i) (8)

where m is size of feature vector, fq represents
query feature vector and fdb represents database fea-
ture vector. The query image best matches with
the database image that results into high correlation
score.

3.4 Kalman Filter Tracking

Tracking objects in video sequences is one of the most
important tasks in computer vision. The approach is
to search target within a region centered on last posi-
tion of the object. The important facts that should be
taken care for effective tracking are: speed of moving
object, frame rate of video and search region. These
factors are dependent on each other, higher frame rate
is used to get hold of faster moving target which on
other hand requires faster processing. Tracking is de-
fined as localization and association of features across
series of frames. The two major components of track-
ing system are object representation and data associa-
tion. The first component describes object and second
utilizes the information for tracking.

The location of face from face detection stage is
used as apriori estimate or sometimes called as ini-
tialization for tracking. Based on this location Kalman
filter estimates and updates the prediction behavior of
this stage. Initialization is an important stage for the
tracker.

Kalman filter predicts the next time state vector
based on the movement information in the previ-
ous stages. Kalman filter equations are categorized
as - time update equations and measurement update
equations. The time update equations projects for-
ward the current state and error covariance estimates
to obtain the apriori estimates for the next time step.
The measurement update equations are the feedback
i.e. it incorporates a new measurement into the a pri-
ori estimate to obtain an improved aposteriori esti-
mate. The time update equations are predictor equa-
tions, while the measurement update equations are
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corrector equations. The process for Kalman filter es-
timation and update is given in Algorithm 1.

Algorithm 1 Kalman Filter

1: Initial Estimates for X̂k−1 and Pk−1
2: Time Update

• Project the state

X̂−k = AX̂k−1 +Bwk

• Project the error covariance

P −k = APk−1A
T +Q

3: Measurement Update

• Compute Kalman gain

Kk =
P −k H

T

HP −k H
T +R

• Update estimate with measurement Zk

X̂k = X̂−k +Kk(zk −HX̂−k )

• Update error covariance

Pk = (1−KkH)P −k

The state equation is

Xk = AXk−1 +Bwk (9)

The measurement model is

Zk =HXk + vk (10)

A and B are the system parameters and are ma-
trix in the multi-model system, H is a parameter
in a measure system, which is matrix in the multi-
measurement system. wk and vk represents the pro-
cess and measurement noise respectively.

The state vector Xk = [xkykx′ky
′
k]
T , xk , yk are the ob-

ject center in the x, y-axis location, x′k , y
′
k are the x, y

axis speed. Zk = [xckyck]T is the observation vector. P −k
is apriori estimate error covariance and Pk is aposteri-
ori estimate error covariance.

The search for object is carried in a region selected
based on the estimated observation matrix Zk . It fails
if image is not properly illuminated. Kalman fil-
ter overcomes problem of Kanade-Lucas-Tomasi(KLT)
[42]. It can track multiple objects with variations in
pose and occlusion. The drawback is that it cannot
handle rapid changes in motion of target.

Table 1: Result Comparison

Video Frames
Face
Det.

True Recog. False Recog.
Eigen Gabor Eigen Gabor

1 237 71 47 37 24 34
2 329 99 97 31 2 68
3 257 223 52 98 171 125
4 339 225 65 138 160 87
5 448 305 225 7 80 298
6 438 283 127 4 156 279
7 353 176 140 96 36 187
8 404 274 242 195 32 88
9 198 191 101 2 90 189
10 248 206 46 19 160 187
11 78 78 21 65 57 13
12 128 124 36 74 88 50
13 324 252 122 224 130 28
14 353 250 112 216 138 36
15 258 176 107 82 69 94
16 328 191 125 95 66 96
17 346 238 65 108 173 130
18 426 392 148 289 244 103
19 318 302 144 48 158 344
20 388 257 146 16 111 376

4 Results

The algorithms are applied on video sequences ob-
tained from NRC-IIT Facial Video Database and our
own videos recorded with webcam. Table 1 gives
the comparison of proposed method with eigen face
method. The values presented in table are the num-
ber of frames with true result. Table 2 gives summary
of results obtained on the videos. Haar face detec-
tor used has robust performance for frontal faces. It
cannot handle larger pose variations. Face detection
fails if the face is very small in size compared to size
of frame and in random pose changes. The second
part of algorithm is face recognition that makes use
of gabor filters. Gabor filter has robust performance
in pose and illumination variations. Once person is
recognized Kalman filter keeps track of movements
the face in subsequent frames. Kalman filter has good
tracking performance in partial occlusions but fails
in case of sudden movements. Recognition result is
shown in Figure 8. The values in table shows the play-
back time in sections for videos under test with face
detection and recognition stage.

Figure 8: Face Recognition Results
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Table 2: Results for Tracking

Sample No. of Face Detect. Face Recog.
Video Frames (Time (sec)) (Time (sec))

1 237 15.5880 54.5289
2 329 20.9837 52.9032
3 257 16.4133 41.3256
4 339 21.4623 86.5154
5 448 31.4490 63.3743
6 438 30.2323 65.4514
7 353 25.3845 56.76
8 404 28.7957 113.2256
9 198 13.7490 31.8384

10 248 16.5841 39.8784
11 78 5.4555 5.97056
12 128 8.6597 20.5824
13 324 22.5488 59.4159
14 353 24.4202 66.3573
15 258 17.0961 41.4864
16 328 20.7186 52.7424
17 346 22.1367 55.6368
18 426 28.5429 68.5008
19 318 20.9056 51.1344
20 388 25.4525 35.1624

5 Conclusions

The proposed system detects the facial features of hu-
man being and verify identity of a person. Haar based
face detection is popular and efficient face detection
algorithm for real-time applications. Haar based face
detector has high accuracy in frontal face detection.
Recognition performance depends on the type of im-
ages in database. Larger the database more is recog-
nition time. Gabor face recognition is better than
many other methods as it compares features at dif-
ferent scale and orientations. Disadvantage of recog-
nition stage is that comparison of large number of
features requires more time for recognition that af-
fects real-time performance. Reducing feature set re-
duces recognition time but affects accuracy of system.
Kalman filter gives good performance in complex en-
vironment. Future directions can be optimizing algo-
rithms to minimize processing time and achieve real-
time performance.
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 This paper examines the efficiency of a fuzzy logic control (FLC) based maximum power 

point tracking (MPPT) of a photovoltaic (PV) system under variable climate conditions and 

connected load requirements. The PV system including a PV module BP SX150S, buck-

boost DC-DC converter, MPPT, and a resistive load is modeled and simulated using 

Matlab/Simulink package. In order to compare the performance of FLC-based MPPT 

controller with the conventional perturb and observe (P&O) method at different irradiation 

(G), temperature (T) and connected load (RL) variations - rising time (tr), recovering time, 

total average power and MPPT efficiency topics are calculated. The simulation results 

show that the FLC-based MPPT method can quickly track the maximum power point (MPP) 

of the PV module at the transient state and effectively eliminates the power oscillation 

around the MPP of the PV module at steady state, hence more average power can be 

extracted, in comparison with the conventional P&O method. 
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1. Introduction  

The extracted output power from the photovoltaic (PV) system 
is affected by the climate conditions represented by a solar 
irradiation (G) and a temperature (T). Hence, an effective 
maximum power point tracking technique is required improve the 
efficiency of the overall PV system.  

In the last years, many MPPT techniques have been proposed 
to track the MPP of the PV module [1–6]. In [1], the FLC based 
MPPT is proposed to track the MPP at standard technical condition 
(STC) and variable resistive load. Where, the change in duty cycle 
(ΔD) was used as an FLC’s output to adjust the duty cycle (D) of 
the DC-DC converter, in order to meet the load matching between 
the PV module and the connected resistive load.  

This work is an extension of work originally presented in 2016 
International Conference on Applied and Theoretical Electricity 
(ICATE) [1]. In this paper, the efficiency of FLC-based MPPT for 
the PV system is examined under variable climate conditions 
(irradiation and temperature) and variable values of connected 
resistive load. The utilized PV system includes a BP SX150S PV 
module, buck-boost DC-DC converter, MPPT controller, and 

resistive load (RL). The circuit diagram of the PV system is shown 
in Figure 1. 

The rest of this paper is arranged as follows: Section 2 explains 
the basic modeling of the utilized PV module. Section 3 tackles the 
MPPT control and the mechanism of load matching through the 
DC-DC converter. Section 4 describes the details of considered 
MPPT algorithms: conventional perturb and observe (P&O) and 
the proposed FLC. Simulation and comparison results obtained by 
using Matlab software are presented in Section 5. Finally, 
conclusions of the work are revealed in Section 6.   

 

Figure 1. The PV system with MPPT control. 
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2. Modeling of the PV Module 

In this paper, a single-diode equivalent circuit model is used. 
This model consists of two resistances (series Rs and parallel Rsh) 
as depicted in Figure 2 [7]. 

Rs

(G, T)

V
Iph

IRshId

I

Rsh

PV Cell
 

Figure 2. The equivalent circuit of the PV model. 

According to the Kirchhoff’s law, the characteristic equation 
of the PV model can be expressed by [8]: 
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By developing the terms of Id and IRsh, the PV current can be 
written as,  
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Where Iph is the light current that is equal to short-circuit 
current Isc. Id and IRsh are the parallel currents through the diode 
and parallel resistance Rsh, respectively. Io is the cell’s reverse 
saturation current, also known as the “dark current”, q is the 
electron charge (1.602×10-19 C), n is the diode ideality factor of a 
value is between 1 and 2, K is the Boltzmann’s constant (1.381×10-

23 J/K), T is the PV cell temperature (K), and Ns is the number of 
series-connected solar cells to organize the utilized PV module 
[1,8,9]. In this paper, the BP SX150S PV of Ns =72 cells is utilized 
to produce a peak power output of 150 W at standard technical 
condition (STC). Under STC, the cell temperature Tr is 298 oK 
which equivalent to 25 oC and the solar irradiation Gr is 
1000 W/m2 at air mass (AM=1.5). Table 1 illustrates the utilized 
PV module’s electric parameters [10].  

Table 1. Electrical parameters of BP SX150S PV module 

Parameter Value 

Maximum Power (Pmax) 150 W 

Voltage at Pmax (Vmpp) 34.5 V 

Current at Pmax (Impp) 4.35 A 

Short-circuit current (Isc) 4.75 A 

Open-circuit voltage (Voc) 43.5 V 

Temperature coefficient of Isc (0.065 ± 0.015) %/ oC 

Temperature coefficient of Voc – (160 ± 20) mV/ oC 

 

The reverse saturation current (Io) is dependent on the 
temperature (T) and can be expressed by: 
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Where Eg is the band-gap energy of the semiconductor used in 
the cell.  

To determine the module’s open-circuit voltage (Voc), we set 
(I=0 and V=Voc) and assume Rsh= ∞ in (2), which results, 
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The PV module’s short-circuit current (Isc) depends on the cell 
temperature (T) and solar irradiation (G) as, 

 ( )( )rscr
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Where α is the short circuit current temperature coefficient.  

The PV module’s maximum power point (MPP) is the point at 
which the peak product of V and I is obtained, hence V=Vmpp, 
I=Impp, and P=Pmax at MPP. This point changes with the variation 
of climate conditions as shown in Figure 3 and Figure 4. It can be 
seen that the current and power of the PV module increase linearly 
as irradiation increases, while the voltage approximately 
unchanged as shown in Figure 3. In contrast, for an increasing 
temperature, the voltage and power decrease while the current 
approximately unchanged as shown in Figure 4. Different MPPT 
methods can be used to maintain the PV module’s operating point 
at or near the MPP, thereby, extracting a maximum available 
output power from the PV module. 

 

Figure 3. I-V and P-V Characteristics of the PV module at various irradiations 
and 25 oC of temperature. 

 

Figure 4. I-V and P-V Characteristics of the PV module at various temperatures 
and 1000 W/m2 of irradiation. 
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3. MPPT Control and Load Matching 

The switch mode DC-DC converter represents a main part of 
the PV MPPT. The DC-DC converter is used for two purposes; 
firstly, to regulate the PV operating point at the MPP. Secondly, to 
maintain the matching between the PV optimal impedance (Ropt) 
and the connected load impedance (RL), consequently, a maximum 
power transfer between the PV module and the load can be 
obtained. The DC-DC converter uses the duty cycle control signal 
produced by the MPPT algorithm [1]. 

According to an ideal (lossless) DC-DC converter, the input-
output voltage and current relationships can be described by: 

 Lin PP =  () 

 LL IVIV =  () 
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Where, VL and IL are the load’s voltage and current, 
respectively. Whereas V and I are the PV module’s voltage and 
current, respectively. The relationship between the voltage and 
duty cycle can be expressed as: 

• If 0 < D < 0.5, the converter output voltage does not exceed 
the input voltage (Buck type). 

• If D = 0.5, the converter’s input and output voltages are 
identical. 

• If 0.5 < D < 1, the converter output voltage exceeds the 
input voltage (Boost type). 

The DC-DC converter’s input impedance (i.e. input impedance 
seen by the PV module) can be written as: 
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By substituting (8) in (9), Rin can be expressed as: 
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From (10), it can be seen that by changing the duty cycle, the 
value of Rin can be matched with the optimal input impedance 
(Ropt) of the PV module at the MPP, where, 

 
mpp

mpp
opt

I

V
R =  () 

At STC, the relationship between the duty cycle and extracted 
power from the PV module at various values of resistive load (RL) 
is shown in Figure 5 [1]. As it is seen in this figure, when RL is 
increased, the optimal duty cycle (Dopt) is also increased to reach 
the unique MPP. In this paper, the goal of the two utilized MPPT 
methods is to maintain Dopt under various climate (G and T) 
conditions and resistive load (RL).  

 

Figure 5. Module power vs. duty cycle at STC and various resistive loads. 

4. MPPT Algorithms 

4.1. Perturb and Observe (P&O) Method 

The perturb and observe (P&O) method, also known as the 
“hill climbing” method is widely used as an MPPT algorithm for 
PV systems applications due to its simplicity and ease of 
implementation and simplicity [11]. The algorithm perturbs the 
duty cycle by increasing or decreasing it using a constant duty step-
size (ΔD) and observes resulting variations in the PV output power 
(ΔP). If the ΔP˃0, that means the new operating point has moved 
closer towards the MPP, hence the duty cycle is further perturbed 
in the same direction; otherwise, the direction will be reversed. 
This process is repeated periodically until MPP is maintained. 
Unfortunately, by this algorithm, the operating point oscillates 
around the MPP at the steady state. Consequently, the PV 
efficiency is slightly reduced. Although the steady state oscillation 
can be decreased by decreasing ΔD, however, the dynamic 
response will be slowed. Hence, the tradeoff between these two 
requires that ΔD is finely tuned. The flow chart of the P&O 
algorithm is shown in Figure 6. 

  

Figure 6. Flow chart of the P&O algorithm. 
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4.2. Fuzzy Logic Control (FLC) Method 

The fuzzy logic was developed by Zadeh in 1965. The FLC is 
used to convert the human information to the rule-based model that 
can control a plant with linguistic explanations [12,13].  

In this paper, the utilized FLC has two inputs and one output. 
The inputs are an error (E) and its variation (ΔE), whereas the 
output is the change in duty cycle (ΔD), as shown in Figure 7. 

 

Figure 7. The Structure of a fuzzy logic controller. 

The inputs and output, at a sampling instant k are expressed as 
follows: 
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Where P(k) and V(k) are the output power and voltage of the 
PV module at sampling k. ΔD(k) is the change in duty cycle used 
as the FLC’s output to calculate the DC-DC converter’s actual duty 
cycle D(k) at sampling k.  

E(k) is the P-V curve’s slope. Consequently, the sign of E(k) 
indicates the operating point’s location at instant k, either on the 
left or on the right of the MPP on the P-V curve of PV module as 
illustrated in Figure 8. However, the input ΔE(k) expresses the 
moving direction of this point. The typical FLC includes three 
main components: fuzzification, inference engine, and 
defuzzification, as shown in Figure 7 [14].  

 

Figure 8. The slope of P-V characteristics of PV module at STC. 

I. Fuzzification 

After normalizing the actual (crisp) FLC’s inputs by scaling 

factor (SE) and (SΔE), as shown in Figure 7, the inputs are fuzzified. 

The fuzzification process converts the input and output variables 

from real crisp variables to fuzzy variables which are expressed by 

linguistic terms such as negative big (NB), negative small (NS), 

zero (Z), positive small (PS), and positive big (PB). Figure 9 shows 

the fuzzy sets for the inputs and output variables used in this paper 

with triangular and trapezoidal membership functions. 

 

Figure 9. Membership functions: E and ΔE are the inputs; ΔD is the output. 

II. Fuzzy Rules and Inference Engine 

The inference engine applies the rules to the fuzzy inputs which 

are produced by the fuzzification process to generate n aggregated 

fuzzy outputs. In this paper, since each of the input and output has 

five fuzzy subsets, 25 fuzzy IF-THEN rules shown in Table 2 are 

used. The rules are used to control the DC-DC converter by a 

suitable ΔD.  

The main concept of the rules is related to the location of the 

operating point from the MPP. If the operating point moves closer 

toward the MPP, the ΔD will be increased or decreased to a small 

extent and vice versa if the operating point diverges away from the 

MPP. For example, in the shaded rule in Table 2: If E is NB AND 

ΔE is Z THEN ΔD is PB. This means that if the operating point is 

located at a distance to the right of the MPP and there is no change 

in the P-V slope, then the duty ratio is substantially increased. 
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Table 2. Fuzzy logic controller rules 

ΔD 
ΔE 

NB NS Z PS PB 

E 

NB Z Z PB PB PB 

NS Z Z PS PS PS 

Z PS Z Z Z NS 

PS NS NS NS Z Z 

PB NB NB NB Z Z 

 

III. Defuzzification 

The defuzzification represents the inverse of the fuzzification 
process. It is used to transform the output from the fuzzy domain 
into the single real (crisp) domain, using the well-known center of 
gravity (COG) defuzzification methods. This method computes the 
centroid of the final composite area representing the output fuzzy 
term, which is resulted by the union of all 25 rule output fuzzy sets 
[15,16], to produce the real value of ΔD as: 
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Finally, this crisp output is denormalized using the output 
scaling factor (SΔD) then substituted in (15) to generate the actual 
duty cycle D(k).   

5. Simulation Results 

In this paper, the load, irradiation, and temperature variations 
are presented in Figures 10–12, respectively.  

 

Figure 10. Resistive load variation. 

 

Figure 11. Irradiation variation. 

 

Figure 12. Temperature variation. 

The overall operating period can be classified into four 
different modes:  

• Mode 1 is the period where G=200 W/m2, T=25 oC, and 
RL=6 Ω.  

• Mode 2 is the period where RL is kept constant whereas G 
and T are suddenly increased to 1000 W/m2 and 45 oC, 
respectively. 

• Mode 3 is the period where the load is changed from 6 Ω 
to 12 Ω at constant G and T of the previous mode.  

• Mode 4 is the period where the load is kept constant 
whereas G and T are suddenly decreased to the same its 
values in mode 1. 

During the time period of mode 1 shown in Figures 10–12, the 
MPPT methods increase the duty cycle from initial value (D=0.1) 
to (Dopt1=0.29), as shown in Figure 13 and decrease the converter 
input resistance (Rin) by using (10) to match (Ropt1=35.92 Ω), 
moving the operating point of the PV module from starting point 
A to reach MPP at point B, as shown in Figure 14, thereby 
extracting maximum power (Pmax1=27 W) from the module as 
shown in Figures 15–17.  

Due to a large increasing in the irradiation at the starting mode 
2, the operating point will suddenly jump to point C, as shown in 
Figure 14 with a small increasing in power to (P=40 W), as shown 
in Figures 15–17. During this mode, the MPPT methods increase 
D to (Dopt2=0.476), as shown in Figure 13 and decrease Rin to match 
the new (Ropt2=7.27 Ω), moving the operating point from point C 
to the new second MPP at point D, as shown in Figure 14, thereby 
increasing the power to (Pmax2=137.3 W), as shown in Figures 15–
17.  

At the starting of mode 3, when the load is suddenly doubled, 
Rin is also doubled from 7.27 Ω to 14.54 Ω, thus the operating point 
will suddenly jump away in the right direction from point D to 
point E, as shown in Figure 14 and the power drops from Pmax2 to 
95 W, as shown in Figures 15–17. During this mode, the tracking 
methods try again to recover the operating point from current point 
E to the MPP at point F which is the same location of optimal point 
D, by moving it in the left direction, by increasing D from Dopt2 to 
new (Dopt3=0.5624), as shown in Figure 13 and decreasing Rin to 
match Ropt2 again, as shown in Figure 14, to reach Pmax2 again, as 
shown in Figures 15–17.  

Finally, at the starting of mode 4, when the load is kept constant 
and the climate conditions drops as the inverse of starting condition 
of mode 2, the operating point will suddenly jump to point G 
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shown in Figure 14 with a large decreasing in power from Pmax2 to 
7.5 W, as shown in Figures 15–17. During this period, the MPPT 
methods decrease D to (Dopt4=0.3663), as shown in Figure 13 and 
increase Rin to match (Ropt1=7.27 Ω) again, moving the operating 
point in the right direction from point G to the MPP at point H 
which is the same location of optimal point B, as shown in Figure 
14, thereby increasing the power and reaching Pmax1 again, as 
shown in Figures 15–17.  

From the different operation modes, it is clear that the FLC 
provides a fast and effective transient response in terms of tracking 
and recovering speed and this method also provides an effective 
steady response with less oscillation as compared with P&O 
tracking method, according to the responses of duty cycle and 
extracted power from the PV module shown in Figures 13, 16, 
respectively.  

At variable climate and load operation modes explained in 
Figures 10–12, Table 3 lists the load matching results of voltage, 
current, and power of PV module, duty cycle and input resistance 
of the DC-DC converter, and the corresponding load voltage and 
current using MPPT. 

 

Figure 13. Duty cycle performance using MPPT methods under variable climate 
and load conditions. 

 

Figure 14. I-V Characteristics of PV module and traces of operating point under 
variable climate and load conditions. 

 

Figure 15. P-V Characteristics of PV module and traces of operating point under 
variable climate and load conditions. 

 

Figure 16. Module power performances using MPPT methods under variable 
climate and load conditions. 

 

Figure 17. Module power vs duty cycle and traces of operating point under 
variable climate and load conditions. 

Whereas, Table 4 lists the comparison results of MPPT 
methods in terms of rising time, recovery time, total average 
power, and MPPT efficiency during the overall operating period. 
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Table 3. Load matching results under different operating modes 

Operating 
Modes 

Vmpp 
(V) 

Impp 
(A) 

Pmax 
(W) 

Ropt 
(Ω) 

Dopt 
Vo 
(V) 

Io 
(A) 

Mode 1 31.1 0.86 26.92 35.92 0.29 12.71 2.12 

Mode 2 31.6 4.34 137.3 7.27 0.47 28.70 4.34 

Mode 3 31.6 4.34 137.3 7.27 0.56 40.59 3.38 

Mode 4 31.1 0.86 26.92 35.92 0.36 17.97 1.49 

 

Table 4. Comparison of MPPT methods under different operating modes 

MPPT 

Method 
t r (s) 

Recovering 

Time (s) 

Ideal Pav 

(W) 

Total Pav  

(W) 

Efficiency 

% 

Without 
(D=0.5) 

– – 82.1137 64.153 78.12 

P&O 1.25 0.75 82.1137 76.3 92.92 

FLC 0.75 0.25 82.1137 79.66 97.01 

 

6. Conclusions 

In this paper, the effectiveness of the FLC and classical P&O 
based MPPT methods are analyzed by simulation and compared 
using different operation modes of irradiation, temperature, and 
load requirement.  

In the case of rapid changes in the climate conditions and 
constant connected load, as represented by starting periods of 
modes 2 and 4, the simulation results show that the FLC tracking 
method can quickly reach the new MPP with less rising time (tr) at 
transient response and eliminates the power oscillation around the 
MPP at steady state; thus providing a higher power output 
efficiency, as shown in Figures 13, 16 and Table 4.  

According to a rapid fluctuation of the load, as represented by 
starting periods of mode 3, also the FLC method has better 
performances in comparison with P&O method – less recovering 
time and better steady responses of less oscillation as shown in 
Figures 13, 16 and Table 4. Consequently, the PV system with 
FLC-based MPPT control is more efficient due to the fact that 
allows harvesting more solar power in comparison with the 
classical P&O tracking methods. 
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 Safety is becoming more and more important with the ever increasing level of safety related 
E/E Systems built into the cars. Increasing functionality of vehicle systems through 
electrification of power train, in future even more by autonomous driving, leads to 
complexity in designing system, software and safety architecture. ISO 26262 aims to reduce 
the complexity and to approve the traceability of the different safety activities. This paper 
presents an approach about model-based development of system, software and safety 
architecture using Electronics Architecture and Software Technology - Architecture 
Description Language (EAST-ADL), being in line with the relevant standard ISO 26262. In 
particular, we briefly discuss how the main safety related activities, such as hazard analysis 
and risk assessment, developing functional and technical safety concepts and performing 
safety analysis can be performed model-based and how the activities can be related with 
system and software development. The state-of-art is also provided and compared with the 
proposed approach. 

Keywords:  
model-driven approach  
safety  
ISO 26262 
EAST-ADL 

 

 

1. Introduction  

This paper is an extension of work originally presented in 
Electrical Systems for Aircraft, Railway, Ship propulsion and 
Road Vehicles & International Transportation Electrification 
Conference (ESARS-ITEC 2016) [1]. Nowadays, in a premium 
vehicle up to 100 processing units (ECUs) are installed, which are 
capable of computing complex algorithms. The embedded 
software of a premium automobile contains up to 100 million lines 
of source code. On the contrary, the new “Boeing Dreamliner 787” 
needs for all onboard systems around 6.5 million lines of code [2]. 

This comparison shows how complex the software is already 
in today's vehicles. Complexity and the scale of the software will 
continue growing [2]. Major reasons for the large amount of 
software are the electrification of the automobile and already 
available advanced driver assistance systems. It is believed that the 
ratio of the cost of electric and electronic components to the total 
production cost of a vehicle could rise up to 35% by 2020 and up 
to 50% by 2030 [3]. With the increase of electrification, the 
proportion of safety-critical systems is also growing. Malfunctions 
like "unintended blocking of the drive axle while driving", "power 

assisted steering acts in the wrong direction", or "false tripping of 
the airbag while driving" are a few examples that can lead to life-
threatening injuries [4]. 

Increasing functionality of existing or new vehicle systems 
both result in increasing proportion of E/E systems and an increase 
in complexity of the system, software and safety architecture. 
Engineers from different fields need to be involved. The system 
and software architectures have to satisfy the different 
requirements in any phase of development. At this point the 
question arises, how the industry is responding to the increase in 
safety and non-safety related functions without sacrificing the 
quality of the software. 

An approach, how the engineers deal with these challenges, 
uses model-driven system, software and safety development. This 
research presents an approach for model-based development of 
safety critical functions and model-based development of ISO 
work products. EAST-ADL is used as the basis of this approach. 
However EAST-ADL should be modified in a way to bring the 
system architecture and safety architecture together, because ISO 
26262 requires consistency and traceability by the development of 
safety critical systems. But the current EAST-ADL specification is 
not enough to implement these requirements, because currently the 
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system architecture and safety architecture are separated in 
different models and there is not direct relation between system 
architecture models and safety models. The system architecture is 
developed within the abstraction levels of EAST-ADL and the 
safety models are realized within the dependability model. It is a 
big challenge and also requirement of ISO 26262 (Part 4 – Figure 
2, Part 10 - Figure 8 and Figure 9) to show the dependencies 
between hazards and risks, safety goals, functional and technical 
safety requirements and safety functions. By safety assessments, 
the developers should be able to show which safety goals are 
implemented by which safety functions and it should be proven 
that the safety functions and safety goals have the same 
Automotive Safety Integrity Level (ASIL). Therefor it was 
essential to modify EAST-ADL in a way to bring these models 
together in order to provide consistency check, traceability of 
safety functions and also generate the ISO26262 work products 
such as safety concept automatically. The extensions enable to 
show the relationship between the safety goals and the safety 
functions in order to prove easily which function is implemented 
for which safety goal. So it is easier to prove the completeness of 
the safety activities.  

The second main contribution of the paper is to verify and to 
validate the technical safety concept and functional safety concept 
as required from ISO 26262-4:2018, Clause 7.4.8 within 
simulation of safety requirements in the earlier development phase 
of project. So it is possible to improve the safety concepts earlier 
and also to find out the systematic errors in the earlier phase of 
development. The modeling of a complete system is an extensive 
project and requires domain specific knowledge. Furthermore, 
knowledge is needed about various tools, because the architecture 
is described using several tools. Current approach can be replaced 
within developed approach based on domain-specific language 
with ADL [6, 7]. By this it is possible now within the extensions 
and improvements that all information is created within a system 
model that describes the complete system, safety and software 
architecture and offers the consistency, traceability between 
system and safety architecture and enables to verify the safety 
concepts in the earlier development phase.  

Section 2 shows how EAST-ADL is modified for this purpose. 

2. Description of the Approach 

The developed approach in Figure 1 shows how the system, 
software, and safety development are combined and thus the 
complexity of the system is reduced by a coherent architecture. 

 
Figure 1 Model driven approach for system, safety and software development 

The developed method consists of five main parts, which are 
shown in Figure 2:  

 
Figure 2 Main parts of the approach 

First part is the architecture development [7]. This part is about 
the creation of feature model, system architecture, functional 
design architecture (FDA) and hardware design architecture 
(HDA). It is also possible to allocate the functions from FDA 
model to the corresponding hardware elements of HDA model. 
This part is extended within additional safety attributes in order to 
combine the system architecture and safety architecture and thus it 
is possible to realize the relationship between system architecture 
and safety architecture in order to prove traceability and 
consistency. The further details will be explained by chapter 2.1. 

Second part is safety extensions [8, 9]. This part deals with the 
model-based creation of ISO 26262 work products as an extension 
to architecture development. Firstly, hazard analysis and risk 
assessment is performed. Secondly, the safety goals are derived 
from hazard analysis and risk assessment. In order to fulfill the 
safety goals, functional safety concept and technical safety concept 
are created in the following step. This part is also extended with 
additional safety attributes to realize a relationship between safety 
model, system model and requirements model. Safety model 
enables to realize the safety work products model based such as 
Hazard Analysis and Risk Assessment (HARA), functional and 
technical safety concept. The extensions enable now additionally 
to generate these safety work products automatically from the 
models using the developed scripts. The further details will be 
explained by chapter 2.2. 

Feature model can contain both non-safety-critical and safety-
critical properties of the system. After hazard analysis and risk 
assessment, the safety-critical aspects of the system will be 
considered as being part of the feature model. 

In the system architecture, the safety goals and corresponding 
safety functions of the system are taken into account. In the 
functional and hardware design architecture, the safety-critical 
functions are detailed. 

Third part is AUTOSAR [10]. This is about the software 
architecture and basic software configuration. The software 
architecture can be created from FDA model, which contains the 
necessary software features.   
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Fourth part is model-based safety analysis. In this step, the fault 
trees (FTA) of fault models are automatically generated from error 
model of ADL or simulation model with external tools [11] [12]. 

The last part is simulation and verification. This part is 
developed within this research. In this step, error simulation and 
verification of the requirements are carried out and this becomes 
possible already in the earlier phases of development. On the one 
hand, the safety requirements are verified with usage of a 
simulation environment. On the other hand, it is possible to 
determine the system impacts of causes with error simulation. 
Thus, the defined top events of the system from hazard analysis 
and risk assessment can be approved. The further details will be 
explained by chapter 2.4. 

The developed approach allows for consistency and traceability 
of individual steps. The method also permits the efficient tracing 
from the software architecture to the feature model and from the 
safety analysis to the hazard analysis and risk assessment. 

In the following subsections the details of the main parts will 
be described. 

2.1. Architecture development and AUTOSAR 

The architecture development can be realized with UML, 
SysML or EAST-ADL. For our tasks, the architecture description 
language EAST-ADL (Electronics Architecture and Software 
Technology - Architecture Description Language) is investigated. 

The description language EAST-ADL represents an ADL, 
which was specified initially in research project EAST-EEA 
(Electronic Architecture and Software Technology – Embedded 
Electronic Architecture) and developed further to EAST-ADL2 in 
other research projects  ATESST1 (Advancing Traffic Efficiency 
and Safety through Software Technology), ATESST2 [7] and 
MAENAD (Model-based Analysis & Engineering of Novel 
Architectures for Dependable Electric Vehicles) [8], SAFE (Safe 
Automotive Software Architecture) [9] and Synligare [21]. In 
addition the language was adapted to AUTOSAR [10], such that 
AUTOSAR can be used for the detailed description and the 
implementation of the software architecture. It is used to describe 
electronic systems in vehicles to facilitate the development of 
vehicle electronics [5]. Thus EAST-ADL is a domain-specific 
language. 

The purpose of EAST-ADL is to provide the engineers 
facilitation for the representation and description of electronic 
systems in vehicles in a standardized form [5]. It can be used 
during different activities for the modeling of functional 
requirements, safety work products, as well as for analysis and 
design purposes [13]. 

The metamodel of EAST-ADL is organized in four different 
abstraction levels. Each of them fulfills specific roles. Each level 
considers a "different phase of vehicle development" [14], 
represents the complete system and provides different perspectives 
of the whole EEA [5]. 

The 4 levels “vehicle level, analysis level, design level and 
implementation level” are described in detail in the following Fig. 
3: 

 
Figure 3 The EAST-ADL levels and safety activities of the approach 

As mentioned before, the library elements of these abstraction 
levels were extended further as follow in Fig. 4. The library 
elements of EAST-ADL abstraction layer contain the additional 
information about corresponding safety goal, safety requirements 
and ASIL classification which enable the relationship between 
safety model and system model. Additionally the attribute 
“verified” shows whether the function is already verified in the 
earlier development phase. This information is very useful for 
safety case generation and also required from ISO 26262-4:2018, 
Clause 7.4.8.1.   

 
Figure 4 The extensions of EAST-ADL Abstraction layer 

At vehicle level, the vehicle or system characteristic is 
described with a lot of features. In this step, the question 'what' 
must be realized with the architecture development, but not the 
question "how". To detect and to eliminate risks as early as 
possible, it makes sense to perform the hazard analysis and risk 
assessment in parallel on the same level [15]. 

The analysis level describes the realization of the features in 
the functional analysis architecture (FAA) in form of functions. 
Here we find a top-down decomposition of features on functions 
and on abstract sensors and actuators [16]. 

The design level consists of FDA and HDA. The FDA 
comprises the functions of the FAA, which can be further detailed 
and decomposed. In addition, an allocation graph is modeled, in 
which the function blocks of the FDA are allocated to the hardware 
components of the HDA [18]. 

The implementation level describes one-to-one the software 
architecture of the FDA in AUTOSAR [17]. 
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2.2. Safety Extensions 

EAST-ADL offers the dependability package with safety 
extensions, which enable to create the work products of safety 
development process such as hazard analysis and risk assessment 
or safety goals, as it is shown in Figure 6.  

The dependability model is additionally designed to support 
the developer in creating safety requirements and performing 
safety analysis, as well as in the modeling of systematic errors and 
their propagation, which leads to failures. 

As mentioned before, within this research the library elements 
of dependability model were extended further as follow in Fig 5. 

 
Figure 5 The extensions of EAST-ADL dependability model 

 The developed extensions within this research enable the 
generation of safety concepts using the developed automation 
script. They are created automatically from modified requirements 
model and dependability model. 

 
Figure 6 Dependability model 

During the development of a system, requirements should be 
defined, which can be modeled in a separate requirement diagram 
as shown in Fig 5. Requirements model may include both non-
safety-critical and safety-critical requirements. Therefore, it is 
recommended to begin with the requirements modeling on the 
system architecture level. 

 The requirements model in EAST-ADL is based on the SysML 
(Systems Modeling Language), adapted to the metamodel of 
EAST-ADL [5]. User-defined features can be added to the 

requirements, as it is also possible in DOORS (Dynamic Object 
Oriented Requirements System). Information such as status, 
author and responsible person are added, in order to achieve better 
traceability of the changes. Requirements model can be exported 
in the format ReqIF (Requirements Interchange Format) to 
facilitate exchanges with other requirements tools. As mentioned 
before, the requirements model is extended further as in Fig. 7 and 
8 with safety related features such as ASIL classification, 
corresponding safety goal or decomposition relevance. 

 
Figure 7 The extensions of EAST-ADL requirements model 

   

 
Figure 8 Requirements model 

 The extensions within this research enable the generation of 
safety concepts using the developed automating script as follow 
in Fig. 9. 

 
Figure 9 Safety concept script and generated document 
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It is possible to generate error models automatically from 
functional design architecture model (FDA). Error description and 
error logic to the individual subsystems are modeled afterwards. 

Because vehicles in general and especially electrical vehicles 
consist of complex systems, it is very difficult to determine all 
measures to prevent a hazard. Of course, Original Equipment 
Manufacturers (OEMs) and their system suppliers are committed 
to reduce all risks to an acceptable level. This means that for all 
hazards and risks relevant safety goals, safety concept, safety 
requirements and safety measures have to be defined. For this 
reason, ISO 26262 requires to carry out the safety analysis based 
on fault models in the automotive industry. For example with the 
help of the fault tree analysis it is possible to find the error causes 
for a particular hazard [19]. 

In EAST-ADL, it is possible to model errors and their 
propagation in an error model to recreate a failure behavior [20]. 
On the basis of error models, additional tools such as HiP-HOPS 
[11], ALTARICA [12] can be used to perform model-based safety 
analysis. 

 Figure 6 shows how the error model and error logic can be 
created. 

 
Figure 10 Error Model 

2.3. Model based safety analysis 

It is possible to use commercial tools such as HiP-HOPS [11] 
to perform the safety analysis. These tools are capable of 
generating fault tree analysis (FTA) and failure modes and effects 
analysis (FMEA) automatically from an error model [11]. 

Safety analysis enables to find out possible error causes which 
should be detected and avoided with appropriate safety measures. 
For this purpose, safety measures and requirements are defined in 
order to introduce countermeasures. Additionally, functional and 
technical safety requirements can be defined or extended based on 
the results of the safety analysis. 

2.4. Simulation 

For verification of the requirements and error simulation, a 
simulation environment such as Simulink (Matlab), Dymola, 
CarMaker, etc. can be used. For instance, the power train of an 
electric vehicle can be simulated with the help of a simulation 
environment and error models can be designed and implemented. 
The behavior of the vehicle can be simulated with error models in 
a way where the error causes such as failure sensor values can be 
used as stimulation signal. The simulation is used for the 
verification of the requirements, for detection of the errors in the 
earlier phase of development and for detection of the system 
impacts of errors. If it is found that the safety requirement cannot 

be implemented as intended, then the requirement should be 
redefined. This is shown in Figure 11. 

 
Figure 11 Verification and simulation 

 Fig. 12 shows the evaluation procedure of the defined hazards. 
The simulation is performed within the error causes in order to find 
out the system reaction of these failures. If the vehicle behavior is 
the same as defined hazards, then HARA is approved, otherwise 
HARA should be extended further as required from ISO 26262-
4:2018, Clause 7.4.8 in order to develop the necessary safety 
measures to detect and prevent the possible hazards.   

 

Figure 12 Error simulation 

3. Use-Case 

In order to show the benefits of the developed model-driven 
approach, an example is created which shows the safety-critical 
function development. It starts with hazard analysis and risk 
assessment and ends with verification of safety goals and safety 
requirements. Figure 13 shows a typical dependability model of a 
system. In this concrete case an electrical machine is considered as 
an item. Hazard is defined as “Uncontrolled vehicle movement 
because of faulty torque”. ASIL of hazardous event is classified 
based on the operational situation. In this case the hazardous event 
“Loss of traction in boundary dynamic situation” leads by driving 
a curve to a dangerous situation. Therefor the ASIL of this 
hazardous event is classified as ASIL D (C3, S3, E4). At the next 
step safety goal “No faulty torque in boundary dynamic situation” 
is defined with the safe state “Electric machine is torque-free, 
vehicle is rolling freely” in order to detect and avoid the failure. 
After this functional safety concept and technical safety concept 
are created in order to achieve the safety goal. Functional and 
technical safety requirements are linked from the requirements 
model and shouldn`t be specified again in the dependability model. 
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Figure 13 Dependability model – power train example 

Functional and technical safety requirements are specified with 
associated information within the requirements model. Their 
allocation to architectural elements is realized just by using the 
satisfy connection. In this case the safety goal is realized with the 
function “Speed monitoring” (FAA) as shown in Figure 14. 

 
Figure 14 Requirements model – power train example 

 Functional and technical safety concept can be created 
automatically from the dependability model and requirements 
model using the developed script as shown in Figure 15. 

 
Figure 15 Functional and Technical Safety Concept – power train example 

  Figure 16 shows the FDA model. The safety requirements are 
implemented within the subfunctions of the FDA model which are 

extended within safety attributes to enable consistency and 
traceability check.   

 
Figure 16 Functional design model – power train example 

  Error model of the hazard is generated automatically from 
FDA-Model. Afterwards the error logic of subsystems will be 
described individually with possible fault causes, considering the 
error propagation. Error logic contains all possible output failures 
of every submodule, with regard to internal hardware failures, 
internal software failures and input signal failures, as it is shown 
in Figure 17.   

 
Figure 17 Error model logic – power train example 

The additional tool HiP-HOPS enables to perform model 
based safety analysis automatically from the existing error models. 
This tool is capable to generate cut sets, fault tree analysis (FTA) 
and failure modes and effects analysis (FMEA). Figure 18 shows 
the generated FTA for the top event “faulty torque”. The causes 
such as sensor failures, internal software failures and internal 
hardware failures, which lead to the top event, are listed in the 
FTA. In this case a qualitative safety analysis is realized. The tool 
also enables to perform a quantitative analysis.  

 
Figure 18 Model based safety analysis with HiP-HOPS – power train example 

http://www.astesj.com/


B. Sari et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1252-1259 (2017) 

www.astesj.com     1258 

 Finally, the error simulation is performed, in order to verify the 
system effects (top events) which were defined before within the 
HARA. For this reason the simulation is stimulated within the error 
causes (basic events) regarding fault tree analysis. The basic events 
should lead to the top events. After simulation the results are 
compared with the HARA results. If they are same, then the 
defined hazardous events are correct and thus verified. But if the 
vehicle behavior is other than defined events, the HARA should be 
extended. If necessary, a new safety goal should then be defined, 
in order to avoid new detected system impacts. In this example a 
concrete hazardous event (faulty torque due to E-Machine speed 
sensor failures) leads to loss of traction, which causes the vehicle 
to enter an instable state. In the boundary dynamic situations, e. g. 
when driving a curve, the driver cannot control the vehicle 
anymore. This may lead to a fatal accident. Figure 19 shows both 
the verification results of technical safety requirements and 
validation of safety goals regarding the error simulation. 

 
Figure 19 Verification and Validation – power train example 

4. Conclusion 

The presented approach supports developers in creating a 
model based system, software and safety architecture of E/E 
systems. Various tools are used currently for different special 
development fields. The architecture description language EAST-
ADL, the main component of this approach,   replaces these tools 
in a way that the entire development of system and safety 
architecture can be realized within EAST-ADL. The proposed 
approach has the advantage to verify the functional safety concept 
and technical safety concept and also to validate the hazard 
analysis and risk assessment within the developed simulation 
environment in the earlier development phase of project. 

The biggest advantage of this method is to prove the 
traceability of the different development steps and safety work 
products with the help of extended library elements and developed 
scripts. Once the user became familiar with the method, it is easy 
for him to understand the overall architecture. Figure 20 highlights 
the relationship between the various levels and shows the 
traceability of different steps. 

The approach enables to understand the system, software and 
safety architecture of an item very quickly. When applying this 
approach, requirement model, dependability model and library 

elements of EAST-ADL is extended within safety features (such 
as ASIL classification of requirements) in order to model the 
safety-critical requirements with necessary attributes and in order 
to create functional and technical safety concepts automatically 
using developed script and in order to combine system and safety 
architecture. The user can thus find out quickly which 
requirements are implemented for which functions. 

 
Figure 20 Traceability of the development steps 

Another major advantage of the approach is the mapping of the 
EAST-ADL levels to the work products and requirements of ISO 
26262. Already, at the initial phase the relationship between 
EAST-ADL and ISO 26262 is very significant. With dependability 
package of EAST-ADL, safety aspects of ISO 26262 can be early 
considered in the architecture development workflow. Thus, the 
hazard analysis and risk assessment is performed to find out the 
safety goals.  

Dependability models allow the modeling of the necessary 
requirements for achieving the defined safety goals. Subsequently, 
the functional and technical safety concept can be created. So the 
user gets an overview, which safety concept is formulated for 
which safety goal. EAST-ADL offers the possibility to generate 
the error models automatically from FDA-models. With help of the 
approach and external analysis tools, safety analysis can be 
performed automatically from error models.  

 Systematic errors can be detected by the verification of the 
requirements and error simulation and it is also possible that safety 
measures are specified early in the development phase. 

Finally, advantages of the presented approach can be 
summarized as follow:  

• Modeling of safety-related functions in an architecture 
description language. 

• Achievement of an efficient and consistent model-based 
development of automotive embedded system. 

• Model based automated creation of ISO 26262 work products 
from hazard analysis and risk assessment to safety requirements 
using developed scripts. 

• Combination of system and safety development to achieve the 
traceability and to show the relationship between safety goals and 
safety functions considering ASIL. 
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      • Verification and validation of functional safety concept and 
technical safety concept in the earlier development phase of 
project. 

• Early detection of systematic errors and system impact of 
errors. 

References 

[1] B. Sari, H.C. Reuss, "A model-driven approach for the development of 
safety-critical functions using modified Architecture Description Language 
(ADL), Electrical Systems for Aircraft, Railway, Ship propulsion and Road 
Vehicles & International Transportation Electrification Conference 
(ESARS-ITEC 2016). 

[2] R. N. Charette,: This Car Runs on Code. Hyperlink: 
http://www.real-
programmer.com/interesting_things/IEEE%20SpectrumThisCarRunsOnCo
de.pdf, Februar 2009. Accessed January 30, 2017. 

[3] PWC DEUTSCHLAND: Autoindustrie treibt Chipnachfrage an. Hyperlink: 
http://www.pwc.de/de/automobilindustrie/autoindustrie-treibt-
chipnachfrage-an.html. Accessed January 30, 2017.  

[4] AK-L_Orientation-list-V1.2_2010-11-25_DE (AA-I3/AK 16 - Functional 
Safety). 

[5] H. Blom, H. Lönn, F. Hagl, Y. Papadopoulos et al.: EAST-ADL – An 
Architecture Description Language for Automotive Software-Intensive 
Systems – White Paper Version 2.1.12. Hyperlink: 
http://www.maenad.eu/public/conceptpresentations/EAST-
ADL_WhitePaper_M2.1.12.pdf. Accessed January 30, 2017. 

[6] P. Cuenot, D. Chen, S. Gerard, H. Lönn et al.: Managing Complexity of 
Automotive Electronics Using the EAST-ADL. In: Engineering Complex 
Computer Systems, 2007. 12th IEEE International Conference on, 2007. 

[7] ATESST2: ATESST2. Hyperlink: http://www.atesst.org. Accessed January 
30, 2017. 

[8] MAENAD: MAENAD. Hyperlink: http://www.maenad.eu/. Accessed 
January 30, 2017. 

[9] SAFE: SAFE. Hyperlink: http://www.safe-project.eu/. Accessed January 30, 
2017. 

[10] AUTOSAR: AUTOSAR. Hyperlink: http://www.autosar.org/. Accessed 
January 30, 2017.  

[11] HIP-HOPS: HiP-HOPS, Automated Fault Tree, FMEA and Optimisation 
Tool. Hyperlink: http://hip-hops.eu/. Accessed January 30, 2017.  

[12] ALTARICA: ALTARICA. Hyperlink: http://openaltarica.fr/. Accessed 
January 30, 2017. 

[13] ATESST2: EAST-ADL Overview. Hyperlink: 
http://www.atesst.org/home/liblocal/docs/ConceptPresentations/01_EAST-
ADL_OverviewandStructure.pdf, 2010. Accessed January 30, 2017.  

[14] M. Hillenbrand, „Funktionale Sicherheit nach ISO 26262 in der 
Konzeptphase der Entwicklung von Elektrik / Elektronik Architekturen von 
Fahrzeugen“, Ph. D. Thesis, KIT Karlsruhe, 2011. 

[15] ATESST2: EAST-ADL2 Vehicle Level. Hyperlink: 
http://www.atesst.org/home/liblocal/docs/ConceptPresentations/02_EAST-
ADL_Vehicle_Level.pdf, 2010. Accessed January 30, 2017. 

[16] ATESST2: EAST-ADL Analysis Level. Hyperlink: 
http://www.atesst.org/home/liblocal/docs/ConceptPresentations/03_EAST-
ADL_Analysis_Level.pdf, 2010. Accessed January 30, 2017. 

[17] ATESST2: EAST-ADL Overview Implementation Level. Hyperlink: 
http://www.atesst.org/home/liblocal/docs/ConceptPresentations/05_EAST-
ADL_Implementation_Level.pdf, 2010. Accessed January 30, 2017. 

[18] ATESST2: EAST-ADL Overview Design Level. Hyperlink: 
http://www.atesst.org/home/liblocal/docs/ConceptPresentations/04_EAST-
ADL_Design_Level.pdf, 2009. Accessed January 30, 2017. 

[19] ISO 26262 “Functional safety of road vehicles”, 2011. 
[20] EAST-ADL ASSOCIATION: EAST-ADL – Domain Model Specification 

– Version V2.1.12. Hyperlink: http://east-
adl.info/Specification/V2.1.12/EAST-ADL-Specification_V2.1.12.pdf, 
2013. Accessed January 30, 2017. 

[21] Synligare: Synligare (literally “more visible” in Swedish). Hyperlink: 
http://synligare.eu/HomePage.html. Accessed January 30, 2017. 

http://www.astesj.com/
http://www.safe-project.eu/
http://www.autosar.org/


 

www.astesj.com     1260 

 

 

 
 
On-Chip Testing Schemes of Through-Silicon-Vias (TSVs) in 3D Stacked ICs 

Shadi MS. Harb*1, William R. Eisenstadt2 

1Intel Corporation, Hillsboro, OR 97124, USA 

2University of Florida, Department of Electrical & Computer Engineering, Gainesville, FL 32611, USA 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 02 June, 2017  
Accepted: 09 July, 2017 
Online: 23 July, 2017 

 This paper presents on-chip testing structures to characterize and detect faulty Through 
Silicon Vias (TSVs) in 3D ICs technology. 3D Gunning Transceiver Logic (GTL) I/O testing 
is proposed to characterize the performance of 3D TSVs in high speed applications. The 
GTL testing circuit will fire different data patterns at different frequencies to characterize 
the transient performance of TSVs. In addition, Different testing schemes based on an 
oscillation ring testing methodology are proposed to detect TSVs faults such as stuck-at, 
open, slope and delay degradation, and severe crosstalk TSVs coupling. A parallel ring-
based oscillator test structure is proposed and simulated based on a high performance fully 
tunable electrical circuit pi-model where a single and coupled TSVs with ground-signal-
ground (GSG) and ground-signal-signal-ground (GSSG) 3D vias configurations are used 
as a test vehicle for 3D interconnect characterization and test. Simulation results are 
presented using the Keysight/Agilent Advance Design System (ADS) and a standard 0.25 
µm CMOS process. 
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1. Introduction 

With deep sub-micron silicon processing technology, it 
becomes more difficult for integrated circuits to achieve higher 
integration through the scaling down of the transistor feature size. 
3D ICs technology stacks multiple dies together and connects them 
using Through-Silicon Vias (TSVs), which become a promising 
technology to provide a low cost and high efficient way to increase 
integration for modern systems [1-2]. However, there are some 
problems associated with this technology. One of the most 
important issues is the compound yield loss due to die stacking and 
TSV failures, which might occur either in the fabrication of the 
TSV themselves, in the bonding of the TSVs to the next layer, or 
during the life time of the 3D stack. Thus, to guarantee the stacking 
yield, the interconnections (TSVs) reliability must be tested.  
Common TSV defects in this emerging technology can be caused 
by TSV shorts, opens, delay faults [3], crosstalk induced-delay 
faults and glitches [4-7].  

To insure a low probability of 3D IC failure, integrating 
embedded test structures in 3D stacked ICs becomes a more 

attractive solution to avoid traditional probe testing, which 
becomes an infeasible approach to validate inaccessible nodes 
after stacking. The embedded test circuits can be integrated during 
the fabrication process to test a group of TSVs or each TSV 
individually for different possible defects in the die before 
stacking. In addition, they can be used to characterize the TSV’s 
signal integrity effects and the impact of TSVs on the 3D circuit 
performance after fabrication. The results of these test circuits can 
then be read out off-chip for post processing. In this paper, A 3D 
Gunning Transceiver Logic (GTL) I/O testing is proposed to 
characterize signal integrity of TSVs. Additionally, an oscillation 
ring (OR) 3D test methodology with different circuits testing 
schemes, based on our work [8], are presented to detect TSVs 
failure induced by TSVs shorts, opens, delay faults and crosstalk 
coupling.  

The paper is organized as follows: a high performance TSV 
electrical pi-model, which can be used as DUT for 3D TSV testing, 
is discussed in Section 2. Section 3 discusses the 3D GTL I/O 
testing to evaluate TSV performance. Section 4 proposes the ring-
based oscillation testing schemes to detect TSVs failures and their 
induced 3D performance degradation. Section 5 concludes the 
paper. 
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2. An Equivalent Electrical Circuit For TSVs 

To test and study the effects of TSVs on 3D circuit 
performance, a high frequency electrical pi-model, commonly 
used in literature [9-11], is applied for TSV test and 
characterization, which is extracted from physical configurations 
of a common TSV structure. Ground-signal-ground (GSG) and 
ground-signal-signal-ground (GSSG) vias configurations are used 
to test single and coupled TSVs for different 3D routing 
topologies. By leveraging these fully parametric TSV models, 
different TSV designs can be explored to study the impact of 
TSVs on the 3D performance. In addition, changing the model 
parameters gives more insight about how these parameters such 
as induced resistance and capacitance of TSVs affect the 3D 
circuit. Figure 1(a) shows a schematic drawing of the high 
frequency equivalent circuit model of a GSG via configuration 
[12].  

The electrical model of the TSV is expressed as an inductor 
(Lvia) and a resistor (Rvia), while the capacitive coupling 
between the vias is modeled as coupling capacitors (Cvia_ox, 
Cox, and Csil). The parameter Cvia_ox denotes the capacitance 
of the thin oxide layer surrounding the via barrel, and Cox denotes 
the capacitance of the oxide layer on the silicon surface and the 
fringing field between the vias. The capacitance of the silicon 
substrate is denoted by Csil, and the loss property of the silicon 
substrate between the signal via and the ground via is denoted by 
Gsil. The model parameters (Rvia=0.22 Ω, Lvia=3 pH, 
Cvia_ox=1 PF, Cox=5 fF, Csil=4 fF, Gsil=2.92m/Ω) are chosen 
from [4] as default values for the proposed testing applications. It 
is worth mentioning that the Rvia and Cvia_ox seem to be the 
main parameters to consider in order to model the impact of TSVs 
on 3D circuits.  Figure 1(b) shows also the pi electrical model for 
a GSSG structure. It is assumed that the two outer TSVs are 
grounded and the other two inner ones are signal TSVs.   

 

Figure 1:  Equivalent Circuit Model of (a) a Standard GSG TSV and (b) a 
standard GSSG TSV [12] 

3. 3D GTL I/O Testing 

3.1. Single-Ended Gunning Transceiver Logic (GTL) I/O Design 

Single-ended GTL (Gunning Transceiver logic) I/O standard is 
used in a wide range of applications from ASICs and processors 
to interface logic devices. A GTL I/O test structure [13] consists 
of a GTL clock and data receiver, data depths control logic, a 
serial-to-parallel converter, and GTL I/O drivers as shown in 
Figure 2. The GTL clock and data can be provided from off-chip 
using an external test equipment. The data depth control logic 
controls the depth of the fired data where the control signals come 
from an external stimulus system. The serial-to-parallel converter 
loads the serial data from off-chip and fire the parallel data out to 
the I/O ports. The basic cell consists of a flip-flop and a 
multiplixer that selects either the serial or parallel data. When the 
shift register goes to the parallel mode, the register starts firing the 
parallel data indefinitely with period specified by number of GTL 
cells. GTL I/O driver is basically an open drain circuit. The circuit 
has NMOS shunted to ground, and the other end is pulled up to 
the termination voltage with a 50Ω off-chip resistor.   

  
Figure 2:  A GTL I/O test structure 

3.2. GTL Circuit Architecture in 3D Stacked ICs 
 

A Gunning Transceiver Logic (GTL) I/O test circuit can be 
utilized to characterize the performance of the 3D TSVs under 
high speed transient simulation in 3D stacked ICs. The 3D GTL 
I/O test circuit will fire different data patterns at different 
frequencies having different data depths across multiple tiers to 
characterize the impact of TSVs by observing the transient 
performance through different 3D routes. Figure 3 shows a block 
diagram of the proposed test structure, where the GTL serial-to-
parallel shift registers (SIPOs) are placed in different tiers. A 
control MUX with Tri-state buffers and control logic can be used 
to switch between different I/O signals. Figure 4 shows the 3D 
GTL I/O circuit implementation, where each tier has a 16-bit 
serial IN-2-bit parallel out GTL test structure. Each I/O driver 
fires signals out through TSVs from its corresponding tier. 
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  Figure 3:  The GTL I/O Test Structure in 3D Stacked IC 

 
Figure 4: 3D GTL I/O Circuit Implementation 

The 3D GTL I/O test structure can be also dedicated to 
measure the NEXT/FEXT crosstalk between vertical connections 
by firing high speed signals from different tiers as shown in Figure 
5. FEXT and NEXT crosstalk tests can be realized by activating 
only the I/O signal in tier A and tier C respectively. For example; 
FEXT crosstalk can be observed by firing high speed signal only 
at the bottom layer and monitoring the coupling noise at the far-
end of the victim line. Similarly, NEXT crosstalk can be observed 
by firing high speed signal only at the top layer and monitoring 
the coupling noise at the near-end of the victim line.  

 
Figure 5: Measuring Crosstalk between TSVs in 3D Stacked ICs 

A 2 port GTL I/O test for three tiers system was designed and 
simulated using the Advanced Design System (ADS) and 0.13 µm 
UMC CMOS process. Figure 6 shows the simulated results of the 
GTL test circuit at 1Gb/s data rate. 

 
Figure 6: simulated 3D GTL Test Results at 1Gb/s data rate. 

3.3. TSV Test Using the GTL I/O Shift Register as Scan Chain 

A testing scheme for TSVs in 3D ICs can be realized by using 
the Gunning Transceiver Logic (GTL) shift register circuit.  The 
GTL serial-to-parallel (SIPO) shift register can be designed where 
the TSVs are connected serially to form a scan chain structure 
[14]. In this case, each TSV is connected to a multiplexer and a 
flip-flop which can be used as scan chain as shown in Figure 7.  
When the GTL registers are in the data load mode, the registers 
start loading data serially from the top tier and shifting them down 
and up between tiers. After loading the data, data starts circulating 
up and down and vice versa. Circulating data with different 
patterns can test the reliability of TSVs.  

 
Figure 7:  The GTL serial-to-parallel shifts register for 3D TSV test 

The GTL scan chain test structure was simulated using ADS 
and 0.25 µm standard CMOS process. The TSVs connect the GTL 
cells serially between tiers. The TSVs are tested by injecting test 
vectors (i.e. data patterns) in one tier (source tier). The test vectors 
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are then propagated to the destination tier (e.g. the top tier), where 
they are captured and transmitted off-chip. Figure 8 shows a test 
vector with data stream (“101010..”), which is injected from the 
source tier and captured at the destination tier (i.e. top tier). In case 
of faulty TSVs, the captured data has bit errors as shown in Figure 
8(b).  

 
Figure 8:  Outputs of the scan chain using the GTL shift register (a) with fault-

free TSVs (b) with faulty TSVs. 

4. Oscillation Ring-based 3D Testing Schemes 

Oscillation ring (OR) test is a useful and efficient method to 
detect faults in functional circuits and devices [15-16].  An 
oscillation ring is a closed loop with an odd number of signal 
inversions. Intuitively, if an oscillation ring fails to oscillate, it 
implies that there exists stuck-at or open faults in the components 
of the oscillation ring. The period of the oscillation signal can also 
be measured to test the delay faults. For example; in a circuit with 
gate or path delay faults, the oscillation frequency is different 
from the fault–free circuit. By observing the oscillation signal at 
the circuit output, one can decide whether the circuit-under-test is 
faulty or not.  To evaluate the impact of a TSV on 3D circuit 
performance due to the additional delay induced by a TSV, an 
Oscillation Ring (OR) 3D Built-in Self-Test (BIST) testing 
schemes, shown in Figure 9, are designed and simulated using the 
Advanced Design System (ADS) and 0.25 µm standard CMOS 
process. The target fault models of this testing architecture are 
TSV stuck-at, open, delay and slope degradation, and TSVs strong 
crosstalk coupling. If a triggered oscillator fails to oscillate, there 
exist stuck-at or open faults in the components of the RO. In 
addition, measuring the TSV delay fault can also be achieved. In 
this proposed testing scheme, a counter is included at the output 
of each triggered oscillator to detect TSVs delay faults.   

 
Figure 9: OR Testing Methodology for 3D Stacked ICs 

4.1. TSVs Test with Different Configurations 

   In this testing scheme, a parallel ring oscillators (ROs) testing 
structure is presented, each RO has different routing TSVs 
configuration across different stacking tiers as shown in Figure 10. 
An edge detector circuitry is used to trigger ROs in parallel when 
the trigger enable signal (OR_TEST) is asserted and a rising edge 
of the reference clock is detected. This will imply that each one 
will have a different oscillating frequency and thus a different 
counting value, which can be scanned out for off-chip testing.  
Since the frequency of each triggered oscillator is predetermined 
during the design phase, a delay fault can thus be detected and 
measured by inspecting the contents of the counters.   In this test 
scheme, let assume that we have m triggered oscillators for 
different TSV configurations and the oscillation ring test is enabled 
by the OR_TEST signal. Also let assume that the triggered 
oscillator unloaded by TSVs is allowed to count only up to n at 
frequency of f0 and the counter contents of the other triggered 
oscillators, be n1, n2, …, nm, respectively. An estimation of the 
ith ring‘s oscillation frequency fi can be approximated by:   

 
n
niffi *0=                                                                      (1) 

 
Figure 10: 3D Interconnect Test based on a Parallel triggered ROs Structure 

Figure 11 shows simulation results for the triggered oscillators 
connected with different 3D configurations based on the pi-model 
which is used to electrically characterize the TSV. Each triggered 
oscillator has different output frequencies where the triggered 
oscillator with unloaded TSV has the highest frequency (1.37 
GHz) compared to the ones loaded by TSVs. For example; the 
triggered oscillators loaded by 2 TSVs, 4 TSVs, and 8 TSVs have 
the following frequencies: 662 MHz, 543 MHz, and 436 MHz 
respectively. Each output frequency will have a different counter 
value. Figure 12 shows the counting values ‘b111, ‘b101, ‘b010 
for the 2 TSVs, 4 TSVs and 8 TSVs respectively.  Obviously, the 
addition of a TSV is similar to the addition of a short interconnect, 
thus leading to a degradation of rise time and more induced delay 
in the ring oscillator and thus slower oscillating frequency.  
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Figure 11: Output frequencies for the triggered oscillators 

 

Figure 12: Output Frequencies and Counter Values for Different 3D 
Configuration (a) TSVs, (b) 4 TSVs, (c) 8 TSVs 

4.2. TSVs Rise Time Degradation Test 

   To characterize the effect of the rise time degradation using the 
OR test, the capacitance of the thin oxide layer is changed from 
10fF to 4pF, which corresponds to 45 ps, and 1.3 ns rise time 
respectively as shown in Figure 13.  This will presents the 
importance of RC delay caused by the time needed to load TSV 
oxide capacitance. Figure 14 shows the output frequency and the 
counter values for triggered oscillators loaded by 2 TSVs for both 
cases (45 ps, 1.3 ns). The 1.15 Ghz output frequency with counter 
value of ‘b111 corresponds to the 45ps TSV rise time, and the 833 
MHz output frequency with counter value ‘b010 corresponds to 
the 1.3 ns TSV rise time.  

 
Figure 13:  TSV Rise Time (red: 45ps, blue: 1.3ns) 

 
Figure 14:  Output Frequencies and Counter Values for (a) 45ps TSV rise time, 

(b) 1.3ns TSV rise time 

4.3. TSVs Crosstalk test 

In this test, a consecutive triggered parallel ROs structure 
running same frequency is used to characterize the crosstalk effect 
between TSVs. Figure 15 shows four triggered oscillators; two 
oscillators are crosstalk-coupled and the other two are crosstalk-
free.  The proposed ROs parallel structure creates a delta phase 
shift difference between each consecutive triggered oscillators, 
which is equal to the time difference between the delay buffer 
chain and the oscillation time period of the triggered oscillators. 
3D crosstalk detection can be achieved by observing the 
frequency of crosstalk-coupled oscillators, which is different from 
the frequency of the crosstalk-free oscillators.   

 

Figure 15: 3D Crosstalk Detection Scheme 

Figure 16 shows the output frequency for both crosstalk-
coupled (725 MHz) and crosstalk-free oscillators (667MHz). 

  
Figure 16: Output frequency for (a) Crosstalk-coupled and (b) Crosstalk-free 

oscillators 
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Interestingly, the two crosstalk-coupled triggered oscillators 
have less oscillation time delay (i.e. faster frequency) than the 
crosstalk-free oscillators, and the phase difference between the 
two crosstalk-coupled oscillators diminishes due to the coupling 
effect as shown in Figure 17. Phase detection at the output of the 
crosstalk-coupled triggered oscillators can be used as an indicator 
for strong coupling between TSVs. On the other hand, the edges 
of crosstalk-free oscillators are still separated by a deterministic 
phase shift dictated by the time difference between the delay 
buffer chain and the ring oscillation time period.    

 
Figure 17: Simulated Results for 3D Interconnect Crosstalk (a) Crosstalk-

coupled (b) Crosstalk free 

5. Conclusion 

In this paper, on-chip testing techniques are presented to test 
and characterize the signal integrity effects of TSVs after 
fabrication. Characterizing TSVs using an on-chip 3D testing will 
provide accurate information since it is closely matches real IC 
operating conditions, which is very important to evaluate the 3D 
circuit performance and validate the electrical models of these 
TSVs. In this paper, 3D testing techniques for TSVs are presented. 
A Gunning Transceiver logic (GTL) testing structure is utilized to 
provide a unique way of characterizing crosstalk and Inter-
Symbol-Interference (ISI) effects of TSVs. This includes a 
proposed methodology of characterizing near-end crosstalk 
(NEXT) and the far-end crosstalk (FEXT) between different 3D 
routes.  A GTL shift register can be also utilized as scan chain test 
to characterize the reliability of TSVs. Finally, an oscillation ring 
(OR) 3D testing methodology to detect and identify faulty TSVs 
and characterize their impact on 3D circuits performance is 
presented. The proposed OR testing methodology adopt a parallel 
ROs structure, which is dedicated to detect TSV faults such as 
stuck-at, open, delay faults and crosstalk coupling between TSVs.  
The parallel RO structure can be built in different 3D 
configurations connected through TSVs across different 3D 
stacking tiers to evaluate and characterize the reliability of TSVs. 
For open and short faults, the circuit outputs of this test scheme are 
based on pass/fail criteria. TSVs delay and rise time degradation 
can be detected based on the counter data for each triggered RO. 
In addition, the proposed testing structure provides a new way of 
detecting a strong noise coupling between TSVs. In this test, the 
outputs of the coupled ring oscillators, which is running at same 
frequency, will eventually lock in phase due to the coupling noise 

between TSVs, where a phase detection circuit can be used to 
indicate a strong TSVs crosstalk noise.  
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 This paper introduces a kind of novel backstepping phase- locked loops (PLL). The paper 
presents a developed theoretical model of (PLL) frequency synthesizer and provides 
analytical equations for calculating the desired specification such as phase margin (PM). 
The proposed model aims to improve the control accuracy, ensure stability and reducing 
the lock time. Adaptive controller algorithm has been used to design a conventional phase 
locked loop to operate at 2.2GHz using 0.18 μm CMOS technology. The lock time was 
reduced by adding nonlinear controller in addition with the low-pass filter (LPF) and the 
tuning variables of the adaptive control to ensure the control accuracy.  The simulation 
results confirm that the stability of the system has been improved and increase Phase 
Margin (PM) from 56o to 60o. Furthermore, the simulation results indicate that the 
performance of adaptive PLL control has greater speed response and smaller overshoot 
than conventional PLL. The lock time for the conventional PLL was 2.1 μs and it is reduced 
to 1 μs by adding adaptive controller, showing a reduction of the lock time by 53% over the 
classical PLL.  
 

Keywords:  
 Adaptive controller 
 Stability 
 Phase Margin(PM) 
Frequency divider 
VCO 
PLL 

 

 

1. Introduction  

This  paper is an extension of work originally presented in 
conference [1]. The phase-locked loop (PLL) considered as an 
important part in many applications. Phase-Locked loop (PLL)  
has been widely used in different applications such as electronic 
application, communication system etc. [2]. Moreover, it is used 
for data transmission and are manufactured as integrated circuit 
[3]. PLL considered as an electronic circuit with voltage driven 
oscillator that permanently adjust to correspond the frequency of 
an input signal. PLL has been used to generate, stabilize, filter or 
recover signal from noisy communication channel [4]. Most 
application of different system requires the oscillator to be tunable 
[5]. Therefore, their output frequency will be a function of a 
control input and frequency can be adjusted or controlled by 
voltage of the control signal. Stability of the system is a critical 
issue for many designers. Phase margin consider as one of the 
stability metrics for assigning system robustness. This paper 
includes stability analysis of the PLL to remain system unchanged 
over time from external condition. 

2. Modeling PLL  

The systematic model of the phase- locked loop (PLL) 
nonlinear controlled system is shown in Figure 1. Moreover, the 
linearized model of the PLL and nonlinear controller is illustrated 
in Figure 2. The PLL consists of the voltage control oscillator, 
phase frequency detector, charge pump, divider and traditional 
low-pass filter. The first functional block of the PLL is the PFD 
(phase frequency detector) which effects on the performance of the 
PLL where it compares the phase of two input signal one usually 
comes from VCO [5]. Figure 3 and Figure 4 show the structure of 
PFD. Secondly, the charge pump works as a switch current source 
that controlled by the phase difference between oscillator and 
reference [6]. Figure 5 shows the charge pump. Furthermore, the 
loop filter and backstepping controller are considered as a one of 
functional block of PLL. The second order loop filter is shown in 
Figure 6. The voltage gains of the VCO (voltage-controlled 
oscillator) is a major parameter in the PLL that effects lock time 
[7]. An illustration of the three stages current-starved VCO (CS-
VCO) is shown in Figure 7. Frequency divider consists of TSPC 
technique. TSPC employs a true single-phase clock that is the only 
clock signal needed and never inverted, which avoids the usage of 
two non-overlapping two-phase clocks and thus increase the speed 
[8]. The divider based on TSPC is shown in Figure 8. 
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Figure 1: Systematic model of Phase Locked Loop with adaptive Control 

Figure 2: Linearized model of the system 

 
Figure 3: PFD 

Figure 4: Structure of the PFD 

 
Figure 5: Structure of the CP 

Figure 6: Loop Filter 

Figure 7: Structure of the current-Starved VCO 

Figure 8: Structure of the TSP 
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3. Theoretical Analysis 

Backstepping design technique is a motivating topic for many 
researchers, it is widely used and became as one of the featuring 
new methods for stabilizing strict-feedback, nonlinear systems [9]. 
Backstepping control is a nonlinear control that used one of the 
state as a control input to control the other states [10]. The 
technique is based on generating a family of global asymptotically 
stabilizing control laws starting the design procedure by defining 
stable system and determining controller that gradually stabilize 
each outer subsystem. The process terminated when the external 
control is attained [11]. The method basically depends on applying 
Lyapunov functions in which guarantees the stability of the related 
system [12]. 

4. Design Proposed 

In this section, we will explain the steps needed to implement 
the backstepping method. The open loop transfer function of PLL 
can be defined in Equation (1).  

𝐺𝐺(𝑠𝑠) = 𝑠𝑠𝑘𝑘b+𝑘𝑘a
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𝑁𝑁𝐶𝐶2

  , 

 
𝐾𝐾𝑉𝑉𝑉𝑉𝑉𝑉  is the VCO gain   and   Icp is the charge pump current. 
Finding the state space of the system from the transfer function 
Equation (1). 
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Rearrangement the system is the first procedure of the 
backstepping controller.  

𝑉𝑉1 = 𝑘𝑘1
2
𝑥𝑥22                                                                                     (4) 

The derivative of Equation (4) is taking. 

�̇�𝑉1 = 𝑘𝑘1𝑥𝑥2(𝑥𝑥2̇)                                                                           (5) 

Substituting Equation (2) in Equation (5) yields. 

�̇�𝑉1 = (𝑥𝑥2)(𝑘𝑘1𝑥𝑥3)                                                                        (6)  

Choosing the controller in Equation (10) to ensure the stability of 
the system.  
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𝑥𝑥3 = −𝑘𝑘2𝑥𝑥2 + u                                  (9) 

𝑢𝑢 = 𝑥𝑥3̇ + �𝑘𝑘1 +
�1+𝐶𝐶1 𝐶𝐶2� �

𝑅𝑅1𝐶𝐶1
�𝑥𝑥3 + 𝑘𝑘2𝑥𝑥2                                     (10) 

�̇�𝑉1 = −𝑘𝑘2𝑥𝑥22 < 0                                                                        (11) 
 

The schematic of backstepping controller is shown in Figure 9.  

 
Figure 9: Backstepping Control 

 

5. Stability Analysis 

The open loop transfer function of PLL system is shown in 
equation (12). 

𝐺𝐺(𝑠𝑠)  = 𝐾𝐾𝑉𝑉𝐶𝐶𝑉𝑉𝐼𝐼𝐶𝐶𝐶𝐶
𝑁𝑁𝐶𝐶2�1+

𝐶𝐶1
𝐶𝐶2
�
� (𝑠𝑠 𝑅𝑅1𝐶𝐶1+1)(𝑠𝑠2(2𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1)+𝑠𝑠(𝑅𝑅1𝐶𝐶1+2𝑅𝑅2𝐶𝐶1)+1)

𝑠𝑠2(𝑠𝑠2(𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1)+𝑠𝑠(𝑅𝑅1𝐶𝐶1+𝑅𝑅2𝐶𝐶2+𝑅𝑅2𝐶𝐶1)+1)�𝑅𝑅1𝐶𝐶1𝑠𝑠
1+𝐶𝐶1𝐶𝐶2

+1�
�   

                                                                                            (12) 

The magnitude of the G(s) has been plotted with respect to 
frequency ω as shown in Figure 10.  
 

 
Figure 10: Bode Plot of the G(s) 

http://www.astesj.com/


F. Al-Mutairi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1266-1271 (2017) 

www.astesj.com     1269 

The crossover frequency (𝜔𝜔𝑃𝑃𝑃𝑃) has been determined [13]. 

20𝑙𝑙𝑙𝑙𝑙𝑙 �𝐾𝐾𝑉𝑉𝐶𝐶𝑉𝑉𝐼𝐼𝐶𝐶𝐶𝐶 
𝑁𝑁(𝐶𝐶2+𝐶𝐶1)� = 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 + 𝑥𝑥4                               (13) 

 
𝑥𝑥1

𝑙𝑙𝑙𝑙𝑙𝑙(𝜔𝜔𝑧𝑧1) = 40                                                                         (14) 

 
𝑥𝑥2

𝑙𝑙𝑙𝑙𝑙𝑙�𝜔𝜔𝑐𝑐1�−𝑙𝑙𝑙𝑙𝑙𝑙(𝜔𝜔𝑧𝑧1) = 20                                                         (15) 

 
𝑥𝑥3

𝑙𝑙𝑙𝑙𝑙𝑙� 1
𝑅𝑅1𝐶𝐶1

�−𝑙𝑙𝑙𝑙𝑙𝑙�𝜔𝜔𝑐𝑐1�
= 40                                                       (16) 

 
𝑥𝑥4

𝑙𝑙𝑙𝑙𝑙𝑙(𝜔𝜔𝐶𝐶𝑃𝑃)−𝑙𝑙𝑙𝑙𝑙𝑙� 1
𝑅𝑅1𝐶𝐶1

�
= 20                                                      (17) 

 
 

 

𝜔𝜔𝑃𝑃𝑃𝑃(𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑏𝑏𝑏𝑏𝑏𝑏𝑘𝑘𝑠𝑠𝑤𝑤𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑏𝑏𝑙𝑙) ≈  
𝐾𝐾𝑉𝑉𝐶𝐶𝑉𝑉𝐼𝐼𝐶𝐶𝑃𝑃 
𝑁𝑁(𝑉𝑉2 + 𝑉𝑉1) 

𝜔𝜔𝑏𝑏1

𝜔𝜔𝑧𝑧3𝜔𝜔𝑧𝑧1

=
𝜔𝜔𝑏𝑏1

𝜔𝜔𝑧𝑧1
𝜔𝜔𝑃𝑃𝑃𝑃(𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑙𝑙𝑜𝑜𝑤𝑤 𝑏𝑏𝑏𝑏𝑏𝑏𝑘𝑘𝑠𝑠𝑤𝑤𝑏𝑏𝑏𝑏𝑏𝑏𝑤𝑤𝑏𝑏𝑙𝑙) 

                                                                                                   (18) 
 

Where 
 

𝜔𝜔𝑏𝑏1 = −� 𝑅𝑅2+𝑅𝑅1
2𝐶𝐶2𝑅𝑅2𝑅𝑅1

�+ �� 𝑅𝑅2+𝑅𝑅1
2𝐶𝐶2𝑅𝑅2𝑅𝑅1

�
2
− � 1

𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1
�,         (19) 

 

 

𝜔𝜔𝑏𝑏2 = −� 𝑅𝑅2+𝑅𝑅1
2𝐶𝐶2𝑅𝑅2𝑅𝑅1

� − �� 𝑅𝑅2+𝑅𝑅1
2𝐶𝐶2𝑅𝑅2𝑅𝑅1

�
2
− � 1

𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1
�,         (20) 

 
 

𝜔𝜔𝑧𝑧1 = −�2𝑅𝑅2+𝑅𝑅1
2𝑅𝑅1𝐶𝐶2𝑅𝑅2

�+ ��2𝑅𝑅2+𝑅𝑅1
2𝑅𝑅1𝐶𝐶2𝑅𝑅2

�
2
− � 2

𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1
�,           (21) 

 

𝜔𝜔𝑧𝑧2 = −�2𝑅𝑅2+𝑅𝑅1
2𝑅𝑅1𝐶𝐶2𝑅𝑅2

� − ��2𝑅𝑅2+𝑅𝑅1
2𝑅𝑅1𝐶𝐶2𝑅𝑅2

�
2
− � 2

𝐶𝐶2𝑅𝑅2𝑅𝑅1𝐶𝐶1
� ,          (22) 

 

𝜔𝜔𝑧𝑧3 = −� 1
𝐶𝐶1𝑅𝑅1

�,                                                         (23) 

 

The phase margin can be calculated as shown below: 
 

PM =  𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑧𝑧1

� + 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑧𝑧2

� + 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑧𝑧3

� −

𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑐𝑐3

� − 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑐𝑐2

� − 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝜔𝜔𝐶𝐶𝑃𝑃
𝜔𝜔𝑐𝑐1

�,   
                                                                                                 (24) 
 

 

6. System Simulation 

     A 0.18µm CMOS technology was used to simulate the 
proposed design, test and verify the dynamic response of 
backstepping phase lock loop (PLL). The transistors size of the 

VCO, Divider, Gates and Charge Pump is shown in Table 1. 
Maximum overshoot and settling time have been considered    as a 
performance metrics to compare the performance of conventional 
PLL and backstepping controller with PLL. The comparison 
between the actual PLL and the implementation of backstepping 
controller with PLL has been shown in Figure 11 and Figure 12 
respectively. The results based on proposed design is showing a 
smaller overshoot and fast response time with lock time of 1µs 
where the lock time of the classical PLL was 2.1µs. The new 
scheme increases the speed and make the system more faster in 
order to settle the desired voltage where each voltage applying to 
the VCO represents as a frequency as shown in Figure 12. 
Figure13 shows Division ratio. The division ratio is 16 when the 
input and output frequencies are 2.3 GHz and 142 MHz. Figure 
14 shows the increased of the measured tuning range of the VCO. 
The measured tuning range increases from 0.3 to 4 GHz, as the 
control voltage is increased from 0.6 to 1.8 V. Figure 15 
represents that the phase noise is -79.24 dBc/Hz at 1MHz offset.  
The performance summary of this paper is shown in Table 2. 
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To insure stability, the phase margin should be at least 45 degree. 
Typically, the value of C2/C1 is set in the range of 1/10 to 1/6 for 
conventional PLL that limit phase margin and settling time. By 
adding backstepping the phase margin is function of R2 and it is 
improved as shown Figure 16 and Figure 17. The phase margin 
without backstepping is 56.4˚ and with backstepping is 60.6˚.The 
improvement is 7.44%. 

 

Table 1: Sizing of the Transistors 

Device Transistor Ratio 

VCO 

PM1 27.778 

PM2 28.333 

NM1 11.667 

NM2 11.111 

Divider PM 16.667 

NM 11.111 

Not 

Gate 

PM 27.78 

NM 11.67 

Nand 

Gate 

PM 27.78 

NM 17.78 

Nor  

Gate  

PM 66.67 

NM 15.56 

Charge  

Pump 

PM1 17.78 

PM2 8.88 

NM2 2.22 

NM1 11.11 
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Figure 17: Phase margin as a function of R2 
 

Table 2: Performance Summery 
                   

Technology CMOS 0.18µm 

Voltage supply 1.8 V 

Power Dissipation  11.079 mW 

Phase noise -79.24dBc/Hz @1MHz 

Tuning Range 300MHz – 4GHz 

Lock Time 1µs 

 

In this paper, we present adaptive controller to PLL. The 
modeling, tuning and simulation of proposed design are presented 
in this work. In addition, stability analysis is produced by 
determining phase margin of open loop transfer function of PLL 
from Bode plot. A 0.18µm CMOS technology was used for circuit 
designed. In general, it is evident that the established model shows 
through simulations the superiority and effectiveness 
performance of the backstepping controlled PLL over the 
conventional PLL. The proposed controller proved to achieve 
greater speed response and smaller overshoot when it compared 
to conventional PLL. The results based on proposed design is 
showing a fast response time with lock time of 1µs where the lock 
time of the classical PLL was 2.1µs reducing the lock time by a 
53%. Simulation results also confirm that the proposed controller 
works very well, in which it improved control accuracy and it 
stability. Furthermore, the phase margin that is considered as one 
of the stability metrics of system showing an increase from 56○ to 
60○. 
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1 Introduction

Several studies suggest that cyber crime and espi-
onage frameworks are flourishing. In the United
States of America the monetary loss due to cyber
crime is amounted to $1,070,000,000 in 2015 [1]. The
European Union was also in the focus of organized cy-
ber crime. 15 reported major security breaches leaked
more than 41 million records of sensitive informa-
tion, such as credit card information, email addresses,
passwords and private home addresses [2]. In the
context of highly sophisticated cyber crime such as
industrial espionage, digital repression and sabotage
it is common to not only trust perimeter based net-
work security [3]. Several cyber attacks and devel-
opped attack methods such as AirHopper [4] proved
that even physical isolation can be circumvented. This
leads to a permanent and latent threat of successful
infiltrations, which are undetectable by state of the
art defense mechanisms such as firewalls, antivirus,
rule based intrusion detection and prevention systems
(IDS/IPS), network separation and user authentica-
tion. Deception systems (DS) enable in depth network
defense support for the IT security concept. They
mimic productive, secret or critical resources in the
target system. Intruders can not distinguish between
a DS and the actual resource. However, defenders

easily detect intrusions because no connections, traf-
fic and activities are expected on a DS. Any interac-
tion with such a system can be classified as malicious.
This technology therefore comes along with no false
positive classifications, from which other defense in
depth technologies such as anomaly detection often
suffer. Typical issues for state of the art network de-
fense are: Inside or insider attacks, encryption, high-
throughput traffic, polymorphism and highly fluctu-
ating signatures. Deception systems do not suffer any
drawbacks on these issues. More than that, technol-
ogy changes such as IPv6 do not impact DSs. How-
ever, there are other drawbacks coming along with
DSs. A major drawback is the deployment [5]. The
DS needs to mimic a actual system and additionally
fit in the network structure [6]. State of the art for
a proper configuration, deployment and maintenance
is manual effort [7]. We state that a framework con-
sisting of a scanning engine for context observation,
a back-end database for proper storage of context in-
formation in combination with an engine for machine
learning based on context analysis and a DS depen-
dent deployment engine can solve this issue. This en-
ables DSs for a broad range of applications and com-
panies. Especially small and medium size compa-
nies will profit from manageable DSs, because they
cannot afford cumbersome manual configuration, de-
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ployment and maintenance of network security mech-
anisms.

This work is structured as follows: Since the idea
of machine learning and deception in network de-
fense is around 30 years old, we first identify recent
trends and related work in chapter 2. Investigated
machine learning methods as well as their advantages
and drawbacks are introduced in chapter 3. In chap-
ter 4 we propose our adaptive deployment framework
and discuss important modules. The proposed frame-
work is evaluated in chapter 5. Our work is concluded
in chapter 6.

2 Related Work

In strategic defense and attack the idea of deception
dates back to the 5th century BC [8]. It was first de-
scribed from Clifford Stoll as digital strategy [9] in
1990 and first implemented from Lance Spitzer as net-
work defense strategy [10].

2.1 Deception Systems

Modern DSs provide a vast variety of fake resources
to deceive intruders. The most popular concept are
server side systems. These systems mimic typical
server protocols such as FTP, SSH or SMB. Connect-
ing intruders trigger alarms and are under observa-
tion while they try to exploit the server. Other con-
cepts are client side systems, which connect to po-
tential malicious servers and observe the servers be-
havior. This concept is common to investigate web
based attacks such as drive by downloads. A more re-
cent concept employs tokens as trigger for alarms. To-
kens impersonate documents, credentials or accounts.
Stack canaries can be interpreted as token-based DS.
Long-term and large scale studies with deception sys-
tems enable high quality insight in recent threats and
their developments [11][12].

2.2 Deployment Strategies

Except for client-side DSs all need to be implanted in
an existing and often fluctuating context. This con-
text can be a IP-based network, a file system or any
other architecture to defend. In this work we will fo-
cus on IP-based networks. There are two major groups
of deployment modes: Research and production. In
research mode the DS is directly connected with the
Internet. In this mode its main purpose is the col-
lection of threat intelligence, botnet observation and
other trends. For non IT security companies this mode
is not relevant. The production mode deploys DSs be-
hind the perimeter. DSs in this mode typically have
less interaction. However, in this mode any interac-
tion is a strong indicator for perimeter breaches or in-
ternal misuse. In the production mode, six basic de-
ployment concepts are prevalent [13][14]: Sacrificial
lamb, deception ports on production systems, prox-

imity decoys, redirection shield, minefield, zoo. In ta-
ble 1 the different concepts are described.

State of the art deployment strategies do not em-
ploy automated deployment. Our adaptive frame-
work supports all deployment concepts except for de-
ception ports, since access to the production machines
is not natively available. Furthermore, we argue that
manipulation of software on production systems is
not acceptable for most operators and vendors. This
restricts the usage of the deception port concept in in-
dustrial scenarios and proprietary systems. We also
argue that sacrificial lamb and zoo deployment suf-
fer from lower attraction to intruders and less knowl-
edge about the actual network security state. Both
are implications of the deployment in a different sub-
network. Minefield deployment is a good choice to
detect intrusions in an early state, but if an intruder
circumvents the minefield there are no more defense
in depth mechanisms. We focus on proximity decoys,
since we think it is the most promising deployment
concept for defense in depth strategies. Please note
that redirection shield is a special case of all other con-
cepts, where the DSs hardware is not located in the
internal network, but the malicious traffic is tunneled
out to an external environment.

2.3 Artificial Intelligence for Deception
based Network Security

Artificial intelligence enables context-awareness. In
network security this is crucial, since modern net-
works are heterogeneous and entities within the net-
work can often change. To adapt DSs in these sce-
nario several researches have been conducted. These
researches can be classified in two major domains: In-
teraction and Deployment. Context-aware interaction
focuses on decision making for DSs [15][16][17]. The
adaptive deployment domain is in an early stage com-
pared to the first usage of DSs. However, this do-
main decreases the probability for being fingerprinted
by adapting to other entities in the network and also
increases the intrusion detection probability by op-
timizing the ratio between DSs and production sys-
tems within a network. Conducted works are learn-
ing mechanisms of new unknown services and pro-
tocols [18], context-awareness for DSs [19] and auto-
mated configuration [20]. An overview of conducted
research is given by Zakaria [21][22].

3 Unsupervised Machine Learn-
ing

The data acquired from our framework is not labeled.
Even the number of clusters is unknown. To deter-
mine the optimal DSs deployment, we employ unsu-
pervised machine learning methods to identify clus-
ters and derive deployment prototypes. In this chap-
ter we introduce and investigate several methods we
identified as promising. These methods are later em-
ployed in our framework.
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Table 1: Deployment concepts for DSs in internal networks

Concept Description

Sacrificial lamb Single deployment isolated from any production systems

Deception ports on production systems Deployment on the production system

Proximity decoys Deployment near the production systems

Redirection shield Redirection of certain traffic outside the internal network

Minefield Deployment of a vast amount of DSs near the perimeter

Zoo Deployment of a vast and versatile amount of DSs isolated from any production system

3.1 Methods and Algorithms

We investigated three different clustering algorithms.
All three are assigned to a different class of clus-
ter algorithms. First is the centroid based k-medoids
method [23]. In difference to the well known k-
means algorithm, k-medoids always sets an entity
from within a cluster as centroid. This centroid is
called medoid. As given in (1), we define the Jaccard-
Tanimoto metric [24] as distance measurement:

d(x,y) =

∣∣∣x∪ y∣∣∣− ∣∣∣x∩ y∣∣∣∣∣∣x∪ y∣∣∣ (1)

where x and y are either a feature set of an obser-
vation or a feature set of an aggregation of observa-
tions. We employ this distance measurement as refer-
ence for all further investigations in this paper. There
are, however, several distance measurements that are
also feasible such as the Manhattan, Euclidean, Simp-
son, Dice and Mahalanobis distance [25]. The defini-
tion of the k-medoids method is given in (2):

argmax
S

k∑
i=1

|Si |V arSi (2)

where k is the number of clusters and S =
S1,S2, ...,Sk the sets of all observations.

Our evaluation is based on the partition around
medoids (PAM) [23] implementation. PAM is a heuris-
tic method, employed to circumvent the NP-hardness
of k-medoids.

Second is the connectivity based single linkage
clustering [26]. We also chose the Jaccard-Tanimoto
distance as distance measurement to ensure compa-
rability. The single linkage method is an agglomera-
tive hierarchical clustering method. All observations
are considered as cluster and then merged into an ag-
glomeration of clusters based on the distance between
the clusters. The distance is calculated by a linkage
function, which is given in (3) for the single linkage
method

D(Si ,Sj ) = min
u∈Si ,v∈Sj

d(u,v) (3)

where D is the linkage function, Si and Sj are sub-
sets of S, u is a observation in cluster Si and v a obser-
vation in cluster Sj . In our experiments we found that
more complex linkage functions such as WPGMA, UP-
GMA and WPGMC do not significantly improve the

results of our application. We used the SLINK imple-
mentation [27] to decrease the time complexity from
O(n2log(n)) to O(n2).

Finally, we evaluated the density based spa-
tial clustering of applications with noise (DBSCAN)
method [28]. DBSCAN defines a distance measure-
ment d(x,y) and a minimal number of observations
minP ts that need to be in a certain distance ε of a
given observation x to consider the observation x as
part of the cluster. If a observation x is within the
distance ε of less than minP ts observations, it is con-
sidered as cluster edge and is part of the cluster. The
Jaccard-Tanimoto metric is employed as d(x,y).

All three methods imply different advantages and
disadvantages. A comparison is given in table 2.

It can be seen that the optimal algorithm depends
on the application. Determining a suitable method
requires an understanding of the data set. In our ap-
plication it is not possible to assume a certain distri-
bution of systems within a network. The diversity of
clusters and the occurrence of outliers depend on the
network architecture.

3.2 Convergence Criteria

The introduced algorithms require a proper
parametrization to ensure reasonable results. Even
methods that need no predetermination of k need pa-
rameters to calculate k.

We employed three methods to estimate the con-
vergence criteria: The Elbow method, the GAP
method and the Silhouette coefficient. An increasing
number of clusters decrease the mean squared error
(MSE). The MSE is defined as follows:

k∑
i=1

∑
u∈Si

∥∥∥u −µi∥∥∥2
(4)

where k is the number of clusters, u an observation
in cluster Si and µi the mean value of Si . The elbow
method [29] investigates, if further incrementation of
the number of clusters do significantly decrease the
MSE. If the decrease is not significant, the optimal
number of clusters is found. The GAP method [30]
is based on the elbow method, but instead of ∆MSE

∆k ,
the maximal difference between the MSE of the elbow
function and the MSE of randomly distributed obser-
vations indicates the optimal number of clusters. A
widely employed method to determine the number of
clusters in machine learning applications is the sil-
houette coefficient [31]. The definition is given in (5).
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Table 2: Comparison of different clustering algorithms

Feature k-medoids Single linkage DBSCAN

Class Centroid Connection Density

Predetermined k Yes No No

Outliers - + +

Efficiency PAM: O(k(n− k)2) SLINK: O(n2) O(nlog(n))

Divers clusters - 0 +

Deterministic No Yes No

sj =

0 for dist(Si ,u) = 0
dist(Sv ,u)−dist(Si ,u)

max {dist(Si ,u),dist(Sv ,u)} else
(5)

The distance measure for the silhouette method
based on (1). For the distance between an observa-
tion and a cluster, the mean value of the cluster is em-
ployed as defined in (6) and (7).

dist(Si ,u) =
1
|Si |

∑
x∈Si

d(x,u) (6)

dist(Sj ,u) = min
Sy,Si

1
|Sx |

∑
y∈Sy

d(y,u) (7)

The distance between Sj and u is the difference as
defined in (1) to the nearest cluster Sy ∈ S. For an
evaluation we will employ the three introduced con-
vergence criteria.

4 Adaptive Deployment Frame-
work

We developed an adaptive deployment framework
consisting of a data acquisition engine (DAE), a clus-
tering engine (CE) and a deployment engine (DE). A
specific data format was also developed. In this chap-
ter we describe our framework and the single compo-
nents. The adaptive deployment consists of four con-
secutive processes: Context perception, context evalu-
ation, configuration and deployment. In the first step
the DAE collects context information such as other
hosts. The acquired data is then stored in our data
format. Based on this data, the CE statistically an-
alyzes the stored data and determines k prototypes
P . These prototypes P are DSs that are mind(P ,Si).
The configuration process depends on the DE. In gen-
eral, however, the required configuration file is gener-
ated in this process. Finally, the DE deploys the DSs
based on the configuration file. The overall process of
adaptive deployment is restartable at any time. This
enables a fast adaption to changing architectures and
contexts. The process is shown in Figure 1.

4.1 Data Acquisition Engine

The DAE captures the context and stores it in a de-
fined data format. In our implementation we define
the other hosts in the same subnetwork as context.

To capture as much information as possible about the
context, the DAE combines passive information gath-
ering by p0f [32] and active information gathering by
nmap [33] and xprobe [34]. For each host in the sub-
network the information sources decide by vote for an
operating system. The services available from a host
are determined by nmap.

4.2 Data Format

The data format we developed is based on the Exten-
sible Markup Language (XML). First an unique iden-
tifier (ID) is generated for each host. These IDs are
associated with features. There are three major sec-
tions: meta data, services and operating system. The
first section contains available meta data such as up
time, MAC address, IP address and a time stamp. In
the second section open TCP and UDP ports are listed.
We map port numbers directly to services. This is ef-
ficient and produces sufficiently reliable results. In
the third section we store information about the TCP
stack based fingerprint. This information is extracted
from the nmap and xprobe scan.

4.3 Clustering Engine

In the CE the prototypes for the deployment are gen-
erated. These prototypes need to contain all informa-
tion that is needed for a sufficient deployment. In our
implementation we employ the same data format for
context information and prototypes. The CE deter-
mines k clusters containing Si hosts. The TCP stack
and the available services for each P are equal to the
medoid in Si . However, meta information is gener-
ated on distributions within Si . For example the MAC
address: The first three octetes are extracted from the
most prevalent vendor within Si and the other three
are chosen randomly. For the IP address we devel-
oped an algorithm to reduce impact on the distribu-
tion in subnetworks. First a random IP within the
cluster is chosen then the upwards next unoccupied
IP address is assigned to the prototype. By the use of
this algorithm the distribution within the cluster re-
mains the same, since a specific probability distribu-
tion is preserved if only uniformly distributed obser-
vations are added on the existing observations. Please
note that IP addresses are only assigned to one host
at the same time and therefore the distribution is not
perfectly preserved. Uptimes for prototypes are deter-
mined based on the mean uptime within a cluster.
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Figure 1: Overall process of the adaptive deployment framework

4.4 Deployment Engine

In a last step the actual deployment is executed. This
step is most crucial to all previous steps. The required
information for a proper configuration needs to be
calculated or assumed. In our implementation we em-
ploy honeyd [35] as DE. honeyd is able to emulate a vast
amount of hosts with TCP stack and offers the ability
to open TCP and UDP ports as well as the execution
of scripts to emulate services on the open ports. If
it is needed honeyd is also able to emulate large net-
work architectures including network elements such
as routers, switches and tunnels [36].

5 Evaluation

In the evaluation chapter two different settings are
investigated. First, an artificial scenario is evalu-
ated. This scenario consists of several virtual ma-
chines (VMs) in an isolated network. The second sce-
nario is an actual production network in which we de-
ploy DSs by our framework.

5.1 Artificial Data Sets

As shown in table 3 eight different VMs are prepared
for the simulation of a production network: Windows
10, Windows 7, Ubuntu 17.04, Ubuntu 12.04, Debian
8.8.0, Fedora 25, openSUSE 42.2 and Android 4.3.
Two scenarios are defined in this evaluation. The first
scenario mimics a network with equally distributed
cluster sizes. In the second scenario the cluster sizes
are different. We chose these diverse settings to not
favor a specific algorithm. The deployment is realized
with Virtualbox.

5.2 Real World Scenario

For scenario 3 we scanned a class C development net-
work. The network consists of: 7 Windows 10 ma-
chines, 4 Ubuntu machines, 2 TP Link switches, 2
Cisco switches, 11 Raspberry Pis, 1 Android system
and 4 other Unix systems. Unlike in the artificial sce-
narios the configurations of the systems are different.

5.3 Results

First we evaluated the determination of the number of
clusters. In Figure 2 the comparison of combinations
of different methods in scenario 1 is shown.

As it can be seen for the elbow method and the sil-
houette coefficient all three algorithms perform sim-
ilarly. However, for GAP there are differences. We
found that DBSCAN is not suitable when using GAP.
Please note, that the determined number of clusters is
six in this scenario for all algorithms. This is because
Ubuntu 12.04 and Ubuntu 17.04 as well as Windows
7 and Windows 10 have closely resembling TCP-Stack
implementations and similar open ports in the default
configuration, reducing the number of clusters from
eight to six. In Figure 3 we compare the same algo-
rithms for scenario 2.

For DBSCAN the elbow method does not give a
feasible result. The GAP method results only for
SLINK in suitable results. PAM as well as DBSCAN
result in a number of clusters of four. The silhou-
ette coefficient only results in suitable values for the
PAM. Figure 4 compares the results for the develop-
ment network.

DBSCAN is not feasible with any convergence cri-
teria in this scenario. This fits in our overall evalua-
tion. However, it is recommend to estimate ε not on
the number of cluster, but on the k-distance graph for
DBSCAN. By doing so the results are probably better.
PAM and SLINK both result in reliable values for the
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Table 3: Definition of the investigated scenarios

Scenario 1 Scenario 2

Windows 10 3 10

Windows 7 3 5

Ubuntu 12.04 3 0

Ubuntu 17.04 3 4

Debian 3 2

Fedora 3 1

openSUSE 3 1

Android 3 5

Figure 2: Evaluation of algorithms to estimate the number of clusters in Scenario 1

Figure 3: Evaluation of algorithms to estimate the number of clusters in Scenario 2

Figure 4: Evaluation of algorithms to estimate the number of clusters in Scenario 3

Table 4: Relative error for the estimation of the number of clusters

Scenario 1 Scenario 2

Elbow Method GAP Silhouette Elbow Method GAP Silhouette Mean

SLINK 0.25 0.25 0.5 0.25 0.25 0.25 0.29

PAM 0.25 0.25 0.13 0.25 0.5 0.25 0.27

DBSCAN 0.25 0.75 0.38 0.25 0.5 0.5 0.44

Mean 0.25 0.42 0.33 0.25 0.42 0.33
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Table 5: Relative error for the estimation of the entities within the clusters in scenario 1

C1 C2 C3 C4 C5 C6 C7 C8 Mean

SLINK 0.33 1.00 1.00 0.00 1.00 0.33 1.00 0.00 0.58

PAM 0.67 1.00 1.00 1.00 1.00 0.50 1.00 0.00 0.77

DBSCAN 0.33 1.00 1.00 0.00 1.00 0.33 1.00 0.00 0.58

Table 6: Relative error for the estimation of the entities within the clusters in scenario 2

C1 C2 C3 C4 C5 C6 C7 Mean

SLINK 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

PAM 1.00 1.00 0.67 1.00 0.00 0.00 0.80 0.64

DBSCAN 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

elbow method and the silhouette coefficient. The over-
all performance evaluation is given in Table 4.

Comparing the algorithms the best results are
achieved for the SLINK implementation. For the con-
vergence criteria the elbow method appears to pro-
vide the best results. However, the elbow method
requires an additional criterion for the detection of
the elbow. Formally a criterion detecting significant
changes for ∆MSE

∆k is required. These criteria tend to be
unreliable [37]. For the silhouette coefficient it is also
difficult to detect a reliable number of clusters. This
is because the local maximum before a monotonic in-
crease determines the optimal number of clusters and
this maximum can be ambiguous, as shown in Figure
2.

Besides the optimal number of clusters the clus-
tering results are of importance for the adaptive de-
ployment. In scenario 1 eight clusters are existing, all
with the same size. In Table 5 the clustering results
are evaluated. As similarity measurement we employ
the Jaccard index.

In scenario 1 PAM performed best. This is as ex-
pected since a particular strength of centroid based
clustering algorithms are equally sized clusters. How-
ever, in networks an equal distribution of hard- and
software cannot be assumed. To evaluate also hetero-
geneous environments, scenario 2 features an unequal
distribution of systems.

It can be seen, that SLINK and DBSCAN outper-
form PAM clearly. This result was expected since
connection and density based algorithms are better
suited for unequal sized clusters. The obtained results
in our experiment suggest, that SLINK in combina-
tion with the elbow method or GAP produce the best
results. However, since we did not compare SLINK
with other connection based clustering algorithms, it
is possible that other algorithms outperform the sin-
gle linkage algorithm. The proposed method of an
adaption of the DS to the context by observing and
scanning the network and determining prevalent sys-
tems to mimic is possible by an employment of the
investigated methods.

6 Conclusion and Discussion

In this work the authors proposed an adaptive frame-
work for the deployment of deception systems for cy-
ber defense. The proposed framework is implemented
for an evaluation. Different algorithms and conver-
gence criteria are evaluated in different aspects such
as computational time, determination of the num-
ber of clusters and the cluster accuracy. The focus
of the implementation are server-side deception sys-
tems. However, the framework can easily be extended
to feature also token based deception systems. We
found that SLINK provides the best results. Even
though the lowest error was achieved for the elbow
convergence criteria, we recommend to consider GAP
in this application because of its robustness and the
simple determination of the global maximum. The
adaptive deployment framework enables deception
based security mechanisms for a broad range of users
and a significant decrease in configuration, deploy-
ment and maintenance effort of such systems. It pro-
vides an enhanced security concept in a simple to use
solution.
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Epilepsy is a neurological disorder which is most widespread in human 
beings after stroke. Approximately 70% of epilepsy cases can be cured if 
diagnosed and medicated properly. Electro-encephalogram (EEG) 
signals are recording of brain electrical activity that provides insight 
information and understanding of the mechanisms inside the brain. 
Since epileptic seizures occur erratically, it is essential to develop a 
model for automatically detecting seizure from EEG recordings. In this 
paper a scheme was presented to detect the epileptic seizure 
implementing discrete wavelet transform (DWT) on EEG signal. DWT
decomposes the signal into approximation and detail coefficients, the 
ApEn values the coefficients were computed using pattern length (m= 2 
and 3) as an input feature for the Least square support vector machine 
(LS-SVM). The classification is done using LS-SVM and the results 
were compared using RBF and linear kernels. The proposed model has 
used the EEG data consisting of 5 classes and compared with using the 
approximate and detailed coefficients combined and individually. The 
classification accuracy of the LS-SVM using the RBF and Linear kernel
with ApEn using different cases is compared and it is found that the 
best accuracy percentage is 100% with RBF kernel.

Keywords:
ApEn
LS-SVM
EEG
DWT
Kernel

1. Introduction

Epilepsy in humans is an intrinsic brain pathol-
ogy and its major manifestation is epileptic seizures.
Epileptic seizures may affect partial part of the brain
(partial) or the whole cerebral mass (generalized),
seizures are recurrent with interictal period ranging
from several minutes to several days. Brain’s electri-
cal activity is measured through the electroencephalo-
gram (EEG) signal which is an effective tool for study-
ing functioning of brain and diagnosing epilepsy
[1]. EEG signals are a non-invasive testing method
that provides valuable details of distinct physiologi-
cal states of the brain. The data recorded usually are
of long duration and inspected by experts to analyze
the huge data recorded in the form of EEG signal to
detect epilepsy.

The advanced signal processing has enabled to
process and store the EEG signal digitally. The pro-

cessed EEG data is then feed as an input for the auto-
matic detection system to detect the traces of epilepsy.
The automatic system reduces the workload of neurol-
ogists by reducing the amount of effort and time re-
quired to detect the traces of epilepsy in the recorded
EEG signal. Automatic prediction and detection of
epilepsy from the EEG signal are developed using dif-
ferent signal processing techniques like frequency do-
main analysis, wavelet analysis, spike detection, and
non-linear methods. Gotman [2] has presented an au-
tomatic detection system for epilepsy by decompos-
ing the EEG signal into elementary waves. Srinivasan
et al., [3] has used time domain and frequency do-
main analysis to detect epilepsy the author has se-
lected five features out of which two features were
from frequency-domain and three features were from
time-domain. The author has used the recurrent neu-
ral network for detecting epilepsy and the neural net-
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work was trained and tested for the epileptic EEG sig-
nal with an accuracy of 99.6%, Keshri et al., [4] has
used the slope of the lines between each pair of two
consecutive data points (x1, y1) and (x2, y2) and feed
it into Deterministic Finite Automata and got the ac-
curacy level as high as 95.68%. Geva et al., [5] has
used wavelet analysis as both time and frequency do-
main view can be provided with the use of WT.

Various methods are available to detect and pre-
dict the epileptic seizure. Artificial Neural Network
(ANN) has been widely used for detecting the epilep-
tic spike [1, 6, 7, 8, 9]. Features extraction is an im-
portant aspect in the performance of ANN models as
the model is trained in and tested on these extracted
features. ApEn was proposed by Pincus [10] as a sta-
tistical parameter to measure the regularity of time
series data. ApEn is being predominantly used in the
electrocardiogram and other related heart rate data
analysis [11, 12, 13] as well as in the analysis of en-
docrine hormone [14]. It is the measure of regularity
as smaller value of ApEn depicts a high regularity and
higher value of ApEn depicts low regularity in time
series data [15]. Diambra et al., [16] has denoted that
parameter ApEn gives the valuable temporal localiza-
tion of a variety of epileptic activity. Elman, PNN and
SVM network for detection of epilepsy through ApEn
based feature with 100% overall accuracy. Hence, it
is an acceptable feature for automated detection of
epilepsy.

The Support Vector Machine (SVM) is a classier
method that performs classification tasks by con-
structing hyperplanes in a multidimensional space
which try to find a combination of samples to build
a plane maximizing the margin between two classes.
SVM is widely used in epileptic detection and predic-
tion [17] has used permutation entropy as a parame-
ter, as it drops during the seizure interval. The Burg
Burg AR coefficients has been used as an input for
SVM that shows accuracy of 99.56% [18].

In this paper an automated detection of the epilep-
tic seizure was discussed using LS-SVM comparing
two kernel functions RBF and linear. In this work EEG
signal were decomposed into six sub-bands namely
D1-D5 and A5 using DWT. The analysis of complex-
ity in the sub-bands are done by ApEn which acts as
an input feature for SVM. Experiments are done using
different cases having a different combination of EEG
data sets.

2. Proposed Method

In this paper there are four main tasks in sec-
tions 2.1) Clinical data 2.2) Preprocessing EEG data
through DWT to decompose into several sub-bands in
section 2.3) Feature extraction (ApEn) in section 2.4 )
Classification of EEG data using feature (ApEn). Fig-
ure 1 shows the proposed approach used in this paper.

2.1. Clinical data
The data set used in this paper is available in pub-

lic domain and is accessed online from the University

of Bonn, Germany which consists of five different data
set of EEG data [19]. The data used is artifact free EEG
time series data and is widespreadly used by the on-
going research on epilepsy [1, 3, 7, 15, 17, 20]. The
complete data set contains five sets marked as (A-E)
each set has 100 single channel EEG segment having
duration of 23.6-sec. Each segments of data are se-
lected and cut out after visual inspection for artifacts
from continuous mechanical EEG recordings with the
sampling frequency of 173.61 Hz with the band pass
settings of 0.53-40 Hz. The data contains three differ-
ent classes normal, epileptic background (pre-ictal),
and epileptic seizure (ictal). The normal EEG data
(A and B) was collected from five healthy volunteers.
The pre-ictal EEG data (C and D) was recorded dur-
ing the period when there were no traces of seizure
from five epileptic patients. The ictal EEG data (E)
was recorded during the epileptic seizure from the
same five patients. EEG signals were recorded from
128- channel amplifier using an average common ref-
erence and digitized at 173.61 Hz sampling rate and
12-bit A/D resolution. Figure 2 and Figure 3 shows
the specimen of an epileptic and normal signal.

Figure 1. Proposed Approach

Figure 2. Epileptic Signal

Figure 3. Normal Signal
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2.2. Discrete Wavelet Transform
Wavelet transform (WT) uses variable window

size, has well-known data compression and time-
frequency filtering capabilities. It provides a good lo-
cal representation of the signal in time as well as in the
frequency domain which makes it as an effective tool
for analyzing the signal and extracting features. The
wavelet transform looks for the spatial distribution
of singularities whereas fourier transform provides
a description of the overall regularity of signals [5].
WT captures transient features and localizes them in
time as well as frequency content and is widely used
in epileptic seizure detection [21, 22]. WT uses long
time windows for obtaining finer low-frequency reso-
lution as well as the short time windows for obtaining
high-frequency information. Thus, WT provides spe-
cific frequency information at low frequencies and
specific time information at high frequencies [23].

Discrete wavelet transform (DWT) x(t), is defined
as,

DWT (j,k) =
1
√ ∣∣∣2j ∣∣∣

∫ ∞
−∞
x(t)ψ

(
t − 2jk

2j

)
dt (1)

Where ψ, a and b are wavelet function called as
scaling and shifting parameters. The quadrature mir-
ror filters are used to realize the scheme by passing the
passing the signal through a series of low-pass (LP)
and high-pass (HP) filter [24] The out put from the
low pass filter is termed as . Approximation (A) and
output from the high pass filter id termed as detail
(D) coefficients. The figure illustrates the fifth level
wavelet decomposition of a signal showing the coeffi-
cients A1, D1, A2, D2, A3, D3, A4, D4, A5, and D5
.

In this model fifth-level wavelet decomposition
was performed on normal subjects data (A, B, C and
D) as well as on epileptic patient data (E) using
Daubechies order 4 wavelet (db4). The researchers
have found that db4 wavelet is most appropriate for
the analysis of epileptic EEG data [25]. The struc-
ture for the wavelet decomposition at each level with
its approximation and detail coefficients are shown in
Figure 4.

2.3. Approximate entropy (ApEn)
Approximate entropy is a statistical feature for quan-
tifying regularity and complexity in a time-series data
[10]. ApEn is a non-negative number and has been
successfully applied in the field of pattern recogni-
tion. ApEn have potential application throughout
medicine and prominently in ECG and EEG [14].The
following steps determine the value of ApEn [1, 8, 26,
27, 28].

1. The data set contains N data points let it be
A=[a(1), a(2), . . . , a(N-m+1)].

2. Let a(i) be a subsequence of A such that a(i)
=[a(i), a(i+1), a(i+2), . . . , a(i+m-1)] for 1 ≤
i ≤N −m+ 1, m is the number of samples used

3. Denote the distance between A(i) and A(j) by
d[A(i), A(j)]=

max
k=0,...,m−1

(| a(i + 1)− a(j + 1) |) (2)

4. For a given A(i), number of j is counted as (j =
1, ...,N −m + 1, j , i) such that d[A(i),A(j)] ≤ r
denoted as Mm(i) for i =N −m+ 1

Cmr (i) =
Mm(i)

(N −m+ 1)
, (3)

for i = 1, ...,N −m+ 1

5. For each Cmr (i) compute natural logarithm, and
average it over i

Φm(r) =
1

N −m+ 1

N−m+1∑
i=1

lnCmr (i) (4)

6. . Repeat step (1) to step (4) by increasing the di-
mension m to m+1 and find Cm+1

r (i) and Φm+1(r)

7. Finally ApEn is computed as

ApEn(m,r,N ) = Φm(r)−Φm+1(r) (5)

To compute the ApEn value of the signal of length
N two parameters length of the compared run m toler-
ance window r are specified. We have taken the value
of m=2 and 3 and r is in between 0.1 to 0.25 times the
standard deviation of data. In this model the ApEn
values of the approximate (A1-A5) and detailed coef-
ficients (D1-D5) are computed using the length of the
compared run (m), tolerance window (r) were set to
m= (2,3) and r= (0.2)*standard deviation of the data
to compute ApEn.

2.4. Support vector machine (SVM)
Support vector machine (SVM) has been used in

several EEG signal classification problems [17, 20]
and was first introduced in 1995. SVMs belong to the
family of kernel-based classifiers and are extremely
powerful classifiers. Linear as well as non-linear clas-
sification can be performed in SVM using different
kernel functions [29]. The approach of SVMs is to im-
plicitly map the classification data into higher dimen-
sion input space where a hyperplane separating the
classes may exist. The implicit mapping is achieved
through different Kernel functions. In the case of lin-
ear SVM to classify linearly separable data, the train-
ing data, {ai ,bi} for i = 1, ,m and yi ∈ {−1,1} then the
following decision function is determined by [18]:

D (x) = wtg(x) + y (6)

g(x)is a mapping function that maps x into l-
dimensional space, y is a scalar and w is the l-
dimensional vector. The decision function satisfies
the following condition to separate the data linearly:

bi
(
wtg (ai) + y

)
≥ 1 f or i = 1, ,M (7)
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There are infinite number of decision functions that
satisfy Eq.(8) for a linearly separable feature space.
The largest between the two classes are selected be-
tween the two classes. The margin given by D |x| / ‖w‖.
Let the margin is ρ then the following condition are
required to be satisfied:

biD (ai)
‖w‖

≥ ρ f or i = 1, ,M (8)

The product of ρ and ‖w‖is fixed

ρ ‖w‖ = 1 (9)

In order to obtain the maximum margin for the opti-
mal separating hyperplane, w̄ with the minimum ‖w‖
that satisfying Eq. (9) should be found from Eq. (10),
This provides optimization problem as follows. Mini-
mizing

1
2
wtw (10)

subject to the constraints: bi
(
wtg (ai) + y

)
≥

1 f or i = 1, ,M When training data are not lin-
early separable a slack variables is introduced ξi into
Eq. (8)

bi
(
wtg (ai) + y

)
≥ 1−ξi , ξi ≥ 0 f or i = 1, ,M (11)

To maximize the margin and minimize the train-
ing error the optimal separating hyperplane is deter-
mined and is achieved by minimizing,

1
2
wtw+

C
2

n∑
i=1

ξ
p
i (12)

subject to the constraints:bi
(
wtg (ai) + b

)
≥ 1 −

ξi , ξi ≥ 0 f or i = 1, ,M
The tradeoff between the maximum margin and

minimum classification error is determined by the pa-
rameter C.

2.5. Least squares support vector machines (LS-SVMs)
The LS-SVM are trained by minimizing

1
2
wtw+

C
2

n∑
i=1

ξ2
i (13)

subject to the equality constraints:

bi
(
wtg (ai) + y

)
= 1−ξi , ξi ≥ 0 f or i = 1, ,M (14)

The conventional SVM uses inequality constraints
where as in the LS-SVM equality constraints are used.
The equality constraint has reduced the complexity to
obtain the optimal solution by solving a set of linear
equations rather than solving a quadratic program-
ming problem. To derive the dual problem of Eqs.
(14) and (15) Lagrange multipliers are used

Q (w,y,α,ξ)

=
1
2
wtw+

C
2

n∑
i=1

ξ2
i −

M∑
i=1

αi
{
yi

(
wtg (ai) + y

)
− 1 + ξi

}
(15)

where α = (αi , ...,αM )t is Lagrange multipliers and
by differentiating the above equation with respect to
w,ξi ,b, and αi and equating the resulting equations to
zero the the conditions for optimality are determined
[30].

2.5.1. Kernel Function
Classically SVMs were designed to classify the

data in linear space, in the nonlinear space SVMs do
not preformed well to overcome this limitation on
SVMs, kernel approaches were developed. The fol-
lowing kernels are most commonly used [31].

1. Linear Kernels: k(a,a
′
) = (ata

′
);

2. Polynomial kernels: k(a,a
′
) = ((ata

′
) + 1)y where

d is a positive intege r

3. RBF kernels: k
(
a,a

′ )
= exp

(
−γ

∥∥∥a− a′∥∥∥)
To train a SVM classifier, the user has to deter-

mine a suitable kernel function, optimum hyper pa-
rameters, and proper regularization parameter. in
this paper we have used two kernels 1) Linear Ker-
nel and 2) RBF kernel. The goal to achieve optimum
hyper parameter and regularization parameter is ac-
complished by cross-validation technique. The cross-
validation technique can be used to select parameters.

2.6. Cross-Validation
Cross-validation is a validation technique used to

determine the quality of the classification model. It
partitions a sample data into different subsets such
that the analysis is initially implemented on a single
subset. The remaining subset(s) are kept for validat-
ing the result of initial analysis. The data subset used
for initial test is called as training set while the other
subsets are called as testing or validation sets [32].
In K-Fold cross validation data is partitioned into k
roughly equal size sets and each set is used once as a
test set while other remaining sets are used as train-
ing sets. For each k=1,2,...N, fit the model parameter
for other retained K-1 parts. The cross-validation pro-
cedure is repeated for K number of times using each
of the K set exactly once as validation data. The aver-
age of the K result obtained from the folds produces a
single estimation. In this paper, we have used 10-fold
scheme to achieve best performance efficiency.

2.7. Performance evaluation parameters
The performance of LS-SVM is estimated by using

the parametres, namely, sensitivity (SE), specificity
(SP) and overall accuracy (OA) defined as:

SE (%) =
TNCP
TNAP

∗ 100 (16)

Where TNCP denotes the count of correctly detected
positive patterns and TNAN denotes the count of ac-
tual positive pattern. The positive pattern represents
a detected seizure.

SP (%) =
TNCN
TNAN

∗ 100 (17)
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Where TNCN denotes the count of correctly detected
negative pattern and TNAN denotes the actual count
of negative pattern. The negative pattern represents a
detected non-seizure.

OA (%) =
TNCDP
TNAP P

∗ 100 (18)

Where TNCDP denotes the count of correctly detected
pattern and TNAP P denotes the count of applied pat-
terns [1].

3. Design of Experiment

The data is processed and the ApEn values of the
detailed and approximate coefficients are computed.
The design of experiment is done to make different
cases of the processed data-set and then compare the
results of different cases the cases are as follows

• Case 1: Data set A versus Data set E

• Case 2: Data set B versus Data set E

• Case 3: Data set C versus Data set E

• Case 4: Data set D versus Data set E

• Case 5: Data set A, C and D versus Data set E

• Case 6: Data set A, B, C and D versus Data set E

These cases are then modeled combining all the coef-
ficients A5 and D1-D5 in one set as an input to LS-
SVM and using different coefficients individually as
an input to LS-SVM. The results were analyzed using
all different cases and combinations and compared to
find the model providing the best efficiency.

4. Result and Discussion

The EEG data set is decomposed into different sub
bands by applying DWT using db4 wavelet having
5 level of decomposition shown in Figure 4. The
frequency ranges of these sub-bands are: A1(043.4
Hz), A2 (021.7Hz), A3 (010.85Hz), A4 (05.43 Hz),
A5 (02.70Hz), D1 (43.486.8 Hz), D2 (21.743.4 Hz),
D3 (10.8521.7Hz), D4(5.4310.85Hz) and D5 (2.705.43
Hz. ApEn values have been computed from the ap-
proximation and detail coefficients of each sub-bands
of entire 500 EEG epochs of five data sets A-E. Figure
5 and 6 shows the decomposition of EEG signal epoch
of data set A and E.

Figure 4. Decomposition of EEG signal using fifth level de-
composition

Figure 5. Wavelet decomposition of Epileptic signal (Data Set
E)

Figure 6. Wavelet decomposition of Normal Signal (Data Set
A )

The ApEn values of the approximate and detailed
coefficients are computed from the entire data set A-
E consisting 100 epochs having parameters m=(2,3)
and r=0.2*standard deviation of data set. ApEn value
of the detailed coefficient D1 from data set A, B which
were recorded from the surface of the scalp of the nor-
mal subject while they are in a relaxed and an awake
state with (Data Set A) eyes open and (Data set B) eyes
closed vs E are recorded from the epileptic subjects
through intracranial electrodes and having embedded
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dimension m=2 is shown in Figure7. The ApEn values
for data set A and B are higher than that of data set E
which means that the data set E is more ordered and
periodic than set A and B. Similarly Figure8 shows the
Apen values of detailed coefficient D1 from data set C
and D v/s data set E recorded from intracranial elec-
trodes having embedded dimension m=2. The ApEn
values of data set C and D are also higher than that of
data set E which that data set A,B,C,D are more com-
plex than data set E. Figure 7 and Figure 8 shows that
the complexity of the data set A recorded from nor-
mal subject and data set C which is recorded from
opposite to the epileptogenic zone are almost simi-
lar. ApEn values for embedded dimension m=3 are
shown in Figure 9 and Figure 10 depicting similar at-
tributes. The calculated value of ApEn got reduced
in this case than that of having embedded dimension
m=2 the curves and variation of data also got reduced.
Data set D and E are overlapping in both the case as
the data set is acquired within the epileptogenic zone.

Figure 7. Epileptic Signal

Figure 8. Normal Signal

In this paper SVM is implemented by using MAT-
LAB R2012b and LS-SVM toolbox [33].The input fea-
ture vector ApEn is divided into two parts training
data set 60% and testing 40%. The training data set

is used to train the SVM while testing data set is used
for verifying the accuracy of the trained SVM. For di-
viding the data set into training and testing part we
have used holdout method of cross validation. The
SVM is initialized by initlssvm function trained using
tunelssvm and trainlssvm function. The performance
parameters were tuned by using tunelssvm function
for regularization and kernel parameter (gam, sig2)
of LS-SVM [34].

Figure 9. Normal Signal

Figure 10. Normal Signal

The SVM algorithm is used with linear and Gaus-
sian radial basis kernel functions. Linear kernel func-
tion require gamma parameter for training the SVM.
SVM with rbf kernel function require gamma as well
as sigma parameter which has to be selected based
on training data. In this paper we have set gamma
∈ [0 − 1] for linear Kernel and gamma ∈ [0 − 10] for
rbf Kernel. The sigma parameter for rbf kernel is
∈ [0.7 − 9] using tunelssvm function. Each row of the
input data matrix is one observation and its column is
one feature.

The feature vector of each data set has 100 rows
(epochs) and 6 columns (D1-D5) and A5. Case (1− 4)
consist 200 observations, Case 5 consist of 400 obser-
vations, Case 6 consists 500 observations. The obser-
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Table 1. Statistical parameters with ApEn embedded dimension m=2 linear kernel

Embedding dimension (m=2) SVM (Linear)
Cases for seizure detection D1 D2 D3 D4 D5 A5
Case 1 (A-E) 0.9875 0.9375 0.9375 0.8625 0.55 0.95
Case 2 (B-E) 0.9375 0.9375 0.7375 0.7625 0.575 0.9125
Case 3 (C-E) 0.9875 0.975 0.875 0.6375 0.775 0.8625
Case 4 (D-E) 0.95 0.7875 0.7 0.5875 0.7625 0.825
Case 5 (ACD-E) 0.925 0.8875 0.8063 0.7562 0.7813 0.9063
Case 6 (ABCD-E) 0.94 0.89 0.83 0.81 0.805 0.925

Table 2. Statistical parameters with ApEn embedded dimention m=2 rbf

Embedding dimension (m=2) SVM (RBF)
Cases for seizure detection D1 D2 D3 D4 D5 A5
Case 1 (A-E) 0.9875 0.95 0.975 0.875 0.5875 0.9
Case 2 (B-E) 0.9625 0.9375 0.75 0.7875 0.6 0.9
Case 3 (C-E) 0.9875 0.9625 0.925 0.675 0.85 0.875
Case 4 (D-E) 0.925 0.75 0.7375 0.5875 0.825 0.875
Case 5 (ACD-E) 0.9437 0.9125 0.825 0.7688 0.8063 0.9063
Case 6 (ABCD-E) 0.945 0.91 0.84 0.84 0.815 0.93

vations are normalized by scaling between 0 and 1 and
then 60% and training and 40% of testing data is used
for training and testing SVM.

• The Case when D1-D5 and A5 is used individu-
ally as an Input to LS-SVM

The highest precision accuracy of for embedded
dimension m = 2 are found in cases 1 and 3 for de-
tailed coefficient D1 are 98.75% using linear kernel
and same for rbf kernel ie. in cases 1 and 3 are 98.75%.
The lowest accuracy was found to be 55% for case 1
for detailed coefficient D5 in linear kernel and 59%
for case 1 for detailed coefficient D5 in rbf kernel.
The results suggests that there is marginal differences
between the results of rbf and linear kernel but the
overall average efficiency remains same for both in
this cases as shown in the Table 1 and Table 2. The
highest accuracy of for embedded dimension m = 3 is
found in cases 1,2 and 3 for detailed coefficient D1 are
96.25% and for RBF kernel it is 98.75% for cases 1 and
3 for detailed coefficient D1. In this modeling RBF
kernel shows better results than that of linear kernel
the overall result is summarized in Table 3 and Table
4.

• The Case when D1-D5 and A5 is combined as an
Input to LS-SVM

The precision of the proposed system for embedded
dimension m = 2 with linear kernel is 100% which
is maximum and a lowest of 98:12% respectively for
cases 1, 3, 4, 5 and case 6. Similarly, the precision
of the proposed system for embedded dimension m =
2 with RBF kernel is 100% maximum and lowest of
99.50% respectively for cases 1-5 and case 6. The pre-
cision of the proposed system for embedded dimen-
sion m = 3 with linear kernel is 100% maximum and
a lowest of 97.0% respectively for cases 1, 3, 4 and case
6. Similarly, the precision of the proposed system for

embedded dimension m = 3 with RBF kernel is 100%
maximum and a lowest of 99.5% respectively for cases
1, 3 − 5 and case 6. It is clearly observed in the re-
sults summarized in Table 6 and Table 7 that RBF ker-
nel based automatic epileptic seizure detection sys-
tem gives better precision than linear kernel based
automatic epileptic seizure detection system. Table 5
presents the the comparison of results between the ex-
isting and the proposed method using same data set.

5. Conclusion and Future Scope

The least squares version of support vector ma-
chine classifiers is discussed in this paper. The
quadratic programming problem has been eased to
solving a set of linear equations with the use of equal-
ity constraint instead of inequality constraint. In this
paper we have modeled LS-SVM using EEG data set
with different combinations of input features as well
as changing the parameters of the ApEn. The results
suggest that the combination of detailed and approx-
imate coefficients ie. D1-D5 and A5 as an input to
classifier produces better results than using single fea-
ture D1 as a classification input. The kernel function
also plays significant role in the classifying the EEG
data set using LS-SVM and RBF kernel produces bet-
ter results than the linear kernel in this modelling.
The embedded dimension m for calculation the ApEn
is also significant ad this model suggests that at m=2
the classification system performs better than that at
m=3. The proposed approach can be deployed as a
quantitative measure for monitoring EEG signal as-
sociated with epilepsy. As an extension of the pro-
posed method, it would be challenging to scrutinize
the efficacy of the proposed method for other neuro-
logical disorders which uses brain signals for analyzes
such as Parkinson diseases etc [35]. Furthermore, it
would be interesting to analyze the learning effective-
ness of this model on other database. In this study, the
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Table 3. Statistical parameters with ApEn embedded dimention m=3 lin

Embedding dimension (m=3) SVM (Linear)
Cases for seizure detection D1 D2 D3 D4 D5 A5
Case 1 (A-E) 0.9625 0.9375 0.95 0.9875 0.7125 0.925
Case 2 (B-E) 0.9625 0.8875 0.775 0.7125 0.7375 0.875
Case 3 (C-E) 0.9625 0.95 0.8625 0.8 0.6375 0.875
Case 4 (D-E) 0.9125 0.8 0.7 0.7125 0.6 0.7625
Case 5 (ACD-E) 0.9 0.85 0.8 0.775 0.8063 0.875
Case 6 (ABCD-E) 0.905 0.885 0.85 0.83 0.84 0.895

Table 4. Statistical parameters with ApEn embedded dimention m=3 rbf

Embedding dimension (m=3) SVM (RBF)
Cases for seizure detection D1 D2 D3 D4 D5 A5
Case 1 (A-E) 0.9875 0.9375 0.9375 0.9875 0.7 0.925
Case 2 (B-E) 0.975 0.925 0.825 0.7875 0.7375 0.85
Case 3 (C-E) 0.9875 0.9625 0.875 0.8125 0.65 0.875
Case 4 (D-E) 0.9125 0.825 0.775 0.7375 0.65 0.7875
Case 5 (ACD-E) 0.9437 0.885 0.85 0.8438 0.8187 0.8938
Case 6 (ABCD-E) 0.95 0.91 0.85 0.83 0.845 0.895

Table 5. Comparison with Existing Models

Authors Year Method Cases Maximum OA %

Srinivasan et al. [3] 2005
Time and frequency domain features using
ANN Case 1 99.60

Srinivasan et al. [1] 2007 Approximate Entropy using ANN Case 1 100

Ocak [7] 2009 DWT and (ApEn)
Case 1
Case 9

99.60
96.65

Guo et al. [8] 2010 Discrete wavelet transform using ANN
Case 1
Case 9

99.85
98.27

Ubeyli [18] 2010 LS-SVM model-based method coefficients Case 1 99.56

Nicolaou et al [17] 2012 Permutation entropy using SVM

Case 1
Case 2
Case 3
Case 4

93.55
82.88
88.00
79.94

Kai et al. [36] 2014 Time-frequency image using SVM Case 1 99.125

Anindya et al. [37] 2016 Dual tree complex wavelet transform using SVM

Case 1
Case 3
Case 4
Case 9

100
100
100
100

Proposed Method
DWT based ApEn and Artificial
neural network, LS-SVM

Case1
Case2
Case3
Case4
Case5
Case6

100
100
100
100
100
99.5

Table 6. Results obtained for proposed model with embedded dimension m=2

Embedding dimension (m=2) SVM (Linear) SVM (RBF)
Cases for seizure detection SE SP OA SE SP OA
Case 1 (A-E) 1 1 1 1 1 1
Case 2 (B-E) 0.9722 1 0.9875 1 1 1
Case 3 (C-E) 1 1 1 1 1 1
Case 4 (D-E) 1 1 1 1 1 1
Case 5 (ACD-E) 1 0.9831 0.9875 1 1 1
Case 6 (ABCD-E) 0.9697 0.982 0.98 0.9756 1 0.995
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Table 7. Results obtained for proposed model with embedded dimension m=3

Embedding dimension (m=2) SVM (Linear) SVM (RBF)
Cases for seizure detection SE SP OA SE SP OA
Case 1 (A-E) 1 1 1 1 1 1
Case 2 (B-E) 0.9474 1 0.975 0.975 1 0.9875
Case 3 (C-E) 1 1 1 1 1 1
Case 4 (D-E) 1 1 1 1 1 1
Case 5 (ACD-E) 0.9524 0.9915 0.9812 1 1 1
Case 6 (ABCD-E) 0.9091 0.982 0.97 0.995 0.9939 0.995

proposed model has been tested on different datasets
from the same database.
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In recent years, big data analysis is gaining immense credence in the 
fields of academics and business. Businesses such as management and 
marketing have demonstrated a strong inclination and interest in data 
analytics. However, many businesses are unable to utilize data even if 
they have access to it. The main reason for that is the lack of familiarity 
with data analytics procedures. Hence, a system needs to be developed 
that can perform data analytics and demonstrate its benefits. In this 
study, we use point of sales data obtained from a supermarket chain to 
analyze and show the relationship between purchase goods at the same 
time. A supermarket is one of the ideal places to demonstrate data 
analysis because retail stores have many purchase records and are 
always conducting various marketing activities. We propose an
easy-to-handle visualization system to show the goods that are
inter-related. By using our system, a store manager can obtain 
information about the item sales easily and interactively.
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1 Introduction

In recent years, big data analytics has been receiving
increasing attention due to the progress of informa-
tion and communication technologies in various fields
[1,2]. Big data can be defined as data characterized by
the 3Vs-Volume, Variety, Velocity, i.e., a large amount
of data of rich variety and accumulated at high fre-
quencies [3]. Big data has increased drastically due to
the increase in internet penetration with the develop-
ment of digital devices such as smart phones and the
prevalence of social networking services. More and
more businesses are trying to utilize big data for busi-
ness planning and corporate strategies using in-house
expertise, so that they do not have to depend on data
analysis experts.

Supermarkets and department stores are trying to
devise an effective sales strategy to address diverse
consumer needs by critically analyzing point-of-sales
(POS) data. However, effective big data analysis re-
quires extensive knowledge of data structures and
programming, which can be built over a period of
time. Hence, businesses and services are still not able
to effectively utilize big data analytics on-site.

Retailers such as supermarkets are often required
to make quick decisions. Quick decision-making re-
quires quick data analysis to grasp the various needs
of the consumer, and consequently, the store, and uti-
lize the insights derived for strategic planning to in-
creases sales, minimize inventory, improve efficiency,
etc. Consequently, retail stores need interactive oper-
ations and real-time analysis capabilities.

This study is organized as follows: Section 2
presents the purpose of our study. Section 3 describes
the study conducted to attain the objectives and the
features of the proposed system. Section 4 describes
the basic concepts and technology. Section 5 outlines
the proposed system, its functions, and the way it can
be applied. Section 6 describes the experimental eval-
uation of the proposed system. Finally, Section 7 con-
cludes the paper and discusses the future topics to fol-
low up on this study. This paper is an extension of
work originally presented in Future Technologies Con-
ference (FTC) 2016 [4].

2 Purpose of our research

In this study, we propose a system that allows users to
visualize relationships between goods while manipu-
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lating interactively. The proposed system enables:

• Automation of the data analysis process from
data extraction to visualization to reduce the
burden on users.

• Development of a real-time sales strategy by
constructing a platform that can freely operate
under various conditions.

The proposed system aims to devise a real-time
sales strategy that is not dependent upon the intu-
ition and experience of individuals, instead relying
on insights gained from the data collected on-site.
Even if the data analyst does not have programming
knowledge, the proposed system can help him/her
understand the relationship between the goods. From
the analysis of relationships between the goods, the
analyst can derive the insights. Moreover, the pro-
posed system is available as a web application, allow-
ing users to share the results of the analysis by using a
web browser. The proposed system can be utilized for
the arrangement of goods on shelves and offer sugges-
tions for their effective promotion, such as the distri-
bution of a free recipe with hot-selling goods.

3 Related studies

In this section, we discuss other studies related to this
study and describe the characteristics of the proposed
system.

As mentioned above, various data are being ac-
cumulated in recent years. Under such situation,
SNA(social network analysis) which is based on
”graph theory”, has been attracting attention as a
method of analyzing a large amount of data. SNA is
an analytical method that clarifies the structure of a
network composed of “Vertex” and “Edge”. In recent
years, with the advent of social media, there are many
studies targeting SNS. In these studies, the users are
regarded as vertexes, join relationships defined be-
tween users are regarded as edges. For the purpose
of these studies, the characteristics of the community,
comparison of network structures, creation of forma-
tion model of social network are set up[5, 6, 7]. On
the other hand, there is also research that systematizes
technology of social network analysis[8].

Ito et al. proposed a visualization system using the
conditional parts from the results of association rule
mining. With this system, the user can figure out the
relationship between the conditional parts in associa-
tion rules by using hierarchical graphs [9].

Matsuo et al. used databases of academic theses
and picked out the human relationship within a spe-
cific community from information acquired from the
web. From the results, the human relationships could
be understood appropriately. The information on hu-
man relationships can then be used to find people who
are in the same academic field for the benefit of stu-
dents and researchers. To judge the strength of the
relationship, they used an index, which is based on a

combination of the principles of the Dice coefficient
and the Jaccard coefficient. They then performed a
comparative verification of the index [10].

These studies showed that it is useful as a system
using network analysis. However, such a system is not
effective in reducing the burden on analysts and pro-
viding an easy-to-use platform. In this study, we pro-
pose a system that satisfies the following expectations:

1. Real-time processing:
The system is able to visualize the network even
if the user wants real-time data. For example,
the system can help the analyst identify how the
relationship between the goods will change in
an hour’s time in case of a limited-time sale and
which relationships are strong in a particular
time zone, all of this in real time.

2. Interactive processing:
The system allows the analyst to interactively
extract data and set the threshold, allowing
him/her to customize information based on spe-
cific needs.

3. Ease of operation
In a conventional analysis, the analyst needed
to run the script, which was written as an R
script, to prepare appropriate data for visualiza-
tion. Moreover, it was necessary to write more
scripts for appropriate visualization. Since it
takes time to understand these scripts, it is dif-
ficult for beginners to process them. Therefore,
the proposed system automates these processes
to help the analyst who is not good at program-
ming understand the results easily.

4 Basic concept and technical ele-
ments

In this section, we explain the basic concepts used
in this study including association rule mining, co-
occurrence indexes, and network analysis.

4.1 Association rule mining

In recent years, POS data has become easy to obtain.
However, one of the significant problems here is the
effective use of the enormous accumulated data. Asso-
ciation rule mining [11] is a popular and well-known
method for analyzing useful relationships between
variables in large databases. It extracts frequent com-
binations (association rules) of items from transaction
data. The main aim of this method is to derive the per-
tinent rules from the data. The association rule uses
Support (1), Confidence (2), and Lift (3) as the indexes
that show the relationships between the goods. The
rule which states that “When X is bought, Y is also
bought” is transcribed concisely as {X}⇒{Y}. The sets
of items X and Y are called antecedent (left-hand-side
or LHS) and consequent (right-hand-side or RHS) of
rule respectively. Moreover, in a few cases, one rule
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is formed by more than three goods. For example,
{potato, carrot}⇒{onion} means that “When potatoes
and carrots are bought, onions are also bought.”

Support (X,Y ) =
|X ∩Y |
|M |

(1)

Conf idence (X,Y ) =
|X ∩Y |
|X |

=
Support (X,Y )
Support (X)

(2)

Lif t (X,Y ) =
Conf idence (X,Y )

Support (Y )
(3)

where X, Y denote the set of items respectively. |X | is
the number of transactions that includes X. |X ∩ Y | is
the number of transactions that include X and Y . |M |
indicates all transactions.

4.2 Co-occurrence index

Co-occurrence indexes [12] are used in the field of lan-
guage processing. These indexes are mainly used for
text data analysis. Co-occurrence means the simulta-
neous appearance of more than one word in one sen-
tence. The sentences are usually taken from platforms
such as Twitter or search history. For example, “test”
and “pass” are often used at the same time in many
cases, which indicates that “test” and “pass” have a
strong co-occurrence. In this way, it is possible to
guess a relationship between words by extracting the
strong co-occurrence from a large number of combi-
nations. In this study, we try to extract the relation-
ship by using the co-occurrence index to measure the
strength of the relationship between goods. Then we
use indexes such as Jaccard coefficient (4), Simpson
coefficient (5), Dice coefficient (6), and Cosine coeffi-
cient (7). Features of these indexes are discussed be-
low:

Jaccard(X,Y ) =
|X ∩Y |
|X ∪Y |

(4)

Simpson(X,Y ) =
|X ∩Y |

min(|X |, |Y |)
(5)

Dice(X,Y ) =
2|X ∩Y |
|X |+ |Y |

(6)

Cosine(X,Y ) =
|X ∩Y |√
|X ||Y |

(7)

The values of these indexes range from 0.0 to 1.0.
The correlation is presumed to be strong when the
value is higher. The features of the indexes are in-
dicated in Table 1.

Table 1: Features of each index
Co-occurrence index Features

Jaccard

Something with the large number of ap-

pearances by the independence whole

the value are lower.

Simpson

If the number of appearances by inde-

pendence is extremely small, the value

becomes high even if the relationship is

not strong.

Dice

When there is a great difference between

two appearances, the lower value re-

mains lower even if the relationship is

strong.

Cosine
When both appearances are 0, those are

ignored.

It is necessary to use the appropriate index that ex-
presses co-occurrences according to the information
needed and based on the situation.

4.3 Basic expressions about the network
analysis

In this section, we explain the concepts of centrality
[13] and modularity [14], which are used in the net-
work analysis. A network of relationships using goods
of Electronic Commerce (EC) site is researched widely
in recent years[15].

4.3.1 Centrality

Degree centrality:
The degree is the number of adjacencies for a node.
Degree centrality is the most basic method of calcu-
lating centrality in which the nodes where the edges
converge are deemed as having higher centrality. If
we assume a node pk , the degree of pk , Degree (pk) :

Degree (pk) =
n∑
i=1

a (pi ,pk) (8)

where a (pi ,pk) is 1 if and only if pi and pk are con-
nected by a line; otherwise, it is 0.

Closeness centrality:
The closeness is measured by summing the geodesic
distances from one node to other nodes. Closeness
centrality is a method of calculating centrality in
which centrality is higher when the closer the dis-
tance (therefore other nodes can be reached with a
small step) is between the nodes. If we assume a node
pk , Closeness (pk) :

Closeness (pk) =

 n∑
i=1

d (pi ,pk)

−1

(9)

where d (pi ,pk) is the number of edges in the geodesic
linking pi and pk .
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Figure 1: Image of the proposal system

Betweenness centrality:
The betweenness is based upon the frequency with
which a node falls between pairs of other nodes on the
shortest or geodesic paths connecting them. Between-
ness centrality is a method of calculating centrality in
which centrality is higher when more channels pass
through a certain node. Therefore, this implies the
importance of nodes acting as bridges between nodes
in the network. If we assume a node pk , the between-
ness of pk , Betweenness (pk) :

Betweenness (pk) =
n∑
i

n∑
j

gij (pk)

gij
(i < j) (10)

where
gij (pk )
gij

is the probability that node pk falls on a
randomly selected geodesic linking pi with pk .

4.3.2 Modularity

The modularity is an effects function that is used for
network and graph analysis. It is a numerical index
of how appropriate a particular division of communi-
ties is from the network. For a division with g groups,
we define a g × g matrix E whose component eij is the
fraction of edges in the original network that connects
vertices in group i to those in group j. Then, the mod-
ularity Q is defined as follows.

Q =
∑
i

eii −
∑
i,j,k

eijeki (11)

The modularity ranges from 0 to 1. Local peaks
in modularity during the progress of the community
structure algorithm indicate particularly good divi-
sions of the network.

5 Proposal and implementation of
the visualization system

5.1 Outline of the proposal system

In this study, we develop the web application by us-
ing the R Language’s package from Shiny 1. We use
R as a computational engine. For visualization, we
use D3.js2, which is a JavaScript library. We accumu-
late the analysis data, which is fixed in the database
of MySQL3. In Figure 1, we show the analysis image
of the proposed system. It will be possible to get the
result through the web browser by mounting the sys-
tem on a web server. We developed the system in the
following environment.

• OS : Mac OS X Yosemite

• CPU : Intel Core i7 2.9GHz

• Memory : 8GB

• Language : R, JavaScript, SQL

In Figure 1, we explain the working of the pro-
posed system. First, an analyst inputs a condition
(e.g., shop name, periods) to analyze POS data. Next,
a condition setting function defined in subsection 5.2
submits a query to the database based on the input

1http://shiny.rstudio.com/
2http://d3js.org/
3https://www.mysql.com/
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conditions. Then, a visualization and analysis aux-
iliary function described in subsection 5.2 performs
processing for visualization. This function calculates
the centrality and clustering values of the network. Fi-
nally, this function delivers the network graph of the
product relationships and important goods to the an-
alysts.

5.2 Two functions of the proposal system

In this section, we are going to explain two functions
of the proposed system outlined in Figure 1. The pro-
posed system has the following two functions:

1. Condition setting function

2. Visualization and analysis auxiliary function

The condition setting function is a function to se-
lect dates, store numbers, and visualization indexes.
With this function, users can interactively manipulate
the data and enable free condition setting. The visual-
ization and analysis auxiliary function is a function to
set centrality and clustering and decide how to visual-
ize. With this function, users can see the relationship
between goods under the conditions set that they can
set by themselves.

5.3 Details of the proposal system

For this study, we used POS data with the ID of a su-
permarket in Japan. POS data is the data of the sales
of all goods in a store. POS data with the ID contains
the customer information. By utilizing this data it is
possible to grasp the customer behavior and improve
the sales in a store. The data used in this study is ob-
tained from 18 stores of a supermarket through one
fiscal year in 2014. It consists of purchase data and
personal attribute data.

• The purchase data

– Purchased goods, number of goods to
be purchased, purchase price, purchase
stores, purchase dates, and so on

• The personal attribute data

– Gender, age, and so on

In this study, we use purchase stores, purchase
dates, days of the week, time zone, and receipt num-
bers for identifying the receipt of the purchased goods
and purchased goods. Those are accumulated in a
MySQL database.

The proposed system visualizes on the basis of the
indexes of the relationship. The user can choose the
index. The indexes are association rules that are used
in simultaneous analysis, and co-occurrence indexes
show the similarity between the sets. By using associ-
ation rules and co-occurrence indexes, it is possible to
obtain the rules from an enormous network. However,
if the rules are also enormous, it is difficult to derive

the useful rule just by visualizing. Generally, a thresh-
old value of the index is set and the important rule is
picked out. However, when the threshold is made too
high, important information may not be even picked
out. To address this problem, we provide the system
with the function that sets the threshold freely. The
system allows the analyst to freely set the dates, time
zone, index, threshold value, and the number of clus-
ters by using dynamic D3.js. Thereby, the analyst can
easily inspect sets as the rule. Here, in Figure 2, we
show the whole layout of the system and explain the
operation of the system.

Figure 2: Screenshot of our proposal system

Figure 3: Screenshot of condition setting about dates,
time zone, and store code
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After the application starts, the user selects the in-
dex by clicking on “Sidebar,” as shown in Figure 2.
The layout of the application is switched to the respec-
tive indexes on selection of the index.

In Figure 3, the condition of the analysis period,
the time zone and the analysis target shop is set to ex-
tract the data from the database. First, it sets the anal-
ysis period that the analyst wants through “Set the
minimum and maximum dates.” As shown in Figure
3, it sets the period from “2015-01-01” to “2015-01-
31” as 1 month. In this way, the analyst can set it by a
week unit or a month unit as well as a single date and
time. Next, the day of the week can be selected when
necessary in the period. In Figure 3, day of the week
setting is not being used because of “5Select.” Next,
it sets the analysis time zone that the analyst wants
in the period using “Set the minimum and maximum
time zone.” In Figure 3, it sets the time zone from 8 to
20, which is the time zone from “8 a.m.” to “8 p.m.”
in the period that is set from “2015-01-01” to “2015-
01-31” as 1 month. It sets the target store through
“Select the store.” In this way, the analyst can set the
target store that the analyst wants. Finally, the series
of processing steps starting from the extraction of the
data to visualization is begun by clicking the button
“Start.”

Figure 4 depicts the way in which the threshold of
the index and the number of clusters can be set. In
addition to the condition that was set in Figure 3, it is
possible to set condition setting for threshold and the
number of clusters. As shown in Figure 4, the visual-
ized goods can be searched using the “Search...” but-
ton. If the goods for which the search was conducted
existed in the graph, only the relevant goods are indi-
cated. Otherwise, it displays the message “The search
goods did not exist in the visualization.” It sets the
threshold of the selected index in “Set threshold.” In
this way, it is possible to adjust the enormous network
by choosing rules in the case of many goods. In Fig-
ure 4, the rules that are greater than 0.05 of Jaccard
coefficient value are selected. A visualized network
is divided into more than one cluster in “number of
clusters.” The default number of clusters is 0 and this
setting is calculated by using the modularity. In Fig-
ure 4, the number of clusters in the network is divided
by the default setting, and the color of network is set
automatically.

Here, the network is visualized based on the con-
ditions set in Figure 3 and Figure 4. Then, the ana-
lyst can perform actions such as clicking, moving, and
scaling of the network. In our proposed system, when
the analyst clicks the target node, the system shows
the relationship between the target node and the oth-
ers that are related to the target node. When the an-
alyst double-clicks the node, the network returns the
original state. Figure 5 shows that all goods are inter-
related, which is because goods that have no relation-
ships at all are excluded beforehand. Though we ex-
cluded goods that have no inter-relationships from the
system, there is a possibility that they are contributing
to the sales. Figure 5 shows an example of the network

visualization, which is based on the condition of the
purchase history from “8:00” to “20:00” of January at
a particular store. The index is the Jaccard coefficient
and the threshold is 0.05. The color of the network
is divided by the modularity. And we focus on two
partition parts in Figure5.

Figure 4: Screenshot of condition setting about
threshold of the network index and the number of
clusters

Figure 5: An example of the output screen

Figure 6: 1st partition part
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Figure 7: 2nd partition part

Figure 6 shows the first part of the partition in Fig-
ure 5. This figure shows that “Curry & Stew” is related
to “potato,” “onion,” and “carrot.” This indicates that
it was possible to extract the typical ingredients from
the network for curry and stew in Japan.

And Figure 7 shows the second part of the par-
tition in Figure 5. This figure shows that “Tofu” is
related to many goods and it is also involved in the
other community goods. From this, it turns out that
“Tofu” is a goods to be a hub that has relationships
with various goods in supermarkets. When the partic-
ular goods extracted have relationships to many other
goods and the threshold is high, they can indicate the
core goods in the supermarket. Sales can be promoted
by cross-selling with the core goods in the sales strat-
egy.

Visualizing in this manner will help create the
sales strategy and the analyst can easily understand
the relationships between the normal goods and the
core goods in an enormous network.

6 Experimental evaluation

In this section, we describe the evaluation of the sys-
tem. We conducted an experimental evaluation based
on a semi-structured interview. We set evaluation cri-
teria beforehand to get the evaluation of the system.
The evaluation criteria are shown below:

1. Quality of visualization (Is the relationship be-
tween the goods captured?)

2. Interactive processing (Is condition setting suf-
ficiently interactive?)

3. Real-time processing (Is it used for a decision-
making at a site?)

In the evaluation experiment, we identified the tar-
get analyst who had experience in management and
working at a supermarket. However, she had limited
knowledge of data structures and programming. The
system was used by the analyst and we received the

evaluation for each evaluation criteria, as shown in
Table 2. In addition, we received the feedback on pos-
sible improvements in the system, as shown in Table
3.

Table 2: Evaluations
No. Evaluation

1

Relationship between goods that tend to be bought at the

same time is classified by colors. Therefore, the visual-

ization is easy to understand and the appearance of the

visualization is dynamic and interesting.

2

User can interactively perform various condition settings

on the system and it is possible to visualize it using var-

ious patterns. Best of all, it can be expected to shorten

analysis hours because there is no necessity to process

the data by each condition setting.

3

It enables real-time analysis if the system is equipped

with a server and the environment is adequately

equipped. For this reason, the headquarters can coop-

erate and do quick strategic planning as well as on-site

judgment.

Table 3: Areas of improvement
No. Improvement points

1 Calculation speed and large scale database

2 Addition of the function for actual use

3 Documents for users are required

Based on the evaluation as per Table 2, we can con-
clude that the visualization display was found to be
easy to understand. This is because of the appropriate
grouping of goods, which makes it easier to under-
stand the relationships between goods. The evalua-
tion also showed that analysis hours could be reduced
because there is no need to process the data by each
condition setting. The proposed system enables real-
time analysis if the system is adequately equipped.
From the evaluation, it can be inferred that the pro-
posed system is effective in terms of reducing the bur-
den on the analyst for data processing.

We also studied the suggestions for improvement,
as described in Table 3. Admittedly, the calculation
speed of the system is inferior because of the usage
of R script instead of compiler languages such as C
and Java. The computational complexity is propor-
tional to the amount of data and as the data becomes
big, it takes more time to analyze it. For example, if
the relationship between the goods is visualized for
a 1-month time period, the operation becomes diffi-
cult and slow. Therefore, it is necessary to improve
the interactive operations in such cases. The system
is definitely just a prototype. Faster calculation time
can be achieved by improving the environment and
introducing compiler languages.

The lack of sufficient functions pointed out in Ta-
ble 3 arises from the business experience at a super-
market. In particular, decisions such as elimination
of the node (goods) that an analyst deemed unneces-
sary, multi-selection of stores, and condition setting
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of the category of goods, etc. are planned for im-
proving user convenience when the actual system is
introduced. Therefore, the problem will be resolved
by adding the function to the interface.

The third area of improvement in Table 3 points
toward the necessity of a document explaining the
analysis methods and usage. Although the proposed
system can visualize the relationships between goods
using various methods, it is necessary to take into ac-
count the kind of scene for each visualization indexes
can be used. For example, it is necessary to demon-
strate and recommend to the user that degree central-
ity should be used to extract goods that are purchased
at a high frequency, such as bargain items.

7 Conclusion and future studies

In this study we proposed a system that allows users
to visualize relationships between goods while manip-
ulating interactively. Data extraction, processing, cal-
culation, and visualization are automated even when
an analyst does not have knowledge of programming,
and an interface has been developed. We made it pos-
sible to freely set the threshold settings such as asso-
ciation rules and co-occurrence indexes. In addition,
the system can support the proposal of real-time sales.

In this study, we used association rules and co-
occurrence indexes to select the rule from a network.
However, we could not demonstrate how the rule is
useful by extracting with indexes. Therefore, we need
to clarify index selection, which is a key topic for fu-
ture studies. In the experimental evaluation of this
study, some improvement areas were pointed out. In
the future, it is necessary to improve and impart var-
ious functions in order to make the proposed system
easier to use. Moreover, we could not obtain the quan-
titative evaluation about the system during the exper-
iment, which is another necessary topic that needs to
be explored.
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1 Introduction

Urban Computing is a scientific area which provides
models and methods for designing convenient urban
environments. Also, the set of models allows pre-
dicting how the urban area changes and supporting
decision making for urban planning and reconstruct-
ing [1]. For instance, urban planning includes opera-
tions for transportation, communication and distribu-
tion networks design toward to improving residents
quality of life [2].

The public transportation network (PTN) in gen-
eral meaning (including buses, underground, taxi,
etc) is sufficient part of the city. From the one side,
the city is growing around transport infrastructure,
from another side, the expansion of city leads to the
implementation of infrastructure projects. Residents
select their location for living based on many crite-
ria, but the transport is the essential one. Gener-
ally, the ideal public transport networks provide a
service with minimal travel time, also including time
for waiting and changes. As PTN contains the dif-
ferent service provider, the concurrency leads to in-
creasing quality of service. In real life, PTN is not so
efficient, moreover for new developing areas. Com-
monly used methodologies for transport system de-
sign and development evaluates technical features,
but they do not take into consideration the residents
opinions and preferences into consideration. It leads

to a fundamental contradiction: if people do not use
public transportation network due to its inefficiency,
they prefer personal carriers, but increasing the num-
ber of cars in a city leads to negative ecological and
economical effect, like traffics. Developing new data-
driven tools which consider residents’ preferences of
travel paths is challenging tasks for Urban Computing
domain.

Actually, new data collecting technologies allow
gathering data about different aspects of people’s life.
Cell operators can detect the position of a subscriber
with acceptable quality level. A post in Twitter con-
tains data about location rectangle event, where a post
was made. Geospatial data is are a common part of
most information gathered by software applications.
In this case, if a person has his/her own common
travel paths (the most used origin-destination points)
they can be considered as personal requirements for
transportation systems. Having this data, we are able
to (i) evaluate the efficiency of the current transporta-
tion network and (ii) to suggest modifications based
on citizen’s preferences.

So, in the research, we consider the following
question. Given anonymised travel data in the frame-
work of an urban area, what the data-driven technolo-
gies which allow designing the optimal public trans-
portation network? To find the answer this question,
the following high-level steps need to be performed:
(i) collecting geospatial travel data, (ii) reasonable
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data reduction for generalisation of key points in
routes in a PTN, (iii) designing a set of (sub)optimal
routes and (iv) picking up the appropriate PTN ac-
cording to multicriteria decision analysis based on
quality criteria [3]. If we have travel data of every
single person in an urban area, we can evaluate the
most optimal stops as nodes in public transportation
routes. Suppose we get information about 5% of res-
idents of a city with 1 million population. In this
case, the correspondence matrix has 500002 elements.
Reduction of original nodes count allows to detect
the centres of clusters and to understand where stops
could be located. Attempts to solving the problem of
optimal PTN design lead to many subtopics including
data processing algorithms over geospatial data [4].
As an example, a task of finding public transporta-
tion network with (sub)optimal routes based on de-
fined clusters. This problem includes the well-known
tasks like shortest path search problem as well as spe-
cific task need to be explored, e.g. how to create initial
public transport network based geospatial data anal-
ysis. In contrast with shortest path search problem
with its many efficient and fast program solutions e.g.
OpenStreetMap (OSRM), the initial network design
is the unstructured problem containing multi-criteria
decision analysis.

The main contribution of the paper is a novel
method for initial public transportation network de-
sign based on clustered geospatial data containing
origin/destination point of residents. The core of a
method is a set of four algorithms for selecting termi-
nal clusters based on focuses.

A paper has the following structure. After the in-
troduction, we observe literature referring to a prob-
lem of data-driven approaches for transportation net-
work design. Next, we propose a novel method for ini-
tial PTN design with various approaches for terminal
clusters choice. Use cases section describes how the
method was implemented and estimated over data ac-
cording to performance evaluation criteria. The con-
clusion contains the main findings and future work
ideas.

2 Background

Classical planning and development of the public
transport network is a well-studied field of science.
Methodologies for planning the transport network of
the city according to [5] includes the sequence of ac-
tions: (i) public transportation network design; (ii)
setting timetables; (iii) scheduling vehicles to trips,
(iv) and assignment of drivers and other maintenance
work.

You can also observe the emergence of a number
of theoretical studies. In work [6] author proposed
a hypothesis about the routing of tables with a sym-
metric shortest trajectory. It describes the symmetric
routing of the shortest path table and presented coun-
terexamples for its hypothesis. In their article [7],
Daniel Delling et al. investigate the problem of calcu-

lating all optimal Pareto travels in a dynamic public
transport network and introducing an algorithm for
a public transit route (called RAPTOR). Another of
their work [8] offers a routing mechanism for calcu-
lating traffic directions in large-scale road networks.
And in [9], we suggest public transit transportation
as the solution of the journey in the future. Turning
to other works, one can distinguish [10]. The authors
study the problem of finding good alternative routes
in road networks. They look for routes that (i) differ
significantly from the shortest path, (ii) have a small
extension, and (iii) are locally optimal. The authors of
the paper [11] proposed the RICK algorithm for con-
structing popular routes from undetermined trajecto-
ries, using information on the sequence of locations
and time intervals. In the article [12] Tim Duyer and
Lev Nahmanson proposed fast cross-routing for large
graphs. They focus on discussing two methods for
achieving faster routing using approximate methods
of finding shortest paths. In such sources as [1, 13–
15] the issues of theoretical research, planning and
optimization of the transport network are given very
great attention. Special attention is paid to the best
practices in [1, 15].

Also we analysed different well-known algorithm
to solve short path problem such as A? , IDA? ,
Breadth-First-Search, Best-First-Search, Dijkstra’s al-
gorithm, Bi-directional A? , Jump Point Search, Or-
thogonal Jump Point Search, Two-stage algorithms
(ALT, Reach) and genetic algorithms of random
search. Such algorithms like A? , IDA? , Best-First-
Search, ALT (A? labeling and methods are based on
the inequality of the triangles used to work without
prior preparation data that leads to the intersection
large graphs and create significant problems in the
time cost. In contrast to these algorithms exist such as
HLC [16], HL, TNR [17] and lookup tables, where the
costs associated with the pre-processing and data stor-
age, while the speed of the algorithms are very fast.

Besides theoretical results, software implementa-
tions for decision support in urban transportation
planning have been observed. PTV Visum [18] is soft-
ware for evaluation existed (defined by a responsi-
ble person) public transport network based on trans-
portation matrix. Another software called Emme,
proposed by “INRO Software” [19] and SaaS solution
by Citilabs is named Cube Cloud [20]. The Trans-
portation Analysis and Simulation System (TRAN-
SIMS) developed by [21] is a set of tools for analy-
sis of regional transportation systems. TRANSIMS is
an open source project which is available for public
usage under NASA Open Source Agreement Version
1.3. Software like Aimsun is used in urban devel-
opment traffic modelling that allows to model fusing
travel demand and simulate networks of difference
complexity [22].

The task is closely related to the task of routing
from point A to point B, but it has some differences.
First, in the typical task of routing, the objective func-
tion is the journey time from the beginning to the
end of the route, which must be minimized. In the
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case of the construction of a network of public trans-
port routes, the objective function is an integral func-
tion that takes into account the average time of the
pedestrian travel to the stop, the length of the path,
the number of transplants and other characteristics
of [5, 23]. Secondly, in the typical task of routing
for the movement, any intermediate points that re-
duce the route are selected, whereas in the problem
under consideration the intermediate points are lo-
cated in the same place as the cluster centers. All of
these variables are averaged over the number of resi-
dents. Moreover, an important difference between the
two algorithms is that the end point in the route can
not be arbitrary since each route must contain nodes
(stops) which represent the centers of clusters.

The main conclusion of the review can be drawn:
in spite on different approaches for network design,
the initial network structure design is not studied
well. Especially, if these network obtained for data
gathered from residents.

3 A geospatial data-drivenmethod

Algorithm 1: The scheme of the method for
route network design
Data: nr ,Ct ,Cnt
Result: RN

1 for i = 1 . . .nr do
2 Build Ri direct route, containing a pair of

opposing points of Ct ;
3 Add Ri to RN ;
4 end
5 while Cnt is not empty do
6 for i = 1 . . .nr do
7 Select Ri from the route RN ,
8 Ri = [n1,n2, . . .nR];
9 Split Ri on a pair of nodes

10 PN (Ri ) = [[n1,n2], [n2,n3], . . . , [nR−1,nR]];
11 Initialize RC list;
12 for pairs [nx,ny] in PN (Ri ) do

/* Find the node minimally

increases the length of the

direct route [nx,ny] */

13 Find cj node from Cnt with j index,
which j =
argmin(|len(nx,ny)− (len(nx, cj ,ny))|);

14 Add [nx, cj ,ny] to RC;
15 end
16 Compose ||RC|| options for new routes:

one variant of the RC, the rest of the
PN (Ri ) and compile a list of routes
candidates to replace RCC;

17 Evaluate the length of routes from the
list RCC and choose the route R∗i with
minimal length;

18 Replace Ri to R∗i from RN ;
19 Remove cj node entered to R∗i from Cnt ;
20 end
21 end

3.1 General description

The basic idea of the initial public transport network
design is to find the network consistently adding new
nodes to existed routes in respect with minimal length
increasing of designed network.

Let’s consider the task statement. Given nr num-
ber of routes in the designed public transportation
network, nc number of nodes (clusters centers) which
should be added into network, Ct a set of terminal
nodes, Cnt a set of non-terminal nodes, correspon-
dence matrix ||Cnt+Ct ||×||Cnt+Ct ||. Note, that Ct+Cnt =
nc. Output of proposed algorithm is a transportation
network RN with routes containing non-overlapping
set of nodes,

ri = [p(i)
1 , . . . ,p

(i)
k ], where i = 1, . . . ,nr .

We propose the algorithm which contains the fol-
lowing steps represented in the scheme 1.

3.2 Explanation

Consider the operation of the method using a simple
example. We choose the number of routes in the net-
work nr = 2 and assume that the algorithm for the
choice of terminal clusters has given us A,A′ ,B,B′ (Ct)
and nonterminal clusters C,D,E,F,G,H (Cnt).

In the first step, we combine terminal clusters into
pairs and put them in the list Ri = [AA′ ,BB′]. The im-
age 1a represents this network configuration.

Next, select the first route from the list of Ri and
divide it into parts (two clusters each). Because We
have two clusters in the route, then we have only one
route PN = [AA′].

Next, we compose a new set of routes by
adding a new cluster to the middle of the ex-
isting routes from PN . In our case, we have
ACA′ ,ADA′ ,AEA′ ,AFA′ ,AGA′ ,AHA′ .

In the next step, we need to calculate the length
for each new option and choose the one that has the
shortest length – ACA′ . Add this route to the list RC.

Next, we compose all variants of routes from the
lists RC and PN . In our case, we have only one route
ACA′ and we add it to the list of R∗i . The used cluster
ACA′ is removed from Cnt . We perform similar oper-
ations for BB′ and get a new route BFB′ . The image 1b
demonstrates this stage of construction.

On the next iteration of the algorithm we
have Ri = [ACA′ ,BFB′]. Using ACA′ we get
two pairs PN = [AC,CA′]. By successively
adding nonterminal clusters, we get the following
set: ADC,AEC,AGC,AHC,CDA′ ,CEA′ ,CGA′ ,CHA′ .
Suppose that GA′ is the shortest of all.

We make variants from CGA′ and AC,CA′ and get
ACGA′ . Add the resulting version to R∗i and remove
G from Cnt . Similarly, for BFB′ we obtain BFHB′ . The
image 1c represents this stage of building a route net-
work.

We continue to execute the algorithm while Cnt
contains clusters. Finally, we get the network shown
in the figure 1d.
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(a) First step (b) Second step

(c) Third step (d) Fourth step

Figure 1: Illustration of the network design process.

3.3 Algorithms for choice of terminal
clusters

In the last paragraph we mentioned some algo-
rithm for selecting terminal clusters. We proposed
4 algorithms with which you can select the origin-
destination clusters. Let us now examine them in
more detail.

Algorithm 1: opposite clusters (opposite). The
essence of the method is the connection of clusters ly-
ing on opposite sides of an imaginary circle.

The main goal of this method is to choose clusters
that lie on opposite sides of the city. If the city has
sleeping and industrial areas located in different parts
of the city, then this method will allow transportation
of a large number of people to and from work.

The algorithm contains the following steps.

1. Find the geometric center C of the convex hull

2. Find the furthest cluster from the center C on
the convex hull and consider it to be the radius
R

3. On the imaginary circle formed by R, marks uni-
formly 2 ·nr points

• the circle is given by the center of the shell
C and the radius R

• nr – number of routes in PTN

4. Combine the diametric points into groups of
two

• for each point, we search for the nearest
clusters in the ∆ neighborhood

• choose the points with the largest value of
people

Algorithm 2: from the center to the suburbs (c2out).
The essence of the method: pulling all the routes to
the center of the congestion of people. The main idea
of the method is transportation of people from the
suburbs to the center. This method is designed for
the type of city for which the center is the main place
for the work of a large number of people, and the sub-
urbs – sleeping areas. The ideal form of the city for
this method is the circle.
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The algorithm

1. Repeat steps 1-2 from method 1

2. On an imaginary circle, points nr of points F are
uniformly marked

3. Find the center G of the city (and accordingly
the nearest cluster with the largest number of
people)

4. Choose nr clusters near G (it is permissible to
repeat clusters)

5. Pair pairs of clusters from G and F

Algorithm 3: two focuses (2focus). The essence of
themethod: is similar to the second method, but with
two focuses (cluster centers). This method is a logical
continuation of method 2, but with the account that
in a city there can be not one center, but two. The cen-
ters determined by this method need not be located
near the geographical center of the city. Another im-
portant observation is that routes are also constructed
between the focuses. The ideal shape of a city can be
an ellipse or a circle.

The algorithm

1. Find F1 and F2 for the convex hull of a city

• clusters with the largest concentration of
people

• and, accordingly, the closest clusters in
their neighborhood along nr /2 for each fo-
cus

2. On an imaginary circle, points B (K are uni-
formly nr −K – the number of routes connecting
focal points)

3. The first K routes include two clusters (one from
F1 and the other from F2)

4. Distribute the remaining points between B, F1
and F2 (one point from B, and the other from F1
or F2 (depending from distance))

Algorithms 4: N-focuses. The essence of the
method: generalization of methods 2 and 3 for an ar-
bitrary number of focuses (cluster centers).

This method is a generalization of the previous
two methods: c2out and 2focus. In this case, you can
choose an arbitrary number of ”focuses” for the best
provision of passenger traffic between the focuses and
the suburbs of the city. The form of the city for this
algorithm can be arbitrary.

The methods implements the following steps

1. Choose N focuses FN with the largest number of
people

2. On the convex hull, nr −N · KN points B (KN –
the number of routes connecting N focal points)

3. The first N ·KN routes between the focal points

4. The remaining points are distributed between B
and FN (by analogy with method 3)

As an algorithm for searching for a convex hull,
the Graham algorithm used in the methods is used.

4 Use cases

4.1 General information

To explain how the proposed methods are applied in
urban development task, we showed the example for
new public transportation network design for midsize
city located near the large regional centre. For the
subset of residents in the city, we obtain a pair of ori-
gin and destinations expressed as longitude and lati-
tude. Origin might be where the certain resident lives
and the destination where the same resident works. It
means each pair shows the most popular path of the
certain person in the city. This path contains a part
when the public transportation is used, and walking
zones. An ideal public network meets requirements
according to the several criteria. We use such criteria
as: the degree of satisfaction of demand for transport,
the coefficient of tension and the density of the trans-
port network.

We apply the straightforward procedure contain-
ing the following steps: (i) generation of origin-
destination pairs for residents; (ii) clustering all the
points into 82 clusters (the number of clusters has
been chosen experimentally); (iii) creating the initial
transport network using the methods and algorithms
described in the article.

4.2 Data

We generated data about travel citizens prefer-
ences inside of mid-sized town with approximately
350,000 residents. We received 6,000 pairs of origin-
destination points of 12,000 in total. In this case cor-
respondence matrix has a large size 6,000 × 6,000 el-
ements where every element with 0 value means no
connection or 1 stands for connection existence.

4.3 Implementation

Proposed algorithms were implemented using Python
and Open Source Routing Machine (OSRM) service
for urban terrain distance calculation between the
nodes. The program code is published online in the
Git-like repository. The software used:

• Python v 3.5.2

– numpy 1.12.1
– scipy 0.19.0
– geographiclib 1.48
– polyline 1.3.2
– requests 2.9.1
– json 2.0.9

• OSRM v5.8.0
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4.4 Performance evaluation

As an estimation method, an integral formula was
used to evaluate the efficiency of the transport net-
work with the following calculation criteria:

• Degree of transport demand satisfaction

U =
1
T

N∑
i=1

Fi

where T is the total number of passengers in
need of transportation, Fi is the number of pas-
sengers carried with i transplants, N is the num-
ber of traffic.

• Coefficient of non-straightness

P =

N∑
i=1

Di

N∑
i=1

Li

where Di is the direct distance from the initial
to the final point of the route for the i route, Li
is the length of the i route, N os the umber of
routes in the transport network.

• Transport network density

L = 1− 1
4 · S

N∑
i=1

Li

where S is the area of the city, Li is the length
of the i route, N is the number of routes in the
transport network.

Integral formula for assessing the efficiency of the
PTN is based on additive convolution function:

O(I,W ) =

n∑
i=1

Iiwi

n∑
i=1

Ii

(1)

where O – integral assessment of the transport sys-
tem; I – values of criteria; w – weights for the criteria
that determine their importance; n – number of crite-
ria. The decision maker’s preferences are defined as
weights w.

4.5 Experimental design

To evaluate the efficiency of the algorithm and to
study its specifics, we carried out experimental design
varying the number of nodes and routes. The most in-
teresting case is big geospatial data processing where
a lot of nodes we processed.

To reduce the size of correspondence matrix and
to understand the most popular locations, we applied
clustering algorithms for original/destination geospa-
tial data. In contrast with typical and well-known
cluster techniques such as k-means and MeanShift,

our algorithms used OSRM for distance calculation
according to urban terrain conditions. As centers of
clusters are considered as stops in a transportation
network with the most populated neighborhoods, we
designed different use cases regarding a number of
nodes as it is a variative parameter.

As the input data for the program, the data was
used after the clustering stage: 82 clusters, as well as
the correspondence matrix. The following parameters
were chosen as the variable experimental parameters:

• nr – the number of routes in the network (the
number of routes varied from 10 to 60 in steps
of 2)

• method used

– opposite (method 1)

– c2out (method 2)

– 2focus (method 3)

– ∗focus (method 4, where the focus value
varies from 3 to 9)

The experiment was carried out using a computer
running the Linux Mint 18.1 Serena operating system
(4.4.0-77-generic x86 64 core), Intel (R) Core (TM) i5-
4690 processor.

5 Result and discussion

Based on method implementation, we consider results
regarding the following specifics:

(i) analysis of the efficiency of the designed trans-
port networks with respect to different methods
for selecting terminal clusters, based on the pro-
posed criteria;

(ii) analysis the relationship between such quality
criteria and parameters of methods;

(iii) analysis dependencies of performance (in terms
of time complexity) and on a predefined number
of routes in the network.

The graph of the network quality versus the num-
ber of routes is shown in the figure 2a. The trends of
the methods are shown in the figure 2b.

The method (∗focus) based on the idea of £alloca-
tion of clusters-focuses, where the largest number of
people accumulate, proved to be better than all other
implementations.

Depending on the number of focuses, the method
behaved differently. For example, with 4 focuses, the
quality of the network has the highest value in the cur-
rent data set, for 8 and 9 focuses, with an increase in
the number of marches, the quality of the transport
network tends to grow, while for 4 and 6 – the period-
ical character is observed, and at 3 and 5 in general it
starts to decrease (see figure 3b).
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Figure 2: Experimental results

aaaaaaaaa
method

nr
10 20 30 40 50 60

opposite 10875.37±
192.12

6945.38±
1079.01

6627.15±
44.81

7400.85±
53.15

8185.97±
31.43

9045.62±
0.76

c2out 36297.57±
3596.22

41566.63±
21010.02

48040.82±
165417.80

56328.24±
14859.12

66171.95±
2052.92

77456.68±
28685.60

2focus 44437.48±
5473.17

53594.80±
9488.52

72121.6024±
4573.53

91627.76±
551.29

116600.52±
128.33

136617.8555±
53752.90

nfocus 3 12994.67±
720.38

7863.52±
1758.31

7420.7796±
577.53

8065.59±
2.63

8431.99±
44.88

9264.99±
72.74

nfocus 4 12437.60±
454.99

7729.52±
505.73

7330.43±
48.47

7563.89±
79.40

8305.97±
27.52

9050.09±
293.00

nfocus 5 12373.53±
230.70

7389.41±
805.00

7201.8921±
317.74

7185.38±
17.52

8021.30±
126.81

8814.65±
9.74

nfocus 6 12278.72±
128.41

7799.21±
761.17

7290.62±
937.70

7063.52±
146.78

8085.03±
264.92

8823.53±
113.01

nfocus 7 12582.99±
376.28

7239.58±
992.20

7001.10±
0.34

7375.48±
1.85

7820.72±
137.00

9050.35±
107.34

nfocus 8 11622.69±
1196.58

7593.90±
1458.24

6727.29±
65.67

6844.61±
446.14

7749.45±
33.92

8554.50±
51.91

nfocus 9 12823.84±
2203.70

7049.03±
369.11

6173.76±
99.90

7012.52±
8.99

7381.77±
5.23

8518.75±
44.39

Table 1: Results of calculation time (part of the results in increments of 10)

From the general trends, the result with 7 focus
has a slight decrease in the quality of the network, It
can be connected with an unbalanced network con-
figuration when number of routes. For other meth-
ods of selecting terminal clusters, things are slightly
worse. The methods opposite, c2out and 2focus have
the greatest value of network quality for small values
of the number of routes, and then they only decrease.
If for 2focus the quality of the constructed network
can be described by a linear decreasing function, then
the opposite and c2out have non-periodic oscillations
in their basis.

Turning to the analysis of time necessary for the
calculation (Fig. 3a and 3b), we can say that the meth-
ods ∗focus and opposite are the fastest, while c2out and

2focus grow with the increase in the number routes.
This can be explained by the fact that c2out and 2fo-
cus methods use a costly function to search for clusters
in a given radius, i.e. With the increase in the number
of routes, the number of calls to this function also in-
creases. The calculation time for the ∗focus method for
any n basically has the smallest parsing (Fig. 3b). Cal-
culation of the algorithm running time using different
methods for nr with step 10 is presented in the table 1.

We can say that the method ∗focus with a differ-
ent number of foci (from 3 to 9) for the given set of
geodata is the most optimal. It combines a good exe-
cution speed with the methods c2out and 2focus, and
the transport networks obtained with its use have the
highest quality value for any nr .
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Figure 3: Experimental results

The main algorithm used to build a transport net-
work by empirical evaluation of complexity (in terms
of calculation time), the complexity of the algorithm 1
could be estimated as O(n3), where n is a number of
nodes.

6 Conclusion

This article presents the method for initial a pub-
lic transport network design based on the processing
of geospatial data. The main idea of the proposed
method is the successive addition of clusters in the
transport route, taking into account its minimal in-
crease in length. Also performance evaluation criteria
is presented.

A method includes four different algorithms for
terminal cluster choice: (i) algorithm based on op-
posite clusters, (ii) algorithm considering travelling
experience from the center to the suburbs, (iii) algo-
rithm for cities with two centers or focuses (2focus),
and, finally, (iv) algorithm processing n focuses.

In accordance with the results obtained, it can be
concluded that this algorithm can be used to con-
struct the preliminary PTN. Based on the heuristic
evaluation, it has cubic time complexity and the most
choke point is in interaction with external services
(e.g. OSRM). The proposed method ∗focus with a dif-
ferent number of focuses (from 3 to 9) for the given
set of geospatial data is the most suitable for terminal
clusters choice, because of its speed and performance.

The evaluation is based on synthesized data and
thus allows only an evaluation of the performance and
scalability of the approach, rather than on its effec-
tiveness in supporting planning transport managers
decisions. A feedback from mobility expert on a real
case study will increase the quality of evaluating the
usefulness and effectiveness of the approach. So, these
can be considered as future work based on theoretical
findings.
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 Electronic Control Units (ECUs) generate diagnostic and telemetric data that is 
communicated over the internal vehicular network. ECUs are resource constraint devices 
and have limited resources to devote for data security. In recent times, threats against 
vehicular networks have emerged that require attention of the research community. In this 
paper, we demonstrate data security threats in automobile, present a hardware based 
security framework that provides real time secure communication using lightweight 
cryptographic primitives and propose hardware based authentication protocol. 
Implementation details, performance and security analysis of proposed framework are 
presented. 
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1. Introduction 

Vehicles are no longer composed of just mechanical 
components with limited control operations of electrical 
components. Digital transformations in electronics have 
contributed in the advancement of automotive industry in terms of 
customer interactions and experience in improving the overall 
driving experience of a vehicle and critical operations. Some 
examples of on-board electronic components are air-fuel mixing, 
temperature-control, thermostats, vents, doors-locking, seat-
adjustments, radio, wind-shield wipers, transmission, ignition, 
engine, steering, brakes, acceleration, air-bags, navigation, in-dash 
entertainment, cameras, braking system, etc. Electronic systems 
that are connected with on-board systems are called Electronic 
Control Units (ECU). ECUs work in cooperation with each other, 
and need to communicate their state with one another. Instead of 
using dedicated signal wires for information exchange, that may 
require a lot of wiring and effort on part of the car manufacturer, 
the automotive industry has moved towards using data 
communication networks. Similar to traditional data 
communication networks, data security of the ECU network is 
becoming a concern. Following section covers the vulnerabilities, 
and recent attacks on on-board car networks and the new security 

requirements. The security vulnerabilities are demonstrated and 
existing countermeasures and their limitations are discussed. This 
is an extension to the paper [1] which was presented in IEEE 
Vehicular Networking Conference 2016. Columbus, OH, U.S.A.  

1.1. Recent Documented Attacks 

In 2014, a group of researchers were able to remotely control a 
Jeep Cherokee[2]. The vehicle is equipped with an on-board 
infotainment system. To gather local information, it uses an 
internet connection to connect to its server. The researchers could 
remotely hack into the dashboard system, using software 
vulnerability. The dashboard system is also connected to the 
internal network of connected ECUs using a popular network 
standard known as Controller Area Network (CAN)[3]. This gives 
access to all the other actuation units such as the brakes, 
accelerator, steering control etc. A more recent attack is discussed 
in [4]. The authors extracted master global shared encryption keys 
from deciphering the software code using a wireless key fob. This 
gave the researchers access to shared keys used by all the vehicles 
using the wireless key fob system from the affected brand. 

1.2. Current Security Needs 

A robust and secure framework is needed to improve the 
resiliency to malicious attacks. Traditional cryptographic 
primitives are computation intensive and rely on secrecy of shared 
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or session keys, and are applicable on large systems like servers 
and secure databases. These are unsuitable for embedded devices 
with fewer resources to allocate dedicated hardware for 
implementing security protocols with extra storage requirements. 
Alternatively, if external Hardware Security Modules (HSM) are 
considered to provide security, they are costly and require 
additional physical area and power. 

This paper demonstrates a hardware based light authentication 
framework integrating strong physical unclonable function for 
secret key generation and light cryptographic primitives, such as 
Elliptic Curve Cryptography to improve authentication protocol 
for small and resource constrained embedded devices at lower 
levels of composition. We evaluate the security methods for CAN 
protocol and propose techniques to mitigate those attacks on 
ECUs. Furthermore, the framework addresses the issue of 
unauthorized physical access to a vehicle via electronic means, and 
to the connected digital components within a vehicle. 

2. The CAN Bus Protocol 

The CAN bus, known as ISO 11898 architecture is a multi-
master bus connecting embedded components, I/O interfaces as 
well as gateways to communicate with the external world. It 
consists of three signals, CAN High, CAN Low and Ground, and 
the CAN standard specifies three data rates 125kbps, 500 kbps and 
1Mbps. In the more recent standard for CAN Bus, named CAN 
Flexible Datarate, CAN allows transfers of additional frames at 
non-standard and faster speeds. 

Figure 1 describes the standard data frame of CAN bus. The 
SOF bit denotes the start of frame, 11 bits store destination ID, 
Data field of 64 bits and CRC field is 15 bits to hold the checksum 
of the entire packet. The length of the standard CAN frame is 108 
bits whereas 131 for an extended CAN frame. On the physical 
medium CAN uses Non-Return to Zero (NRZ) encoding, that is 
after five consecutive zeroes on the stream, an extra ‘1’ bit will be 
added to that position before putting it on the bus. 

3. Threat Models 

CAN is susceptible to replay, man in the middle and stealing 
identifiers attacks. We demonstrate these attacks on CANBus, with 
the testbed using Raspberry Pi 2, PiCAN Duo CANBus Shield, 
Arduino UNO and CAN-BUS Shield.  

The PiCAN shield with two CAN nodes is connected with the 
Raspberry Pi. These nodes are considered to be legitimate nodes 
on the network. These nodes are referred as CAN0 and CAN1, as 
shown in Figure 2. The malicious node CAN2 is a CAN shield 
which is connected to an Arduino UNO. Figure 3 describes the 
block diagram of the complete setup. 

3.1. Eavesdropping 

CANBus is an insecure communication medium that transmits 
data in broadcasting the unencrypted packets to all connected 
nodes on the network. Malicious node getting physical or remote 
access to CANBus network has access to all the packet transfers 
and payload. Figure 4 shows traffic of packets on CANBus. The 
messages and destination identifiers are broadcasted and sent 
unencrypted on CAN. CAN0 messages for other nodes can be seen 
and recorded by CAN1. Similarly, any other device physically 
connected to the CAN bus can read all the communication over the 
network.  

To mitigate eavesdropping, the information passing on the bus 
needs to be securely encrypted. In [5], the authors present an 
external security solution, and [6] proposes 3DES encryption and 
an external controller for the transfers and traffic monitoring. The 
added area, power requirements and slower performance of the 
software based encryption and decryption processes make the 
solution impractical.  

3.2. Stealing Identifiers 

As shown in the Figure 4, the destination address in the 
identifier field are visible to the hacker/ attacker on the CAN bus. 
All devices probe the ID field of each message received and based 
on the ID, deduce if the message was meant for them or not. 
Malicious device records these identifiers and can launch attacks 
against other nodes. 

CAN0 CAN2 CAN1
CANH CANL CANH CANL CANLCANH

120Ω 120Ω

CANH

CANL
Figure 3 Block diagram of the Experimental Setup. 

SOF Arbitration Control Data CRC Field End of Frame

1 bit 12 bits 6 bits 0 – 64 bits 16 bits 7 bits

ACK

2 bits

Figure 1 Standard CAN Bus Frame. 

Figure 2 Experimental Setup. 

Figure 4 Screenshot of data transfer on the CAN. 
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In [7], an authentication and encryption mechanism is 
described, but it requires about three times more CPU cycles than 
the cycles required for normal operation of a CAN node.  

3.3. Non Repudiation 

The frame consists of the destination identifier and not source 

identifier. The communication network cannot confine the attack 
or identify the originating node based on the network analysis. This 
results in incorporating non-repudiation requirements at each 

device (ECU).  

3.4. Denial of Service 

Denial of Service attacks makes the resources or services 
unreachable; the CAN communication channel is made 
inaccessible by the malicious node CAN2 by broadcasting random 
messages on the bus without pause as demonstrated in figure 5, 
while CAN0 and CAN1 are exchanging information. With the 
vendor provided code, the legitimate nodes stopped operation and 
notified about receiving a buffer overflow error as shown in Figure 
6.   

In section 4 we propose a hardware based framework to introduce 
secure communication over CANBus and provide countermeasure 
against the discussed attacks. 

4. Hardware Based Encryption and Digital Signature 
Solution 

The limited processing power available on the hardware and 
real time constraints bound the traditional software based 
cryptographic solutions to provide secure communication. In 
embedded systems with a software solution, an attacker can extract 
the executable source code of the device using various methods to 
reverse engineer cryptographic algorithms and keys[8][9][4].  

We propose hardware based secure enhancements to each 
connected electronic control unit (ECU). The secure framework 
can be embedded into the processor fabric itself as a co-processor. 
The hardware design is made to minimize software dependency on 
the resource scarce devices. Additionally, with incorporation of 
hardware based obfuscation techniques, reverse engineering 

attacks or attempts for extraction of keys using hardware based 
attacks can be further mitigated. The proposed framework requires 
no secret keys to be stored on non-volatile memory within the 
nodes/ECUs, thus eliminating the probing attacks. 

The security framework is based on client server architecture. 
A local server node present on the network is responsible for 
handling all ECU nodes that are joined on the network. Each client 
must first be registered and authenticated at the server before they 
can communicate with the other nodes on a network. This process 
takes place in a secure and trusted environment, referred to as 
registration. Registration can be performed during manufacturing, 
assembly of vehicle components or at the trusted diagnostic 
centers. Figure 7 illustrates the local on-board server. 

Figure 8 shows the enhancements and design flow in form of 
block diagram of each secured ECU. Our framework assumes the 
server is secure and trusted. Following subsections discuss each of 
the components and their function in the framework. 

4.1. PUF Block 

Physical unclonable function (PUF) is an emerging physical 
layer cryptographic primitive used in hardware security and 
privacy protocols. These are embedded structures that utilize 
inherent manufacturing process variations to extract unique but 
reproducible secrets [10][11]. PUFs are based on a challenge-
response pair (CRP) mechanism. The challenge for a PUF is 
defined as a digital input, usually in the form of a bitstring of ‘0’s 
and ‘1’s. The output of a PUF is also digital but for most PUFs, 
this requires an on-chip mechanism to convert the small analog 
variations leveraged by the PUF to be digitized.  

There two different types of PUFs, namely Weak and Strong 
PUFs. A major difference between the two is that the weak PUFs 
have few challenges for which they can uniquely generate a key 
whereas strong PUFs have a large challenge space and therefore 
have a unique response for most of the challenges. The bit-

Figure 8 Secure block implemented at each client node. 

Figure 5 Screenshot of CAN2 flooding the network. 

Figure 6 Screenshot demonstrating buffer-overflow occurring at CAN0. 

Figure 7 Server locally connected to the nodes. 
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generation for cryptographic applications is a two-step process that 
is enrollment and registration. During the enrollment process, each 
PUF is given a set of challenges and the response pairs are 
recorded. Later when the PUF is in field, these responses are 
regenerated for use in identification and encryption applications.  

During the registration, each ECU produces a unique 
reproducible response/key that serves as private key. This response 
is reproduced using the error correction code and is used to 
generate public private pair. Helper data for reproducing the 
secrets is stored on the NVM of ECU for the given challenge and 
public key is communicated to the secure server, where it is stored. 
PUF based authentication is implemented within vehicle 
network[11]. All client nodes (or devices) are enrolled at the server 
before they can be used. The registration process is summarized in 
Table I. 

Table I.  Registration of nodes in a trusted environment. 

Algorithm: Registration process of client nodes in a trusted 
environment. 
Input: Challenge c, configuration parameters for the ECC curve. 
Output: Public key Ka of ECU. 
1: At each client node, input a challenge c for the PUF Block. 
2: PUF block computes a response r. 
3: Generate a public private key pair (a, Ka) using PUF response r 
and configuration parameters. 
4: Ka for each ECU is stored communicated to server, where it is 
stored in a public database accessible to every node on the bus. 
5: Public key of the server, Ks is stored in non-volatile memory at 
each client node for later access. 

4.2. Private/Public Key Generation Block 

We implement Elliptic Curve Cryptography Diffie-Hellman 
(ECDH) based asymmetric key exchange and encryption engine in 
hardware. ECC algorithm is suitable for the resource constraint 
devices, providing same strength of security as RSA. ECC 
algorithms are implemented in Galois Field(GF) which limit the 
range of output values and thus reducing the resource 
requirements. ECC implementations have been presented over two 
types of Galois Fields, namely Prime Fields (GF(Fp)) and Binary 
Fields (GF(F2^m)). National Institute of Standards and 
Technology (NIST) provides a set of recommended elliptic curves 
(http://csrc.nist.gov/groups/ST/toolkit/documents/dss/NISTReCur
.pdf).  

This block is used to generate public and private keys for a 
node. It is used in the one-time registration process (as described 
in the previous subsection). Based on the reliable PUF response, 
public and private keys are generated at each ECU during the 
authentication process that is initiated every time the vehicle starts 
(turning on of the ignition).  

4.3. Authentication and Shared Key Generation Process 

During the startup, each connected device requires 
authentication with the server to enable trusted environment. ECU 
sends a packet with its own id as target identifier and its public key 
encrypted with the shared key formed using ECC in the payload. 
The shared key block is used to generate a shared key between two 
communicating nodes to have an encrypted communication. At the 
startup of vehicle each device/ECU, the private key of the current 
node and the public key of the server, are used in Elliptic curve 

Diffie-Hellman (ECDH) algorithm for the secret shared key 
generation. This shared key is used in symmetric key encryption 
algorithm. All generated keys are stored in the volatile memory for 
the whole time vehicle is running and requires real time 
communication. 

Server decrypts the payload and compares the public key with 

the sender ID sent in the arbitration bits. Once the ECU is 

authenticated, server shares the public keys of the other ECUs the 

requesting node is allowed to communicate. 

Table II.  Algorithm for authentication performed at the beginning of each 
session. 

Algorithm: Authentication process. 
Input: None. 
Output: None. 
1: Each ECU generates PUF response r using stored challenge c, 
and helper data. 
2:  With r as the input to the Public / Private Key Generator Block, 
generate public and private keys, Ka and a respectively. 
3: With public key of the server Ks and private key a, generate 
shared symmetric encryption key Shab using the Shared Key 
Generation Block. 
4: Encrypt the generated public key Ka with the shared key Shab.to 
form message Em. 
5: Transmit Em to the server while setting the node ID IA of the 
current node as CAN message arbitration ID. 
6: At the server, once an encrypted message Em is received, Server 
decrypts it using the shared encryption key associated with IA to 
get message m, which holds the public key of node A, Ka. 
7: If Ka received is equal to the Ka stored in the database then 
consider node A authorized for the rest of the session. 
8: Wait for other nodes to register themselves. 
9: Server prepares a message for each ECU encrypting with the 
ECU’s shared key containing the public keys of all the registered 
nodes. 
10: Once this message is received at a node, decrypt it using the 
shared key. 
11: Each node communicates with the other nodes and generates 
session keys using both its private key and other nodes public key. 

 

The authentication process is a timed process. If any node fails 
to authenticate itself with the server in the time allocated, then it is 
blacklisted for communication for the entirety of that session. 
Private keys for all nodes are generated at run time and are not 
stored to ensure security. No private keys leave the node and are 
erased at the end of session. Figure 9 illustrates the sequence of 
communication during authentication of a node. 

Figure 9 Sequence Diagram for Authentication. 
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4.4. Key Storage 

The key storage block consists of a non-volatile memory 
(NVM) to store: 

 Input challenges to capture unique responses from PUF on 
each ECU. 

 Helper data consists of tuning stages configuration to re-
produce PUF response for private key(discussed in the next 
section).  

 Public key Ks of the server for server authentication. 
 Parameters to generate public private key pairs. 

The framework allows each ECU to generate the private key 
on fly thus does not require it to be stored in a NVM. Private keys 
can be stored temporarily in volatile storage along with the shared 
session keys between ECUs. For each pair of communicating 
nodes, the following elements are stored in the volatile key storage: 

 Shab: Generated Shared secret key for encryption for each pair 
of nodes (a being the source node and b the node being 
destination node). 

 Kb: Public key of the communicating node. 
No access is possible to the storage other than to the nodes 

connected to it. 

4.5. Encryption / Decryption Block 

Once shared keys are generated for each pair of nodes, these 
keys can be used for encryption and decryption for the given 
session. Every message that is sent must first be encrypted before 
it can be transmitted. Selection of a symmetric key algorithm is 
dependent on the choice of the system designer, for example an 
AES-128 engine. The message is sent to the Encryption / 
Decryption Block that encrypts the message at the sender and 
decrypts the message at the receiving node using the shared key. 

5. Implementation and Performance Analysis 

Following section discusses the implementation details of 
framework and its performance evaluation. Xilinx Kintex KC705 
FPGA Evaluation Board is used to implement the design IP with 
the clock speed of 200 MHz.  

5.1. PUF Implementation 

The Arbiter PUF is a strong PUF with multiple CRPs that 
utilizes the process variations in the identical delay lines to 
generate response bits. The traditional Arbiter PUF 
implementation is hard to implement on FPGAs because of limited 
capability on place and route process. This causes systematic bias 
and the bitstream is not random. An alternative Arbiter PUF 
implementation is proposed in [12] that utilizes the internal delays 
of an LUT as a source of entropy for the process variation. The 
FPGA implementation design details with symmetric delay lines 
are in further explained in [12]. 

A single stage of the delay line is illustrated in figure 10. The 
output is a function of A1, where A2 to A6 inputs decides the route 
of input to output. LUT is configured as an invertor, when the input 
signal A1 is 0, the output changes to 1 and vice versa. A rising edge 
is propagated to the first LUT of both upper and lower path that 
propagated through 64 stages. In our implementation, we have 
instantiated 16 copies of lower and upper delay lines to produce 
16-bit output response for each given challenge. The routing 
between the stages is shown in Figure 11. 

 
Figure 12  PUF Response stored in DFF. Figure 10 Implementaion of a single PUF stage. 

Figure 11 Section of  a PUF delay line. 
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In order to fine tune the delay difference due to routing, tuning 
stages are added to the end of the delay lines as described in [12]. 

Each delay line ends at an arbiter, in our implementation, we are 
using a D Flip Flop. The difference in the delay caused by the 

physical variation will result in either capture of a ‘0’ or a ‘1’ based 
on whether the lower or upper rising edge is reached on the flip-
flop clk or D input respectively. The capture stage is illustrated in 

figure 12. The implementation uses a total of 2416 LUT slices. 

5.2. Key Generation Subsystem 

ECC engine operating over the binary field GF (2^163)is used 
[13]. The ECC engine is only used on boot up to generate the 
public and the shared keys. Figure 13 shows the internal 
configuration of the ECC core. 

The selected implementation of the ECC engine is organized 
as a pseudo multi-core processor and has a total of three cores for 
finite field (FF) computation. They are connected using a RISC 
like instruction controller. For computation of a single point 
multiplication, the ECC core requires a total of 1428 cycles. Since 
our target platform is running on 200 MHz, the total time to 
compute a single multiplication point is 7.14 microseconds. In the 

process for shared key generation, there is a need for two single 
point multiplication operations at each node. On our target 
platform, the ECC core uses a total of 25,454 LUT slices. 

5.3. Encryption/ Decryption 

The encryption/decryption module consists of AES-128 for 
encryption. The AES engine uses the shared key generated by the 
ECC subsystem to encrypt any traffic leaving the node and decrypt 
any traffic coming in. AES-128 engine takes a total of 22 clock 
cycles for encryption and decryption and a total of 110 
nanoseconds. The AES engine has a footprint of 2560 LUT slices. 

Table III shows a comparison of different block computation 
speeds at different clock speeds. 

Table III. Comparative analysis of block computation speeds at different system 
clock rates. 

 AES-128 FF Multiplication 
At 60 MHz 366.66 ns 23.8 µs 
At 100 MHz 220 ns 14.28 µs 
At 200 MHz 110 ns 7.14 µs 

5.4. Storage Elements 

For implementing the storage elements of the framework, we 
are using the FPGA’s on-fabric block RAM resources. A block 
RAM of 128-bit width and 512 elements is instantiated. On our 

target board, a total of two 36K BRAM elements were used. This 
memory element has a read and write speed of one cycle.  

5.5. Timing Analysis 

The framework has system clock speed of 200MHz and CAN 
speed is 1Mbps. Time for transmitting one bit at the data rate of 
1Mbps is 1µs. We are ignoring bit stuffing due to NRZ encoding 
in our computation. The time required to transmit one data frame 
is 1 x 108µ = 108 µsecs. Each frame has a total of 64 data bits, to 
send an AES-128 encrypted 128-bit message, two data frames are 
required. The total time for transmission for an encrypted message 
is 108µ x 2 = 216 µsecs. 

During Authentication 

At the time of boot up, at each node the first the public key is 
generated using the private key. This process requires one point 
multiplication operation to be performed in the ECC core. As 
stated in subsection 5.2, this operation requires a total of 
7.14µsecs. Using the stored public key of the server, another point 
multiplication operation will be required to generate the shared 
encryption key. Per Table II, this key is encrypted before it is sent 
to the server. The encryption operation takes 110 ns. Therefore, the 
total minimum time required from boot-up to sending the server 
the shared key is: 

(7.14µ x 2) + 110ns +(2 x 108µ) = 230.39µs. 

For each node that has been authenticated by the server, the 
server will send a 3-part message (as described in figure 12) to all 
the connected nodes. The first part contains the node ID of the node 
authenticated, and the two parts (total of 128 bits) will consist of 
the encrypted public key of an authenticated node.  

Time taken to send these three messages is: 

108µ x 3 = 324 µs. 

This process will be repeated for all successfully authenticated 
nodes. 

Since the public key of an authorized node is encrypted in the 
message, it needs to be decrypted. This process will take another 
110 nanoseconds. To generate the shared key for that public key 
requires another 7.14 µs by the ECC unit. 

During normal operation 

During normal operation, CAN message is encrypted, it will 
take a total of two frames to transmit a message. Table IV gives a 
message overhead incurred for authentication on CANBus 
communication operation. 

Table IV. Overhead overview at standard can connection speeds. 

 125 kbps 500 
kbps 

1 Mbps 

Time for sending one frame 864µs 216µs 108µs 
During Authentication 

Node sending encrypted 
message to server (2 frames) 

1.728ms 432µs 216µs 

Server’s reply (3 frames) 2.592ms 648µs 324µs 
Normal Operation 

For a message (2 frames) 1.728ms 432µs 216µs 

Figure 13 Block Diagram of the ECC Core. 

Receiver ID ID Packet 1 ID Packet 2

Figure 14 Server's reply to a node after authentication. 
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6. Security Analysis 

The proposed framework assumes a secure server, and the 
legitimate/authorized ECUs are not compromised and does not 
allow unauthorized code execution. In the proposed framework, 
the payload of CAN Bus packets are encrypted. There are no 
private key storage or exchanges in the untrusted field. An ECU 
node stores only the public key of the server. This makes it difficult 
for an attacker to retrieve keys through probing or man in the 
middle attack.  

No new device can be added in the field, since the device needs 
to register with the server in a trusted environment before the 
server can send the shared key of this node to the other connected 
ECUs, it must be authenticated. Since the malicious node’s public 
key is not stored in the server, it will not authenticate it and 
therefore will not communicate its ID with the other nodes. Thus, 
eliminating backdoors for accessing the network physically. All 
the nodes have different keys and as such on compromise of a 
single node, even if an attacker can retrieve a private key from one 
node, the private key to the other node will still be unknown to the 
attacker.  

In the scenario where an attacker has acquired the public key 
of a legitimate node on the network or in case of a server database 
compromise, an adversary can only retrieve the public keys of 
participating ECUs. Once a communication from the adversary is 
initiated, the legitimate node will reject it since public key was not 
initially sent by the server.  

7. Conclusion 

In this paper, we investigate the threat models of internal 
vehicular network communication using CANBus. We present a 
secure framework for authentication and point to point encrypted 
communication for ECUs. Paper presents the architecture and 
implementation details and area overhead of FPGA 
implementation. The hardware based security solution for the 
resource constraints and time critical applications are viable for the 
automotive industry. 
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1. Introduction 

This paper is an extension of work originally presented in 19th 
International Conference on Computer and Information 
Technology (ICCIT). IEEE, 2016 [1]. The number of users using 
the internet is rapidly rising with the advancement of the internet 
as it helps users to find information of their interest with in very 
short possible time. Compared to the number of internet users in 
1995 which was only 1% of world’s total population, it has 
increased up to 40% in recent years. This mass communication 
media has gained so much popularity that people have been using 
this on daily basis. 

The internet serves its users through web applications and 
websites. The reasons why web applications have gained so much 
popularity are given below- 

• Zero installation cost 

• Reduce business costs 

• Reach anybody, anywhere in the world 

• 24/7 accessibility 

• Access to the latest information  

 Web applications are being used in medical, banking 
transactions, online buying selling, online marketing, 
communication etc. Web application can help doctors to prescribe 
elder people [2]. With the escalation in number of web 
applications, the amount of information is increasing. Any kind of 
web applications have numerous number of contents within it. 
With large number of contents it is often difficult to satisfy the 
users. Most of the time users have to go through a large number of 
information to find out their required information which is leading 
towards usability problems. To evaluate and improve web 
applications, usability issue has become an important field of 
study. Nowadays Facebook, YouTube etc. have become so much 
popular because of their advanced recommendation systems. In 
order to solve the usability problem researchers are consistently 
working on how user experience can be improved. How the user’s 
experience can be improved is described in [3]. This paper focuses 
on how web application contents can be made more user friendly 
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through mouse tracking. We propose a generalized approach that 
will solve any kind of web application’s usability problems at the 
same time improving the user experience. 

2. Background 

 A large number of contents often make it hard for the users to 
find their items of interest. Solution to this problem is to make 
user-centered web applications. Developing a user centered web 
application is not an easy task as it’s often very difficult to take 
user’s feedback manually. There have already been many works 
for knowing user’s preferences and expectations automatically 
without bothering the user [4]. An earlier study [5] shows adaptive 
navigation mechanisms and illustrates how these can help web 
applications. The paper [6] focuses on architecture, database 
design, local concepts, and user interface design for developing 
content management system. User interest can be predicted by eye 
tracking [7]. An alternative way for predicting user’s engagement 
can be mouse activity and cursor movement. Mouse activity can 
be used for web designing to make the user interface more precise 
for user usage [8]. In our previous work [1] it’s described how 
user-modeling and recommendation by mouse-tracking can be 
used for the construction of an intelligent e-commerce website. In 
the previous version of work, we only worked with the registered 
users of ecommerce websites. We tracked their mouse movement 
and clicked information for modeling their interest in database.  
Based on modeled data, we provided them recommendation so that 
they can easily find their product of interest. In this version of 
work, we suggested generalized algorithms which will support any 
kind of web applications. User interest data will be stored in the 
browser cookie rather than database which will improve the 
loading time of application and overall performance. More detailed 
brief of data collection process and content reordering is provided. 
We have compared some exiting approaches defining their 
problems and solving those issues with our system. This paper 
mainly focuses on how web application content can be organized 
in a manner that responds to user interest. For achieving this goal, 
this paper will focus on providing algorithms, observe user 
engagement, find user interest, store data in browser cookie, re-
organize the web application contents based on interest data. 

3. Overview of Previous Work 

 Previous approach that was taken earlier was to design a 
recommendation model based on the interests of users of 
ecommerce web applications. The overall process was to learn 
about the interests of users through mouse-tracking, analyze the 
interest data to create user model and recommend user according 
to the best match of their interest using. To complete the process, 
we proposed two algorithms: Modeling Algorithm (MA) & 
Recommendation Algorithm (RA). Modeling algorithm is used to 
collect user interests data through some specific button click (like 
search button, compare button & detail button) and mouse 
movement over various content. These information are stored in 

database. Recommendation algorithm uses these data from 
database and try to find out any matched product from the 
intersection of clicked data and mouse movement data and provide 
recommendation based on obtained product/products 
category/categories. On finding no matched product at first, it 
checks for maximum clicked data as it reflect more user interest 
specifically and recommends product according to the category of 
that/those product/products. If this happens that user have not yet 
clicked anything, then it checks for maximum mouse movement 
data and recommends product/products according to this. If both 
mouse clicked and movement data are null, then it recommends 
nothing but the default items. 

4. Proposed Algorithm 

4.1. User Interest Capturing Algorithm (UICA)  

 UICA or User Interest Capturing Algorithm is used to observe 
user behavior in a web application to capture user interest and store 
interest data in browser cookie. A web application has several 
content section. We mark each of them with id. At first, we find 
out the type of activity in which user is involved. In our case, there 
were two possible scenarios. One is button or hyperlink click and 
the other one is mouse movement over content. Each of the activity 
is stored in different way (different array for both click information 
and moue move information) in browser cookie. Whenever this 
section is clicked or mouse moved over the content for threshold 
time, we get that id. Figure 1 shows the code snippet how we 
identified each of the content. 

 
Figure 1 Code snippet of identification of a content 

 After getting the content id depending on what type of activity 
user is involved in, we find out whether that item existed in the 
browser cookie or not. Upon earlier existence we increased the 
counter of that product. If the item is not already stored in the then 
we store it in the browser cookie on relevant place (for mouse 
movement we store the information in cookied_mousemove_data 
array and for click activity we store the information in 
cookied_click_data array).  Details discussion about the whole 
process is presented in the implementation section of this paper. 

http://www.astesj.com/
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 Figure 2 shows the visualization of how mouse data is stored 

 
Figure 2 Visualization of how mouse data is stored. 

 Figure 3 shows User Interest Capturing Algorithm. 

 
Figure 3 User Interest Capturing Algorithm 

4.2. Content Reordering Algorithm (CRA) 

CRA or Content Reordering Algorithm as the name suggest is 
used for content reorganization based on browser cookie data 
which was collected through UICA. The process of reordering is 
discussed below: 

      First we get all the mouse moved and content clicked data from 
browser cookie. We find out the max clicked and max mouse 
moved item/items id/ids. Assuming that both of the max clicked 
and mouse moved items are not empty, the system will find out 
intersection of both information and try to find out related items. 
Finding upon any related items the content will be reorganized or 
else default content will be served to the user. If any of the mouse 
moved and clicked data is empty then the system will find out 
related items based on the kind of data that was available. When 
any related item/items is found, then the system will automatically 
reorganize its content accordingly.  If there is no information 
stored in the cookie both for mouse moved and clicked data than 
the default content will be displayed. More brief discussion is 
covered in the Implementation section. 

Figure 4 shows Content Reordering Algorithm. 

 
Figure 4 Content Reordering Algorithm 

5. Proposed Approach for Web Applications 

 Web applications engage users. Web interfaces that has 
confusing navigation and huge content bores the user. People often 
avoid these applications and go elsewhere to perform their tasks. 
The most challenging task for any web application is how to design 
so that it can satisfy all of its users. Successful web applications 
serves appropriate content which stimulate and maintain the users 
interest, motivation, and attention through relevant and exquisite 
information related to individual. In short, they ease users 
enjoyment of their tasks. User engagement (UE) and user 
experience can help user in judging product quality during 
interaction [9]. Our approach will solve this problem as discussed 
in previous section. 

 For any kind of user-centered application, it is mandatory to 
know about what each user interested in. User interest is very 
difficult to find out as it varies with age and culture. Click data can 
identify user interest [10]. Interest model can be built upon user 
reading and organizing of documents [11]. Interest of users can be 
known explicitly or implicitly. Explicit learning includes feedback 
from users or the rating system. As there is no benefit of giving 
feedback or rating has no influence on their user experience they 
may not give any rating [12]. In implicit learning procedure users 
remain completely unaware of the fact that they are giving 
information about their liked contents. Mouse scroll movement 
and time spent any content can be hint of user’s interests [13]-[14].  

 Eye tracking is the best possible way to learn about user interest 
for this reason human eye has been studied in HCI [15]. The 
advertising industry, entertainment industry, packaging industry 
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and web design [16] can be significantly benefited from studying 
the visual behavior of the user. The automotive, medical and 
defense industries have also been using eye tracking technology to 
make us safer. Understanding of how eye moves has become an 
extremely important consideration in research and design. There 
are some problems in eye-tracking. They are: 

• Eye-tracking equipment’s are costly. 

• For getting correct data these devices need proper 
alignment with user’s eyes. As user’s eye position cannot be fixed 
to a place as body moves so the task becomes more difficult. 

• If one or both eyes do not move smoothly, accurately and 
quickly across a line or from one object to another it creates 
problems. This problem includes the inability to fixate (lock one's 
eyes) onto a single target (like a word on a printed page). 

• If a person’s word to word eye movement is not tracked 
precisely then it creates major problems like reading, writing or 
copying. 

The remedy of this problem lies in mouse tracking. As users 
have to use mouse to interact with any web application, it is the 
best and most cost effective way to find out user interest from their 
mouse movement. Earlier studies shows that how mouse 
movement is related to eye movement [17]-[20]. We would like to 
mention here that this paper is beyond the debate of the 
relationship between eye movement and mouse movement. The 
paper [21] represents an estimation of visual attention on Search 
Engine Result Pages (SERP) by log-based mouse movement 
model. This includes snippets, aggregated results and 
advertisements. The mouse movement and click data can reflect 
user’s behavior while interaction [8], [22], [23]. Previous research 
shows that user interest can be traced by clicking, reading, 
hesitating, mouse hovering and scrolling [24]-[27]. Biometric 
identification can be done by mouse movement [28]. It is essential 
for any web application to learn whether existing user interface 
provides support to different kinds of users [29]. The effectiveness, 
efficiency and usability of the website is improved by the 
involvement of the users in design and evaluation [30]. In the field 
of web marketing mouse tracking plays a vital role as it improves 
user experience in web applications by effective mouse movement 
and user hesitation levels [31]. 

Any software usually uses database to store information. Large 
scale application contains huge number of information offering to 
its users. In such situation it would not be feasible to use database 
to store user interest information as it can lead to crash or the 
application being slow. Other possible way is browser cookies. 

User preferences, shopping carts information and anonymous 
data of third party applications like Google Analytic etc. are 
retained in cookies. User authentication is made dynamic and 
validated with the help of browser cookies [32].  Cookies also 
make user browsing experience better. The paper [33] defines how 
structured data should be stored in browser. 

 Continuous growth of web application has led to overload 
problem both for information and its usage. User often finds it 
difficult to find their necessary information when it is needed the 
most [34]-[35]. Recommendation system identifies the problem 

and comes up with a solution by finding user interest data from 
large number of contents [35]-[36].  Recommendation systems use 
details of user's views, opinions, liking, disliking, habits etc. to find 
out the best match information that is nearly or in some case 
exactly the same as their interests.. 

6. Implementation 

Implementation steps are followed as below: 

6.1. Demo Website 

First and the most obvious necessary thing is a website. We 
developed a e-commerce web application for our testing with an 
attractive outlook. 

6.2. Data Collection 

The data were collected from user implicitly. We asked users 
to visit our system. System will then observed user behavior while 
interacting with our system and reorganize its contents according 
to user specific behavior. For knowing user interest we used our 
User Interest Capturing Algorithm (UICA). The whole process of 
data collection are described below:. 

6.2.1 Click Data Collection: In any kind of interaction with the 
web application user click is a very important feature. As user is 
intended to click the things that attracts them most or the things 
that fulfill their needs, user clicked data were taken into 
consideration in our content reordering. Our system will check if 
user have clicked on button or hyperlink or not, if so then it will 
search for that content in the browser cookie where all clicked data 
are stored. If any match is found then system will increase the 
number of click of that item otherwise it will add the content in the 
clicked data as a new entry. The below figure shows how button 
click data will be stored in the cookie. Figure 5 how button click 
data will be stored in the cookie. 

6.2.2 Mouse Data Collection: What if user only browses a 
system without clicking any content? User can only read the 
summery in this situation.  If user mouse enters any specific 
content over and over again, this indicates that user is interested in 
that specific content. This also should be taken into consideration 
while collecting user interest information. Mouse movement data 
are collected on user’s each movement. We defined a threshold 
time in our case it is 1 sec. If at any time user mouse remains still 
over a content for the threshold time then we will take that action 
in our consideration and check if the content is already in the 
mouse movement data in the cookie. If this happens then we will 
increase the number of mouse movement data of that item 
otherwise it will add the content in the mouse movement data as a 
new entry. Figure 6 shows how user mouse movement data would 
be stored in the browser cookie. 

6.3. Content Reordering 

For content reordering our developed system will use Content 
Reordering Algorithm (CRA). As user mouse may remain still at 
some content even if user has no interest in that content. This will 
not provide us with an actual solution. That is why we will mainly 
focus on user clicked data.
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Figure 5 Process of collecting user clicked data. 

 
Figure 6 Process of collecting user mouse movement data. 

The total process of content reordering is given below in brief: 

• First of all the system will get all the clicked and mouse 
movement data from cookie. 

• Finding out the max clicked and max mouse moved 
items from the cookie is the next step. 

• The next step of our procedure is to check whether both of 
the max clicked and max mouse moved items are empty 
or not. When this happens the system will then find the 
intersection of max clicked and max mouse moved items. 
On finding any item or items then it organizes its contents 
in manner that responses to the related items to the item or 
items from the intersection. If it fails to find any item, the 
system will not change or reorder its contents at all. 

• On the failing of above situation system will check out 
for max clicked items. If it finds one or more item/items 
then content of the web application will adapt to the 
situation by reordering its contents. 

• Whenever step 3 and step 4 fails then the system will 
prioritize on the max moused moved items. In the state 

where the system finds one or more items, then it will 
reorder its contents related to those item/items. Otherwise, 
there will be no reordering. 

• Lastly if a situation arises that user visits the application 
for the first time or above step 3, 4, 5 don’t provide with 
the related item/items required then the content will 
remain the same as it was earlier. 

7. Result Analysis 

For evaluating our algorithms and data collection process our 
demo website was put into a web server. That was there for about 
a month. We asked the visitors to browse our application for 5-10 
minutes. By this time using our UICA, we collected user interest 
data and system adapted to its contents using CRA. We also asked 
users explicitly about their liking’s (contents) in our system for 
better understanding of the efficiency of our proposed algorithm 
UICA and CRA. 

Over the period of a month data was collected from 120 users 
of different age and profession. Figure 7 shows rating from 
anonymous users. Over all findings are quite satisfactory. Rating 
from user averaged 4.43 out of 5.00. 
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The system incredibly got accuracy of 91.67% (110 out of 120 
users) of serving user according to their interests. Figure 8 shows 
the accuracy of our evaluation. 

For better understanding of our approach we will briefly 
describe content reorganization for a random specific user among 
the 120 users. Figure 9 shows the content before user browse our 
system. The user is a businessman aged around 42 years. He visited 
our developed e-commerce web application. Figure 10 shows the 
visualization of his interaction with the system. 

While he was interacting with the system, system closely 
monitor his mouse movement and click on web content. We stored 
the type id/ids in our case the category of the product both for 

mouse movement and click in browser. Figure 11 shows how data 
is stored in user’s browser and findings of user interests. 

Reorganization of content is done with the help of CRA. Using 
the algorithm, the system found out that he has mostly visited the 
electronic goods or clothing type items (type/category id 7 and 15) 
which was the intersection of mouse moved data and clicked. The 
system than reorganized its products which were of electronics and 
clothing (serve products of electronics category first as it has the 
most count value which was acquired from the sum of click and 
mouse moved count value). Figure 12 shows the content after 
reordering based on his interest data stored in the browser cookie. 

 

 
Figure 8 Content reordering accuracy 

 

 
Figure 9 Content before user browsing 
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Figure 10 Visulaization of user interaction with the system 

 

 
Figure 11 Data storage and user interest finding process 

 
Figure 12 Content after user browsing

 At the completion of his browsing we asked him for his 
experience. He told that he was overwhelmed to see contents being 
changed almost immediately after his each activity. He gave us 
rating of 4.75 out of 5.00. 

8. Comparative Analysis 

The paper [8] introduced mouse movements as an additional 
layer of information that interprets user interest. In our previous 
work [1] we implemented the idea. We gave a new approach and 
algorithms which gives the accuracy of 87.50 %. 

Our proposed system [1] solved the problem of e-commerce 
website by storing registered user interest in database and 
providing recommendation based on the interest data but can face 
problem in large scale application if we approach with same 
approach. With huge number of users the system loading time may 

increase. This will be quite frustrating for the users. The approach 
discussed in this paper can solve all the existing problems using 
our newly given two algorithms UICA, CRA and storing data in 
browser cookie. This will not affect the performance of the 
application and there is no need to distinguish between registered 
or unregistered user anymore. New approach gained accuracy of 
91.67% compared to earlier accuracy which was 87.50%. So the 
accuracy has increased 4.17%. Figure 13 shows the accuracy of 
different systems. 

There was 1.2% improvement in the rating system. Our 
previous system loading time was 2.8749 sec where new system 
loads in 2.6531 sec leading to 22.14% improvement of 
performance. Figure 14 shows the improvement of performance 
using our new approach. 
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Figure 13 Accuracy comparison graph 

 
Figure 14 Loading time comparison graph 

9. Conclusion 

Purpose of this research is to make web applications more user 
oriented for better interaction and better user experience. Our 
proposed approach is hassle free as our system will observe user’s 
common actions (mouse movement and click) without bothering 
them and reorganize its contents according to their needs. This 
approach can be helpful for both large and small scale web 
applications. Our system also provided great accuracy in 
identifying user’s interests and reordering its content according to 
each user interest. We would like to introduce machine learning to 
raise the accuracy level in future. 
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 Multi-attribute reverse auction is widely used for the procurements of enterprises or 
governments. To overcome the difficulty of identifying bidding attribute weight and score 
function of the buyer, the multi-round auction and bidding models with multiple winners 
are established based on fuzzy data envelopment analysis. The winner determination model 
of the buyer considers the integrated input-output efficiency of k winners. The bidding 
strategy of seller is divided into two parts: the first one estimates the weight of the ideal 
supplier that is thought to be the buyer’s preference; the second one is to calculate the 
weight of the test supplier which reflects the change trend of current weights and the seller’s 
weakness. The final predicted weight is the weighted sum of both. On the basis of known 
weight, the test supplier can improve his efficiency to increase the winning chance in the 
next round auction. Our models comprise crisp numbers and fuzzy numbers. Finally, a 
numerical example verifies the validity of the proposed models. 
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1. Introduction  

This paper is an extension of work originally presented in 
2016 31st Youth Academic Annual Conference of Chinese 
Association of Automation [1]. 

With the rapid development of network technology and 
electronic commerce, multi attribute reverse auction has been 
widely applied to the enterprise or government procurement of 
goods or services due to saving cost, increasing income and 
conducting comprehensive assessment of multiple indexes. 
Especially, online procurement auction plays an important role in 
E-commerce [2].  

In the multi-attribute reverse auction, winner determination 
problem of the auctioneer and bidding strategies of bidders are two 
key problems. Many scholars have done a lot of work. At present, 
there are two main research methods: one is from the perspective 
of game theory. An optimal auction model was designed with two 
attributes of price and quality and the best bidding strategy for a 
bidder was provided where a linear score function was used to 
evaluate the bids in [3]. This model was extended to an extensive 
application from different aspects in [4, 5]. A decision support 

model was used to solve the winner determination problem of the 
multi-attribute reverse auction in [6]. Another is from the 
perspective of decision theory. The multi-attribute auction 
problem based on the technique of order preference was studied in 
[7]. A fuzzy multi-attribute matching and negotiation mechanism 
of single round reverse auction with fuzzy numbers was studied in 
[8]. A PT–BOCR decision method of risk-averse bidders was 
developed where prospect theory was incorporated into the 
“benefits, opportunities, costs and risks” framework in [9]. 
Mathematical programming model was applied for the selection of 
suppliers in [10]. In [11], the winner determination problem was 
solved through an evolutionary algorithm of goal programming 
model. 

In all these studies, the score function of supplier evaluation 
and the weight of bidding attribute need to be predefined ahead of 
time. But in the real auction process, it is hard to achieve because 
of complex environment. Furthermore, accurate description of 
uncertain or vague attributes is another critical issue in practice, 
especially in a multi-round multi-attribute reverse auction. 

Since data envelopment analysis (DEA) was firstly proposed 
by Charnes in [12], it has been broadly used in various fields. DEA 
is a nonparametric linear programming method for evaluating the 
input-output efficiency of decision making unit (DMU) [13]. Thus, 
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to avoid the difficult of the determination of score function and 
weight of bidding attribute, DEA is proved to be an advantageous 
tool in multi-attribute reverse auction. Bogetoft and Nielsen 
developed a DEA based auction mechanism with asymmetric 
information and correlated costs [14]. DEA was combined with an 
integer programming model to elicit preference information of the 
buyer in [15]. Data envelopment analysis was applied to the 
selection problem of multi-attribute reverse auction from the 
perspective of the suppliers in [16]. But all these DEA models are 
solved under the assumption of the crisp input–output data [17]. 
However, the input–output data in most auction models are often 
vague or imprecise in a real world when the auction relates to 
multiple different attributes. Thus fuzzy DEA provide a powerful 
tool to solve the vague or imprecise information. Meanwhile, a 
great of works has already been done in many fields [18–21].  

In this paper, by the fuzzy DEA and possibility theory, we 
develop a winner determination decision model with multiple 
winners, in which sealed-bid multi-attribute reverse auction can be 
conducted regularly, that means a multi-attribute multi-round 
simultaneous auction. From the perspective of unselected supplier, 
we consider weight information of ideal supplier and winning 
supplier simultaneously, and predict the possible weight in the next 
round auction. Under the premise of increasing input-output 
efficiency, the test supplier will stand a chance to win bids in the 
next round auction by improving the value of bidding attribute. 
The developed methods comprise two new characteristics. To 
begin, Fuzzy numbers are allowed for existence in the multi-
attribute reverse auction model. The score function of buyer is not 
essential to auctioneer and bidders. Moreover, strategies of buyer 
and sellers are given based on the same principle. The decision of 
bidding attribute weight is no longer a complicate problem. All the 
models can be transformed into linear programming problems and 
it is easy to compute for the practical application. 

The rest of this paper is organized as follows: The multi-
attribute multi-round reverse auction design is depicted in section 
2. In section 3, the winner determination model for the buyer with 
multiple winners is suggested in view of fuzzy DEA. The bidding 
model of unselected seller is also presented for the same scene. A 
numerical example is given to demonstrate the proposed models in 
section 4. In section 5, the conclusions are presented. 

2. Auction Mechanism Design 

In this section, the proposed multi-attribute reverse auction 
mechanism is described and the related application background 
and conditions are presented.  

There exists a buyer and multiple suppliers in the proposed 
multi-round sealed-bid reverse auction. The single buyer needs to 
procure the same k indivisible commodities provided by the 
different k suppliers at regular intervals. All the suppliers want to 
make a bid to become the winners in each procurement auction. It 
is similar to a multi-unit multi-round multi-attribute simultaneous 
auction. When k=1, it is a multi-attribute single–item reverse 
auction for an indivisible commodity. 

In every auction cycle, the buyer first sends the request for 
quotes which provides the basic demand and requirement for the 

bidders. For example, the buyer has a minimum or maximum 
threshold value for bidding attributes. At the same time, the last 
round winners’ quotes information is shared by all the bidders. All 
the bidders know that the buyer evaluates suppliers mainly through 
the input-output performance. However, they don’t know the true 
attribute weight. Second, the qualified suppliers, who fulfill the 
demand and requirement of buyer, submit bids on multiple 
attributes of procured commodities. And some of attribute value 
are fuzzy numbers which describe the vague and imprecise 
information of procured commodity. Here the previous winners’ 
bidding information is a common reference for all the suppliers. 
Each supplier only has one chance to bid and the submission 
cannot be revised. Finally, the buyer decides the final k winners 
according to their integrated input-output efficiencies and declares 
the corresponding information of the k winning suppliers. 

This auction mechanism is common among enterprise and 
government procurement. Therefore, the decision of strategies of 
buyer and sellers are significant. In the next section, winner 
decision making model of buyer and the bidding model of sellers 
are established respectively. 

3. Winner Decision Models of the Buyer 

In this section, basic knowledge of fuzzy number and fuzzy 
DEA is introduced. Then the winner determination model of buyer 
with multiple winners is proposed based on fuzzy DEA model. At 
last, the bidding model of sellers is constructed, where the 
preference weight of buyer and possible weight reflecting the 
weakness of the seller are reckoned simultaneously. 

3.1. Fuzzy Arithmetic and Fuzzy DEA 

A fuzzy number is a fuzzy set characterized by a given real 
number interval, whose value of membership is between 0 and 1. 
It is often used to describe a vague, imprecise variable or a 
linguistic variable in a more direct form. The triangular fuzzy 
number is most commonly used in practice. It is defined by the 
following membership function ( )X xµ . 

 

1 2 1 1 2

3 3 2 2 3

( ) / ( ), ,
( ) ( ) / ( ), ,

0, ,
X

x x x x x x x
x x x x x x x x

otherwise
µ

 − − < ≤
= − − < ≤



  (1) 

where 1 2 3, , ,x x x x are non-negative and 1 2 3x x x≤ ≤ holds. A 
crisp real number is regarded as a special case of triangular fuzzy 
number. We usually denote the triangular fuzzy number X  as

1 2 3( , , )X x x x= . 

We denote two triangular fuzzy numbers as 1 2 3( , , )X x x x=  

and 1 2 3( , , )Y y y y=  respectively. Then the fuzzy arithmetic 

operations on X and Y  are defined as follows [19]: 

Addition: 1 1 2 2 3 3( , , )X Y x y x y x y+ = + + +  ; 

Subtraction: 1 3 2 2 3 1( , , )X Y x y x y x y− = − − −  ; 
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Multiplication: 1 1 2 2 3 3( , , )X Y x y x y x y× ≈  ; 

Division:
1 2 3

3 2 1/ ( , , ).x x xX Y
y y y

=   

Fuzzy DEA model has the following primal linear 
programming statement for the CCR model [18]. 

0
1

s

r r
r

Max u y
=

∑   

1 1
. . 0

s m

r rj i ij
r i

s t u y v x
= =

− ≤∑ ∑  , 1, 2, ,j n=   

 0
1

1
m

i i
i

v x
=

=∑   (2) 

, 0, 1, 2, , ; 1, 2, , .i rv u i m r s≥ = =   

where the subscript 0 is the decision making unit(DMU) under 
the evaluation. When input and output data of (2) are be 
characterized by positive triangular fuzzy numbers 

1 2 3( , , )ij ij ij ijx x x x=  and 1 2 3( , , )ij rj rj rjy y y y=  including crisp input and 
output data as a special case of triangular numbers, we can obtain 
the following fuzzy DEA model. 

1 2 3
0 0 0

1 2 3 1 1 1
0 0 0 0

3 2 1
0 0 0

1 1 1

( , , ) ( , , )

s s s

r r r r r r
r r r

m m m

i i i i i i
i i i

u y u y u y
Max E e e e

v x v x v x

= = =

= = =

≈ =
∑ ∑ ∑

∑ ∑ ∑
  

 

1 2 3

1 1 1

3 2 1

1 1 1

. . ( , , ) 1

s s s

r rj r rj r rj
r r r

m m m

i ij i ij i ij
i i i

u y u y u y
s t

v x v x v x

= = =

= = =

≤
∑ ∑ ∑

∑ ∑ ∑
 (3) 

, 0, 1, 2, , ; 1, 2, , ; 1, 2, ,i rv u i m r s j n≥ = = =    

where 0E  represents the fuzzy efficiency of DMU0 under 
evaluation and it is also a triangular fuzzy number. In accordance 
with the existing method, (3) can be transformed into the following 
three linear programming models [19]. 

1 1
0 0

1

s

r r
r

Max e u y
=

= ∑  

 3
0

1
. . 1

m

i i
i

s t v x
=

=∑  (4) 
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1 1
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s m
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, 0, 1, 2, , ; 1, 2, , .i rv u i m r s≥ = =   

2 2
0 0

1
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Max e u y
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2
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. . 1

m

i i
i

s t v x
=
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 3 1

1 1
0, 1, 2, ,

s m

r rj i ij
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u y v x j n
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− ≤ =∑ ∑   (5) 

, 0, 1, 2, , ; 1, 2, ,i rv u i m r s≥ = =   

3 3
0 0

1

s

r r
r

Max e u y
=
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1
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1
. . 1

m

i i
i

s t v x
=
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 3 1

1 1
0, 1, 2, ,

s m

r rj i ij
r i

u y v x j n
= =

− ≤ =∑ ∑   (6) 

, 0, 1, 2, , ; 1, 2, , .i rv u i m r s≥ = =   

The fuzzy efficiency of each DMU is derived from the above 
models. All the DMUs are ranked according to efficiencies of the 
above objective value. 

A variety of methods are proposed to compare fuzzy number, 
we use the preference degree approach to rank the fuzzy numbers 
[19]. Let 1 2 3( , , )X x x x=  and 1 2 3( , , )Y y y y=  be two triangular 

fuzzy numbers, then the degree of preference of X Y>  is defined 
as follows.  

1 3

3 1

3 1 2
2 2 3 1

3 1 2 2 3 1 3 1

3 1 2
2 2 1 3

3 1 2 2 3 1 3 1

1,
0,

( ) , ,
( )( )

( )1 , ,
( )( )

X Y
X Y

X Y Y X

S
r

S S

x y
x y

x y if x y x y
x y y x x x y y

y x if x y x y
y x x y x x y y

>
>

> >

=
+

 ≥
 ≤
 −= ≤ >

− + − − + −
 − − > <

− + − − + −

 

 

   

 

where 
X YS >   represents the area of X Y>   in the imagine of 

membership function of ( )X Y xµ −  and 
X YS <    represents the area of 

X Y<   in the imagine of membership function of ( )X Y xµ −  . From 
the definition of the degree of preference

X Yr >  , we know that

1X Y X Yr r> <+ =    . In general, if 
X Yr >  Y Xr >>   , we think that X is 

bigger thanY and if 
X Yr >  Y Xr ><   , we think that X is smaller than

Y . When
X Yr >  0.5Y Xr >= =  , X  is indifferent toY .  

Based on the degree of preference, we can compare any two 
fuzzy numbers, and then a complete priority order of fuzzy 
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efficiencies of suppliers can be obtained in the following multi-
attribute reverse auction. 

3.2. Auction Models of the buyer with Multiple Winners 

In the multi-attribute reverse auction, multiple attributes of 
procured commodity may be vague or imprecise which cannot be 
impressed by the crisp real numbers. For example, the design level 
of a commodity, the reputation of a seller and so forth. It is 
necessary to consider the evaluation problem of suppliers with 
fuzzy attribute data. Thus, on the base of the fuzzy DEA theory, 
we construct a winner determination model of multi-attribute 
reverse auction with multiple winners from the perspective of 
buyer. 

As we need to determine k winners once in an auction, total 
input-output efficiency of selected k suppliers is taken for the 
objective function. After adding some appropriate constraints, (3) 
can be transformed into the following three linear programming 
models to determine the final k winners of multi-attribute reverse 
auction. 

1 2 3

1 2 3 1 1 1 1 1 1

3 2 1

1 1 1 1 1 1

( , , ) ( , , )
t t t

t t t

k s k s k s
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k m k m k m

i ij i ij i ij
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u y u y u y
Max E e e e

v x v x v x

= = = = = =

= = = = = =

= =
∑∑ ∑∑ ∑∑

∑∑ ∑∑ ∑∑
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1 2 1 2, 0p i pU u u U u U U R+≤ ≤ < < ∈  

1 2 1 2, 0q r qV v v V v V V R+≤ ≤ < < ∈  

, , 1, 2, , ; 1, 2, , ; 1, 2, , ,i rv u i m r s j nε≥ = = =    

where 1 2 3( , , )E e e e=  is the optimal fuzzy efficiency of the 

combination 1 2( , , , )kj j j of k suppliers, compared with the 
previous fuzzy DEA  model. Here the input and output are the total 
sum of k suppliers respectively. 1 2 1 2, , ,U U V V are the proportional 
coefficients of  preference of the buyer corresponding to the inputs 
and outputs. They indicate the relative preference of the buyer for 
the different attributes, and 0ε > , which ensures nonzero solution 
of weight in (7). 

Similarly, (7) can also be transformed into the following three 
linear programming models. 
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Calculate the above three linear programming models, the 
optimal fuzzy efficiency of multiple winners can be obtained and 
the corresponding k winners are determined. 

3.3. Bidding Models of Sellers 
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In the proposed multi-attribute procurement auction, the 
attribute value of winning suppliers is the common knowledge in 
each period. A seller knows that the input-output efficiency of 
suppliers is the principal index that the buyer evaluates a supplier.  
In this specific context, the only available information is the 
bidding attribute values of k winners and the seller’s own quote. 
The seller thinks the accurate weight value of bidding attributes of 
procured commodity is affected by the following two aspects: one 
is the preference of the buyer which can be characterized by the 
weight of the ideal supplier; the other is the current impact which 
can be described by the weight of the unselected supplier reflecting 
his weakness. The predicted weight in the next round auction can 
be seen as a weighted sum of above two parts after being 
introduced a weighting factor. In view of the above two points, 
(11) and (12) are established to compute the preference weight of 
buyer and the current possible weights  respectively. 
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where supplier * is the ideal supplier, that is the best supplier 
among all the bidders. It is obtained in the ways listed below. First, 
let * min{ }ij ijj

x x= , then we get the m input data of the ideal supplier; 

Second, suppose * max{ }ij ijj
y y= , the s output data are also decided. 

When the bidding attribute values are triangular fuzzy numbers, 
the degree of preference is used to compare them. The ideal 
supplier * is an optimal result for the selected suppliers which 
includes minimum input variables and maximum output variables. 
Supplier d is the test supplier who is not selected in the auction. 
Furthermore, 1 2 1 2, , ,d d d dU U V V  are the proportional coefficients of 
preference of the buyer that are predicted by the supplier d, in view 
of calculation results of previous weights and his own experience. 

The first constrain means the integrated efficiency of k winning 
suppliers is less and equal to1. The second and third constrains 
make the efficiencies of the ideal supplier and test supplier fall in 
the interval [0, 1].   
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where ê is given by the test supplier. The first two inequalities 
ensure the efficiency of k winners falls in the interval [ ê , 1], where 
it is considered to be optimal objective value that makes k suppliers 
become the final winners. In (11), the final weight solution vector 
is written as * * * * * * *

1 2 1 2( , , , , , , , )s mS u u u v v v=


  . Solve the linear 
programming model (12), we can obtain another weight vector 

1 2 1 2( , , , , , , , )d d d d d d d
s mS u u u v v v=


   which reflects the current 

change trend of weight and the weakness of the test supplier d. 

In the auction process, inexact information and random factors 
are allowed. When including fuzzy data, (11) and (12) can be 
transforms into three linear programming models to compute the 
final fuzzy efficiency, three weight vectors will be obtained 
corresponding to the 1 2 3

* * * *( , , )E e e e= or 1 2 3( , , )d d d dE e e e=

respectively. Here we take *S


 corresponding to *
2e , and dS


 

corresponding to 2
de  since the middle bound value of a fuzzy 

number means the maximum possibility. Given a weighting factor
δ , the predicted weight is written as follows 

 * (1 ) , [0,1]dS S Sδ δ δ= + − ∈
  

 (13) 

where a seller can select a appropriate weighting factor δ to 
describe the change trend of attribute weight in the next round 
auction. 
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Once the next period weight of bidding attributes is given, we 
can calculate the efficiencies of the k winning suppliers in the next 
auction when they do not change their bidding strategies. Because 
the efficiency of the supplier is a triangular fuzzy number, our goal 
is to make the lower bound of fuzzy efficiency of the test supplier 
is greater than or equal to the middle bound of fuzzy efficiency of 
one or more winning suppliers through adjusting bidding attribute 
values properly. Then the test supplier will have the opportunity to 
become the winner in the next round auction. 

4. Numerical Example 

In this section, an application of the established models is be 
demonstrated by the following datasets of bidding attribute value 
of suppliers. An enterprise need to purchase two new machines for 
production from two different suppliers regularly. There is a trade-
off among price, delivery performance, quality and design in the 
multiple period auctions. The price of procured machine is 
expressed in thousand dollars and quality is expressed in 
percentage of qualified products manufactured by this type of 
machine. Delivery performance is expressed by days of service 
and it is a triangular fuzzy number. Design is a linguistic variable 
and it is expressed by a symmetric triangular fuzzy number. 
Specific bidding attribute data of five suppliers in the third round 
auction are shown in Table 1. 

Table 1  Bidding attribute value of the suppliers 

Supplier 
(DMUs) 

Inputs Outputs 
Price 
($) 

Delivery 
 

Quality 
(%) 

Design 
 

1 48 (32,36,40) 96 (90,95,100) 
2 46.5 (36,38,41) 99 (85,90,95) 
3 47.5 (34,37,41) 97 (80,85,90) 
4 46 (34,36,38) 97 (85,90,95) 
5 47 (35,38,41) 98 (90,95,100) 

First, the buyer need determine the winners using (8), (9) and 
(10). Conforming to specification of models, we assumed that the 
weight of quality is somewhere between two and three times than 
the weight of design. This constrain condition reflects the inexact 
preference of the buyer for quality and design. It is easier to 
describe this kind of imprecise information than to give an exact 
result in practice. At the same time, the buyer thinks 0.001ε ≥ . 

Because only two suppliers of five will become the final 
winners, efficiencies of 10 groups of suppliers need to be 
compared, and it is shown in Table 2. We use previously 
introduced degree of preference to rank them, supplier 2 and 
supplier 5 will be the final winners.   

Table 2  Fuzzy efficiencies of suppliers with two winners 

Suppliers Efficiency Suppliers Efficiency 
{1,2} (0.9465,0.9657,0.9938) {2,4} (0.9649,0.9825,0.9978) 
{1,3} (0.9238,0.9440,0.9835) {2,5} (0.9615,0.9809,  1) 
{1,4} (0.9465,0.9639,   1) {3,4} (0.9414,0.9725,0.9835) 
{1,5} (0.9434,0.9644,  1) {3,5} (0.9384,0.9585,0.9818) 
{2,3} (0.9415,0.9607,0.9793) {4,5} (0.9616,0.9802,  1) 

Then we use (11) and (12) to analysis the data of the test 
supplier and the winning suppliers for three auction cycles in Table 

3 and Table 4. From the perspective of an unselected supplier, we 
need to determine his bidding strategy in the next phase. 

Table 3  Bidding attribute value of the winning supplier 1 

 
Period 

Attributes of winner 1 
Price Delivery Quality Design 

1 46 (34,36,37) 98 (85,90,95) 

2 47 (33,35,38) 97 (75,80,85) 

3 46.5 (36,38,41) 99 (85,90,95) 

Table 4  Bidding attribute value of the winning supplier 2 

 
Period 

Attributes of winner 2 
Price Delivery Quality Design 

1 47 (36,39,41) 98 (85,90,95) 

2 46.5 (36,38,41) 99 (85,90,95) 

3 47 (35,38,42) 98 (90,95,100) 

Supplier 4 isn’t selected in the third round auction, thus 
supplier 4 is taken as the test supplier. In Table 1, we know that his 
bidding attribute value is 46, (34, 36, 38), 97 and (85, 90, 95) in 
the third round auction. The ideal supplier’s bidding attribute value 
is 46, (34, 36, 37), 99 and (90, 95, 100) respectively (as shown in 
Table 3). The comparisons of fuzzy numbers are based on the 
degree of preference when calculating the bidding attribute value 
of the ideal supplier. Furthermore, in view of supplier 4’s 
experience, the weight of quality is somewhere between two and 
four times than the weight of design.  

 Computing the linear programming models (11) and (12), we 
obtain the efficiency of the ideal supplier is 

* (0.9769,0.9879,1)E = and the efficiency of test supplier is
(0.9342,0.9663,0.9898)dE = which also indicate how ineffective 

the test supplier 4 is. We take the solution vectors of the middle 
value of above two triangular fuzzy numbers as the preference 
weight of the buyer and the current possible weight. They are 
weight vectors * (0.0080,0.0020,0.021,0.0010)S =


 and

(0.0081,0.0020,0.0125,0.0118)dS =


. Let 0.3,δ = we obtain the 
predicted weight is (0.0081,0.0020,0.0150,0.0086)S =


. It is 

noted that δ is decided by the test supplier which reflects his 
understanding to the future change trend of weights. The derived 
weight S


is regarded as attribute weight for the next round auction. 

Because the winning suppliers don’t change the bidding strategies, 
upon the new attribute weight, the middle bound value of supplier 
2’s efficiency is 0.9586 and the middle bound value of supplier 5’s 
efficiency is 0.9535. At present, supplier 4 need improve his 
bidding attribute value to make the lower bound value of his 
efficiency is greater or equal to 0.9535 at least. For example, 
suppose quality and design is hard to revise, we might cut down 
the bidding value of input attributes. Let price is 45 and the others 
are unchanged, the lower bound value of efficiency of supplier 4 
raises to 0.9590 that is greater than the middle bound value of 
supplier 5’s efficiency. Moreover, let delivery performance is (34, 
36, 36), and the lower bound value of supplier 4’s efficiency is 
0.9561 which also meets the requirement. Here the test supplier 
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has great flexibility to change bid attribute value to be competitive 
in the fourth round auction. 

5. Conclusions 

Multi-attribute reverse auction is widely used in the 
procurement of enterprise and government. In this paper, a winner 
determination model of the buyer and a bidding model of the 
sellers are proposed with multiple winners in the multi-attribute 
multi-round reverse simultaneous auction. The bidding attribute 
value can be a real number or a triangular fuzzy number which 
describes the vague or inaccurate information. Basing on the 
fuzzy DEA theory, we construct a winner determination model 
with multiple winners for the buyer to compare the overall 
efficiency of k winners. The k suppliers with the highest efficiency 
are the final winners. From the unselected seller's view, the weight 
of each attribute in the next round of auction is a crucial problem. 
We first compute the weight of the ideal supplier reflecting the 
buyer’s preference. Second, the weight of the test supplier is 
calculated to indicate the current change trend and the weakness 
of the failed supplier. In the end, a weighted value of above two 
parts is regarded as the next round weight. As the k winning 
suppliers do not change the original bidding strategies, a test 
supplier might compute their efficiencies and adjust his own 
bidding attribute value to make his efficiency greater than the 
known winners so as to have an opportunity to become the final 
winner in the next round auction. Overall, the proposed models 
can handle the vague and imprecise data in view of the actual 
circumstance of the auction and synthesis the previous 
information. At last, a numerical illustration verifies the 
feasibility of the proposed method. 
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 Command and control (C2) systems direct operators to make accurate decisions in the 
stressful atmosphere of the battlefield at the earliest. There are powerful tools that fuse 
various instant piece of information and brings summary of those in front of operators. 
Threat evaluation is one of the important fusion method that provides these assistance to 
military people. However, C2 systems could be deprived of valuable data source due to the 
absence of capable equipment. This situation has a bad unfavorable influence on the quality 
of tactical picture in front of C2 operators. In this paper, we study on the threat evaluation 
model that take into account these deficiencies. Our method extracts threat level of various 
targets mostly from their kinematics in two dimensional space. In the meantime, 
classification of entities around battlefield is unavailable. Only, category of targets are 
determined as a result of sensors process, which is the information of whether entities 
belong to air or surface environment. Hereby, threat evaluation model is consist of three 
fundamental steps that runs on entities belongs to different environment separately: the 
extraction of threat assessment cues, threat selection based on Bayesian Inference and the 
calculation of threat assessment rating. We have evaluated performance of proposed model 
by simulating a set of synthetic scenarios. 
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1. Introduction 

This paper is an extension of the study that originally presented 
in 2016 IEEE Symposium Series on Computational Intelligence 
(SSCI) [1]. The original work focuses on a threat evaluation model 
that prioritizes entities without any characteristics at all in tactical 
picture. It accepts all targets without any differentiation and applies 
same threat evaluation model even if they have great difference 
because their dynamics. In this work, we separate targets from each 
other according to their category and apply appropriate methods to 
each categories independently. 

Military operations take place in a stressful environment with 
a large amount of changing data. This atmosphere could drag C2 
operators to erroneous decisions easily and leave them with their 
biases alone. Therefore, the aid of computer power is indispensable 
along OODA (Observe-Orient-Decide-Act) in battlefield [2]. The 
level of assistance changes according to capabilities of equipment 
deployed on the naval platform. Decision support systems serve 
operators the compiled tactical picture the combat field by 

processing raw sensor detections. Operators try to make their best 
while evaluating identity and kinematics of entities together before 
reaching final decisions. However, it is very difficult to establish 
relation between various data and extract value from instant data 
at a limited time without any automatic assistance tool [3]. Due to 
uncertain risks of battlefield, operators need to recognize, identify 
and prioritize surrounding objects continuously without any 
interruption [4]. The decision cycle of C2 operators are modeled 
and simulated in lots of studies in order to build up decision 
support systems [5, 6]. It shows that these systems are one of the 
core elements in C2 operations. 

Situational awareness phase completes the observation step of 
the C2 processes by working on sensor data. This phase generates 
necessary tactical information used by orientation step of the C2 
processes [7]. At this point, threat evaluation is defined as the 
analysis of surrounding objects continuously in order to detect 
their intents against defended assets and rank these objects 
according to their threat level. After the reveal of intents of these 
suspected objects, action sequence is determined to neutralize 
danger on friendly forces [8]. In the meanwhile, threat evaluation 
methods gain importance to accelerate decision cycle of C2 
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operators by decreasing time needed between operator perception 
and reaction time in the tactical area.  

Various methods, such as, rule based techniques, fuzzy logic 
based techniques, neural networks and graphical models, are used 
in the threat evaluation algorithms to measure the threat level of 
assets surrounding defended forces [9]. Threat assessment cues are 
fundamental input data of these threat evaluation methods. As a 
result of various long-term studies that benefiting from 
experiences of qualified military personal, the most effective threat 
assessment cues are determined. Hereby, the environment of the 
target has a major influence on threat assessment cues. Kinematics 
of entities changes depending on where they operates. While air 
objects are able to make fast and sharp moves, surface objects on 
sea does not have the rapidity belonging to air objects. Similarly, 
different characteristics of target arising from environment lead to 
different threat assessment cues. Therefore, the list of threat 
assessment cues differs according to target’s environmental 
category. The complete list of cues used for air forces is airlane, 
altitude, coordinated activity, course heading, closest point of 
approach (CPA), ESM/Radar Electronic Support, feet wet/dry, IFF 
mode, maneuvers, origin/location, own support, range/distance, 
speed, visibility, weapon envelope, wings clean/dirty in the study 
of Liebhaber and Feher [10]. Same researchers defines the list of 
threat assessment cues for surface forces as follows: cargo, 
coordinated activity, destination, ESM, heading, number of 
vessels, own support, range/distance, recent history, regional 
intelligence, sea lane, speed, voice communication with track and 
weapon envelope [11]. While important portion of lists are 
common, there are some significant difference between lists. 

Johansson’s study approaches threat assessment cues with a 
different perspective and categorize them as capability, proximity 
and intent parameters [9]. Mostly, classification of entities forms 
the list of capability parameters. Those parameters measures the 
possible deadliness of suspected object against friendly object. 
Meanwhile, the concern of proximity parameters is the closeness 
of objects in regards of position and orientation with respect to 
each other. Finally, intent parameters are interested with the actual 
aim of the suspected object on friendly asset [9].  

Threat evaluation cues are originated from the characteristic of 
the target, the kinematic data of the target itself and the kinematic 
relationship of the target and the defended asset. These cues are 
classified in this regard. The kinematic relationship of objects find 
place in proximity and intent parameters itself. Classifying and 
identifying suspected object feeds capability parameters among 
cues. Small-scale naval platform has a limited foresight about the 
classification of target due to the lack of technologies, such as IFF 
and ESM, providing more modal information about the suspected 
target. In this paper, we examine the naval system that supply 
whether the target is an air track or a surface track. Moreover, the 
system provides kinematics of surrounding objects in two 
dimensional space. We present a threat evaluation model that 
initially generating scores for each threat assessment cues from 
kinematics of objects, then performing threat selection by using 
scores generated from initial phase and finally calculating threat 
assessment rating by using again cue scores. Data fusion is 
progressed at different paths for each environmental category. 
While air objects are evaluated in air container, surface objects are 
interpreted in surface container. Each category follows same threat 
evaluation model with different threat assessment parameters that 
convenient to use in that category. 

The remaining part of this paper is organized as follows: 
Firstly, section II gives information about challenges while 
designing such a fusion based system. After that, section III 
presents the reason of why this threat evaluation model needed and 
the definition of the threat evaluation problem in literature. Then, 
section IV introduces whole steps of the threat evaluation model in 
detail. Section V presents the measurement of the performance of 
the mentioned model by evaluating couple of synthetic scenarios. 
Section VI gives the brief information about other researches for 
the threat evaluation problem. Lastly, section VII states the 
summary of this paper. Significant comparison is performed with 
this work and original work in discussions at the section VII. 
Further potential work after this study to complete research will be 
discussed in the end. 

2. Challenges 

Fusion problem is a challenging issue in itself apart from threat 
evaluation problem. Real world is measured by sensors and turns 
into signals. Then, these information is translated to discrete values 
to make mathematical calculations possible. There are many 
questions rising about the registration of data before beginning of 
the fusion process. In low-level information fusion processing, 
sensor’s detections are associated and concluded as estimated 
tracks and target identities. After this step, high-level information 
fusion processing is initiated in order to detect repetitive behaviors, 
association of entities, prediction of future behavior and 
classification of situation [12].  

Threat evaluation problem is generally related with high-level 
fusion processing since the problems tries to define tactical 
situation more clearly. Therefore, challenges for HLIF processing 
is addressed difficulties for threat evaluation problem, also.  From 
the Fusion08 Panel discussion, these challenges are listed as proper 
fusion process models, estimation-based capabilities for HLIF 
relations, formal models for HLIF and use of other domains to 
contribute fusion solutions [13]. 

Threat evaluation problem can be assessed within situation 
assessment process widely discussed by fusion community. 
Explanation of the process, graphical displays to reveal internal 
process and interactive control to correct resulting situation are 
listed as common challenges in situation assessment [13]. C2 
operator could be aware of the internal process and interact with 
system by the aid of graphical interfaces. However, the 
information displayed and the way of interaction is not fully 
described and resolved in the threat evaluation problem. There is a 
guide and studies for the design of graphical interfaces [3, 10]. 
However, it would be assertive to evaluate this design as a remedy 
to all needs. 

There are various challenges that the community faced with 
while studying on situation and threat assessment. In general, 
following challenges are highlighted as a result of heavy 
discussions performed in the fusion community: situation and 
environment modeling, representation of knowledge, system 
design approaches, decision support process and performance and 
effectiveness evaluation methods for implemented systems. These 
challenges describes the problems while designing systems that 
needs fusion study in it. 

3. Motivation 

There is no complete definition and solution for threat 
evaluation problem since C2 operator behaviors and evaluations 
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could not be guessed easily during ongoing military operation [14]. 
Since the fusion of large amount of instant information on combat 
field is still needed excessively, the problem is still debatable topic 
and new approaches are introduced to handle situation 
continuously [15].  The problem is getting more compulsive in the 
situation of naval platforms deprived of obtaining adequate 
information to process. The lack of important detection systems, 
such as 3D radar, ESM, IFF, lead to less reliable estimation results 
in threat evaluation problem. In this study, we study on similar case 
and propose an approach to meet the need of C2 systems that have 
limited capability. 

Any content word related with threat evaluation process is 
named parameter, factor, characteristic or specifically cue [14, 16]. 
Fundamental input of threat evaluation process is threat 
assessment cues. These parameters are determined in different 
researches. US Navy uses Origin, IFF Mode, Intelligence Report, 
Altitude, Proximity to an Airlane and ESM parameters as most 
effective threat assessment cues in their air defense system. 
Moreover, U.S Navy officers within a Combat Information Center 
rank the importance threat assessment cues for the surface warfare 
in another Liebhaber’s study. While platform, weapon envelope, 
ESM, origin-flag parameters dominates the top of the list, range, 
heading, CPA/Speed cues follows these capability parameters 
[11]. As a result, the identity and the classification of the platform 
has a major influence on determining threat level of surrounding 
objects according to experienced users. Unfortunately, naval 
vessels with limited detection systems has no chance to use those 
parameters directly in their defense systems if there will be no 
operator intervention to the system. Therefore, these platforms 
need effective threat evaluation process that benefits from 
kinematics of objects. In this study, we focus on the use of 
parameters related with kinematics. Only available information in 
our case is whether the entity is an air object or surface object.  
Since dynamics of air and surface entities are different from each 
other, they are evaluated separately. Method section presents how 
this evaluation differentiate two distinct environment from each 
other. 

The formal definition of the threat evaluation problem is 
described as follows: While 𝐓𝐓 = {𝑇𝑇1, … . , 𝑇𝑇𝑛𝑛}  represents targets 
and 𝐀𝐀 = {𝐴𝐴1, … . , 𝐴𝐴𝑚𝑚} is the symbolic definition of friendly assets 
that need protection. Vij is the relation function between target and 
defended asset. Moreover, Vij represents the threat assessment 
rating of target-defended asset pair (Ti, Aj), where Ti ∈ T, Aj ∈ A. 
The normalization is applied to Vij and it takes values between 0 
and 1 in the end. Predictably, while 0 stands for safe force, 1 
defines dangerous one. The functions describing the relation 
between these assets is defined as follows [17]: 

f : T x A  [0,1]    (1) 

In threat evaluation function, each friendly assets establish 
relationship with each suspected assets separately. When the 
identification of surrounding object is not possible, own platform 
is left as only friendly asset. If the function take into account only 
the platform itself and ignore all other friendly asset, then (1) 
changes as follows: 

f : T x A1 = V  [0,1]                     (2) 

In (2), 𝐕𝐕 = {𝑉𝑉1, … . , 𝑉𝑉𝑛𝑛} symbolizes threat assessment rating of 
each target with respect to A1 which stands for our own platform.  
Similarly, the main purpose of this paper is to evaluate threat level 

of targets as function does. Our method will be introduces in 
following section of this paper in detail.  

4. Method 

It is compelling duty to separate friendly assets from hazardous 
ones when there is no identification information about surrounding 
asset. Kinematics of objects indicates limited foresight about the 
intent of objects. By fusing information extracted from objects’ 
movement and orientation, it is possible to strength this foresight. 
Data fusion operation need attention while evaluating kinematics 
objects, because entities belongs to different environment has 
dissimilar features and it is impossible to evaluate air and surface 
objects with same perspective. 

 
Figure 1 Threat Evaluation Model 

The flow of each categories for threat evaluation process 
differentiate from the beginning of the model. The information 
about the environment of track is available. If track is a surface, 
then it is directed to flow handling surface tracks. Similarly air 
tracks are taken care of by air flow. Inside of each flow, steps are 
very similar to each other. Mainly, there is a three phase method 
inside each flow. Firstly, threat assessment cues phase generates 
various scores by benefiting from kinematics of objects. Then, 
these scores are transferred to threat selection phase that 
determined whether the entity show friendly or unfriendly attitude. 
This step marks the unfriendly objects as threat. Then, scores 
generated from first phase also transferred to final phase that 
calculates threat assessment rating of each object. This final phase 
provides to ranking of surrounding object depending on their threat 
level. 

The Mentality of flows for each category is very similar as 
mentioned. Difference between each flow is to use convenient 
threat assessment cue in the right category.  

Figure1 summarizes the general situation of threat evaluation 
model in this paper. Potential objects move to the related container 
depending on their environmental information. In each container, 
firstly, flow related threat assessment cues scores are generated 
from kinematics of objects. Then, threat selection phase 
determines dangerous objects by benefiting from these scores 
according to Bayesian Inference based algorithm. Dangerous 
objects are marked as threat at this phase for the use of the operator. 
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Finally, threat assessment rating phase calculates the threat rating 
of each track by using category related cue scores. 

In brief, the model accepts potential objects as input and 
produces two different target list for each category. Surface objects 
are ranked among themselves. Similarly, air objects are listed on 
their own list. Objects carries threat rating and target mark with 
themselves.  

4.1. Category Selection 

At the beginning of the model, tracks are directed to different 
models according to their categories. If track is air track, then the 
remaining model specializes to air object; otherwise, surface 
dynamics are taking into account in the remaining model. Steps 
performed after this selection is differentiated from each other. 
This step is source of main difference with original work. Category 
selection could be seemed a very simple step. In fact, its effect 
spread out the remaining model in deep. 

4.2. Threat Assessment Cues 

It is important to use accurate threat assessment cues that 
generate convenient relationship between friendly assets and 
dangerous ones  in right place while estimating threat level of an 
object [18]. In lots of studies, many threat assessment cues have 
been suggested for the use of threat evaluation models. However, 
it is impossible to benefit from all parameters since sensors of the 
naval platform could not provide all necessary information. 
Therefore, threat evaluation model is restricted to present 
parameters. Kinematic of objects serves position, speed and course 
values as input to the model in order to generate threat assessment 
scores.  

Table I: Threat assessment cues with respect to environment 

Air Tracks Surface Tracks 

• Speed 
• Distance 
• Heading 
• Maneuver 
• Closest Point of 

Approach (CPA) 
• Time Before Hit 

(TBH) 

• Speed 
• Deceleration 
• Distance 
• Heading 
• Closest Point of 

Approach (CPA) 
• Time Before Hit 

(TBH) 
 

Table 1 gives the full list of threat assessment cues that is 
generated from only kinematics objects which is basically position, 
speed and course of objects. Parameter lists are very similar to each 
other with a few difference. The way of generating scores does not 
change in each environment flow. However, weights of these 
parameters in algorithm changes according to category of asset. 
While determining parameters itself and weights of them, we 
benefit from mostly air warfare and surface warfare studies 
separately [9-11]. After the performance evaluation of the 
algorithms, weights of the parameters adjusted according to 
observation made during trials. Details of each parameters, namely 
speed, deceleration, distance, heading, maneuver, CPA and TBH 
are given as follows: 

1) Speed: Speed parameter has a potential to be used to reveal 
classification of targets. An ordinary single engine aircraft could 
not reach the speed of fighter which is much more dangerous. 
However, a fighter could travel at lower speed. Similarly, for a 

surface track, fish boat can reach limited speed while boats are able 
to travel at higher speed. However, assault boat can stop in the 
middle of ocean and hide its characteristics easily in manner of 
speed. Therefore, there is no certain judge that classification could 
be made by only using speed parameter. Moreover, it is not close 
to the top of threat assessment cues with respect to importance. 
Still, speed is a good indication of target capability when it exists 
[10, 11, 14, 16].. Threat evaluation model uses this parameter 
considering seriously weight of it to final result. Speed parameter 
contributes the model as follows:  

𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑐𝑐
𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

    (3) 

The score generated by speed parameter is found by dividing 
current speed value of target to maximum value of platforms. Here, 
maximum value of platforms differentiate according to category of 
target given in the beginning of model. 

2) Deceleration: Change of speed does not imply important 
indication for air tracks. There is no pattern in speed parameter that 
indicates danger when observing air platforms. Therefore, the 
deceleration parameter does not used in air flow part of the threat 
evaluation model. When it comes to surface platforms, 
deceleration of naval platforms indicates abnormal intent for 
friendly assets [11]. If a naval vessel follows its route with steady 
speed, this vessel is supposed to be safe object for our own ship. 
Moreover, acceleration at speed of target indicated a danger for our 
own ship, but it is not much as deceleration case. The formal 
definition of the deceleration/acceleration score is indicated as 
follows:  

𝑟𝑟𝑖𝑖 = 𝑠𝑠𝑖𝑖−𝑠𝑠𝑖𝑖−1
𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚

  ,  �   𝑟𝑟𝑖𝑖 >  0 , 𝑡𝑡ℎ𝑒𝑒𝑒𝑒 𝑤𝑤𝑎𝑎𝑟𝑟𝑖𝑖    
 𝑟𝑟𝑖𝑖 <  0 , 𝑡𝑡ℎ𝑒𝑒𝑒𝑒 |𝑟𝑟𝑖𝑖| where 𝑤𝑤𝑎𝑎 < 1     (4) 

As (4) shows, deceleration of objects has more influence on the 
score than acceleration does. This influence is adjusted with weight 
coefficient that decrease the score of acceleration with a specific 
ratio. 

3) Distance: Location information of both own ship and target 
on earth sphere is available. Therefore, the haversine formula is 
able to compute the distance from our platform to target object 
[19]. The calculated distance is found in two dimensional space 
since there is no altitude data of surrounding air objects. Since the 
third axis in space is missing on calculation for air objects, the 
distance does not reflect the real situation for tactical picture of air 
entities. However, the amount of distance in two dimensional 
space is still serve valuable opinion about the intent of objects. At 
least, the objects are not closer than the amount calculated in two 
dimensional space. As expected, farther target is thought as safer 
than closer one. Therefore, it has lower score than closer one [10, 
11, 14, 16]. 

 𝑑𝑑𝑖𝑖 = 1 − 𝑑𝑑𝑐𝑐
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

        (5) 

The score of this cue is calculated in similar way for both air 
and surface objects. However, the contribution of this cue to total 
score is different with respect to importance level. While range is 
the most important kinematic cue for surface objects[11], some of 
other cues pass the importance level of this cue in air threat 
assessment studies [16]. Therefore, the contribution of the threat 
assessment cues is not same in air and surface tactical picture. It is 
adjusted with weight parameters according to their importance in 
algorithms while calculating total score. 
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4) Heading: The direction of target’s heading is another 
important cue to understand target intent against defended asset 
[10, 14, 16]. As expected, if the target’s heading is pointed out to 
defended asset, then it is a signature of danger for the defended 
one. If target’s heading is not related with the positon of defended 
asset, then it means that target does not show any interest to 
defended object in manner of heading cue. 

 
Figure 2 Heading Angle 

The measurement of the danger level in this cue is computed 
by determining the orientation of target with respect to own ship 
position.  In Figure 2, the red object is target and its heading is 
pointed out to blue object which is the defended entity with a 
degree of α angle. If α angle is getting bigger, then it means that 
target is not interested with the position of defended asset. 
Therefore, this situation decrease the danger on blue object. When 
α angle is getting smaller, then it means that red object point out 
its heading to blue object and it will come closer in time to 
defended asset. As a result, this positioning cause danger for the 
defended asset in manner of heading cue. As a result, the score 
generated by heading cue is calculated as follows: 

ℎ𝑖𝑖 = 1 −  𝛼𝛼
𝜋𝜋
       (6) 

Since air objects has a hidden altitude value in two dimensional 
space, they would fly over defended asset even if their heading 
directly point out the defended asset. However, in surface tactical 
picture, this behavior is the danger of impact in the end. Therefore, 
the heading of target reveal more danger in surface tactical picture 
when compared to air tactical picture. 

5) Maneuver: Maneuvers around the defended target is another 
unusual behavior that implies unfriendly act for it. Therefore, it is 
useful to take into account this kinematic data to threat evaluation 
process [10, 14, 16]. There are various options to measure the value 
of maneuver cue. The method could count maneuvers made at a 
specified time interval. However, this approach needs more 
frequent in order to determine the specific number of maneuvers. 
What behavior is thought as a maneuver is another discussion that 
needs to be solved. Instead of this complexity, a simple method 
come forward to handle situation. Firstly, the difference between 
consecutive course values is calculated and this value is divided to 
angle of maximum maneuver. 

𝑚𝑚𝑖𝑖 = 𝑐𝑐𝑖𝑖−𝑐𝑐𝑖𝑖−1
𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚

 , where 𝑐𝑐𝑚𝑚𝑎𝑎𝑚𝑚 = 𝜋𝜋
2
            (7) 

Air objects are capable of making sharp maneuvers. However, 
a plane that follows steady path does not requires to make this 
move frequently. Therefore, if a maneuver is observed from 
kinematics of air objects, then it make contribution to threat level 
of them. However, maneuver is not considered as a serious 

indication of danger for surface objects. Therefore, it is not used in 
the calculation of threat level for surface objects indeed. 

6) Closest Point of Approach (CPA): Another key parameter in 
threat evaluation models is CPA of the target according to 
defended asset [20]. In many threat evaluation techniques, 
threatening tracks are prioritized by measuring the distance of 
threatening track to its CPA by own platform. 

𝑝𝑝𝑖𝑖 = 1 − 𝑝𝑝𝑐𝑐
𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚

        (8) 

The score is generated in same manner of other cues. There is 
an acceptable maximum value for CPA distance, and the method 
divide the current value to maximum value. 

CPA cue is beneficial to understand behaviors of air tracks and 
surface tracks. Air tracks are able to change their heading rapidly. 
This affects the CPA of target asset very quickly, also. According 
to air warfare studies, it has respectable impact on CPA. Actually, 
it is the one the most effective cue that measuring threat level of 
surrounding asset [11]. However, CPA for surface tracks does not 
produce same effect as air track does. Still, it is not an ignorable 
parameter and has specific effect on threat level of assets.  

7) Time Before Hit: CPA is very useful indication to estimate 
behavior of threating asset. It is possible to strengthen this cue by 
taking account other kinematic information. In the study of 
Johnson and Falkman, TBH term is proposed in that manner. At 
that case, the speed of target and both CPAs are decisive factors. 
The time that suspected object follow the route to reach defended 
asset by passing through CPAs is measured. While calculating this 
time, defended asset is presumed to be stationary. If this time is 
smaller, then it means that there is undeniable threat against 
defended asset. Otherwise, defended asset is in safe territory... 

 
Figure 3 The Route Passing Through CPAs 

Figure 3 shows the route of the suspected object needs to 
follow to get defended asset by passing through CPA points. 
Explanation of each leg of the route is described as follows: 

• d1: The distance between friendly asset and its CPA to the 
threating object.  

• d2: The distance between two CPA points. 

• d3: The distance between threating object and its CPA to 
friendly asset. 

The time that takes the catch friendly asset in its current 
position by passing CPA points determines TBH: The score of this 
is generated by dividing TBH to a reasonable maximum value 
expected from TBH.   

𝑡𝑡𝑖𝑖 = 1 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖
𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

, where  𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑑𝑑1+𝑑𝑑2+𝑑𝑑3
𝑠𝑠𝑜𝑜

      (9) 
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TBH is taken into account for both air and surface tracks with 
a specific weight. This weight is adjusted by running scenarios 
consecutively and interpreting output of them. 

4.3. Threat Selection Process Based on Bayesian Inference 
It is difficult to observer dozens of surrounding objects even if 

a threat assessment rating is assigned to each of them by a threat 
evaluation algorithm. Classically, operator begin to examine 
targets from top of the list. After enough observation and 
investigation, C2 operator classify unknown target as friend and 
go on examining next target in the list; or C2 operator classify 
unknown target as hostile and  take the necessary action needed. 
There is no border in the middle of list, which shows remaining 
part of the list is not worth to further investigation.  

It is very critical to save time for C2 operator while making 
these observation and spend valuable time on real suspected 
object. We brings a mechanism based on Bayesian Inference that 
highlight the targets that need more attention than others. 
Formally, the method draws the border line on ranked list, which 
separates targets needs to be seriously assessed. 

In Bayesian Inference, a hypothesis is put forward and the 
reality of this hypothesis is tried to be proved by evaluating 
evidences related with hypothesis [21]. After the evaluation, the 
hypothesis is interpreted as true or false. In our case, the hypothesis 
is whether a track is a target or not with a given scores of threat 
assessment cues. Here, threat parameters take the role of evidences 
in Bayesian Inference. The answer of the hypothesis gives the 
information whether track is target. If the result is positive, then 
related track is marked in the list. Therefore, C2 operator can 
concentrate on more these tracks that interpreted as target. 

Bayesian Inference is an useful method showing the formula 
learning unknown status of the situation from available data [21]. 
Simply, Bayes’ rule let us reach the posterior probability (the 
posterior) of a hypothesis with given prior probability (the prior) 
and compatibility of the observed evidence with the hypothesis 
(the likelihood) [22]. Bayes’ formula points out the method to 
change probability statements by the use of evidences [15]. 
Formally, Bayes’ theorem is formulized as follows [21]: 

𝑃𝑃(𝑇𝑇 | 𝐸𝐸) = 𝑃𝑃(𝐸𝐸 | 𝑇𝑇).𝑃𝑃(𝑇𝑇)
𝑃𝑃(𝐸𝐸)

          (10) 

Definition of each term in Bayes’ theorem and the 
corresponding instances of these expressions inside the threat 
selection problem can be described as follows: 

• H stands for the hypothesis that is tested according to 
Bayes’ rule. The tested hypothesis in this paper is whether 
track is a target or not. 

• E stands for the evidence that is available information to 
calculate posterior probability from prior probability in 
Bayes’ formula. Threat assessment cues take role of 
evidences in this paper.  

• P(H) stands for the prior probability of the hypothesis 
before the evidence is observed. In this paper, previous 
result of threat selection algorithm hold the place of the 
prior probability.  

• P(H | E) stands for the posterior probability of a 
hypothesis (H) after observing the evidence (E).  In this 
paper, initial situation is the previous result of the threat 

selection algorithm, which is formally P(H). The fusion of 
the threat assessment cues bring to pass the observation of 
evidences. Then, posterior probability is obtained after 
application of this observation on prior probability.  

• The remaining term in the formula,P(E | H)
P(E )

, is the impact of 
evidence on the prior probability. Similarly, the data fusion 
of threat assessment cues’ scores is determinant factor for 
the threat selection process. 

Bayes’ formula takes the following form after reinterpretation 
of terms according to threat selection process: 

𝑃𝑃(𝑇𝑇𝑖𝑖  | 𝐂𝐂) = 𝑃𝑃(𝐂𝐂 | 𝑇𝑇𝑖𝑖−1).𝑃𝑃(𝑇𝑇𝑖𝑖−1)
𝑃𝑃(𝐂𝐂)

        (11) 

Similarly, explanation of each term in (11) as follows: 

• T symbolizes the threat selection hypothesis that if a track 
is target. 

• C denotes threat assessment cues which are evidences of 
hypothesis T. 

•  𝑃𝑃(𝑇𝑇𝑖𝑖−1) is the prior probability of the hypothesis before 
evidences are observed, namely, the probability  found at 
the previous iteration of threat selection method. 

• 𝑃𝑃(𝑇𝑇𝑖𝑖  | 𝐂𝐂) stands for the posterior probability of the threat 
selection hypothesis (T) after observing threat assessment 
cues (C). 

• The remaining term in (11) is  𝑃𝑃(𝐂𝐂 | 𝑇𝑇𝑖𝑖−1)
𝑃𝑃(𝐂𝐂)

 and it is the impact 
of the fusion of threat assessment cues on previous result 
of the threat selection method. 

Threat selection method uses threat assessment cues according 
to their rank of importance is listed in Table 2 below. The 
importance ranking of the threat assessment cues mostly 
determined by taking reference of air warfare studies and surface 
warfare studies [11, 16].  
Table II: Threat assessment cues according to the importance in threat selection 

Air Tracks Surface Tracks 

• Closest Point of 
Approach (CPA) 

• Speed 
• Maneuver 
• Heading 
• Distance 

• Distance 
• Heading 
• Deceleration 
• Speed 
• Closest Point of 

Approach (CPA) 
 

TBH cue is removed from the list because of the assumption of 
conditional independence. This assumption does not allow to fuse 
evidences that are dependent to each other [22, 23]. Since TBH is 
dependent to speed cue, there is a need to remove one of them from 
the list. CPA holds the part of the information that TBH has. 
However, there is no way to reach speed effect in TBH. Therefore, 
threat selection algorithm does not accept TBH as evidence.  

Scores of threat assessment cues reference multiple evidences 
in Bayes’ rule. These evidences are fused to locate in Bayes’ 
formula together. Therefore, there is a need to redefine (11) 
according to combination of these evidences. Equation (11) is 
turned to following form after processing multiple evidences rule:  
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𝑃𝑃(𝑇𝑇𝑖𝑖|  ⋀ 𝐶𝐶𝑗𝑗
n
j=1 ) =

𝑃𝑃(𝑇𝑇𝑖𝑖−1) ∏ 𝑃𝑃�𝐶𝐶𝑗𝑗 | 𝑇𝑇𝑖𝑖−1�n
j=1

𝑃𝑃(𝑇𝑇𝑖𝑖−1) ∏ 𝑃𝑃�𝐶𝐶𝑗𝑗 | 𝑇𝑇𝑖𝑖−1�n
j=1 +𝑃𝑃(𝑁𝑁𝑖𝑖−1) ∏ 𝑃𝑃�𝐶𝐶𝑗𝑗 | 𝑁𝑁𝑖𝑖−1�n

j=1
  

   where    𝑃𝑃(𝑁𝑁) = 1 − 𝑃𝑃(𝑇𝑇) and 1 ≤ 𝑒𝑒 ≤5  
  n   : number of threat assessment cue  
  N  : opposite hypothesis of T                          (4) 

In (12), 𝑃𝑃(𝑇𝑇) denotes the probability of track to be a target 
Moreover, 𝑃𝑃(𝑁𝑁) stands for the probability of a track to not being 
a target. After the computation of probability of T hypothesis, 
decision making process of this process is simply performed as 
follows: 

f(t) = �      𝑃𝑃(𝑇𝑇𝑖𝑖  | 𝐂𝐂)  ≥  𝛽𝛽, 𝑡𝑡 𝑖𝑖𝑠𝑠 𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝑟𝑟𝑡𝑡   
    𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑒𝑒,   𝑡𝑡 𝑖𝑖𝑠𝑠 𝑒𝑒𝑜𝑜𝑡𝑡 𝑟𝑟 𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝑟𝑟𝑡𝑡     (5) 

Threshold value is chosen somewhere middle of the scale. 
Because, Bayesian Inference results tends to get maximum or 
minimum value when it becomes stable after couple of iteration. 
This result could be observed in the evaluation section of this 
paper. 

4.4. The Calculation of Threat Assessment Rating 
Threat selection algorithm separates the list of suspected 

objects as target that needs more attention and other tracks that 
does not have priority to be observed. There is still need of ranking 
on this list if a scenario includes dozens of objects. 

Threat assessment rating of each object is calculated by taking 
account into scores generated from threat assessment cues. Each 
threat assessment cue does not affect the final result equally. They 
influence the result with respect to the importance on threat level 
against defended asset. While their weight on threat assessment 
rating is determined, studies done for air and surface warfare are 
considered as reference. The list of threat assessment cues and 
weight of them changes depending on category of surrounding 
objects. Table 3 gives this lists and importance order of cues as 
follows: 

Table III: Threat assessment cues according to the importance in threat 
assessment 

Air Tracks Surface Tracks 

• Time Before Hit 
(TBH) 

• Speed 
• Maneuver 
• Heading 
• Distance 

• Distance 
• Heading 
• Deceleration 
• Speed 
• Time Before Hit 

(TBH)   

As explained in section 4.2, each threat assessment cue does 
not carry same weight in calculations. Therefore, formal definition 
of the calculation of threat assessment rating can be described as 
follows:  

𝑣𝑣1 + 𝑣𝑣2 + 𝑣𝑣3 + 𝑣𝑣4 + 𝑣𝑣5 = 1   (6) 

𝑤𝑤1 + 𝑤𝑤2 + 𝑤𝑤3 + 𝑤𝑤4 + 𝑤𝑤5 = 1   (7) 

𝑉𝑉𝑎𝑎 = ∑ 𝑤𝑤k𝐶𝐶k
5
𝑘𝑘=1 , 𝐂𝐂 [0, 1], 𝑉𝑉𝑎𝑎∈ 𝐕𝐕                 (8)            

𝑉𝑉𝑖𝑖= �      𝑟𝑟𝑖𝑖𝑟𝑟 𝑡𝑡𝑟𝑟𝑟𝑟𝑐𝑐𝑡𝑡, 𝑣𝑣𝑡𝑡𝑖𝑖 + 𝑣𝑣2𝑠𝑠𝑖𝑖 + 𝑣𝑣3𝑚𝑚𝑖𝑖 + 𝑣𝑣4ℎ + 𝑤𝑤5𝑑𝑑𝑖𝑖    
𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠. 𝑡𝑡𝑟𝑟𝑟𝑟𝑐𝑐𝑡𝑡, 𝑤𝑤1𝑑𝑑𝑖𝑖 + 𝑤𝑤2ℎ𝑖𝑖 + 𝑤𝑤3𝑟𝑟𝑖𝑖 + 𝑤𝑤4𝑠𝑠𝑖𝑖 + 𝑤𝑤5𝑡𝑡𝑖𝑖 

(9) 

First phase of the threat evaluation model generates the score 
for each threat assessment cue after the selection of the category. 
These scores are generated by following methods introduces in 
section 4.2. In (16), 𝐂𝐂 = {𝐶𝐶1 , 𝐶𝐶2, 𝐶𝐶3, 𝐶𝐶4, 𝐶𝐶5}  denotes scores 
generated in that phase. Then, threat assessment rating is 
calculated by adding up these scores with a specified weight. (14) 
defines weights of air tracks and (15) shows the relation of  weights 
for surface tracks.  

Equation (16) defines the calculation of threat assessment 
rating formally. (17) is more clear version of (16), which gives 
details of formulas for each category. Threat assessment rating is 
calculated at each iteration. Whenever kinematics of track or own 
ship is changed, then threat assessment rating of each track is 
updated.  

5. Evaluation 

Threat evaluation model is evaluated with synthetic scenarios. 
Similar scenarios are formed for both air and surface objects. 
While playing these scenarios, scores of threat assessment cues 
and resulting threat selection value and threat assessment rating are 
recorded in combat management system. These records are 
visualized by using ordinary charts that show probability of threat 
assessment cue as y-axis and iteration of each calculations as x-
axis.  

Synthetic scenarios are generated with the tool that capable of 
produce track data and own ship data. Objects in simulation tool 
are able to follow route defined by the user. Moreover, category 
and speed of objects can be entered to system by the user. While 
playing scenario, simulation tool directs related data to combat 
management system. 

 
Figure 4 Syntetic Scenario 1 

Figure 4 shows the first scenario generated in simulation tool. 
This scenario is played for both an air object and a surface object. 
The mentality behind this type of strategy is to see whether 
category affect algorithms results or not. We expects the difference 
results since threat assessment cues and their weight are different 
in categories.  

According to first scenario, red object closes to the route of 
own ship that symbolized with blue mark, then point out its 
heading away and become distant to own ship as shown in Figure 
4. In surface scenario, speed of the red object is convenient to a 
naval vessel platform. 
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Figure 5 Results of Previous Study for Synthetic Scenario 1 Used for Surface 
Object 

Figure 5 indicates that previous implementation [1]  results 
seems to be very steady. There is no critical change on the threat 
level even if surface object changes its route significantly. Since 
common parameters and weights used for both categories in this 
implementation, kinematics of surface object could not exceed 
barriers of those parameters. Therefore, result is not a good 
indication for operator.    

 
Figure 6 Threat Assessment Parameters Scores and Resulting Threat Selection 
Probability and Threat Assesment Rating for Synthetic Scenario 1 Used for 
Surface Object 

Figure 6 indicates scores of threat assessment cues and results 
of algorithms. At the beginning of the scenario, TBH and CPA are 
very dominant over results. Since orientation of red object is very 
threatening for own ship, it classified as target by threat selection 
algorithm and takes around 0.7 threat assessment rating. In the 
middle of scenario, red object slower down its speed. This 
behavior causes an increase at deceleration score. Then, threat 
assessment rating increase as expected. I nth second part of the 
scenario, red object changes its orientation and give up being threat 
for own ship. Its threat assessment rating drops with this 
movement. However, threat selection algorithm does not classify 
the res object as friendly despite of last movement. This is a 
reasonable results since there is no guarantee that danger has 
passed away. Algorithm warns the operator for a while to follow 
actions of red object. After an enough number of iterations, red 
object seem to be not dangerous. Threat selection algorithm 
decrease its total score while it goes away.  

 
Figure 7 Results of Previous Study for Synthetic Scenario 1 Used for Air Object 

Similar to the surface scenario, previous implementation [1]  
results seems to be very steady again in Figure 7. Air object is 
selected as a threat all the time and threat assessment rating does 
not change sharply.  

Figure 8 reveals results of similar scenario with an air object. 
Red object follows again typical scenario shown in Figure 4 with 
the speed making sense for an air object.  

In the beginning of the scenario, red object is categorized as 
target again by the threat selection algorithm. It takes around 0.8 
threat assessment rating. When it turns out its heading way from 
defended asset, its threat assessment rating begins to drop down. 
After a while, TBH and CPA becomes low and it drop down the 
threat assessment rating sharply. Then, threat selection algorithm 
begin to decrease its threat level. In the middle of the scenario, 
speed of red object is slower for a while. This situation lead to 
decrease in threat assessment rating. Since deceleration does not 
mean anything for an air object, results of algorithm behaves 
different then what they do in surface scenario. 

Through the end of the scenario, red object move away and 
become distant to friendly asset. As a result, threat assessment 
rating becomes close to 0. 
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Figure 8 Threat Assessment Parameters Scores and Resulting Threat Selection 
Probability and Threat Assesment Rating for Synthetic Scenario 1 Used for Air 
Object 

Figure 9 indicates second general scenario by the user in 
simulation tool. According to scenario, red object moves around 
defended asset by not changing its distance too much. 

 
Figure 9 Syntetic Scenario 2 

 In Figure 10, it is not difficult to observe that previous 
implementation [1]   could not give a valuable feedback about the 
foreigner entity as shown in figure. The object is classified as safe 
through the scenario.  

 
Figure 10 Results of Previous Study for Synthetic Scenario 2 Used for Surface 
Object 

 Figure 11 indicated results of second scenario for surface 
object. Since there is a peek for CPA and TBH in the beginning 
of the scenario, red object is sensed as threat. When red object sits 
on its road, threat selection algorithm give up threat classification 
for red object. In the middle of scenario, CPA and TBH becomes 
higher again. Threat selection algorithm notice the danger and 
classifies red object again as threat. However, threat assessment 
rating of red object does not affected from this change too much. 

 
Figure 11 Threat Assessment Parameters Scores and Resulting Threat Selection 
Probability and Threat Assesment Rating for Synthetic Scenario 2 Used for 
Surface Object 
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Because, TBH is bottom of the list according to importance 
level of threat assessment cue. Threat assessment rating gets its 
highest value when surface object slows down. This behavior 
activates deceleration cue and increase threat assessment rating to 
highest value. 

Similarly, previous implementation [1] does not provide 
beneficial picture to the operator as shown in Figure 12. Results 
does not affected from kinematics of object very much. 

 
Figure 12 Results of Previous Study for Synthetic Scenario 2 Used for Surface 
Object 

 
Figure 13 Threat Assessment Parameters Scores and Resulting Threat Selection 
Probability and Threat Assesment Rating for Synthetic Scenario 2 Used for Air 
Object 

The route in Figure 9 is repeated for air object that has higher 
speed than surface object normally. As can be seen in Figure 13, 
red object is classified as threat at the beginning of the scenario. 
Because, TBH and CPA is effective at that time. Then, threat 
assessment rating begin to decrease. CPA and TBH shows 
themselves time to time. While the response of the threat 
assessment rating is a sharp increase, threat selection algorithm 
does no affected from this short period movement. Red object end 
scenario as safe object. 

6. Related Work 

There are many researches from different perspectives for 
threat evaluation problem. Mainly, rule based approaches, fuzzy 
logic methods and Bayes network studies are popular ones in this 
field as follows.  

U.S navy officers have made serious contributions to a rule 
based study by answering question of survey related with threat 
evaluation in air defense domain [16]. Moreover, a different survey 
is conducted with U.S navy officers to contribute study done for 
threat evaluation in surface warfare [11]. These studies reveals 
most important threat assessment cues in both air and surface 
domain. After the extraction of these cues, rule based techniques 
applied on them to find out threat assessment rating of surrounding 
entities. 

Fuzzy sets theory is used in another study for air threat 
evaluation process [15]. Range, altitude, CPA, speed, maneuver, 
weapon envelope, visibility, own support, fire, target support and 
IFF are used as threat assessment cues in proposed fuzzy inference 
system. It is claimed that simulation results indicate that proposed 
method is correct, accurate and reliable and it has minimum error 
in evaluating threats. By using fuzzy logic, they handle with 
imperfect situations, also.  

Another study use altitude, speed, CPA and range as 
parameters to compute threat assessment rating of entities in 
tactical picture. This method is a fuzzy knowledge based reasoning 
model [24]. 

Bayesian belief networks takes important place in many threat 
assessment systems while performing fusion operations. Since 
Bayesian networks provides flexibility in terms of taxonomy of 
threats, it is chosen as a fusion method in Beaver’s study [25]. 
Moreover, a security threat assessment model based on Bayesian 
Network is proposed in order to prevent subjective judgement of 
the information and bring objective perspective to OWA operators 
[26].  

Another study uses Bayesian network to measure the overall 
probability of a threat that shows five anomalous ship behaviors. 
These behaviors are listed as deviation from ordinary routes, 
abnormal AIS activity, unexpected port arrival, abnormal close 
approach and zone entry [27]. For each behavior, the method 
shows whether the specific behavior occurs with a probability 
value. 

In study based on Bayesian Network, target type, weapon 
range, speed, TBH and distance are taken into account while 
calculating threat basement rating [9]. Nodes of Bayesian Network 
is formed from these cues. There is hierarchical relationship 
between them, which could be examined more in detail at 
mentioned article.  
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A Bayesian Network based method is introduced by claiming 
advantages over other methods such as  logical and fuzzy [18]. 
This study works for air defense scenarios. Moreover, linear 
Gaussian approximation seems to be necessary for their 
implementation. 

Another threat evaluation system based on Bayesian Network 
is developed in Johansson’s study [9]. Mainly, target type, weapon 
range, speed, TBH and distance are used as threat assessment cues. 
These parameters become the nodes of Bayesian Network while 
constructing the relationship among them. 

Dynamics of threat evaluation problem changes depending on 
capabilities of platform and target’s category. Systems that 
deployed on platforms has effective influence the problem. This 
situation is main reason behind the selection of threat assessment 
cues in the combat management system of the platform. 

7. Conclusion 

In this paper, we extent the work that originally presented in 
2016 IEEE Symposium Series on Computational Intelligence 
(SSCI) [1]. Original paper presents threat evaluation model 
depending on kinematics of target without any indication about 
target’s classification. Proposed model accepts all targets and 
produces results for them without checking any capabilities of 
objects. This paper updates threat evaluation model by adding 
category information to the model. In this time, model has category 
information about surrounding objects and there is a chance to 
benefit from this critical information. 

Updated threat evaluation model begins with the category 
selection step. If an object is an air force, then the model apply air 
procedure on it; otherwise, surface parameters are taken into 
account to evaluate the threat level of the object. Basically, threat 
evaluation model for air and surface objects follows same path 
within themselves. Firstly, threat assessment cues are extracted 
from target’s kinematics. Then, threat selection algorithm are 
applied on target by benefiting from scores generated at first phase 
in both air and surface flow. Finally, threat assessment rating are 
calculated by fusing threat assessment cues in both flows. 
However, there are significant differences that affect the resulting 
values between air and surface flow of the model. Firstly, air 
objects and surface objects are separated from each other by 
indication of danger. While maneuver cue is a indication of 
dangerous target for air objects, it does not have this kind of effect 
on surface object. Moreover, the deceleration cue has an impact on 
threat level of surface object, there is no influence of deceleration 
cue on air objects. Therefore, set of threat assessment cues change 
according to the category information of the target. Other threat 
assessment cues are common for both categories. However, their 
importance ranking are very different. While TBH is very 
important for air objects, distance dominates cores of surface 
object. This situation generates critical difference between flows 
of the model and it could be observed from results of synthetic 
scenarios. As a result, this study brings more confident results 
since it takes into account of accurate dynamics of related category 
while evaluating threat level of objects.  

Original work apply same model to all targets without 
considering target’s nature and capabilities. Current model 
eliminate these deficiencies at certain level. Similar synthetic 
scenarios are played for different categories. It is observed that 
behavior of models changes accordingly.  

Evaluation section reveals that original work does not make an 
impact as current one while running on defined synthetic scenarios 
in this paper. Mostly, results of previous work seems to be steady. 
Once, a target is classified as threat, it remains at the same 
classification through the rest of the scenario. However, target 
moves and changes its direction in all scenarios. It seems to be 
Common parameters and cues for both air and surface objects does 
not perform well for these scenario.  

Original work results with one common list that includes air 
and surface objects together by applying same methods on them. 
In this study, air and surface objects follows different flows with 
parameters special for them. In the end, threat evaluation model 
generated two list, one for air objects and one for surface objects. 
There is no fusion of these two lists. As a future work, threat 
evaluation model could be updated to produce one common list by 
combining results coming from different flows. Ranking surface 
and air objects will require serious investigation to reach confident 
results. 
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 This paper is an extension of work originally presented in 2017 6th International 
Conference on Industrial Technology and Management (ICITM). This research focuses on 
the mobilization of human resources in the Asian electrical industry and analyzes the 
impact of engineers’ international mobility on the innovation of enterprises in the host 
countries. I examine the characteristics of engineers who moved from Japan to China and 
South Korea to explore which types of engineers successful firms in China and South Korea 
select from rival companies in Japan. In addition, this study focuses on the role of the 
inventors' networks to investigate the significance of researcher mobility and knowledge 
spillover as mechanisms that facilitate the flow of tacit knowledge. This study reveals that 
during the process of innovation, informal networks play an important role in the mobility 
of engineers. The findings suggest that successful firms require people with analytical skills 
and problem-solving capacity, not “star inventors.”  
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1. Introduction   

To spur innovation and economic growth, the endowments of 
knowledge factors, such as research and development and human 
capital, are a necessary condition to generate new technologies. 
The greatest source for the generation of new economic knowledge 
is generally considered to be R&D (Research and Development) 
[1], [2]. R&D not only generates innovation but also develops 
firms’ ability to identify, cultivate, and exploit knowledge and 
ideas developed by other firms. In other words, firms are 
exogenous, whereas their performance in generating technology 
changes is endogenous [2]. Endogenous growth models suggest 
that R&D activities undertaken by profit-maximizing firms 
represent an important investment in obtaining new knowledge, 
whereas knowledge is an input in the process of generating 
endogenous growth [3]-[5]. 

In this sense, knowledge spillover is an important mechanism 
for endogenous growth. Small and young enterprises can 
supplement their lack of R&D through knowledge spillover [6]. 
The mechanisms by which knowledge is transmitted across firms 
and individuals include, for example, publications; the mobility of 

employees, scientists and engineers; and reverse engineering. The 
mobility of knowledge workers in general and new firm start-ups 
in particular has become an important mechanism of knowledge 
spillover [7]. Michelacci (2003) implies that a low rate of return on 
R&D may be attributable to an inability to transform new 
knowledge into economic opportunities through skills, aptitudes, 
and insights [8]. 

 Knowledge that can be easily codified can be transmitted and 
understood over long distances at very low cost [9]. However, tacit 
knowledge is difficult to communicate, and it therefore relies on 
face-to-face interaction to be transmitted effectively [10]. Thus, the 
knowledge spillover resulting from the mobility of knowledge 
workers is especially important because it facilitates the transfer of 
tacit knowledge, which is not readily transferable via codified 
sources. The mobility of knowledge workers, such as scientists, 
inventors, and engineers, has a significant and positive impact on 
new firms’ output and productivity growth [11], [12]. Knowledge 
workers from large, established firms may have knowledge and 
ideas about inventions and ultimately about innovations. The 
mobility of knowledge workers therefore plays a central role in the 
spillover of knowledge and ultimately in economic growth. 
Additionally, informal networks and labor mobility are closely 
linked with respect to their emergence and re-configuration [13]. 
Cross et al. (2001) investigate methods of improving employees’ 
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ability to create and share knowledge in social networks [14]. 
However, the literature identifying the mechanisms underlying the 
transmission of knowledge spillover by social networks remains 
underdeveloped.  

Engineers’ mobility plays an important role in the transfer of 
knowledge from stable and mature enterprises to high growth and 
young enterprises, especially in high-technology sectors. Many 
studies have examined the relationship between the mobility of 
knowledge workers and innovation; however, the relationship 
between the characteristics of engineers who move abroad and 
innovation is a less-researched field. Only a few studies have 
analyzed the impact of R&D investment and human capital on 
innovation. Therefore, this study empirically analyzes the impact 
on innovation of the quality of the talent that migrated from 
developed countries. 

This paper focuses on the link between the mobility of 
individual engineers and knowledge spillover. The purpose of this 
study is to identify the influence of engineers’ mobility on firm 
development and innovation. I investigate the role of engineers 
who migrated from large, established companies to young 
companies in transmitting knowledge. Engineers from large, 
established corporations often have new knowledge that they 
acquired through research and development work in their firms’ 
labs.  

I propose a hypothesis to investigate the link between 
researchers’ mobility and R&D performance. The hypothesis is 
that young, successful firms in China and South Korea are 
selective in their hiring, overwhelmingly recruiting talent from 
large, established firms in countries such as Japan with the 
expectation that the knowledge spillover embedded in their new 
hires will allow the young firms to catch up technologically. I 
explore this hypothesis by investigating patent data to estimate the 
effect of knowledge transfers from Japanese firms to Chinese and 
South Korean firms. I analyze the mobility of engineers from 
Japanese firms to Chinese and South Korean firms by drawing on 
patent data from 1976 to 2013. Young, successful firms in China 
and South Korea employ many engineers who were formerly 
employed by Japanese firms. I therefore examine the 
characteristics of engineers who moved from Japan to China and 
South Korea to explore what types of engineers Chinese and South 
Korean firms select from rival companies in Japan. In addition, this 
study focuses on the role of engineers' networks to investigate the 
significance of engineer mobility and knowledge spillovers as 
mechanisms facilitating the flow of tacit knowledge. Thus, I use 
social network indices to analyze co-invention networks. 
Additionally, I examine whether these engineers play an essential 
role in innovation within their new companies. 

Next, I examine what types of researchers absorbed technology 
and knowledge from developed companies and contributed to 
innovation in young companies such as Chinese and South Korean 
firms. To this end, I use a knowledge production function model 
to obtain insights into the process of innovation using the 
knowledge embedded in new hires. For the specific methods of 
analysis, the knowledge production function developed by Pakes 
and Griliches (1984) is used; for the explained variables, patent 
citation counts are used as a representative index to measure 
innovation through the number and quality of patents [15]. I use 
panel data from 5 young, successful firms in China and South 
Korea over the past two decades.  

A few studies have focused on the effect of talent migration on 
knowledge spillover via informal networks. One of these papers 
focuses on scientific labor as a measure of spillover [16] and 
studies the personal characteristics of scientists employed at a 
biotech company. Here, I extend this framework by examining 
engineers who moved from developed firms in Japan as the source 
of knowledge transmission. This study examines the relationship 
between the characteristics of individual knowledge workers and 
knowledge spillovers. It also investigates the relations between the 
mobility of knowledge workers and their informal networks during 
the process of innovation. 

2. Theory and Hypotheses  

2.1. Mobility of knowledge workers and innovation  

This study conducted an empirical analysis of the effect of 
knowledge workers’ mobility on innovation. In the previous 
literature, the influence of investment in R&D and human capital 
has been analyzed [15], [17]-[22]. These studies examine the 
influence of R&D input on R&D output by using the knowledge 
production function and considering the patent productivity of 
R&D using company-level data from North America and Europe. 
In addition, several models related to innovation have been 
presented, including some that use a knowledge-production 
function to analyze the effect on innovation activities produced by 
human capital and investment in R&D. Those studies focus on the 
role of human capital and R&D expenditures in obtaining 
knowledge capital in return.  

Unlike those previous analyses of innovation and technological 
change that focus on the firm, in this paper, I focus on the 
individual. Some researchers have examined scientist mobility in 
the context of individual careers. Many of these studies focus on 
Ph.D. graduates [23], [24]. Zucker et al. (1997) examine the 
mobility of “star scientists” as a knowledge transfer mechanism 
[25]. 

The most prevalent model in the literature on innovation is that 
of the knowledge production function, which was formalized by 
Zvi Griliches (1979) [19]. The inputs in the model of the 
knowledge production function are R&D cost, human capital, 
skilled labor, and educational levels [19], [26]. The model of the 
knowledge production function from the literature on innovation 
and technological change can be represented as 

IA i =αRDβ
i Xγ

i ε i  
In the equation, IA represents the degree of innovative activity, 

RD represents R&D input, and X represents human capital inputs.  

Conventionally, R&D investment costs have been widely used 
as surrogate variables for innovation. However, the size of R&D 
costs is an input index, which cannot be used to measure the output 
of innovation. In this study, I use the number of patents as an output 
index of innovation. However, both the quality of patents and the 
number of patents are important issues. In this regard, patent 
quality has been studied, and the number of times a patent has been 
cited has been proposed as a proxy for patent quality. Trajtenberg 
(1990), Jaffe et al. (2000), Reitzig (2003), Hall et al. (2005) and 
Carpenter et al. (1981) have found a strong correlation between the 
number of citations and the quality of patents [27]-[30]. For 
example, Harhoff et al. analyze American and German patents and 
find that the number of citations in the patents that were updated 
before expiration was greater than that for the patents that expired 
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earlier [31]. For these reasons, I use the number of citations as an 
index to measure innovation in this study. 

2.2.  The characteristics of engineers hired by successful firms 
in China and South Korea 

A combination of various types of technologies can be 
interpreted as an indicator of the increasingly complex nature of 
innovation [32]. Small enterprises can make up for a lack of 
innovation through knowledge spillovers from engineers who have 
experience with the complex nature of an innovation. This study 
analyzes the impact of the transfer of technology and knowledge 
on innovation in a corporation caused by the mobility of engineers 
who previously held positions with mature enterprises and then 
moved to young, successful firms. For this analysis, the 
characteristics of the knowledge workers hired by young, 
successful firms in emerging nations must first be analyzed. In 
particular, I shed light on the link between engineers’ personal 
characteristics and inventors’ attraction to a rapidly growing 
company. To measure the characteristics of talent, various indices 
have been considered. From the recruitment perspective, 
superiority as a researcher and whether the person held a position 
where in-house technology and knowledge could be accumulated 
are important factors.  

Young, successful firms in China and South Korea must be 
selective in their hiring when recruiting engineers from Japanese 
firms. Warren (1997) emphasizes that a person who has produced 
results in his or her former work will have a positive influence on 
the new firm’s productivity after migration [33]. Thus, successful 
firms will select engineers who have had excellent results in their 
former job. A high value for the number of citations received 
(forward citation) implies that a technology is used in diverse fields 
of future invention. I hypothesize that successful firms will hire 
inventors whose patents have been extensively cited. A high score 
on the number of patents cited (backward citation) means that the 
patents are based on past inventions drawn from diverse 
categories. This leads to my first hypothesis: 

Hypothesis 1-1. Successful firms employ new hires who have 
had excellent results in their former jobs and have experience with 
the complex nature of innovation. 

Because recruited talent is expected to lead local inventors in 
developing technology and knowledge in emerging nations’ 
corporations, their rich experience and knowledge should have a 
strong impact. Therefore, successful firms will hire engineers who 
have long-term experience in stable and mature enterprises. 
Additionally, successful firms will hire engineers who have rich 
experience in a variety of technical domains. Thus, I propose as 
follows: 

Hypothesis 1-2. Young, successful firms select engineers as 
new hires who have long-term experience. 

Hypothesis 1-3. Young, successful firms select engineers as 
new hires who have rich experience in a variety of technical 
domains. 

Similar statements can be made about informal networks. 
Successful firms employ people who occupy central positions in 
inventor networks. In other words, “star engineers” are selected by 
Chinese and South Korean companies. Zucker et al. (1996) study 
the mobility of “star scientists”. They emphasize that the very best 
“star scientists” play central roles in both the development of the 

science and its successful commercialization [34]. Hence, I 
propose as follows: 

Hypothesis 1-4. Successful firms select “star inventors” as new 
hires.  

Zellner (2003) studies the various elements of knowledge 
transfer via scientists’ migration [35]. He investigates the 
migration of scientists formerly employed at the Max Planck 
Society in Germany by using survey data obtained from a sample 
of scientists who moved from the Max Planck Society into the 
commercial sector. The main result of this analysis is that 
knowledge that is specifically related to a certain research question 
is not the most important issue for the scientists employed by the 
Max Planck Society who transferred into the private sector. The 
results suggest that non-specific knowledge was valued more 
highly than specific knowledge. In other words, broad knowledge 
and analytical skills are more important than propositional 
knowledge. It is said that those who are strongly tied to the star 
people in the network can acquire a wide range of knowledge [36]. 
Hence, I propose as follows: 

Hypothesis 1-5. Successful firms select engineers as new hires 
who are strongly connected to “star engineers.” 

2.3.  The type of talent contributes to innovation in emerging 
nations’ enterprises 

Knowledge workers who have rich experience with inventions 
will contribute to innovation. Amalya (2004) indicates that 
scientists who have rich experience with inventions increase the 
number and citation rate for firm patents and contribute to firms’ 
success [37]. Another study [25] finds that “star” bio-scientists 
play a central role in their firms’ success. Thus, knowledge 
workers from developed countries are expected to have vast 
scientific knowledge and communicative competence. This 
discussion leads to the following hypothesis: 

Hypothesis 2-1. “Star engineers” who were formerly employed 
in a developed country’s enterprises contribute to innovations by 
emerging nations’ enterprises. 

The ability to exploit external knowledge is a critical 
component of innovative capabilities, and the ability to evaluate 
and utilize outside knowledge is related to the level of prior 
knowledge. The ability to recognize the value of new information, 
assimilate it, and apply it to innovation is defined as “absorptive 
capacity” [1]. An inventor must have a strong absorptive capacity 
or the ability to successfully replicate new knowledge to access the 
new knowledge developed by other units [38]. A similar statement 
can be made about firms’ absorptive capacity. While 
encompassing a firm’s ability to imitate new process or product 
innovations, absorptive capacity can also include a firm’s ability 
to exploit outside knowledge. Cohen (1990) suggests that the 
development of a firm’s absorptive capacity will build on its prior 
investment in R&D [1]. Thus, I hypothesize that engineers who 
moved from Japanese firms will contribute more to Chinese and 
South Korean firms’ innovation in the growth stage. Hence, I 
propose as follows: 

Hypothesis 2-2. To promote innovation through knowledge 
spillover, enterprises in emerging nations need an adequate 
“absorptive capacity.”  
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3. Data and Methodology 

3.1. Data  

In this study, I examine the characteristics of engineers who 
moved from Japan to China and South Korea and the 
characteristics of engineers who contribute to Chinese and South 
Korean firms’ innovation. I used US patent data for filings by 
Japanese, Chinese and South Korean companies between 1976 and 
2013. I calculated the number of years of experience from the year 
that the inventor first filed for a patent, so it was necessary to use 
data from as far back as 1976. It is said that a particularly high 
number of engineers who moved from Japanese companies to 
Chinese and South Korean companies are in the electrical 
equipment industries. Therefore, I used patents from the H section 
of the IPC classes. IPC stands for International Patent 
Classification and is a universal patent classification that was 
created based on the "Strasbourg Agreement on International 
Patent Classification" (effective in 1975). The H section indicates 
a patent in the electric field. I targeted approximately 270,000 
patents from Japanese electrical manufacturers, approximately 
50,000 Chinese patents, approximately 70,000 South Korean 
patents, and approximately 50,000 Taiwanese patents. I extracted 
all of the inventor names from those patents and confirmed people 
with the same name as Japanese inventors among the Chinese and 
South Korean inventors. Because inventors with identical names 
as inventors in Section H are highly likely to be the same people, 
the fact that their names appear on patents filed by both Japanese 
companies and Chinese and South Korean companies means that 
these people have moved between these companies. However, it 
cannot be denied that it is possible that the same name might refer 
to different people. Therefore, I decided to establish a criterion for 
the degree of similarity between IPC numbers at the IPC main 
group level, and only in cases in which that criterion was met did 
I judge the people to be equivalent. In this way, I judged the names 
of inventors who appeared in both Japanese and Chinese or South 
Korean patents to be equivalent when they met the requirements 
for a connection between IPC numbers, and I judged them to have 
moved between Japanese companies and foreign companies, thus 
raising the probability that these were actual movements. After 
identifying the movements of all of the inventors, I judged whether 
they moved from or to a Japanese company. Moreover, using the 
last patent application by their former company and the first patent 
application by their destination company, I calculated the 
probability of the timing of the movement for all transferees. I 
checked the patent data for the names of the companies where the 
inventors previously worked in Japan and the names of the 
companies to which they moved in China and Korea. I deleted data 
that conflicted with the period in which they were assigned to one 
of the countries.  

Then, I calculated a network index for all of the inventors that 
were employed by Japanese companies to check the characteristics 
of the inventors who were also employed by Chinese or South 
Korean companies. 

I focused on 5 successful companies in China and South Korea: 
Samsung, LG, Hyundai, Huawei and Hon Hai Precision. Samsung, 
LG, and Hyundai are South Korean companies. Huawei is a 
Chinese company. Hon Hai Precision is Taiwanese company. 

For Hypothesis 1, the analysis is based on the notion that 
rapidly growing companies are selectively recruiting engineers 
from developed countries. The engineers who migrated from 

corporations in Japan to the 5 successful companies and to other 
companies in China and South Korea were identified from the 
patent data filed by the Japanese companies. All of the engineers’ 
names listed as inventors on the patents mentioned above are 
extracted. Excluding those with identical names, there are 
approximately 170,000 inventors from Japanese companies and 
approximately 50,000 inventors from Chinese and South Korean 
companies. Then, all of the names of the inventors mentioned 
above who appear in both patents filed by Japanese companies and 
those filed by non-Japanese companies are extracted. Because 
engineers with identical names who are mentioned as inventors in 
Section H are highly likely to be the same people, the fact that their 
names appear on patents filed by both Japanese companies and 
Chinese and South Korean companies means that these people 
have worked in both countries. However, even given identical 
names, some of the data may refer to different engineers. 
Therefore, certain conditions were set to eliminate these cases by 
checking the International Patent Classifications. Next, with regard 
to patents with inventor names that match those extracted as above, 
the company that employed them was identified by examining the 
applications. Then, by considering the order of the years in which 
the applications were filed, the researchers' career changes could 
be identified regarding the company they left and the company 
they then joined.  

In Hypothesis 2, to analyze how talent from developed 
countries contributes to innovation by emerging nations’ 
enterprises, patent data and financial data from a 22-year period 
(1990–2011) are used to perform an analysis using panel data for 
a Chinese corporation (Huawei), a Taiwanese corporation (Hon 
Hai), and three South Korean companies (Samsung, LG, and 
Hyundai). 

3.2. Explained variable  

Regarding Hypothesis 1, to indicate which type of knowledge 
workers migrate to emerging nations’ enterprises, the explained 
variable can have two values: 1 for migrating to emerging nations’ 
enterprises and 0 for not migrating. 

For Hypothesis 2, the number of patents is used in this study to 
determine innovations by emerging nations’ enterprises when 
measuring the results for knowledge workers from developed 
countries’ corporations. Other well-known studies have used the 
knowledge-production function approach [15], [17]-[22]. Thus, 
the knowledge production function employing the number of 
patents is used in this study. 

Furthermore, from the perspective of measuring the quality of 
patents, the citation count is also used as an explained variable 
because the analysis shows that in many cases, the citation count 
of American patents (forward citation) is strongly correlated with 
the value of the patent [27]-[30]. For example, Hall et al. (2005) 
demonstrate that the aggregation of the citation count of a patent 
owned by a corporation is correlated with the company’s share 
price [30]. In this way, the citation count is an excellent index to 
verify the impact of the quality of patents.  

3.3. Explanatory variable  

In this study, to analyze the impact caused by the mobility of 
human resources and inventor networks on innovation by Chinese 
and South Korean firms, numerous indices representing the quality 
of talent are established. To analyze the role played by the mobility 
of knowledge workers and their influences on innovation and 
growth in Chinese and South Korean companies, I examine the 
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characteristics of knowledge workers based on the aspects of skills 
and inventor networks. Specifically, a social network index and 
some indices to measure the features of the talent are used as 
explanatory variables based on patent data.  

I use social network indices of co-invention by inventor 
networks using patent data. I calculate the social network indices 
for each inventor in the company that employs him or her, and I 
examine the structural positions in the network. Social networks 
are composed of different nodes of individuals and the social 
relationships that individually connect them. By observing the 
centrality index of each node, it is possible to analyze the 
characteristics and roles of each node in the overall network. I 
investigate co-inventor networks by using patent data and develop 
social network indices based on degree centrality, closeness 
centrality, betweenness centrality (Freeman, 1979), eigenvector 
centrality (Bonacich, 1972), clustering coefficients, and page 
ranks. Degree, betweenness, closeness, and eigenvectors are the 
four main measures of centrality. These centrality measures 
capture the relative position of an individual within the network. 
Degree centrality is defined as the number of links incident upon a 
node—in other words, the number of ties that a node has [40]. 
Degree centrality is based on a measured focus on the level of 
communication activity. In contrast, betweenness centrality 
reflects the intermediary location of a node along the indirect 
relationships linking other nodes [40]. Betweenness centrality 
captures stress control and the capacity to interrupt 
communication. The maximum theoretical value of betweenness 
centrality is given by (n-1)(n-2)/2 [41]. Closeness centrality 
measures depend on the geodesic distance, which is the minimal 
length of an indirect path. Freeman (1979) suggests that measures 
of centrality based on closeness reflect a node’s freedom from the 
controlling actions of others and their capacity for independent 
action within the network [40], [42]. Eigenvector centrality reflects 
the fact that individuals might profit from well-connected friends 
[43]. I focus on degree centrality and eigenvector centrality.  

A node with high degree centrality has many direct connections 
with other nodes, and people with high degree centricity are central 
people in communication within the network. [44]. High degree 
centrality means that the inventor has experience cooperating with 
many other inventors from his company. As an individual becomes 
exposed to increased degree centrality, his or her position in the 
network will attain a higher status [45], providing more 
opportunity to learn, acquire and utilize knowledge. Thus, an 
inventor who has high degree centrality is considered a “star 
inventor.”  

Eigenvector centrality is a centrality index proposed by Phillip 
Bonacich; it evaluates not only high-scoring nodes but also all 
nodes that are connected to high-scoring nodes. In other words, a 
high score for eigenvector centrality means that the node has 
connections with high-scoring nodes. This means that eigenvector 
centrality is a measure of the influence of a node in a network. 
Being related to a node that has many relationships with other 
nodes implies an important position within the network. In other 
words, an inventor who has a high score on eigenvector centrality 
is a person with whom “star inventors” always want to work. This 
is because individuals in such positions can obtain a great deal of 
important information and have both analytical skills and problem-
solving capacity. Recently, the strategic importance of patent 
analysis has been highlighted by high-technology management as 
the process of innovation has become more complex [46]. 
Furthermore, patents facilitate analytical work through their 

relative advantages [48]. In addition, to measure the features of 
migrating talent, variables such as the number of migrated 
inventors, the size of the company of origin, the number of years 
in the inventor’s career, the citation count, the forward citation 
count, the Herfindahl-Hirschman Index of the IPC number, and 
eigenvector centrality are used.  

The patent citation count is used as a representative index to 
indicate patent quality. This approach has been validated by 
various studies [49], [31], indicating that the forward citation count 
is effective for measuring the quality of a patent. In addition, an 
inventor who has been involved with many high-quality patents 
can be regarded as excellent. The total citation count of a patent in 
which the inventor in question has been involved is used as a 
surrogate index for his/her excellence. Thus, the forward citation 
number is an important performance indicator to measure the 
performance of individual inventors. I therefore count all forward 
citations received by each patent for each inventor. 

Furthermore, as an index to measure patent quality, in addition 
to the citation count, it has been noted that the number of a patent’s 
backward citations correlates with the quality of the patent [31]. 
The number of backward citations is effective for measuring a 
patient’s originality [50]. A high score on the number of backward 
citations means that the patent is complex, and a low score means 
that the patent is highly original. Therefore, the number of times a 
patent has been cited has been added as a variable to measure the 
quality of talent. I use the total number of patent citations 
(backward citations) as a representative index of originality and 
complexity. 

The number of years in the inventor’s career is calculated as 
the number of years elapsed since the year in which the inventor in 
question filed his/her first patent application.  

In addition, the Herfindahl-Hirschman Index of the IPC 
number can measure whether an inventor has been involved with 
patents in a specific technical domain or in a variety of technical 
domains. In other words, a high HHI value indicates that the 
inventor specializes in a specific technical field, whereas a low 
HHI value indicates that the inventor has wide knowledge covering 
a variety of technical fields.  

Another factor affecting the quality and quantity of patents is 
an increase in R&D costs. There have been numerous analyses 
[15], [17], [18], [21] of the cost of R&D and patent applications. 
In general, the number of patents increases and their quality 
improves as R&D cost increases, regardless of inventor quality. 
Therefore, in this study, R&D cost in the current period is also used 
as a variable. 

3.4. Control Variables 

Most empirical studies of firm performance include firm size 
as either a control variable or an independent variable. Following 
this tradition, I use firm size as a control variable. In terms of the 
scale of the company of origin, corporations with $100 trillion or 
greater in sales are classified as large, whereas corporations with 
less than $100 trillion in sales are classified as small.  

3.5. Estimation technique 

To test the first hypothesis and determine the characteristics of 
knowledge workers migrating to Chinese and South Korean 
enterprises from Japanese corporations, a logistic model is built for 
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the analysis using two-value objective variables. The model 
formula is as follows:  

Pi(i=1)=F(C+∑αixi) 

Pi=exp(C+∑αixi)/(1+exp(C+∑αixi)) 

Pi represents the probability of mobility of engineer i, taking 
the value of 1 if the inventor migrated to an emerging nation and 
the value of 0 if he/she did not. F is the cumulative distribution 
function, αi is a coefficient, Xi is an explanatory variable, and C is 
a constant.  

To test the second hypothesis and determine the influence of 
engineer mobility on innovation by Chinese and South Korean 
firms, the knowledge production function developed by Griliches 
and Regev (1995) is applied [26]. The knowledge production 
function measures the effectiveness of R&D investment for 
increasing knowledge. Griliches and Regev (1995) establish the 
following formula to compare labor productivity between 
companies [26]. 

Y = Xb + Zc + lm +μ 

Here, Y represents the logarithm of productivity, X is the 
logarithm of the input variable (intermediate inputs and capital 
services per person), and Z represents the control variables (e.g., 
dummy variables for size, age, and location). The authors establish 
eight variables: 1) intermediate inputs and fixed capital services, 
2) R&D capital and labor quality (as a proxy for human capital), 
3) size, 4) sector and type of ownership, 5) industry grouping, 6) 
establishment year, 7) mobility status (entry and withdrawal 
status), and 8) year dummies.  

In this study, the impact of the migration of engineers from 
corporations in developed countries on innovation in emerging 
nations’ enterprises is examined by entering the variable related to 
the knowledge worker’s characteristics. Here, I extend this 
framework to examine the link between knowledge workers’ 
characteristics and innovation. The model formula is as follows. 

Y = Xb + Zc +Wd+ lm +μ 

Y stands for the degree of innovative activity, X represents 
R&D inputs, Z represents local human capital inputs, and W 
represents the characteristics of knowledge workers who migrated 
from Japan. 

In this study, I use the number of patents and the number of 
citations as a surrogate variable for innovative activity. The 
number of patents used as an explained variable represents non-
negative numeric data. In this study, a fixed-effect model and a 
random-effect model are used to perform the calculations, 
following the example of Hausman et al. (1984) [17]. Hall and 
Mairesse (1995), Mairesse and Hall (1996), and Harhoff (1998) 
analyze French, American, and German manufacturers using a 
fixed-effect model to control for the deviation of a company’s 
fixed effect [51]-[53]. 

4. Results and discussion  

After the text edit has been completed, the paper is ready for 
the template. Duplicate the template file by using the Save As 
command, and use the naming convention prescribed by your 
conference for the name of your paper. In this newly created file, 
highlight all of the contents and import your prepared text file. You 
are now ready to style your paper; use the scroll down window on 
the left of the MS Word Formatting toolbar. 

4.1. Identify the Headings 

The main regression results are reported in Table 1. I analyze 
the characteristics of knowledge workers recruited as new hires by 
5 successful firms in China and South Korea. A logistic regression 
model is used to verify the influence of the basic explanatory 
variables, such as inventors’ individual social network index, the 
number of years in their career, and the evaluation of their 
invention. Model 1-6 reports the results for South Korean 
companies and Model 7-10 reports the results for Chinese 
companies. 

Consistent with Hypothesis 1-1, the results indicate that the 
coefficient of forward citations is significantly high for South 
Korean companies; however, it is negative for Chinese companies. 
Conversely, the results for the number of backward citations are 
negative for South Korean companies and positive for Chinese 
companies. These results mean that South Korean firms employ 
knowledge workers who have had excellent results in their former 
jobs and have the ability to be original. In contrast, Chinese firms 
employ knowledge workers who have not had excellent results in 
their former jobs but who have experience with the complex nature 
of innovation. These results suggest that there is a high probability 
that South Korean companies select new talent by considering the 
number of times that a given patent has been cited, which is the 
most commonly used index to indicate a patent’s importance. 

In addition, consistent with Hypothesis 1-2, the variable for 
years of experience is negative in Model 5 (Hyundai) and Model 7 
(Huawei) and positive in Model 1 (Samsung), Model 3 (LG), and 
Model 9 (Hon Hai).  

The coefficient of HHI is negative for all of the companies. 
This result means that successful firms in China and South Korea 
select engineers who have experience not in a specified technical 
domain but in a variety of technical domains with Japanese firms. 
This result supports Hypothesis 1-3. 

Consistent with Hypothesis 1-4, the coefficient for degree 
centrality is statistically positive in Model 3 and statistically 
negative in Model 7. Inventors who have high degree centrality 
tend to have experience cooperating with many other inventors in 
their company. I define them as “star inventors.” This result 
suggests that LG acquires “star inventors” and Huawei does not. 
In other words, the specific knowledge that an inventor absorbed 
while employed at a mature enterprise is not necessarily the most 
important element transferred into emerging nations’ companies.  

However, consistent with Hypothesis 1-5, the results show that 
the coefficient for eigenvector centrality is significantly positive in 
Model 2, Model 4, and Model 10. This result means that Chinese 
and South Korean companies prefer talent with high eigenvector 
centrality. Inventors who have a high score on eigenvector 
centrality are inventors with whom the “star inventors” always 
want to work. In other words, young, successful firms acquire 
knowledge workers who connect strongly with the “star 
inventors.” This result supports Hypothesis 1-5. 

Table 2 shows the results analyzing the link between the 
quality of human capital inputs and innovation using a fixed- effect 
model and a random-effect model. Model 1-4 reports the results 
for 1990-2011. The null hypothesis can be dismissed based on the 
Hausman test regarding the selection of the two calculation 
methods. Therefore, the fixed-effect model is preferable. 
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Consistent with Hypothesis 2-1, regarding knowledge workers 
employed by Japanese firms, the coefficient for eigenvector 
centrality is positive in Model 1 and Model 3 in Table 3. 
Additionally, the coefficient for degree centrality is positive in 
Model 1 and Model 3. However, only the coefficient for 
eigenvector centrality in Model 1 is positive. The results showing 
a positive coefficient for eigenvector centrality mean that inventors 
who strongly connect with “star inventors” contribute to 
innovation in emerging nations’ companies. In other words, the 
inventors who connect strongly with “star inventors” contribute 
more to young companies’ innovation as measured by the number 
of patents than do “star inventors” who were formerly employed 
by mature companies. Thus, Hypothesis 2-1 is not supported. 

Table 3 shows the results of analyzing the link between the 
quality of human capital inputs and innovation using a fixed effects 
model and a random effect model. Model 5-8 reports the results 
for 2001-2011. The null hypothesis can be dismissed based on the 
Hausman test regarding the selection of the two calculation 
methods. As a result, the fixed-effect model is preferable. 

Consistent with Hypothesis 2-2, the coefficient for the number 
of Japanese inventors is statistically positive in Model 5. This 
result shows the impact on innovation by emerging nations’ 
enterprises as measured by the number of patents won by Japanese 
researchers employed at these companies from 2001-2011. 
Similarly, the coefficient for the number of Japanese inventors is 
statistically positive in Model 1. However, the level of statistical 
significance is different. The coefficient for the number of 
Japanese inventors in Model 5 is significant at the 5% level; 
however, the coefficient for the number of Japanese inventors in 
Model 1 is significant at the 10% level. These results mean that 
inventors with experience in a developed country contributed more 
to quantity of innovation after 2001 than in the period from 1990-
2001. This tendency is not similar in quality of innovation (see 
Model 3 and Model 7). The results suggest that after emerging 
nations’ enterprises strengthened their “absorptive capacity,” there 
was a high possibility that new hires who had formerly been 
employed in developed countries would contribute to innovation, 
as measured by the quality of patents. Thus, Hypothesis 2-1 is 
partially supported. 

5. Conclusion 

In this study, I identify the influence of engineers’ mobility 
on firms’ development and innovation. In particular, this study 
focuses on knowledge spillover and transnational networks 
between companies in developing and developed countries from 
the perspective of inter-organizational labor mobility. I 
investigate the role of engineers who migrated from Japan to 
China and South Korea in transmitting knowledge from large, 
established companies to young companies. 

This analysis has yielded important insights into how 
knowledge workers’ characteristics condition their transnational 
mobility and engagement in international knowledge 
development. First, this analysis of the characteristics of inventors 
who migrate from Japanese corporations to China and South 
Korea indicates that rapid growth companies recruit knowledge 
workers from Japanese companies based on differences in priority 

characteristics such as skills, the length of their careers, and their 
experience in technical fields. Interestingly, top firms, such as 
Samsung and LG, are more selective in their hiring than other 
firms in that they overwhelmingly recruit talent from Japan. 
Successful companies in China and South Korea select engineers 
who do not have experience cooperating with many other 
inventors but who do have analytical skills and problem-solving 
capacity. In other words, successful firms require people with 
analytical skills and problem-solving capacity, not “star inventors.” 
This result means that for successful companies, non-specific 
knowledge is more important than specific knowledge. These 
findings dovetail reasonably well with the findings from Zellner’s 
study (2003) [35]. 

Second, the knowledge production function is applied to 
analyze what types of knowledge workers contribute to 
innovation in emerging nations using panel data. With respect to 
innovation, inventors who connect strongly with “star inventors” 
from developed companies play an important role, as do the “star 
inventors” themselves.  

Based on the above results, it can be argued that at the time 
of hiring, it is most important to select people with the applicable 
skills, which suggests that corporate growth requires not only 
“star inventors” but also inventors who connect strongly with the 
“star inventors.” 

My study has notable limitations. At this time, only analyses 
of Chinese and South Korean enterprises were conducted. 
However, in terms of the relationship between innovation and 
talent migration, it would be worthwhile to expand the scope of 
analysis to all emerging nations. Additionally, this research 
focused on the electronics industry. However, the effect of 
inventor mobility may differ considerably from industry to 
industry. Therefore, further research is needed on other industrial 
sectors. 

Nevertheless, the theoretical framework developed and 
applied herein draws on a broad range of academic literature. The 
empirical findings are well aligned with the framework regarding 
the link between the mobility of knowledge workers and 
knowledge spillover. The approach developed herein will 
hopefully inspire future empirical studies to analyze the role of 
migrating knowledge workers. 
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 Sensor network protocol stacks require the addition or adjustment of functions based on 
customer requirements. Sensor network protocols that require low delay and low packet 
error rate (PER), such as wireless control networks, often adopt time division multiple 
access (TDMA). However, it is difficult to add or adjust functions in protocol stacks that 
use TDMA methods. Therefore, to add or adjust functions easily, we propose NES-
SOURCE, a compact wireless control network protocol with a fast path-switching function. 
NES-SOURCE is implemented using carrier sense multiple access/collision avoidance 
(CSMA/CA) rather than TDMA. Wireless control networks that use TDMA prevent 
communication failure by duplicating the communication path. If CSMA/CA networks use 
duplicate paths, collisions occur frequently, and communication will fail. NES-SOURCE 
switches paths quickly when communication fails, which reduces the effect of 
communication failures. Since NES-SOURCE is implemented using CSMA/CA rather than 
TDMA, the implementation scale is less than one-half that of existing network stacks. 
Furthermore, since NES-SOURCE’s code complexity is low, functions can be added or 
adjusted easily and quickly. Communication failures occur owing to changes in the 
communication environment and collisions. Experimental results demonstrate that the 
proposed NES-SOURCE’s path-switching function reduces the amount of communication 
failures when the communication environment changes owing to human movement and 
others. Furthermore, we clarify the relationships among the probability of a changing 
communication environment, the collision occurrence rate, and the PER of NES-SOURCE. 

Keywords:  
Sensor network protocol 
Communication failure 
Wireless control networks  

 

 

1. Introduction   

This paper is an extension of a work originally presented at the 
2016 TRON Symposium [1]. 

Recently, sensor network technology has been applied to smart 
networks and Internet of Things networks, such as wireless control 
networks (WCN) for factory and plant automation. Such practical 
applications require a low delay, a low packet error rate (PER), and 
delay guarantees [2, 3]. 

In general sensor network protocols, e.g., the ZigBee PRO 
specification [4], nodes in the network determine the 
communication path autonomously. Therefore, it is difficult to 
consider communication delay when designing a system because 
the communication route is unknown. Therefore, many WCN 
protocols that require delay guarantees adopt a fixed routing 
system, i.e., external routing information is the input. 

Some WCN protocols employ multiple routes simultaneously 
during data transmission to eliminate the delay caused by packet 
loss. For example, WirelessHART [5] increases communication 
reachability by duplicating all communication paths from each 
node to the base station. However, duplicating communication 
paths can cause collisions. 
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Thus, most existing WCN protocols adopt TDMA [5–9] 
because it is contention-free. 

However, TDMA has the following problems. 

(1) Handling difficulty 

TDMA requires high synchronization accuracy. Generally, 
it is difficult to implement programs that can maintain 
synchronization accuracy in less than 10 ms because, in 
embedded software environments, unexpected delays of 
several milliseconds occur randomly, such as OS task 
switches and interrupts.  

For example, the flooding time synchronization protocol 
[10], which is a general time synchronization technology, 
handles such random delays by including time information 
in the send frame under the RFLSI driver sequence. 
Software that crosses network layers is difficult to develop 
without errors. The WCN stack must operate with various 
types of hardware wherein processing capacity and how 
connected sensors are handled vary. In addition, customer 
requirements must be considered for each application. 
When using a stack with TDMA, we must adjust the stack 
each time the hardware changes. In particular, when using 
sensors that generate various interrupts or require time-
consuming operations, it is difficult to maintain accurate 
TDMA synchronization.  

As described above, TDMA systems are difficult to 
implement, i.e., it is difficult to add or modify functions to 
such systems.  

(2) High procurement cost 

Note that rigid hardware specifications must be satisfied 
to maintain high TDMA synchronization accuracy.  

For example, Linear Technology’s WirelessHART 
module maintains high synchronization accuracy by 
measuring temperature changes and clock error changes 
during the manufacturing process and writing this 
information to memory.  

However, fabricating such hardware is difficult, and 
procurement costs are high. 

Some WCN studies have employed CSMA/CA protocols [11, 
12]. However, CSMA/CA protocols are designed for large 
networks and are ineffective in typical WCNs (approximately 25 
nodes) [3, 5]. 

In this paper, we propose the NES-SOURCE protocol stack for 
a WCN of practical size. 

NES-SOURCE has compact implementation. Its code size is 
approximately one-quarter that of a general sensor network 
protocol stack and approximately one-half that of the TDMA-
based WCN protocol stack. The cyclomatic complexity, which is 
a measure of source code complexity, of NES-SOURCE’s 
functions is at most 10, which is less than other WSN [19] and 
WCN [20] protocol stacks. This indicates that NES-SOURCE 
stacks can be customized and adjusted quickly. 

NES-SOURCE has a high-speed path-switching function, i.e., 
paths are switched quickly when communication failures are 
detected. With this function, NES-SOURCE achieves a low delay 
and a low PER without duplicating the communication path, which 
is the case with TDMA-based technology. Compared to a simple 

fixed-path protocol, NES-SOURCE has the following features that 
allow routes to be changed quickly. 

(1) Reduced back-off time 

Sensor data and commands used in a WCN are at most several 
dozen bytes. By limiting the frame size to approximately 100 
bytes, the random back-off time with CSMA/CA can be 
reduced from a maximum of approximately 15 ms to a 
maximum of 2.8 ms, as specified in IEEE 802.15.4g. 

(2) ACK omission 

If the communication path comprises a single hop, when NES-
SOURCE detects packet loss in the MAC layer, it resends the 
frame using a backup route without waiting for the network 
layer ACK timeout. 

With the above features, NES-SOURCE’s communication 
delay can be reduced to approximately 60 ms for a communication 
path using a normal single-hop route and a backup two-hop route, 
which has been confirmed experimentally. 

Packet loss occurs owing to packet collision or changes in the 
communication environment. We demonstrate experimentally that 
the PER and communication delay can be improved by 
implementing NES-SOURCE’s route change function in a 
changing communication environment, e.g., in a factory 
environment where people and equipment interfere with wireless 
communications. Furthermore, we clarify the relationships 
between the probability of interference from obstacles in a 
communication environment and the collision occurrence rate and 
the PER of NES-SOURCE. The NES-SOURCE path-switching 
method can be considered an optimal method during system design. 

2. Problems with Standardized Technologies and Related 
Work 

2.1. Standardized Technologies 

Several technologies have been standardized for WCNs.  

IEEE 802.15.4 compliant technologies [8] are most frequently 
used in short-range wireless sensor networks (WSN), e.g., IEEE 
802.15.4 is used as the MAC layer protocol in ZigBee IP [13]. 

IEEE 802.15.4 has two operational modes, i.e., non-beacon and 
beacon modes. The non-beacon mode is a CSMA/CA-based 
communication mode, and the beacon mode is a hybrid of TDMA 
and CSMA/CA. If nodes are in beacon mode, they send packets 
during a contention-free period (CFP). During the CFP, nodes 
communicate using TDMA. If the delay request for packets is short, 
nodes send packets during a contention access period (CAP). Note 
that nodes communicate using CSMA/CA during the CAP. IEEE 
802.15.4’s beacon mode is a well-thought-out protocol; however, 
it has not been implemented broadly because the specification is 
complicated and difficult to implement. 

Time Slotted Channel Hopping (TSCH) is a TDMA-based 
protocol standardized in IEEE 802.15.4e [15]. TSCH nodes 
change communication channels each time the nodes change their 
TDMA timeslot. TSCH network systems are highly noise resistant. 
Owing to these characteristics, TSCH is used in WirelessHART 
[5]. TSCH is a suitable MAC layer protocol for WCNs. However, 
it requires improved clock accuracy, which is expensive. For 
example, in WirelessHART, clock correction information for 
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nodes is measured and written during the manufacturing process; 
however, such processes cannot be performed in all factories. 

WirelessHART [5] uses TSCH to enhance communication 
reliability by incorporating a redundant communication path. 
However, this protocol control network information resides on the 
base station side; therefore, the system will fail if nodes cannot 
communicate with the base station. In addition, these protocols use 
TDMA, and it is difficult to guarantee delay on the order of 50–
100 ms [3]. 

Sub-GHz bands are suitable for WCNs because they allow 
communication over greater distances compared to the 2.4-GHz 
band, which is used in IEEE 802.15.4 [8]. For example, IEEE 
802.15.4g [14] is a wireless communication standard that uses a 
sub-GHz band. The theoretical communication distance of IEEE 
802.15.4g is greater than 1 km at 20 mW. This is greater than the 
IEEE 802.15.4 communication distance (approximately 250 m at 
best). In addition, compared to 2.4-GHz bands, which are very 
noisy ISM bands, sub-GHz bands are not noisy. 

The maximum frame size of IEEE 802.15.4g is 2048 bytes. 
Therefore, back-off time during CSMA/CA communication is 
approximately 15 ms at maximum. This back-off time is too large 
for a WCN, which requires a communication delay of less than 
approximately 50–100 ms. 

2.2. Related Work 

Researchers have improved the reliability of and delays in 
WCNs. WCN protocols can be classified as TDMA contention-
free and CSMA/CA contention-based methods. 

WirelessHART [5], PEDAMACS [7], and GinMAC [6] are 
representative contention-free schemes. 

In WirelessHART [5], the base station regularly updates the 
routing and channel information for the network nodes. Therefore, 
the system does not function if nodes cannot communicate with the 
base station [15]. 

PEDAMACS [7] solves this problem by increasing the base 
station’s transmission power to implement single-hop transmission 
from the base station. However, single-hop transmission often 
cannot be implemented in a WCN application environment.  

GinMAC [6] avoids this problem by pre-installing node 
routing information. However, GinMAC uses TDMA and is 
difficult to implement. 

MMSPEED [11] and Dwarf [12] are representative contention-
based schemes. 

MMSPEED [11] guarantees delay by controlling data stream 
QoS attributes, and this method is effective for large-scale data 
streams and networks. The network scale in [11] is approximately 
150 nodes, which is greater than a typical WCN (approximately 25 
nodes)  

Dwarf [12] improves reliability by utilizing unicast-based 
flooding. This is effective when node density is high in a large-
scale network. Therefore, Dwarf is unsuitable for WCNs. 

 
3. NES-SOURCE Design 

3.1. WCN Requirements 

According to Zandra et al. [3], control applications can be 
categorized into three levels depending on the importance of 
message timing. Wired network communication is reasonable for 
applications with high-level requirements (e.g., control of life-
threatening emergency stop devices). On the other hand, 
applications with low-level requirements (e.g., applications that 
safely allow manual intervention and/or monitoring) can use 
general WSNs.  

WCNs can be used for applications with medium-level 
requirements. Table 1 lists the requirements generally assumed for 
WCNs. Note that the information given in Table 1 is based on the 
requirements provided by Samarasinghe et al. [6] and Kumar et al. 
[2]. The main application of a WCN that satisfies the requirements 
in Table 1 is assumed to be “a network for automatic control 
requiring responsiveness on the order of one second from 
measurement to response.” [2, 15]. Note that “automated valve 
control at the factory” is often given as an example [15]. 

NES-SOURCE is assumed for use in environments wherein 
people and equipment move frequently, such as manufacturing 
plants. When a person or piece of equipment enters the 
communication path, the communication environment changes, 
and packet loss can occur. A WCN node cannot use an obstructed 
path until the obstruction is removed. Therefore, a WCN protocol 
requires a route-changing function. 

As mentioned previously, in the general sensor network 
protocol, each node changes the communication path 
autonomously. In contrast, in the general WCN protocol, nodes do 
not construct routes autonomously. For example, in 
WirelessHART, nodes use duplicate communication paths 
simultaneously to transmit packets rather than changing routes.  

In WirelessHART and comparable technologies that adopt 
TDMA, collisions do not occur even if the communication path is 
duplicated because TDMA is collision-free. However, when using 
CSMA/CA, collisions tend to occur if communication paths are 
duplicated because packets are transmitted to the same destination 
at essentially the same time. In this case, transmission and ACK 
packet collisions cause contention. 

Table 1 Practical WCN requirements 

 

Network size Up to 25 nodes
Packet occurrence 
frequency

0.1-1.0Hz  (for monitoring)
Hz (for FA or PA)

Packet loss rate 
Delay guarantees 1s (for monitoring)

50-100msec(for FA or PA)
Network topology Most nodes will be located 

1 hop from the station 
node and at most a 
distance of 3 hops will be 
observed.
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Therefore, when considering a WCN stack using CSMA, we 
must also consider a method to detect communication failure and 
switch communication paths quickly. 

3.2. NES-SOURCE Features 

We designed and developed NES-SOURCE to satisfy the 
conditions listed in Table 1 [16]. NES-SOURCE has the following 
features. 

• PHY and MAC layers 

The PHY/MAC layer of NES-SOURCE is based on IEEE 
802.15.4g. The usable frequency band is the 920-MHz 
band, the modulation method is GFSK, and the output 
power is 20 mW.  

Generally, if the single-hop communication distance is 
long, the number of hops in a multi-hop network 
decreases, and as a result, communication delay decreases. 
The communication distance of IEEE 802.15.4g is four 
times that of IEEE 802.15.4 at 2.4 GHz. Therefore, with 
IEEE 802.15.4g, it is highly probable that the effective 
communication delay will be less than that of IEEE 
802.15.4. Furthermore, the diffraction characteristic of 
the 920-MHz band is better than that of the 2.4-GHz band. 
Therefore, IEEE 802.15.4g is suitable for the application 
environment assumed by NES-SOURCE (e.g., a factory 
with complicated piping). 

The CSMA random back-off time of IEEE 802.15.4g 
is up to approximately 60 ms, which is greater than the 
maximum random back-off time of IEEE 802.15.4d [17] 
(11.2 ms) because the maximum frame size of IEEE 
802.15.4g is 2048 bytes. This maximum frame size is 
larger than the maximum frame size of IEEE 802.15.4d 
(128 bytes). Note that a WCN does not need to 
communicate large volumes of data; thus, 128 bytes is a 
suitable maximum frame size. 

Therefore, NES-SOURCE adopts the random back-off 
time of IEEE 802.15.4d. Our experimental results 
demonstrate that communication delay is improved by 
6.5 ms (an average improvement of 27%) when 
transmitting 20 bytes by reducing the random back-off 
time [18]. 

• Network layer 

Similar to GinMAC, NES-SOURCE routing is a source 
routing method that uses an input fixed route. With NES-
SOURCE routing, it is possible to set multiple paths to a 
single destination node, and these paths can have 
predetermined priorities. 
 

When NES-SOURCE receives transmission requests 
from the upper layer, it first transmits the packet using 
the highest priority path. When a packet transmission 
failure is detected at the network layer, NES-SOURCE 
retransmits the packet using the next priority path. 
 

NES-SOURCE uses ACK communication in the MAC 
and network layers to improve communication reliability. 
ACK communication in the network layer is required to 
implement path switching in the network layer. 
However, when an ACK from the network layer is used 
in a single-hop route, two transmissions (i.e., network 
layer data and ACK communications) are performed to 
confirm the transmission. However, such 
communication is useless, and reducing the frequency of 
such useless communication benefits the system. 
 

NES-SOURCE only uses ACK communications from 
the MAC layer, i.e., it does not use ACK 
communications from the network layer when the 
communication path to the destination node is a single 
hop. In this case, NES-SOURCE retransmits using the 
next priority path when the ACK communication of the 
MAC layer fails. As a result, an average communication 
delay improvement of approximately 9 ms is confirmed 
for a single-hop communication path [16]. 
 

 

• Software 

The NES-SOURCE source code is more compact 
compared to the protocol stacks for WSNs and WCNs. A 
source code size comparison is shown in Figure 1. 

As an implementation of a general sensor network 
protocol, we refer to zboss [19], which is an open-source 
implementation of ZigBee PRO. The zboss code size 
(excluding the PHY driver) is 11217 steps in total (the 
NW layer code is 8366 steps). 

As an implementation of the control radio protocol 
stack, we refer to OpenWSN [20], which is an open-
source implementation of TSCH. The OpenWSN code 
size (excluding the PHY driver) is 4833 steps (the NW 
layer code is 1859 steps). 

For NES-SOURCE, the total code size (excluding the 
PHY driver) is 2403 steps (the NW layer code is 727 
steps). Even if only the number of code steps is compared, 
NES-SOURCE is a very compact implementation 
compared to other implementations. 

 

Figure 1 Protocol stack code size comparison 
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Figure 2 compares the function complexity of each 

protocol stack. The complexity of a function can be 
measured by its cyclomatic complexity [21]. Note that 
adding new code to a function is difficult if the cyclomatic 
complexity is large. Generally, there is no problem if the 
cyclomatic complexity is 10 or less. Figure 2 compares 
the cyclomatic complexity of the top 40 functions in the 
source code of each protocol stack. For example, zboss 
has 35 complex functions (the cyclomatic complexity is 
greater than or equal to 10), and OpenWSN has 10 
complex functions. In contrast, NES-SOURCE has only 
one complex function. Thus, we consider that NES-
SOURCE stacks can be customized and adjusted faster 
than general WSN and WCN protocol stacks. 

A size comparison of the highly complex functions in 
each protocol stack is shown in Figure 3. Generally, fewer 
steps per function result in better code readability, which 
makes the code easier to maintain. As can be seen, NES-
SOURCE has fewer steps per function than the other 
stacks; thus, NES-SOURCE is easy to maintain. 

 
4. Evaluation on Actual Machine 

To evaluate and verify NES-SOURCE, we implemented it on 
an OKI MH 920-Node-232. The MH 920-Node-232 is a sensor 
node that supports IEEE 802.15.4g and is equipped with a Cortex-
M3 processor. Here we adopted FreeRTOS [22] as the embedded 
OS, and we developed the stack using the C programming 
language. The other experimental variables are shown in Table 3. 

In this experiment, receiving nodes were arranged to form a 
hexagon, and the transmitting node was installed at the center of 
the hexagon. The transmission packet was 53 bytes (including 
overhead), the distance between nodes was 2 m on average, the 
communication system’s transmission frequency was 1 Hz, the 
number of people in the room was always approximately 10 people, 
and the number of trials was 10000 for each node (approximately 
16 hours). 

The experiment evaluated the following packet loss management 
methods. 

• Method 1: Retransmission by the same route 

The transmission node retransmits using the same single-
hop route if communication fails. Here, the maximum 
number of retransmissions is four (Figure 4). 

• Method 2: Retransmission by another route 
The transmission node retransmits using a two-hop route 
if single-hop communication fails. Here, the maximum 
number of retransmissions is one (Figure 5). 

• Method 3: Retransmission by the same and another route 

The transmission node retransmits using a two-hop route if single-
hop communication fails five times. Here, the maximum number 
of retransmissions for two-hop communication is one (Figure 6).  

 
Figure 5 Method 2: two routes without retransition 

Destination node

Source node

First route.
No retransmission.

Second route.
No retransmission.

Figure 2 Program complexity 

 
Figure 3 Size comparisons of complex functions 

 

Figure 4 Method 1: first route only 

Destination node

Source node

First route.
Retransmitted 4 times.
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Figures 7 and 8 show the experimental results. Figure 7 shows the 
maximum communication delay for each method (i.e., 55.37, 
51.84, and 95.93 ms for Methods 1, 2, and 3, respectively). Figure 
8 shows the PER for each method (8.71 × 10−3, 5.83 × 10−4, and 
5.33 × 10−4 for Methods 1, 2, and 3, respectively). 

The number of single- and two-hop communication routes for 
Method 2 was 58138 and 1827, respectively. The number of 
single- and two-hop communication routes for Method 3 was 
59422 and 546, respectively. 

5. Discussion 

The experimental results indicate that the route change 
function in the proposed NES-SOURCE stack works effectively. 

 
Figure 7 Maximum communication delay 

 
Figure 8 Packet error rate 

 
In the experimental environment, Method 2 was more 
advantageous relative to PER (Figure 5) than Method 1 as a 
measure against packet loss. 

Furthermore, Method 2 was clearly superior to Method 3 
relative to maximum delay (Figure 4). However, when compared 
relative to PER (Figure 5), the difference between Methods 2 and 
3 is small. 

These results demonstrate that the effect of link retransmission 
on packet loss was low in our experimental environment. 

Thus, in a changing communication environment (e.g., a 
person enters the communication path), changing the path is more 

Figure 6 Method 3: two routes with retransition 

Destination node

Source node

First route.
Retransmitted 4 times.

Second route.
No retransmission.

 
Figure 9 Packet error rate with/without WCN traffic 

Table 2 Simulation parameter values 

 

aUnitBackoffPeriod [8] 200 usec
aCCATime [8] 100 usec
macMinBE [8] 3
macMaxBE [8] 4
macMaxCSMABackoffs [8] 5
The number of peripheral nodes 25

Frame send period 3.5 msec

Frame send interval 1 sec
Measurement time 30000 sec×50

Table 3 Variable for calculating the PER 

 

Number of successful communications method 1 by 1 hop

Number of failed communications method 1

Number of successful communications method 2 by 1 hop
Number of successful communications method 2 by 2 hops
Number of failed communications method 2
Number of successful communications method 3 by 1 hop
Number of successful communications method 3 by 2 hops
Number of successful communications method 3 by 2 hops
Number of trials
PER of 1 hop without retransmission under the WCN traffic
PER of 2 hops without retransmission under the WCN traffic
PER of 1 hop with 4 retransmissions under the WCN traffic
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effective relative to PER and maximum delay compared to link 
retransmission. 

As stated previously, changes in a communication environment 
cause packet loss and collision. Note that our experiment did not 
consider packet collisions. Thus, to calculate a more realistic PER, 
the collision occurrence rate in WCN traffic was calculated in a 
simulation. 

The simulation was created based on the communication 
frequency assumed by a WCN (Table 1) and the communication 
device settings given in Section 4. The simulation parameters are 
shown in Table 2.  

The simulation results show that, for 25 nodes in the vicinity 
and a packet transmission frequency of 1 Hz for each node (i.e., a 
WCN general data transmission environment; Table 1), the PER 
of one-to-one communication without retransmission 
(𝑃𝑃𝑃𝑃𝑃𝑃1hop_noretry_c) was 0.8%. In addition, if four retransmissions 
were allowed (𝑃𝑃𝑃𝑃𝑃𝑃1hop_4retry_c), the PER was 0%, and the PER of 
two-hop communication without retransmission 
(𝑃𝑃𝑃𝑃𝑃𝑃2hop_noretry_c) was 1.59%. 

On the basis of the simulation and experimental results given 
in Section 4 and Table 3, respectively, we can calculate the PER 
of NES-SOURCE in WCN traffic. The relationships among the 
values shown in Table 3 are expressed as follows. 

failedmhopmtrial NNN _11_1 +=  （1） 

failedmhopmhopmtrial NNNN _22_21_2 ++=  （2） 

failedmhopmhopmtrial NNNN _12_31_3 ++= . （3） 

The PER of each method in a collision-free environment 
(PERm1_nc, PERm2_nc, PERm3_nc) can be expressed as follows. 

 

trialfailedmncm NNPER /_1_1 =  （4） 

trialfailedmncm NNPER /_2_2 =  （5） 

trialfailedmncm NNPER /_3_3 = . （6） 

On the basis of Equations 4–6, the PER of NES-SOURCE 
under WCN traffic conditions can be expressed as follows. 

trial

cretryhophopmfailedm
ncm N

PERNN
PER _4_11_1_1

_1
×+

=  (7) 

trial

cnoretryhophopmcretryhophopmfailedm
ncm N

PERNPERNN
PER

)( __22_2_4_11_2_2
_2

×+×+
=

 
（8） 

trial

cnoretryhophopmcretryhophopmfailedm
ncm N

PERNPERNN
PER

)( __22_3_4_11_3_3
_3

×+×+
=

 
（9） 

On the basis of the measurement results (Section 4), simulation 
results, and Equations 7–9, the PER values of NES-SOURCE 
under WCN traffic conditions for Methods 1 to 3 were 8.71 × 10−3, 
1.16 × 10−3, and 8.05 × 10−4, respectively (Figure 9). 

According to Zandra et al. [3], the PER request of a WCN is 
on the order of 10−4, and the delay request is on the order of 50–
100 ms. Therefore, NES-SOURCE can be used in an experimental 

environment if the given WCN application has a slightly lower 
PER requirement. 

When we construct WCN systems, we cannot predetermine 
traffic conditions or the frequency of communication problems. To 
mitigate this uncertainty, NES-SOURCE can flexibly change the 
packet loss countermeasure depending on the application’s 
requests and the environment. For example, if the network traffic 
is assumed to be high, Method 1 is reasonable. On the other hand, 
when the network is constructed in an environment where people 
frequently enter the communication path, Method 2 is reasonable. 
Method 3 is appropriate if the goal is to increase the PER, even at 
the expense of the maximum delay. 

“When a person enters the communication path, packet loss 
occurs.” 

 “Packet loss due to a person can always be avoided by 
changing the communication path.”  

Assuming the above points are correct, the relationship 
between the probability that a person is within the communication 
path (𝑃𝑃𝑝𝑝𝑝𝑝) and the PER of each method can be expressed as follows. 

cretryhoppsMethod PERPPER _4_11 )1( ×−=  (10) 

cnoretryhoppscnoretryhoppsMethod PERPPERPPER __2__12 )1( ×+×−=  (11) 

cnoretryhoppscretryhoppsMethod PERPPERPPER __2_4_13 )1( ×+×−= . (12) 

For example, Figure 10 shows the relationship between Pps and 
PER when 𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜1  = 0.8 × 10−3，𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜2  = 1.59 × 
10−3，and 𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜3 ＝ 0 (this is the same as the simulation 
results). In this case, when a person’s appearance rate in the 
communication path exceeds 0.8%, it is better to adopt Method 2 
relative to PER. 

6. Conclusions 

In this paper, we have proposed, implemented, and clarified the 
effectiveness of NES-SOURCE as a WCN protocol that adopts 
CSMA/CA, which is easy to handle. 

WSN protocol stacks must be customized and adjusted for each 
application, and the same is true for a WCN protocol stack, which 
is a WSN protocol stack with strict delay and PER requirements. 

Many WCN stacks are implemented using TDMA. However, 
TDMA is difficult to handle; thus, customization and adjustment 
are difficult.  

Therefore, we have developed the compact NES-SOURCE 
WCN protocol stack. The proposed NES-SOURCE employs the 
CSMA/CA method rather than the TDMA method. As a result, 
NES-SOURCE’s code size is approximately 2700 steps, which is 
less than one-half the size of the TDMA-based WCN stack. In 
addition, NES-SOURCE has a lower code complexity than 
conventional WCN stacks and can be customized and adjusted 
quickly. 

The WCN protocol with TDMA ensures communication 
reliability by duplicating the communication path. In contrast, the 
proposed NES-SOURCE ensures communication reliability by 
fast path switching when communication fails.  
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We conducted experiments in an environment where people 
entered and exited the communication path, and we confirmed that 
NES-SOURCE’s fast path-switching function works effectively. 
The experimental results demonstrate that NES-SOURCE’s 
communication failure detection and path-switching mechanism 
are fast and that communication delay was within general WCN 
requirements. 

We have also clarified the relationships between the 
probability of a person entering the communication path and the 
PER due to the occurrence of collisions relative to each of the PER 
of the path-switching methods that the proposed NES-SOURCE 
employs. Thus, when designing systems that use NES-SOURCE, 
it will be possible to predetermine the optimum path-switching 
method relative to communication frequency and the varying 
degrees of obstructions in the physical environment. 

Conventionally, TDMA must be adopted in WCN systems; 
however, this is difficult to customize and incurs high costs. In 
contrast, according to our experimental and simulation results, we 
can construct less expensive CSMA/CA-based WCN systems that 
can be customized quickly. 
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 The purpose of this study is to investigate the effects of integrated content and English 
education. To fulfill this, 30 studies conducted in elementary school setting matching the 
meta-analysis criteria, such as being quantitative, experimental, or having affective 
statistical results after searching for the key words of “content-based”, “theme-based” and 
“integrated learning” on the accessible databases such as RISS and Google scholar were 
selected. The results of meta-analysis are as follows: 1) Content-based integrated English 
education is more effective in improving English skills than improving affective factors. 2) 
There is no discernable difference in effect sizes among different grades. 3) Integrating with 
knowledge-based subjects were more effective than integrating with all the subjects.  
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1. Introduction  

This paper is an extension of work [1] originally presented at 
the 2017 International Conference on Platform Technology and 
Service (PlatCon).  

The main goal of learning a target language is to facilitate 
students' ability to communicate well. In countries that use 
English as a second language, the goal is to find effective English 
language learning in a limited period of time. While Korea is 
known as a country with a high level of education, many students 
in Korea who get high scores in reading and grammar lack the 
ability for authentic communication. Therefore, what could be a 
solution to solve this problem? Integrated English learning may 
be a solution. 

 Integrated English learning is an effort to learn English in an 
English class mixed with other subjects. Learning English at the 
same time as learning a subject saves time and brings meaningful 
language learning to learners. 

Studies collected and analyzed had some weaknesses. For 
example, it was hard to identify whether the studies were 
integrated by the contents or the themes, which is a collection of 
common points of contents; as such, it can be said that theme-based 
integration is content-based integration. Furthermore, some of the 
studies analyzed were difficult to classify as theme-based 
integration. Therefore, in order to complement weaknesses, the 
title was changed to “A meta-analysis of content and language 
integrated learning in English.” 

 Content-based integrated English education (CBIEE) refers to 
a method of teaching a foreign language whose main theme is 
extracted from a regular curriculum or curriculum area. Studies 
about CBIEE were conducted a few times [2, 3, 4] but analyzation 
of what part was effective for learning language was not 
conducted. Thus, it is needed to collect and analyze studies about 
CBIEE and propose directions to investigate via research on 
CBIEE that have been combined and sorted, and where the effects 
of CBIEE are found through meta-analysis. 

2. Background  

2.1. Content-based Integrated English education  

The biggest positive effect of content learning through language 
instruction or language is that they can learn concepts and language 
in a natural environment; thus, learners can acquire language at the 
same time as general knowledge. For example, if they learn about 
other country’s environment in class, they will be able to learn 
about the environment and its related language naturally while 
communicating through it. The learners who have this meaningful 
communication are instinctively stimulated to acquire a high level 
of language. It is, therefore, highly effective for learners' language 
learning to learn language and learn content knowledge naturally 
while participating in meaningful, purposeful life activities. The 
language learned through content has merits not only in terms of 
words, but also in integrating with higher dimensional thinking 
because learners' thoughts are reflected in communication [5]. 

2.2. Meta-analysis  

Meta-analysis is an analytical method that synthesizes variouss 
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articles and derives them as a single result. It draws a standard on 
papers of similar themes and derives the overall result. In short, it 
is a way to reanalyze the results so far to derive general results. In 
order to achieve the main goal of this paper, CBIEE related papers 
needed to be effectively analyzed and integrated through meta-
analysis.  

There are five steps for meta-study before analyzing statistics: 
1) Problem specification, 2) Study identification, retrieval and 
eligibility criteria, 3) Study features coding book, 4) Coding, and 
5) Analysis and interpretation [6].  

3. Method  

3.1. Subject of study  

1) Primary target classification for meta-analysis  

In this research studies related to CBIEE domestic and overseas 
papers about foreign language education were collected. Key 
words or phrases for searching studies were content-based, 
integrated learning, or theme-based. Among the research, the ones 
that matched the condition were studies that published between 
the years 2000 to 2015, with 15 were domestic papers, 7 were 
from overseas papers, and 14 were domestic master’s theses and 
doctoral dissertations. These 36 research papers were where meta-
analysis was gleaned.  

The number of studies for finding effect sizes in meta-analysis 
was 51 and the number of effect size for detail factors was 110 
each, excluding cases that overlapped. Among these studies, 
studies that were directly related to searching the effect size for 
improving English skills and affective factors were chosen. The 
number of studies that suits the condition was 35 and the number 
of effect size is 110, excluding the cases which overlapped.  

Table 1. Number of cases and number of effect sizes on detail case 

Domain 
Factor 
(Sub-

domains) 

Number of 
case Detail case Number of 

effect size 

Cognitive English 
skills 26 

Listening 18 

Speaking 15 

Reading 14 

Writing 10 

Vocabulary   2 

Affective  affective 
factors 25 

Confidence 16 
Interest 22 
Attitude 13 

Total (excluding 
overlapped) 35  110 

 
2) Secondary target for meta-analysis  

After classifying primary targets for meta-analysis, a Q-value 
test for homogeneity was taken and a random-effects model was 
chosen for meta-analysis. To raise the reliability and conduct a 
more valid meta-analysis, studies that were conducted only for 
elementary school students were only included, with studies that 
had different variables or a small number of cases were removed. 
Also, the studies that showed relatively large effect sizes without 

persuasive reasoning were dismissed. In the end, 13 research 
formats from domestic papers, 5 from overseas papers, 12 from 
master’s theses for a total of 30 studies with 107 effect sizes were 
chosen as secondary targets for meta-analysis. Most of the 
research tried to find the effect of improving language skills and 
affective factors through CBIEE and the results show that it is 
both effective in improving language skills and affective factors. 

3.2. Research design  

1) Setting up variables of analysis  

To conduct a meta-analysis related to CBIEE results, variables 
of analysis were explored and divided into two categories of 
variables: moderator variable and dependent variable. Moderator 
variables are integrated subjects, method of learning, and grade.  

Table 2. Variables and coding value Conflict of Interest 

Variable Coding value 

1. Integrated subject (1) Knowledge-based subject (2) Skill-based subject  
(3) Both 

2. Learning method (1) Lecture (2) Group work (3) Storytelling  
(4) Game (5) Singing 

3. Grade (1) 4th (2) 5th (3) 6th  

4. Dependent variable (1) Language skills (2) Affective factors 

 
Dependent variables are divided into language skills and 

affective factors. A meta-analysis to investigate the effects of the 
dependent variables on the detailed variables was conducted. The 
effects of language skills and affective factors were measured 
from the results of post-tests of experimental groups and control 
groups.  

The term confidence, which is a detail factor in affective 
factors, included anxiety in learning foreign language and 
confidence in learning foreign language as the same factor, and 
the term attitude included attitude in foreign language lessons and 
attitude for learning a foreign language as the same factor. 
Similarly, interest included interest in foreign language and 
Interest in subject.  

Table 3. Detail variable in dependent variable 

Dependent variable Detail variable 

1. Language skills (1) Listening (2) Speaking (3) Reading (4) 
Writing 

2. Affective factors (1) Confidence (2) Attitude (3) Interest 
 
2) Instrument for meta-analysis  

With the criteria of variables and detail variables mentioned 
earlier, coding is produced for meta-analysis in Excel. The coding 
of each quantitative data and variable is inserted and based on this 
CMA program is used to obtain the result from meta-analysis.  

3) Data analysis and interpretation  

Research for the meta-analysis of CBIEE was searched and 

http://www.astesj.com/


J. K. Kim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1358-1362 (2017) 

www.astesj.com     1360 

collected for this study. From 2000 to 2015 a total of 30 research 
papers form annals and graduate-level theses were chosen. By the 
criteria, moderator and dependent variables are organized, coded, 
and then analysis performed.  

The number of students participating in each study and the 
experiment method were different. In order to compensate for the 
errors in each of the different methods weight (w) was utilized. 
For each effect size, an average effect size for moderator was 
calculated. Thus, Hedge’s g was used to fix the standard 
difference in means (Cohen’s d). After the analysis, the results 
with some implications were interpreted.  

4. Analysis  

4.1. Coding for variables and adjusting weights  

Based on the coding criteria, the collected studies were 
divided into certain categories, such as grade, learning method, 
and the classification of integrated subject. Thirty studies were 
represented as experimental and control groups, and individual 
effect sizes were presented. Each effect size was measured for 
detailed factors of language skill and affective factors.  

Table 4. Coding for dependent variables and effect sizes 

Study k 
Experimental 

 group 
Controlled 

Group ES 

N m sd N m sd 

K** 
(,2012 

Listening 20 89.90 9.59 20 88.80 9.12 0.12 

Speaking 20 76.80 7.92 20 75.65 7.93 0.14 

Reading 20 49.70 6.81 20 48.40 6.31 0.19 

Writing 20 40.30 9.63 20 38.50 8.08 0.20 

Interest 20 78.70 9.14 20 77.65 8.37 0.12 

Confidence 20 59.60 5.50 20 57.80 5.39 0.32 
L** 
(2015 Writing 11 29.55 7.54 11 19.18 10.30 1.11 

K** 
(2015) 

Listening 32 80.63 11.90 32 76.56 14.28 0.31 

Speaking 32 7.84 2.33 32 7.21 2.23 0.27 

Interest 32 3.41 0.24 32 3.25 0.11 0.84 
Confidence 32 3.28 0.09 32 3.17 0.05 1.55 

K** 
(2014) 

Reading 27 67.41 11.04 25 56.20 15.91 0.81 

Writing 27 20.56 5.60 25 17.00 6.92 0.56 

Interest 27 3.85 0.74 25 3.80 0.71 0.07 

Attitude 27 4.19 0.88 25 3.70 0.80 0.57 

J** 
(2003) 

Listening 39 3.46 0.68 39 3.43 0.86 0.04 

Speaking 39 3.77 0.96 39 3.38 1.21 0.35 

Interest 39 3.740 1.07 39 3.34 0.58 0.41 

Attitude 39 3.72 0.62 39 3.22 0.47 0.88 

C** 
(2013) 

Speaking 27 37.00 3.49 27 35.81 3.45 0.34 

Interest 27 4.49 0.24 27 4.38 0.18 0.47 
(N=number of students, ES = effect size)  

To compensate any error that was made from the different 
number of students and quality of study, weight (w) was added to 
offset error. As such, each effect size was measured again with 
weight. The effect sizes of each study with adjusted weight are 
shown in Table 5. 

 
Table 5. Effect sizes with weight (w) 

Study  
k 

Experimental 
Group 

Controlled 
Group ES w 

N N 

K** 
(2012) 

Listening 20 20 0.12 0.80 

Speaking 20 20 0.14 0.80 

Reading 20 20 0.19 0.80 

Writing 20 20 0.20 0.80 

Interest 20 20 0.12 1.12 

Confidence 20 20 0.32 1.10 
L** 
(2015) Writing 11 11 1.11 0.39 

L** 
(2015) 

Listening 32 32 0.31 1.25 
Speaking 32 32 0.27 1.62 
Interest 32 32 0.84 1.35 

Confidence 32 32 1.55 1.44 

K** 
(2014) 

Reading 27 25 0.81 0.95 
Writing 27 25 0.56 1.00 
Interest 27 25 0.07 1.38 
Attitude 27 25 0.57 2.09 

C** 
(2003) 

Listening 39 39 0.04 1.54 
Speaking 39 39 0.35 1.51 
Interest 39 39 0.41 1.95 
Attitude 39 39 0.88 1.45 

C** 
(2013) 

Speaking 27 27 0.34 1.06 
Interest 27 27 0.47 1.53 

 
4.2. Comparing effect of factors in CBIEE  

1) Overall CBIEE effect on English skills versus affective 
factors 

Overall average CBIEE effect sizes on language skills and 
affective factors are 0.68 and 0.48, respectively where the 
difference is statistically significant. CBIEE has larger effect size 
on language skills than affective factors which means CBIEE has 
more effects on improving listening, speaking, reading, and 
writing than improving students’ interests, confidence, and 
attitude in learning a foreign language.  
 

Table 6. Overall CBIEE effects on language skills versus affective factors 

 n k Q p ES Z 
95 percent CIs 

Lower Upper 

Cog 24 57 187.67 0.05 0.68 24.33 0.62 0.73 

Aff 24 50 227.67 0.05 0.48 14.56 0.41 0.54 

( Cog = Cognitive skills, Aff = Affective factors, n = number of studies, k = 
number of detail case, Q = Q-value, p = p-value, Z = Z-value ) 
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2) CBIEE effects on different grades  
 

Table 7. CBIEE effects on different grades 

G Var n k Q p ES Z 
95 percent CIs 

Lower Upper 

4th  
Cog 8 26 124.43 0.05 0.80 22.59 0.73 0.80 

Aff 9 20 87.40 0.05 0.40 8.10 0.31 0.50 

5th  
Cog 6 16 11.90 0.05 0.38 22.59 0.26 0.51 

Aff 5 10 9.22 0.05 0.53 6.57 0.37 0.68 

6th  
Cog 6 12 7.96 0.05 0.67 9.27 0.53 0.81 

Aff 7 15 121.46 0.05 0.52 8.90 0.40 0.63 
(G = Grades) 

Students in 4th grade had an average effect size on language 
skills (0.80) which were larger than that on affective factors (0.40), 
but the difference was not statistically significant. Conversely, 5th 

and 6th grade students (0.53, 0.52) had larger effect size on 
affective factors compared to 4th grade learners (0.40). As the 
grade progressed, the gap between minimum and maximum effect 
sizes grew, which means the effect of CBIEE matters on the 
choice of content and a teacher’s method of teaching.  

3) CBIEE effects on language skills  
Table 8. CBIEE effects on language skills 

Skills n k Q p ES Z 
95 percent CIs 

Lower Upper 

Listening 18 18 63.73 0.05 0.66 12.86 0.56 0.75 

Speaking 15 15 55.75 0.05 0.65 11.82 0.54 0.75 

Reading 14 14 43.50 0.05 0.70 12.23 0.59 0.81 

Writing 10 10 20.03 0.05 0.76 11.91 0.64 0.89 

 
There was no difference in effect sizes among language skills. 

CBIEE’s effect on students' reading and writing skills was 
minutely larger than that of listening and speaking skills. Since 
most activities take place within similar content or themes, they 
focus on output activities such as reading and writing.  

This results show that effect sizes in improving written 
language is slightly larger than spoken language, although the 
difference was not statistically significant.  

4) CBIEE effects on affective factors  
 

Table 9. CBIEE effects on affective factors 

 n k Q p ES Z 
95 percent CIs 

Lower Upper 

Confidence 16 16 91.33 0.05 0.44 7.84 0.33 0.55 

Attitude 12 12 60.84 0.05 0.54 8.06 0.41 0.67 

Interest 22 22 74.21 0.05 0.47 9.32 0.37 0.57 
 

There was no difference in effect sizes among affective factors. 
Improving attitude was the largest effect (0.54) where CBIEE 
helped to give a positive influence on attitude by removing 
cognitive burden while learning a foreign language.  

By analyzing the statistics, CBIEE proved to have positive 
effects on affective factor development; especially, CBIEE helped 
students to raise their concentration better by eliminating 
cognitive pressure. When integrating different subjects, teachers 
should know that integrating can raise students’ affective factors 
when students face difficult tasks.  

5) Knowledge-based subjects vs skill-based subjects  
Table 10. Knowledge-based versus skill-based integration 

Subjects n k Q p ES Z 
95 percent CIs 

Lower Upper 

Skill-based 13 45 184.79 0.000 0.67 10.44 0.55 0.80 

Knowledge-
based 9 30 112.31 0.000 0.52 6.01 0.35 0.68 

All  subjects 8 38 99.94 0.000 0.41 6.32 0.29 0.54 
 

Integrating with knowledge-based subjects (0.67) shows 
larger effect than that of skill-based subjects (0.52), but the 
difference was not statistically significant. However, integrating 
with knowledge-based subjects (0.67) is more effective than 
integrating all subjects (0.41), which the difference is statistically 
significant. Integrating with only knowledge-based subjects (i.e., 
mathematics, science, and social studies) is the most effective way 
for content integration.  

6) Teaching method in CBIEE 
Table 11. Effect sizes by different teaching methods in CBIEE 

Method n k Q p ES Z 
95 percent CIs 

Lower Upper 

Lecture 11 45 292.96 0.000 0.48 8.22 0.38 0.78 

Group work 5 15 3.37 0.001 0.49 3.37 0.20 0.78 

Game 4 16 47.42 0.000 0.69 5.86 0.46 0.92 

Singing 2 4 0.99 0.002 0.34 3.10 0.13 0.56 

Storytelling 8 30 39.76 0.000 0.42 7.91 0.31 0.52 

 
Using games (0.69) shows the largest effect compared to the 

rest of the learning methods, although the difference was not 
statistically significant. Students can enjoy their learning while 
playing games and they are able to release the stress of learning 
foreign language. It is, however, challenging to see the effect of 
using singing in CBIEE, because there are only few cases.  

7) Overall results of meta-analysis  

CBIEE shows larger effects on improving language skills 
than improving affective factors. We think that most of the 
experiments are focused on English courses, not regular courses, 
and these results seem to have resulted. There are no effect size 
differences among different methods. Integrating specifically 
with knowledge-based subjects is more effective than integrating 
with all subjects in improving language skills, which means in 
order to develop the English language skills, it is important to 
emphasize the importance of the mixture of subjects rather than 
the way of teaching.  
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Figure 1 Overall/Meta-analytic effects of CBIEE across sub-domains. 

5. Conclusions  

It was explored in this study the effect of CBIEE by meta-
analysis. Through the meta-analysis, it was found that CBIEE is 
more effective in improving skills than affective factors and it 
depicts different effect size across sub-domains. 

Compared to a previous meta-study of integrated language 
learning [7], different results were found in this study. After 
integrated learning, two studies have different results on the 
improved factors, such as language skills versus affective factors, 
and spoken language versus written language. Two studies also 
have opposite effects on integrating knowledge-based subjects 
versus skill-based subjects.  

Due to this it means that integrating with other courses can 
have different effects depending on whether the teacher focuses 
on content or language when the language is taught. This meta-
analysis displays not only the findings of the effects of CBIEE 
itself, but also it may be gleaned that different kind of integration 
with language, for example, task-based or experience-based 
integration could give different effects to language learners.  

In future studies, it will be necessary for the researchers and 
teachers to pay much attention and effort to examine the effects 
of applying various types of integrated foreign language classes 
and to find appropriate education methods for each country's 
educational environment.  
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 The problem of multi-criteria or multi-objective intercropping crop planning makes it vital 
to consider all related factors under the constraints that will produce the highest revenue 
and minimum cost. Principles of intercropping elements including soil type, plant area, 
plant diseases, planting and harvesting time and economics factors (e.g. price, cost) are 
some of the factors in making decisions. Intercropping is important in the situation such as 
during inability to harvest main crops, co-cultivation to increase productivity, or even to 
increase extra revenue. Therefore, the decision-making system requires a wise decision 
support system, which can advise farmers on economics matters. In this article, we present 
the decision support system (DSS) model framework for planting rubber with intercropping 
by a hybrid approach using ontology-based knowledge consuming rule concepts and 
relationships for intercropping with integrated multi-objectives optimization to recommend 
the crop to be planted and the suitable proportion of planting areas or planting co-suited 
to the rubber plantation of farmers. This approach could be applied as a guideline for 
another field, such as production problems or other resource allocation issues. 
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1. Introduction  

This paper is an extension of the original work which was 
presented in 2016 at the International Computer Science and 
Engineering Conference (ICSEC) [1]. This article explains in more 
detail about the Research Framework and Research Methodology. 

The agriculture in Thailand comprises of 45.84 million acres 
or 35.7% of area of the country where 25.9% of households are 
farmers with an average 7.76 acres per person. These farmers are 
divided into 79.1% monoculture farmers and another 19.9% 
integrated farming. Other main agricultural activities in Thailand 
are livestock production, fish or other important aquatic animal 
raising or salt ponds [2].   

Recently, the weather uncertainty and low price of the 
agricultural products especially hits the monoculture farmer 
severely. This can be seen in rubber planting (rubber is a major 
Thailand economic crops), where the rubber price affected the 

farmers. In 2015, the rubber prices dropped 20.1% as compared to 
the previous year which made export of rubber drop by THB 
52,000 million (21.4% decrease) [3].  

Southern Thailand is the main producer of rubber in Thailand, 
and 70% of the labor in this region are rubber farmers in 
monoculture. The farmers have been impacted from this terrible 
situation where their income in 2015 has declined THB 33,000 
million (or 17.7 %) as compared to on the previous year. As a 
result, this decline has raised the household’s average debt from 
THB 134,893 per household in 2013 to THB 153,144 in the first 
half of 2015. Findings from the Bank for Agriculture and 
Cooperative shows that the farmers were giving some signal that 
their income is unsustainable for them to pay the bills normally due 
to the fluctuation of rubber’s price since 2014 and many of them 
decided to uproot their rubber trees and preferred to plant other 
more profitable crops. In this condition, monoculture farming 
might not be the possible answer although the economic return was 
high, at the same time, the risk is still there when the price 
fluctuates by the market [4]. 
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Due to that, it is unwise to stay in the type of farming approach 
which only concentrates on one single type of crop. One solution 
is to introduce or convert single monoculture into poly or 
intercropping farming system. In a general sense, intercropping is 
a planting system that uses a multiple cropping system with at least 
two or more crops planted in the same field/plot during a growing 
season [5]. In this regard, intercropping is a potential alternative 
for a sustainable way for the farmers to overcome the above-
mentioned problem by reducing risks of product price fluctuation, 
pathogens or insect attacks [6]. At the same time, the Thailand 
government have made a lot of effort to support this idea of 
intercropping system. 

To clarify this idea, we have organized the information in 
figure 1 to make understandable our proposed concept to assist the 
farmer in this specific region or it might be applied or adopted in 
many other area. The interconnectedness of this model is based on 
the previous works that are discussed fully in Section 2. The 
proposed concept of integrating the overall concept framework and 
evaluation is discussed precisely in Sections 3 and 4 and we 
conclude our idea in Section 5. 

2. Related Work 

2.1. DSS for Intercropping 

Many DSS for intercropping planning used mathematical 
models or are model-driven to solve this problem such as Linear 
Programming (LP) [7], Analytic  Hierarchy process (AHP), 
Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) or Simple additive weighting (SAW) [8] , or hybrid 
technique e.g. AHP and TOPSIS[9].   Nevertheless, that approach 
will provide just an answer to a priority of alternatives and does 
not answer about living space to grow.  For example, the 
proportion of main crop and secondary crops   and  the calculations 
in this area, considering the distance between the plants and the 
second plants as well as the principles of the intercrop.  After the 
system recommends a suitable priority for particular co-planting 
of plants, the farmers need to determine the specific area of use in 
order to figure out a  maximum overall return.  Such types of 
calculation may not result in an answer with maximum income 
under their restricted resources, and hence their opportunity of 
profit making is lost   with  not including the extraction of 
knowledge from experts to optimize knowledge management and 
decision-making. 

[10] presented an integrated DSS for intercropping  by using a 
rule -based expert system as a model. This method can be extended 
to cover more decision criteria to cost the cropping. The objective 
of the work is to manage cropping activities for improved crop 
production. However, approaches ignore important features due to 
the paper not offering price statistics for the decision. This factor 
is necessary for planning crops.  [11] showed the model-based 
support by using evolutionary algorithms to solve multi-objective 
optimization and design of mixed farming systems aimed to 
maximize the operating profit and organic matter balance, and to 
minimize the labor requirement and soil nitrogen losses. [12] 
presented the goal programming for rubber plantation 
intercropping with tea trees. The purpose of this work is 
management of rubber plantation yield before getting a return for 
seven years. 

 
Note: * New guideline in DSS for intercropping 

Figure 1 Summary of approach for DSS-Intercropping 

However,  literature reviews to analyze approaches in the 
DSS  cannot ignore the knowledge-driven decisions, sometimes 
generically called expert systems or recommender systems 
because knowledge-driven DSSs might use artificial intelligence 
and/or some of the statistical inference technologies to suggest or 
recommend actions to managers.  These systems have knowledge 
codified to  provide specialized problem-solving assistance [13].  
Especially in agriculture, the farmers who succeed in farming 
collect long-standing experiences. The knowledge has been tested 
through experimentation and theory and then becomes tacit 
knowledge which is necessary to be maintained and adopted in a 
knowledge-base for a decision [14, 15].  

Therefore,  the challenge is to design an ontology in the field of 
mixed intercropping which refers to the practice handbook of 
planting and a rule base from domain experts. The system can 
suggest the plants that grow well together in the suitable areas in a 
format that can be processed by a computer program. It focuses on 
knowledge sharing and reuse and sends  related parameters about 
plants that suggest related plants from the recommender engine to 
calculate multi-objective optimization programming in order to 
give the answers which can support the intercropping decision 
supporting system for an individual agriculture.  

2.2 Ontology-knowledge base for DSS 

Ontology is a structured establishment and knowledge 
representation in knowledge management system or acts as a tool 
similar to that system whose indices were used to manage and 
access the subject of the question using controlled vocabularies 
comprising vocabularies, terms, syntax and certain rules based on 
making use of appropriate word patterns [16].  The results of using 
an ontology -based illustration of the important data structure of a 
DSS are the distinguishable state from what happened in the past 
with DSS as closed systems, the primary ontologies' objective are 
to determine proportionated domain models and knowledge from 
a variety of sources. Also, some of the inference stages of the DSS 
can be carried out using state -of-the -art logical reasoning 
performance, as rule logic providers or justification providers [17].  
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Advantages of ontologies include seeming well suited to an 
evolutionary approach to domain knowledge and requirements 
specification  [18] in contrast to traditional knowledge-based 
approaches, e.g. formal specification languages. Requirements 
management and traceability can be supported by ontologies. 
Semi-formal or informal approaches provide no logical formalism 
or model theory compared to automated validation and consistency 
checking which are considered as a potential benefit. Finally, the 
formal specification may be a prerequisite to realizing model-
driven design and implementation approaches [19]. 

Deciding to intercrop does not focus on finding answers to the 
income or economics alone but it must be based on the principles 
of integrated crop plants to reduce disease risk and the suitability 
of the area   under the constraints of farmers . Therefore, this 
research uses ontology -based knowledge for driving DSS and 
providing the type of plant and design optimization model for 
calculating the answer for maximum income . This phase uses  
knowledge  acquisition and ontology modeling for ontology design 
and experiments for economic design modeling . 

Ontology-based knowledge representation that allows 
information sharing, reuse and collaboration on design and 
obsolescence issues across different organizations provides the 
basis for decision-making in an intercropping selection and 
presents concepts, relationships, and instances. To establish a 
comprehensive knowledge representation scheme, an ontology 
that can serve as the backbone of the needed information model is 
required [20]. 

Ontologies technology can be applied in the work of various 
systems by considering the purpose of the deployment: (1)  
information retrieval; (2)  systems that require integration of 
knowledge for a basic understanding of the knowledge domain; 
(3)  systems that have the need for knowledge reuse and such 
systems may be defined ontologies technology to use allowing 
another system to be used again by the system later. This may 
define semantic information that does not have contrary 
information of semantic ontologies taken back to another system 
and there is no need to explain that there is no change, such as static 
domain knowledge or knowledge-based system. In particular; 
ontology has recently been adopted in DSS in various application 
domains [21]. 

Currently, ontologies  are semantic knowledge management 
which have been successfully implemented in DSS in various 
application domains, and to determine the tasks and parameters of 
some system modules  [17], applied in knowledge management 
[22]. However,  an ontology applies in knowledge management 
through the web service system, question answering [23] or DSS 
[24] in planting trees. Nevertheless, that answer or knowledge is 
about planting monoculture crops only and lacks a decision to 
plant mixed or intercropping to  maximize income while 
minimizing cost in a limited farmer's resources.   

2.3 Multi-Objective Optimization Methods  

This section and figure 2 presents a summary approach for 
Multi-Objective Optimization. There are classical methods and 
Evolutionary Multi-Objective Optimization (EMO) Method [25]. 

 
Figure 2 Some approaches for Multi-Objective Optimization 

 
• Multi-objective is a vector of constraints, objective 

functions, and variables and is considered by Multi-
objective Programming Model. A reduced subset of the 
feasible set exceeds all of the aspiration levels of each 
objective contains a satisfactory solution a set of which 
has acceptable alternatives that do not need to be non-
dominated. A final choice of a non-dominated solution 
selected through decision makers’ involvement in the 
information processing stage is a preferred solution [26]. 
 

• Ԑ-constraint methods are those of a posteriori using 
scalarization. By these methods, a multi-objective 
problem will be converted into a single-objective method 
and can solve the problem and obtain its solution as a 
Pareto-optimal single solution.     
 

• Weighted Sum Approach is an easy method to apply to 
weighted specific functionalities and then combine the 
weight and objective functions to build a single objective 
but the problem of using this method is if there is not 
enough information, it will result in difficulty in defining 
the objective weight as can be seen from the research of 
[27]. 
 

• Goal Programming Approach is a method that rank 
evaluates a set of results which uses the stage of Multi-
Objective Goal Programming (MOGP), as can be seen 
from the research of [28]  which presents that this method 
is well known in methodology and development of the 
proposal which has efficiency in defining goals 
(Multiple Goal Linear Programming-MGLP)   that are 
trying to  deviate between various objectives. The lowest 
formula is used in calculating outputs from various goals 
and compares those values until it gets the best results 
suitable for an allocation problem such as limited 
resources management  [29].  
 

• Vector Evaluation Approach is a method that defines 
Fitness Assignment which is the first method that 
expands the steps of Genetic Algorithms, which results 
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in finding the most appropriate results for various 
objectives. [30] explained the process consists of 1) 
Initialization Population 2) Evaluation Objective 
Function  3) Define Fitness Assignment  4) Selection of 
the results from the Fitness Assignment of  strings: each 
result during this process will crossover. This is a process 
where a right string answer which comes paired to 
exchange to get the new string result and mutation to 
evaluate new strength until the calculation reaches the 
maximum number of answers looked for [31].  
 

• Pareto-based Approach: This method is used to rank the 
Pareto to build relationships between the function, 
purpose, and strength by using the Pareto principle to 
calculate the strength. For how to configure the strength 
to make this the best result, it will have more than one 
possible result that could be the best answer and it will 
be in the format of set, or group of the best answers  
[32].  

3. Conceptual Framework 

 
Figure 3 Research Conceptual Framework of DSS-Intercropping 

The DSS for growing rubber plants is a hybrid method which 
works together in two parts. The knowledge-based part  uses the 
process of knowledge management with ontology to obtain a 
rubber plantation model and to develop an intercropping ontology 
and rule base that will lead to a more intelligent recommender 
system which is mixed with a multi-objective optimization model 
part. It will helps to calculate and allocate each crop area to yield 

maximum yield and the lowest cost that the system will help 
farmers or users make decisions as a guideline or primary 
recommendations before making a decision on plantation 
operation as indicated by soil, time, season, area, cost, and market 
price or other critical parameters. 

4. Research Methodology 

The method of this work is divided into three main phases 
namely, Phase I knowledge acquisition and ontology modeling, 
Phase II ontology development, and Phase III optimization 
modeling and system implementation. This is shown in Figure 3 
and details in each phase are presented in Sections 4.1, 4.2 and 
4.3, respectively. 

4.1. Phase I: Knowledge Acquisition and Ontology Modeling 

This research is information to extract knowledge and expert 
knowledge for decision making and decision criteria and a variety 
of organizations. The Ministry of Agriculture and Cooperatives of 
Thailand is the main organization for promoting agriculture. It 
was split into several entities with different responsibilities. In 
addition, certain information is required from other ministries. 
These are summarized as the sources of data for research purposes 
to support farmers for intercropping shown in Table 1.  

Table 1 Summarized the sources of data to support decision making  for 
intercropping 

Organization Type of information 
Department of Agricultural 
Extention 

providing: 
- Knowledge and media for cropping 
- Disease and pets  

Office of Agricultural 
Economic 

- Sale Price Statistic per kg (THB) 
- Cost per square meters (THB) 
- Productivity per square meters (kg.) 

Royal Irrigation Department The water situation and rainfall statistics. 

Land Development 
Department 

Soil information each province 

Provincial Agriculture 
Office 

Advising agriculture in each province for 
intercropping. 

Farmer who are success in 
intercropping 

The information about intercropping from 
experience. 

 

Knowledge Acquisition 

In this section, the knowledge acquisition approach was a 
combination of text analysis and expert interview approach [33].  
The study included three steps: 

•   Concept and domain knowledge.  Identified using 
secondary resource document analysis e.g. electronic 
resources, journal, or book. Based on intercropping 
system principles, in this research merely three factors:  
spacing, cultivation period, plant disease will be 
employed as important factors.  Selection of factors are 
also consistent with research that had been performed by 
a summary of factors  from previous research and from the 
selection of sub rubber plantations booking to pursue an 
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alternative career at the Department of Agricultural 
Extension, Ministry of Agriculture and Cooperatives, 
Thailand which recommended considering the use of tree 
age criteria.  In addition, due to time constraints of 
performing this research data some important related 
factors are already sufficiently provided and  the  high cost 
of extension of the research to other less important or less 
prioritized topics and the selection is based on 
recommendations provided by plant production experts. 
The selected factors are soil, spacing, time, and diseases. 
Spacing  is important as individual plants require a 
different area for growth of root, and size of branching. 
These factors are expected to produce a significant impact 
on light, water and mineral resource use of plants. Time is 
a critical factor as well, and a proper arrangement or 
organization of short-term and long-term co-planted 
plants will cause an increased use and rate of light, and 
mineral resource for plants compared to single cropping 
that is usually suitable for some particular seasons and 
period of harvesting so as to generate constant revenue 
throughout the year. Even though mixing or intercropping 
may not produce complete immunity to related plants, as 
some diseases can destroy more than one type of plant in 
one single invasion, a selection of proper but different 
plants that usually can’t be destroyed by the same diseases 
will much reduce a destruction rate of disease destruction . 
However, economic factors including price and cost need 
to be involved because the decisions affect production 
rates[8].  

 

•  Interview with experts who are in the areas of 
intercropping.  Two groups classify the population and 
sample: (1) government agency officials obliged to 
provide agriculture information, and (2) farmers 
successful in intercropping. Purposive sampling from the 
population is used because they have to choose from the 
expertise of experienced farmers in the agricultural field 
and the knowledge and experience of rubber farmers in 
the province. So the experts came from two groups, the 
first group were five  state employees  from five agencies 
of the Ministry of Agriculture and Cooperatives. As 
depicted in Table 1, this is an agency that provides 
information related to agricultural extension which has a 
direct duty to provide advice on cropping for local farmers, 
and Group 2 are three farmers who have specialized and 
succeeded in intercropping in rubber plantations. After 
that drafting knowledge classification was categorized by 
evaluating the data types and characteristics of the data 
using a hierarchical clustering of intercropping system 
terms. Questions to ask are open-ended questions to 
extract knowledge of intercropping cultivation. The 
criterion for selecting a plant to plant with rubber are the 
age range of tree and plants suitable for growing any plant 
with the same plant disease, the risk of damage to the main 
crops or rubber trees. Then the draft knowledge domain is 
summarized to be verified in the next step.  
 

•  Knowledge domain and concept is summarized and 
results reconfirmed with the experts.  Consider the 
appropriateness of the criteria and concepts that are 

included in the manual and from expert interviews. Then 
reconfirm from experts by the focus group method.  

 
Ontology Modeling 

Identifying terms of related information is required for the 
design of ontologies for intercropping which starts from defining 
the scope of knowledge about  intercropping. A combination 
method is then used for the system to classify the terms into 
classes and hierarchy of class levels of ontology. Important 
concepts are sequenced first e.g. the selecting crops principle.  For 
instance, requirements of co-planting plants in terms of disease 
and insect, soil, and these co-planting plants harvesting time 
should be overlapped to help farmers have a continuous or 
relatively constant revenue throughout a year. Then each class 
qualification is identified including heritage of classes 
consideration and defining conditions for qualification of a class. 
For example, classes types of qualifications are identified. The 
tool to build knowledge modeling is  CmapTools. CmapTools 
collaboration and publishing features are used widely for sharing 
and representing all knowledge domains including organizing 
information, brainstorming and knowledge management. 

4.2. Phase II: Ontology Development and the Evaluation 

Ontology Development 

The ontology life cycle has seven steps [34] but: “there is no 
one way or methodology for developing ontologies and ontology 
development is necessarily an iterative process.” Ontology 
development should be based on application objectives, data 
characteristic, information system rules and context and future 
reuse feasibility [35].  The intercropping ontology will be 
developed using a top-down approach. This is a way to start with 
the concept of a generic domain which starts with the most 
common definitions based on concepts in the domain and take that 
expertise to be guidelines and define a specific concept. For 
example, starting by creating a class for the general idea of 
cropping. Then, create a subclass in that class and go to the bottom 
of the ontology structure which are instances or  data, followed by 
the modeling: 

• Setting the scope and the top level domain classes.  To 
define  scope and  the top level domain classes it is 
defined in the field of intercropping and this ontology is 
used to make decisions in intercropping. It helps answer 
questions such as “What are characteristic of plants that 
can grow with rubber plantation?”, “Which season is an 
appropriate season to plant?”, “What is the cost and 
output per square meter?”, and “What is the total 
revenue and cost?”  Knowledge-based ontology 
development uses the ontology editor. Several software 
platforms and application interfaces (APIs) have been 
developed to support the Semantic Web vision of 
making machine-readable content available on the web 
to permit automatic creation and use of OWL and RDF. 
Currently there are many tools for ontologies editors 
such as Protégé, OntoEdit, OILDd, Hozo. However, 
Protégé is an open-source platform developed by 
Stanford University and is a kind of popular tool for 
ontology editor. Protégé is plug-in architecture that can 
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be adapted to build both simple and complex ontology-
based applications. Developers can integrate to output 
of Protégé with rule systems or other problem solvers to 
construct a wide range of intelligent systems [36].  

 

• Identify terms  or  concept and  defining the class and 
class hierarchy. Create Is-a, Part-of and attribute-of 
relation. Examples of important terms or concepts in 
this work are such as economic crops, soil, water, plant 
diseases, seasons, etc. Define relationship between 
concept types Is-A such as rubber is an economic plant. 
For Part-of relationship, for example, the address of the 
farmer consists of district, etc. Then define the 
properties of Concept (Term) such as rubber is a species, 
type of soil suitable for planting, plant diseases, yield 
per rai (3000 m2), price etc. There are two types of 
intrinsic property such as variation, appropriate soil type, 
planting period, plant disease, and 2 extrinsic properties 
such as cost and price.  

 

• Creating data instances and ontology mapping.   
Recommender engine requires a rule engine to construct 
and additional criterion [37] applied JENA and 
SPARQL for developing the backend of this component 
[38]. 

 

Ontology evaluation 

Assessment of ontology in this work is through clarity, 
completeness, consistency, and correctness criteria by ontology 
development experts. Based on an ontology evaluation by an 
expert also known as assessment by humans it can evaluate all 6 
levels including lexical, taxonomy, semantic relations, application, 
syntactic, and design. When compared to Gold Standard, 
application-based, and data-driven evaluation [39] and the 
number of experts to use for validity, [40] advised a minimum of 
three experts, on the other hand indicated that more than ten was 
probably unnecessary [41]. Therefore, in evaluating the ontology 
in this research, it employs three developers with three to five 
years ontology experience. This step provided evaluation in terms 
of the concepts, and relationships related to the intercropping 
system and includes an accuracy evaluation of rules, a concept of 
result calculation, screening of cultivated plants suitable for a 
particular area as farmer requests and screening of co-planting 
plants are assessed by three experts by a comparison between 
system results and results obtained by  experts’ presented 
recommendation. Then it is improved before using an 
optimization model to calculate economic factor in the next step. 
 
4.3. Phase III: Optimization Modeling and Implementation 

Optimization Modeling 

After creating the ontology-based knowledge to introduce 
crops that can be planted with major crops suited to an area by 
intercropping we will get parameters for design models and 
import data into the model  including data from the database in the 
recommender system such as the type of crop, prices, and cost and 
input data from users consisting of:  name, address, size of area, 
cost, and start of planting.  

Because this problem is one of resource allocation which are 
land and cost the mathematical model used to solve this limited 
resource allocation problem, decision variables are objective 
functions or the limitations of the model. Each decision variable 
is often multiplied by a constant and then added as a function, 
objective or equation or inequality of constraints. These variables 
have a linear relationship. The models in this characteristic are 
called Linear models such as x1 and x2 instead of the 1st and 2nd 
crop where z represents the profit or revenue from the sale of both 
crops. There are three main components: Decision variable, 
Objectives, and Constraints. A detailed explanation of the 
objective function and the constraints of the proposed model are 
given in the following sections.  

• Decision Variables  

From the problem, it is found that the farmers have to choose 
intercrop plants that fit their own space and resources. Therefore, 
the decision variable is what economic crops are suitable to grow 
with rubber trees and how much of the planted area will produce 
the highest yield and lowest cost. The calculation model contains 
two parts: Part 1 Data is added to the user's planting area of 
intercropping, identifying the district to determine the type of soil 
from the Land Development Department, the size of the area 
measured in square meters. Secondly one must determine which 
information is stored in the data set. This includes production per 
square meter, price (THB / kg.), cost per square meter, and the 
number of days it takes to grow. The result of this calculation, a 
multi-objective optimization model, is shown in the background 
of each type of crop, illustrating the potential highest income and 
lowest total cost.  

• Create the Objectives and Constraints 

Intercropping has several objectives to prevent pests, adding 
nutrients to increase productivity, mulch, help increase revenue 
before harvesting main crops, etc. [42]. However, [43] has studied 
factors of decision making for multiple crops or new theory 
farming practices of farmers in north-eastern, Thailand.  It was 
found that the main factors that affected the changing behavior of 
decision making or the selection of crop system was the price or 
income and that most farmers' problems are capital, plant diseases 
and lacking irrigation. This is in line with the study by [44] which 
presented the factors affecting the decision to change the use of 
land or change the crops of farmers Thailand were revenue and 
costs. The problem is caused by the risk of price of output and the 
problems caused by the monoculture as mentioned above. Helping 
farmers get the highest annual income with lowest cost was the 
objective of this research through focusing on the allocation of 
space to grow various crops to increase revenue. Maximizing plant 
cultivation income and minimizing cost is the purpose of the 
model. 

Many variables are used to calculate incomes for listed types 
of plantings as follows: particular productivity per square meter 
(m2), sale price / kilogram (calculated as local currency as Thai 
currency), planting period starting from initial cultivation until 
harvested and cultivation period (month), area (m2), related 
expenditure or production cost is calculated as sum of cost the 
individual productivity types (kilogram) multiplied by cultivation 
area (m2). Constraints  include  size of the total area of the farm, 
where the number of plants will be not be equal to one. The 
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prototype consists of Decision Variable, Objective Function, and 
Constraints. 

• Developing Model and Validation Solution 

Multi-Objective Programming (MOP) is formulated with the 
objective of maximizing economic values obtained from an 
intercropping system as well as minimizing its cost. The optimal 
levels for various decisions regarding seeding and harvesting time 
periods and cultivation areas are determined by solving the MOP. 
The tool used in the test model is MATLAB. 

MATLAB is  a proprietary fourth-generation programming 
language  developed by MathWorks and MATLAB provides  a 
multi-paradigm  numerical computing environment allowing C, 
C++, Java,  Fortran and Python interfacing, user interface creation, 
algorithms implementation, data and function plotting and 
manipulations of matrices and offers tools for application 
development, visualization capabilities, data analysis and high-
performance numerical computation  [45].  

The solution allows one to find an answer within the set area 
of the possible answers, to find a minimum or maximum of each 
function simultaneously. The result or best answer consists of m 
objectives and decision variables as you can see in Equation 1 
written as general equations as:  

                                                       (1) 

where x is a vector of decision variables   

 fi (x) is objective function, where i=1,2, …, m 

Therefore, patterns of solving multi-objective optimization 
function is finding x vector solutions within m constraints as 
shown in Inequality 2 or within m constraints as shown in 
Equation 3 that determines the possible solution area. This defines 
a set of possible solutions.  

𝑔𝑔𝑖𝑖(𝑥𝑥) ≤ 0, 𝑖𝑖 = 1,2, … ,𝑚𝑚        (2) 

               ℎ𝑖𝑖(𝑥𝑥) = 0, 𝑖𝑖 = 1,2, … ,𝑚𝑚       (3) 

 
 

Figure 4  Pareto front of multi-objective functions f1 (Max) and f2 (Min)  
 
[46] define the term Pareto Dominance and appropriate answer 
Pareto Optimality as seen below: 

 Definition 1: Pareto dominance: A given vector u= 
(u1, … , um) if and only if u is partially less than v. As can be seen 
in Equation 4: 

∀𝑖𝑖∈ {1, … ,𝑚𝑚},𝑢𝑢𝑖𝑖 ≤ 𝑣𝑣𝑖𝑖⋀∃𝑖𝑖∈ {1, … ,𝑚𝑚}:𝑢𝑢𝑖𝑖 < 𝑣𝑣𝑖𝑖       (4) 
 

  Where in the above equation u and v are defined. 
Subsequently, there will also be some instances where u is 

greater than v. 

 “Definition 2: Pareto optimality: A solution 𝑥𝑥𝑢𝑢 ∈ [𝑎𝑎, 𝑏𝑏] 
is said to be Pareto-optimal if and only if there is no 𝑥𝑥𝑣𝑣 ∈ 𝑢𝑢 for 
which v=f(xv)=(v1, … ,vm) dominates u=f(xu)=(u1, … ,um). 
 

Pareto-optimal solutions are also called efficient, non-
dominate, and non-inferior solutions. The corresponding objective 
vectors are simply called non-dominated. The set of all non-
dominate vectors is known as the non-dominated set, or the 
tradeoff surface of the problem.” 

Implementation and System Evaluation  

This stage includes coding and testing, installation and 
training and the final step is system evaluation. Knowledge-driven 
DSS uses a knowledge base extracted from the tacit knowledge of 
expert domain which makes the knowledge base available for 
interaction with decision makers by the structure of the  Multi-
Objective Optimization model and  the overall evaluation system. 
It is rule based to integrate with the data found in the system 
database and the decision maker's input to get the answer in 
planning rubber plantations.  

• Checking to confirm the accuracy of recommender 
engine the introduction of intercropping planted with 
rubber. Using Ontology-based knowledge includes 
validation of agricultural information, agricultural 
economics, and the accuracy of the rule base.  According 
to the principle of rubber plantation, using ontology-
based knowledge in intercropping  the ontology of the 
rubber plantation created consists of two parts: part 1 , 
the agricultural and agricultural economics data is the 
data of each economic crop such as harvesting season, 
harvesting Planting Period Planting Cost from data 
obtained from the public sector with reliable data storage 
and statistics and the experts in cropping are evaluating 
the validity of the criteria and parameters used in the 
model and rule based trust and knowledge validation 
mappings [47] by ontology development experts and 
intercropping experts. The validation solution by Mean 
Absolute Error (MAE) is used to calculate the rating 
difference between the actual and the predicted ratings.  

 
𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑛𝑛
∑ ⌊𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖⌋𝑛𝑛
𝑖𝑖=1 = 1

𝑛𝑛
∑ ⌊𝑒𝑒𝑖𝑖⌋𝑛𝑛
𝑖𝑖=1               (5) 

 
                         where: 

 𝑀𝑀𝑀𝑀 = |𝑒𝑒𝑖𝑖| = |𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖| 
𝑀𝑀𝐴𝐴𝐴𝐴𝑢𝑢𝑎𝑎𝐴𝐴 = 𝑦𝑦𝑖𝑖  

            𝑃𝑃𝑃𝑃𝑒𝑒𝑃𝑃𝑖𝑖𝐴𝐴𝐴𝐴𝑒𝑒𝑃𝑃 = 𝑦𝑦�𝑖𝑖 
 

• The data collection using a triangulation method was 
conducted by literature review, expert validation and 
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review, and user evaluation.  The user evaluation focused 
on decision makers or users focused on decision makers’ 
satisfaction. In order to evaluate overall satisfaction of 
DSS, the users were officers at various levels of the 
agricultural extension office such as provincial or district 
level from 23 districts. Thus, sampling of choice was 
multi-stage mixed random sampling and selection and 
the sampling was conducted by division of the sample 
into district level and purposive selection was made by 
officers who are responsible for giving related advice 
and recommendation.  Statistics used in this case are 
mean �̅�𝑥 and standard deviation (s.d.). 

 
5. Conclusion and Future Work 

Ontology -based knowledge and multi-objective optimization 
programming to drive a  decision support system for intercropping 
is based on constraint factors from an individual farmer  for 
illustrating maximum income. The research methodology is 
divided into three  phases as follows: (1) knowledge acquisition 
and ontology modeling. This methodology is based on 
knowledge‘s extraction from experts or specialists due to the fact 
of long experience based knowledge; (2) ontology development 
and recommender system is a creation of ontology as it is 
designed as well as a preparation of instance and ontology 
mapping as rules governing intercropping and evaluation and 
assessment of ontology; and  the last stage is (3) design of multi-
objective programming in order to obtain the answers of what 
types of plants should be planted, the proportion of each co-
planting plants, overall generated revenue and production cost. 
The future work is knowledge acquisition and ontology modeling 
which is an important step to collect knowledge from experts and 
published papers issued by Department of Agriculture Extension, 
Ministry of Agriculture and Agricultural Co-operatives before 
being used for developing ontology at Phase II.  
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 Listening to auditory stimuli during study can give positive and negative influence on 
human cognitive processing. Thus, it has attracted researchers to conduct studies using 
various types of auditory stimuli. Some researchers believe that Mozart music and white 
noise are able to give positive influence on cognitive performance. However, most of the 
past studies gave more attention towards spatial task. Very little studies have been made 
on the effect of Mozart music and white noise towards memorizing task. Besides, the effect 
of these auditory stimuli on task difficulty has also not been studied deeply. Hence, the aims 
of this study were to investigate the effect of Mozart music and white noise on memory 
performance with different task difficulty levels; and to propose an effective background 
stimuli condition for memorization. Experiments have been conducted involving 60 healthy 
adults that required them to memorize the visual memory task with two difficulty levels; i.e. 
easy and difficult. Brain signal was recorded during memorization duration using 10-20 
electrode placement system of electroencephalography (EEG) machine. EEG is a 
neurological test for measuring and recording the electrical activity of the brain. The effect 
of sound stimuli on memory performance was evaluated based on memorization test score 
and brain activity. The wavelet approach was used in processing the EEG data. Based on 
the memorizing test score result, the subjects are able to memorize better when listening to 
white noise compared to Mozart music at different difficulty levels. Listening to auditory 
stimuli can influence the electroencephalography pattern and brain activity.  The level of 
sensory processing and attention increases when listening to white noise which cause the 
increase of relative gamma (easy level: p-value = 0.005; difficult level: p-value = 0.007) 
and beta power (easy level: p-value = 0.001; difficult level: p-value = 0.003). Thus, in this 
study, it is found that listening to white noise is far more effective in memorizing process 
compared to Mozart music. 

Keywords:  
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Visual memory 
Electroencephalography 

 

 

1. Introduction 

This paper is an extension of work originally presented in 2016 
IEEE EMBS Conference on Biomedical Engineering and Sciences 
[1]. Listening to background music/sound during performing 
cognitive tasks can improve the brain functions, develop creative 
thinking, make people relaxed, relieve mental stress, and increase 
work efficiency [2]. Working and studying in silence condition for 
a long time make people easily to feel sleepy, bored, stress, and 
lost attention. This condition may affect their performance in 
solving the tasks. Hence, one of the alternatives to make people 
enjoyable and effective during doing their activities is by listening 

to auditory stimuli. Auditory stimuli can be defined as events and 
things that evoke a specific functional reaction in a tissue or organ 
i.e., the sound that affects our auditory sensations. The auditory 
stimuli are stimulated when sound cause pressure changes in air or 
other elastic medium. Usually, the loudness of sound is measured 
in decibels and travel to the ears as waves. Human ears can detect 
any sounds within the range of 20 to 20 000 Hz. Then, the detected 
sounds are converted into neural impulses as a result from 
transduction process. Deafness and hearing loss can occur if the 
disruptions happen during transduction process. The sounds can be 
categorized into many types either comes from man-made or 
natural. The examples of sounds are birdsong, bell sounds, musical 
sounds, water sounds, and nightlife sounds. Some of the sounds 
have a beneficial influence on human emotion, psychology, and 
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congenital. Thus, many research has been carried out to investigate 
the effect of sound on human cognition either for children or adult 
[2-5]. Besides, the development of the biomedical equipment 
especially the brain modalities i.e. electroencephalography (EEG), 
magnetic resonance imaging (MRI), computed tomography (CT), 
magnetoencephalography (MEG), and positron emission 
tomography (PET) have facilitated the study. 

 In this globalization era, an education plays the important role 
for produce a better, independent, successful and knowledgeable 
people. The knowledge are important and powerful part of human 
life. Knowledge is an understanding, awareness or information that 
has been obtained by study or experience by learning, discovering 
or perceiving, and that is either in a person’s mind or possessed by 
people [6]. Focusing on students life, every day they are learning 
and expose too much of new knowledge, such as information, 
facts, descriptions or skills. Examples of student learning activities 
are memorized the formula, facts, structure of the design, reading, 
and drawing. All of this requires them to have a better and good 
memory in order to process the input information. As we know, 
education system enforced the students to undergo the test, quiz, 
and examination to identify and evaluate their level of the learning 
process. The performance of the students in answering the task has 
depended on their memory ability to interpret the information and 
knowledge that they have learned and obtained before.   

 Attention on the student’s problem which is some of them is 
able to recall the required information during the examination, 
while, some of them are unable to retrieve what they had learned. 
This situation has relation with their memory capacity to store the 
information. One of the suspected factors that resulted in this 
condition is due to wrong chose of study environment. Usually, the 
students are interested to study in silent or listening to auditory 
stimuli condition. Thus, this present study aims to help the students 
by proposing an effective study environment especially for 
memorizing purpose. The effective study environment is the 
condition that can give the positive influence on student 
performance. According to Soderlund et al., 2010 the human 
cognitive performance can be influenced by the auditory stimuli 
but depends on the human population, types of auditory stimuli and 
cognitive task involved [7]. They had done a study to investigate 
the effect of white noise on inattentive and attentive children when 
performing episodic verbal free recall test. The test assessment was 
done in two different conditions: (1) low noise: no noise, and (2) 
high noise: 78 dB of white noise. Difference influence has been 
found between these two children groups which are the 
performance of inattentive children was improved when listened 
to white noise but not for attentive children. Based on the 
Soderlund et al., 2010 [7] findings, we are inspired to discover the 
effect of environmental factors on memory performance for the 
normal adult population. Knowing from the previous research that 
the Mozart music and white noise are able to give the positive 
influence on people’s performance, thus, it’s were chosen as 
auditory stimuli in this present study.  

 Mozart music is a popular auditory stimulus among the 
researcher because of its highly structured organization which has 
potential to excite the same cortical firing patterns that used for 
cognitive processing [8]. It was considered as a highly structured 
for three different reasons. First, its harmony has approximately 8-
bar phrases that separated by definitive cadence points which are 
easy to distinguish the differences of each section. Besides, the 
beats were divided equally at a constant tempo. The last reason is 
it used various types of equipment or voices but often combined 
into a single. Shaw et al., 1985 reported that the effect of music can 
be represented by Trion Model [9]. This model suggests that the 
music has the ability to alter the synaptic weights of neurons in 
specific patterns due to Hebbian learning principles [8]. In this 
principle, the brain regions that involve for learning process was 
explained. They believe that when listening to Mozart music or any 
music, the neuron firing becomes stronger and each time the new 
information coming to the memories it’s able to process the 
information actively and decrease the losing of information. White 
noise can be recognized by ‘sh’ sound. Some of the researchers 
reported that listening to it during performing the task able to give 
a positive influence on cognitive processing [10]. The explanation 
on how the white noise, improves the cognitive processing 
represented by the stochastic resonance concept [7]. The simple 
example to describe this concept is when the weak signal (e.g. 
visual stimulus) enters the sensory memory it becomes detectable 
when white noise is added to the signal [7]. The white noise was 
interacting with the weak stimulus and pushing it or in simple 
word, it gives motivation to people to give more attention to the 
required task. Thus, their performance is increase. Stochastic 
resonance improves the touch, auditory, and visual sensory. The 
previous works showed that the white noise has improved the 
human performance in the verbal task, arithmetic task and the 
spatial task [11-12]. 

Generally, the human memory can be categorized into three 
types that are the sensory memory, working memory/short-term 
memory and long-term memory [13]. The information or stimuli 
were caught-up by sensory responsiveness and will be stored either 
in working memory or long-term memory. The human memory 
easily to be disturbed by external and internal factors such as 
interference, storage failure, environmental condition, task 
difficulty, and emotional factors [13-14]. These factors can lead to 
losing of information. Discovering the effect of sound on memory 
performance is an interesting work, thus has attracted some 
researchers to conduct the study [2, 15-16]. The different style of 
music/sound gives different influence on memory performance as 
reported by them. In Boyle and Colheart, and Fu and Kuan, study, 
the subject required to memorize the task under three different 
condition; no music, listening to gentle music and heavy music. 
They had found that the gentle music able to give a positive 
influence on memory performance compare to the others two 
conditions. The study by Zhang et al. in 2009 was purposely to 
investigate the effect of music familiarity on memorizing task 
under different difficulty level [2]. Their study used visual working 
memory task with two difficulty level (easy and difficult) with four 
different types of background condition (no music, Chinese, 
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English, and French).  The memorizing test score result revealed 
that the subject had better performance under no noise/silence 
condition compare to the others. In this present study, the same 
task assessment as Zhang et al., with some modification was used. 
A visual memory task that consisted image and number is used in 
order to avoid the effect of language on subject’s performance. The 
number of items that need to remember is reduce from 15 to 10 
items only. The memorizing task was involved in the experiment 
because it is one of the techniques that used during the learning 
process. This present study preferred to use Mozart music and 
white noise as auditory background stimuli because limited of the 
study had investigate its effect on memory performance.  

2. Review on Past Studies 

 This section discuss on the past research that investigate the 
effect of Mozart music and white noise on human psychology and 
cognitive performance.  

2.1. Mozart music 

 Mozart music was introduced by Wolfgang Amadeus Mozart 
in 18 centuries. It is classified as a classical music that played using 
pianos as the major instrument. Although this music was famous 
long time ago among the musicians and public, it did not attract 
the researchers until this 20th century. Rausher is the first person 
who interested to conduct an experiment to investigate the effect 
of Mozart music on spatial tasks [17]. They reported that listening 
to Mozart music for 10 minutes had enhanced the spatial reasoning 
skills. Due to that, many researchers had conducted the study to 
prove the findings. However, it’s become a controversial issue 
when some of the researchers unable to prove Rausher et al., 
findings [17-21]. Nevertheless, the others confirmed that there was 
a significant difference was found in spatial-temporal 
performance, such as in pencil-and-paper maze tasks and paper-
cutting and folding procedures compare to other environmental 
condition [22-24]. Up to now, the study on the Mozart effect is still 
being conducted by researchers as summarized in Table 1. Some 
of the researchers used the Mozart music as background music for 
solving or performing certain tasks, whereas some of them used 
the music alone without any task. Background music can be 
defined as a condition which the music is played while the 
listener’s primary attention is focused on another task [12] White 
noise. 

 Generally, when we talk about the noisy condition, people will 
imagine the irritating, distracting and uncomfortable sound. The 
past research has reported that noise attenuates performance on 
cognitive tasks involving memory, reasoning, vigilance, decision 
making and vigilance [34-37]. They examine the effect of noise on 
cognitive performance by using a high volume of noise (85 dB and 
above). According to Broadbent’s listening to the high volume 
(above 90 dB) of noise can lead to over-arousal, which causes an 
increase in stress level [34]. They claimed that listening to high-
intensity background noise can irritate, disturbs and attenuates 
vigilance performance [34].  

 Smith et al., 2003, stated that the effect of noise on cognitive 
performance is based on three major factors, which is the type of 
noise, duration, and intensity (loudness) [38]. As an example, 
when people listening to moderate intensity of white noise (55 dB) 
during performing a task, there is only a small effect on 
performance, however, when the moderate intensity of irrelevant 
speech is used, it disrupted the person’s performance [35-36]. 
Generally, noise can be divided into several types such as ambient 
noise, pink noise, and white noise. In this study, the white noise is 
selected as auditory background stimuli for memorizing the task. 
White noise can be defined as a sound that is artificially created by 
combining all audible frequencies in equal amounts [40].  
According to new research, listening to the ‘sh’ sound or white 
noise consistently could boost the memory [41]. The changes in 
midbrain activity are examined when the people listening to white 
noise. This brain part is linked to the learning process and reward 
pathways. Table 2 shows the past research that uses white noise as 
stimuli. 

The gap of knowledge from previous study and contribution of 
the present study is focused on three major criteria that are: 

(i) Selection of auditory background stimuli 

Most of the study focused on either one of the sounds, 
whether using the Mozart music or white noise on 
experiment except study by Bottiroli et al. that has been 
discussed before [12]. The intensity of white noise 
selected in previous research mostly around 70 dB and 
above. Based on Zhang et al., (2009), they state that the 
volume greater than 70 dB will increase the heart rate, 
blood pressure and cause other responses, thus, it does not 
suitable to listen for a long duration at this intensity level.

 

Table 1: Past research of Mozart effect on human 
 

 

Study Condition and intensity level Task Analysis 
[25] Silent and listen to Mozart, 60 dB Visual oddball EEG signal 
[26] Listen to Mozart music and Brahms Hungarian, 60-70 dB Spatio-temporal rotation task EEG signal and  test scores 
[27] Silent and listen to Mozart music (played normally and reversely) Attentional blink task Test scores 
[28] Experiment 1: Silent and listening to Mozart 

Experiment 2: Silent and Chromatic scales 
Visual oddball  EEG signal 

[29] Silent and listen to Mozart music Trigonometry tests Test scores 
[30] Mozart music Psychological stress test, tinnitus handicap 

inventory and visual analog scale 
Test scores 

[31] Listening to Mozart music and  Koto music, 55 dB Science quiz Test scores and hedonicity of music 
[32] Silent and listen to Mozart music, 60-70 dB - EEG signal 
[32] Listen to Mozart  (pre-music, during music, Post-music), 60-70 dB - EEG signal and heart rate 

variability  
[33] Silent, listening to Mozart music and Beethoven music - EEG signal 
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Table 2: Past research of white noise effect on human 

Study Condition and intensity level Task Analysis 
[42] Baseline, recorded ICU noise exposure, ICU noise 

and mixed-frequency white noise exposure 
- Measures of sleep architecture, total 

numbers of arousals, arousal indices, 
noise parameters and sleep quality 

[43] Silent and listen to white noise Compound remote associates task, Hopkins verbal 
learning test and Rey-Osterrieth complex figure test 

Test scores 

[44] Listen to white noise, novel sound and high 
frequency tone 

Pitch difference between the target and standard 
stimuli (Easy and hard) 

EEG signal 
 

[45] Silent and listen to white noise Easy task: verbal task 
Difficult task: self-performed mini tasks  

Test scores 

[10] Experiment 1: Silent and listen to white noise  
Experiment 2: Silent and listen to white noise at the 
left, right and both ear sides 

Experiment 1: Dichotic listening 
Experiment 2: Visuospatial working memory task 

Test scores 

[7] Silent and listen to white noise Episodic verbal free recall test Test scores 
[46] Silent, speech, white noise and Speech+white noise Visuo-spatial working memory Test scores 
[47] Silent and Listen to white noise (left side, right side 

and both sides) 
Verbal memory task and visuospatial working 
memory 

Test scores 

[48] Silent, listen to continuous and short bursts of 
white noise 

Oddball task Test scores 

[11] Listen to white noise Non-executive and executive function task Test scores 

Contribution 1: The effectiveness between of Mozart 
music and white noise on memory cognitive task are 
investigated in this study. The sound intensity is control 
at medium level (40 to 55 dB) which is safer for long-
term exposing to sound especially for study activity. 

(ii) Type and difficulty of assessment task 

Effect of listening to Mozart music and white noise on 
task difficulty level (i.e. easy and difficult) does not 
extremely discover by researchers. Furthermore, the 
previous research mostly focused on the spatial task 
ability compares to memorizing process. 

Contribution 2: Different difficulty levels (i.e. easy and 
difficult) of memory task are used in this present study. 
Thus, the effect of sounds on subject’s performance can 
be investigated either it gives same influence or not for 
different difficulty level. The memory task is used instead 
of spatial task because to help the student to find the 
suitable sound to be listened during memorizing. As we 
know, memorizing technique is always apply in the 
study. 

(iii) Measurement of memory performance 

The effect of sound on memory performance mostly 
based on cognitive test score. Less of research focused on 
the effect of the brain activity. Besides, the relation 
between the score results and activity of the brain was not 
further discussed and explored. 

Contribution 3: The findings of this study are discussed 
based on two measurements that are memorizing score 
result and pattern of EEG signal. The EEG machine was 
used to record the electrical signal of the brain. The 
activation of the brain rhythm during task-performing are 
taken account for explaining on how it gives influence on 
memory ability to store the input information.  

3. Theoretical  

3.1. Human Brain 

Brain is one of the largest, unique and complex organ in the 
human body that located in the head. The shape of the brain is like 
a walnut and compose of blood vessels, glial cell and millions of 
the neuron [49]. It is protected by the cranial bones and the cranial 
meninges. The weight of the adult brain is approximately three 
pounds or about 2% of total human’s body weight [49]. It is 
responsible for processing the information, control our behavior, 
the seat of intelligence and initiator body movement. When 
receiving input information from the sensory organ, the brain will 
process the information and then sends the output to muscle. The 
five sensory responsiveness (touch, smell, visual, auditory, and 
taste) catch up the stimuli from surrounding and send to the brain 
to be interpreted before sending to the body for action. The brain 
can be divided into four main regions that are cerebrum, 
diencephalon, cerebellum, and brainstem [50]. Each of the regions 
plays their own roles. The cerebellum can be found behind and 
below the cerebrum. It is attached to the brain stem. It is 
responsible for controls motor functions, maintain the body in 
balance state and interpret the input information from sensory 
organs [50].   

The brain stem is important for basic vital life functions such 
as controlling and regulation of respiration, cranial nerves, blood 
pressure, heart rate, breathing, and consciousness in the human 
body [49]. Besides that, it also functions as a pathway for relaying 
the information between the brain and the body. It consists of three 
smaller areas; midbrain, medulla oblongata, and pons. It connects 
the brain to the spinal cord. Small damage in brain stem areas can 
cause death. The diencephalon can be found inside the cerebrum. 
It consists of the thalamus and hypothalamus. It is responsible for 
maintaining homeostatic balance, sleep cycle, and controlling the 
motor activities, memories, and arousal. Other than that, it also acts 
as a relay station for sensory impulses that reach the cerebral 
cortex, which coming from the brainstem, spinal cord and parts of 
the cerebral hemisphere. Lastly, the largest region of the brain is 
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cerebrum or cerebral hemispheres that make up 85 % of human 
brain weight [49]. The cerebrum separated into the left and right 
hemisphere by longitudinal fissure. It can be divided into four 
lobes that are frontal, parietal, temporal and occipital. Each of the 
lobes represents their own roles. Table 3 describes the function of 
each brain lobe. 

Table 3: Brain lobe functions [49] 

Region Descriptions 
Frontal Controls voluntary muscular functions, aggression, moods, 

motivation and smell reception 
Parietal Evaluate sensory information of pain, touch, taste, temperature 

and balance 
Temporal Center for abstract thoughts and judgment decisions, involve in 

memory processes and evaluates hearing input and smell 
Occipital Receiving and interpreting visual input 

 
In this present study, the cerebral region is interested in 

evaluating the effect of mental task and sound stimuli on it.  The 
study of the brain has started a long time ago among the scientist 
and philosophers in order to know deeply how does it work, factors 
affecting and it functions. Due to the lack of advance and modern 
modalities/equipment had limited the research. In 19 to 20 
centuries, the brain imaging modalities are started introducing by 
scientists. Thus, it attracts many researchers to conduct the study 
of the brain.    

3.2. Electroencephalography 

Electroencephalography has been introduced by Hans Berger 
in 1920. The scientist believes that human brain generates 
electrical signal starting between the 17th and 23rd week of 
prenatal development and throughout life [51]. When the central 
nervous system is complete and functional there are approximately 
1011 neurons developing at birth. This assumption has motivated 
the researchers to apply various type of brain modality in order to 
know deeply about the brain. Electroencephalography recorded the 
brain activities by reading the signal that picks up using metal 
electrode and conductive gel of the scalp. The electrical potential 
(EEG signal) is generated by the nerve cell of the brain in the 
cerebral cortex region.  

The EEG comes from a combination of three words, which is 
electro (referring to the registration of brain electrical activity), 
encephalon (referring to emitting of signals from head) and 
gram/graphy (referring to writing or drawing) [51]. In research 
works, the electroencephalography is widely used by researchers 
compare to other brain modalities due to its ability to record the 
signal in a short time (milliseconds), low cost, non-invasive 
technique, not harmless and painful to research subjects.   

4. Experimental  

The experiment has been conducted at the laboratory with 
controlled temperature, lighting and auditory intensity level. All 
equipment and materials such as Neurofax 9200 of EEG 
acquisition machine, ECI electrode-cap, body harness, ear 
electrodes, ECI electrode-gel, EEG electrode paste, blunted 
needle, wet tissue, speaker, laptop, pen and answer sheets were 
prepared and provided before the experiment started. When the 
subject entered the laboratory room, they were asked to sit on the 
chair and took a rested for 5 minutes. The instruction and flow of 
the experiment was displayed on the laptop screen. Then, the 

subject was required to fill-up the consent form and survey 
questionnaire. Subject was prepared with all the EEG equipment 
and material for recording their brain signal. The simulation 
program was started when the subject ready to take the experiment. 
Subject need to undergo three different conditions while 
memorizing the visual working memory task. The subjects were 
divided equally into two groups to counterbalance the effect of 
environmental condition on subject performance [2, 12, 26]. 
Groups 1 were memorized under silence, listened to Mozart music 
and listened to white noise condition, whereas group 2 undergo 
silence, listened to white noise and listened to Mozart music 
condition. The sound intensity level was controlled at 40 to 55 dB 
to reduce the effect of loudness on them [52].  Sixty healthy (40 
females, 20 males) subjects from Universiti Teknologi Malaysia at 
the age between 19 to 26 years old with no musical talents were 
involved in this study. They were selected based on mini-mental 
state examination (MMSE) to determine their mental conditions. 
Only subjects that passed the MMSE test were undergo the 
experiment. The flow of task require to be followed by subjects 
were as stated below: 

Condition 1: Silent 

 Memorize easy level task for 2 minutes and brain signals 
are record at this time. 

 Rest for 30 seconds. 

 Recall the task for 2 minutes. 

 Rest for 1 minutes. 

 Memorize difficult level task for 2 minutes and brain 
signals are record at this time. 

 Rest for 30 seconds. 

 Recall the task for 2 minutes. 

 Rest while look up the scenery pictures for 3 minutes 
before proceed to next environmental condition. 

Condition 2 and 3: Listen to auditory stimuli 

 Same flows as condition 1 are used for condition 2 and 3 
except during the memorizing time the subjects require to 
listen to the auditory stimuli. 

5. Data Processing and Analysis 

The brain signals were recorded during the memorizing period 
using EEG machine. The raw EEG signals were saved in ASCII 
format before processed via Matlab software. Usually, the raw 
EEG signals were composed of the noise signals that come from 
the muscle movement (high-frequency noise) and eyes blinking 
noise (low-frequency noise). Thus, the raw EEG signal needs to be 
pre-processed for filter the unwanted signal. This present study 
preferred to use the stationary wavelet transform (SWT) method to 
remove the high frequency and low frequency of noise. The db3 
mother wavelet with 5 decomposition level was chosen to remove 
the high-frequency noise and low-frequency noise from EEG 
signals [53-55]. Before filtered the noises, there were 10 out of 20 
EEG channels was selected to determine the effect of auditory 
stimuli on visual memory. The selected channels were frontal: Fp1, 
Fz, F8; temporal: T3, T4, T5, T6; parietal: Pz and occipital: O1; 
O2. The clean EEG signals were process again using db4 mother 
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wavelet with 7 decomposition level of discrete wavelet transform 
(DWT) method for obtained alpha, beta, theta, and gamma rhythm. 
The relative power of each frequency band was calculated.  

6. Result and Discussion 

 This part is discuss on the results obtain from the assessment 
test and EEG pattern. The test scores are determine based on the 
correct response that answer by the subject. Meanwhile, the EEG 
features are extract using wavelet transform as mentioned earlier. 
Statistical analysis of sign test and paired samples t-test are used to 
determine the significant difference between control condition and 
test condition. The results has been tabulated and graphed in the 
following section. 

6.1. Assessment test score 

 The answered from assessment test were only considered as 
correct when the filled numbers on figure was same as those were 
presented. The sign test with 0.05 of alpha (α) level was used to 
compare the median differences of correct responded between 
auditory stimuli condition relative to control condition. Two 
hypothesis has been set as below: 

Null hypothesis, H0: p-value > α; the median value of test score 
does not shows a significant different between the test condition 
and control condition. 

Alternative hypothesis, H1: p-value < α; the median value of test 
score shows a significant different between the test condition and 
control condition. 
 

 According to Table 4 and Figure 1, the subjects were able to 
memorize better when the white noise played for easy (mean: 
8.561) and difficult (mean: 4.228) level of the task. A significant 
difference have been found for median test score of white noise 
(p-value: easy level = 0.009; difficult level = 0.01) relative to 
control condition. Although listening to Mozart music also can 
improve subject visual memory but it does not give bigger 
influence on their test score when comparing with the control 
condition, since no significant difference (p-value: easy level = 
0.203; difficult level = 0.061) was found from the sign-test 
analysis. Looking at these three conditions it revealed that the 
subjects’ memory ability was improved when listening to auditory 
stimuli compared to silence condition. This happened because of 
the positive effect of auditory stimuli on subject’s mood, arousal, 
attention and alertness level, and sensory input processing. 
Bottiroli et al., 2014, has reported that listening to white noise and 
Mozart music during performing the mental task will affect the 
arousal (degree of physiological activation), mood (long lasting 
emotions), and listener’s enjoyment which in turn influence the 
memory performance [12]. 

Table 4: Mean and p-value of test score result 

 Easy Level Difficult Level 

Condition Mean p-value Mean p-value 
Control 7.281  2.912  

White Noise 8.561 0.009* 4.228 0.010* 

Mozart Music 8.070 0.203 3.632 0.061 
  

 Considering the effect of task difficulty level on subjects 
performance, it showed that the increasing of items need to be 
remember had degraded the ability to memorize. The easy level 
of visual memory task gave better result compared to difficult task. 
Subjects were able to memorize better in easy level compared to 
the difficult level due to the number of items that need to be 
remembered were different for each level. In easy levels, the 
subjects were required to remember 2 digits number with pictures 
only, but for difficult task, they need to memorize the pictures 
with 4 digits number.  In the control condition, the percentage 
decreased of test score for easy level relative to difficult level was 
about 60%. Meanwhile, 50.6% and 54.6% were found for white 
noise and Mozart music. The higher percentage decreased was 
showed by control condition compared to auditory stimuli 
condition. From here, it indicated that the auditory stimuli were 
also improved the memory performance when the difficulty level 
was increased, especially the white noise. 

6.2. Electroencephalography pattern 

 The frequency domain features were extracted from the EEG 
signal to determine its characteristics when induced by auditory 
stimuli during memorizing test. The paired samples t-test analysis 
with α = 0.05 was used to identify the significant different of the 
relative rhythm power of auditory stimuli condition relative to 
control condition. Besides, the increasing and decreasing trend of 
the relative rhythm power of auditory stimuli condition toward 
control condition also discussed. The hypothesis of paired 
samples t-test is set as below: 

Null hypothesis, H0: p-value > α; the mean value of relative 
rhythm power does not shows a significant different between the 
test condition and control condition. 

Alternative hypothesis, H1: p-value < α; the mean value of relative 
rhythm power shows a significant different between the test 
condition and control condition. 

Relative gamma power 

 Gamma rhythm (< 30 Hz) is associated with the movement, 
sensory processing or solving high mental task [51]. In this case 
study, we are focused on the role of gamma rhythm in activating 
sensory processing in order to fulfill the study objectives. Sensory 
processing is an ability of the brain to receive and response to the 
coming information from sense organ. The sense organs are 
connected to the human brain via the peripheral nervous system 
which allowing us to process the input information. Generally, 
human have five dominant sense organs which are eyes, ears, nose, 
tongue and skin that use for see, hear, smell, taste and touch. This 
sense organs contain receptor that transport the input information 
through the sensory neurons to the nervous system. The ability of 
the brain in processing the input information can be observed 
through the relative gamma power value.  

 Based on Table 5 and Table 6, the white noise (easy level: 
67.522 and 65.925) had the highest relative gamma power with 
significance difference of easy level: p-value = 0.005; and 
difficult level: p-value = 0.007) compared to Mozart music and 
control condition. However, the Mozart music also showed 
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significant difference on relative gamma power for difficult task 
(p-value: 0.003). The relative gamma power was increased for 
auditory stimuli condition because of the brain need to process 
information that caught up by the eyes and ears. When listening 
to Mozart music and white noise, the brain is not only process the 
upcoming information from the visual but also the auditory 
stimuli. Different from control condition which is no sound is 
provided, thus the brain only need to process the information from 
the visual only. That is the reason why the control condition had 
lower relative gamma power compared to auditory stimuli 
conditions. 
 Next, comparing on difficulty level, it showed that the relative 
gamma power of control and white noise condition was decreased 
for difficult task relative to control condition. Meanwhile, the 
Mozart music showed the highest relative gamma power for a 
difficult task (64.282) compared to easy task (63.628). So, it 
indicated that the increases of task difficulty level for Mozart 
music condition will increase the sensory processing. But, for 
control and white noise condition, the sensory processing was 
decreased when the task difficulty level increased. 

Relative beta power 
 Beta rhythm (13-30 Hz) is associated with the 
attention/concentration level, active thinking, focus on the outside 
world or solving concrete problems [51]. This study focused on 
the relative beta power for determining the 
attention/concentration and active thinking level of subjects 

during memorizing. Based on Table 5, it shows that the relative 
beta power was the highest in white noise condition for easy 
(117.318) and difficult (121.218) level of the task. It means that 
the subjects attention/concentration and active thinking level were 
significant improved when listening to the white noise during 
remembering the items as indicated in Table 6 by paired samples 
t-test analysis relative to control condition (easy level: p-value = 
0.001; difficult level: p-value = 0.003). However, the 
attention/concentration and thinking level was significantly 
improve for the easy level (p-value = 0.004) but not for the 
difficult task (p-value = 0.141) when listening to Mozart music 
relative to control condition. Among these conditions, the 
findings showed that listening to Mozart music and white noise 
able to increase the attention/concentration and thinking level 
compared to silence condition. 

 The higher and good attention/concentration level plays an 
important role when working memory task was involved [56]. In 
this case study, the subject was only given 2 minutes to memorize 
all the items, so they need to give full attention on the task in order 
to memorize it. If they unable to focus on the task during the 
memorizing time, they will have problem to retrieve back the 
information later. That is why it is really important to have high 
beta rhythm during the memorizing process for getting a good test 
score result. As seen from the result that listening to auditory 
stimuli makes the subject more attentive and concentrate on the 
task compared to the silent condition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5: Relative power of rhythms for easy and difficult task at silence, listen to Mozart music and white noise condition 

 
Easy Level Difficult Level 

Silence Mozart music White noise Silence Mozart music White noise 

Gamma 60.449 63.628 67.522 59.193 64.282 65.925 

Beta 111.032 115.640 117.318 113.166 115.842 121.218 

Alpha 165.469 167.464 166.372 168.520 169.526 165.092 

Theta 225.215 222.400 224.511 227.440 224.280 226.487 

 
Figure 1: Graph of mean test score at silence, Mozart music and white noise condition 
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Table 6: The p-value of paired sample t-test analysis for relative rhythm power 
of auditory stimuli condition relative to control condition 

 Easy level Difficult level 
Mozart music White noise Mozart music White noise 

Gamma 0.124 0.005* 0.014* 0.007* 
Beta 0.004* 0.001* 0.141 0.003* 
Alpha 0.257 0.607 0.597 0.068 
Theta 0.385 0.820 0.371 0.738 

 

 The relative beta power was higher for difficult task compared 
to easy task for all conditions. The reason was due to subject 
require giving more attention/concentration level during 
memorizing the difficult task which will increase the relative beta 
power. It can be concluded that the more items need to remember, 
the more attention/concentration level was required. 

Relative alpha and theta power 

 Alpha and theta rhythm associated with the human emotion, 
mood and arousal state [51]. The frequency of 8-13 Hz (alpha 
rhythm) represents the relaxed awareness without attention and 
concentration level. Meanwhile the frequency of 13-30 Hz (beta 
rhythm) represents the deep meditation, access to unconscious 
material, and creative inspiration. According to the paired 
samples t-test result in Table 6, there was no significant difference 
found for relative alpha and theta conditions of auditory stimuli 
condition relative to control condition. It showed that no 
significant influence was found on alpha and theta rhythm when 
listening to white noise and Mozart music. However, the relative 
alpha power was the highest when in Mozart music condition for 
easy level (167.464) and difficult level (169.526) of task 
compared to others (see Table 5). Listening to Mozart music gave 
a little influence on subject relaxation state but does not give 
bigger impact on them since the relative alpha rhythm does not 
have much difference relative to control condition. The relative 
theta power showed highest value for control condition for all 
levels. It means that a little influence was found on theta rhythm 
roles but not too much when compared to auditory stimuli 
conditions. From the findings, it revealed that listening to the 
white noise and Mozart music during memorizing does not makes 
the subject to feel stress and distract.  

7. Conclusion  

The Mozart music and white noise has different influence on 
memory performance due to the different types of harmony and 
beats of the auditory stimuli. White noise has approximately 
constant harmony and beat, whereas Mozart music has slow, fast, 
low and high of harmony and beat. Listening to the auditory 
background stimuli during memorizing the task is able to increase 
the attention, concentration and thinking level due to the activation 
of the brain neuron when exposed to it. Before selecting the 
auditory stimuli to be listened during the learning process, the 
volume intensity level, type of auditory stimuli, duration, and type 
of cognitive task should be considered to get positive influence on 
memory performance. Therefore, in conclusion, this study 
suggested that the student should listen to white noise at a 
moderate intensity (40 to 55 dB) of volume during the memorizing 
time. The limitation of the previous study has been overcome in 
this present works in terms of types of task and selection of sound. 
It has been found that the white noise is more effective to be 

listened, compared to Mozart music for memory and recall ability 
of visual task. Therefore, the findings in this study same as the 
expected outcome and set in the objectives of the study. 

a) The auditory background stimuli and task difficulty give 
different influence on the ability of subject in memorizing 
the visual task and electroencephalography pattern. 

b) The increases of relative gamma and relative beta power 
has increase the level of attention, thinking, and sensory 
processing. No significant influence was found for relative 
alpha and theta rhythm for auditory stimuli condition 
relative to control condition. 

c) White noise is effective to listen during memorizing visual 
working memory task due to it able to improve the 
memory performance. 
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 With the increasing integration level of electronic circuits management of the generated 
heat became one of the most important design aspects. Beside the semiconductor 
components capacitors are also affected by the elevated temperature. In this paper a new 
thermal characterization method is proposed adopting the thermal transient measurement 
technique for capacitors utilizing the capacitance itself as temperature dependent 
parameter. The proposed switched capacitor based circuit generates a signal proportional 
to the capacitance of the component and hence the temperature. The measurement method 
is demonstrated on self and transfer resistance measurement setups and also verified using 
CFD simulations. It is shown that the captured thermal transient curve can even be used to 
fine tune the inaccurate simulation model parameters achieving a more accurate calibrated 
3D simulation model. 
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1. Introduction 

The thermal design of electronic systems received high focus 
in the last decades as the increasing level of integration increases 
also the power densities that the designers need to face with. The 
primary sources of heat are often the semiconductor components, 
and hence there is extensive research and development on how to 
construct new components with lower thermal resistance, how to 
arrange the components appropriately in the system and how to 
find new cooling solutions in order to avoid overheating. 

However, not only the semiconductor components suffer from 
the increased power densities but also the discrete components like 
capacitors. The elevated temperature can have an immediate effect 
on their electric parameters. Changing capacitance and dissipation 
factor values and increased leakage current usually affect 
negatively the performance of the overall system. In addition there 
are also long term consequences of the elevated operation 
temperature, namely the reliability of the component usually 
decreases as a consequence. 

The operating temperature of the capacitors, just like that of 
other components depends on the environment, i.e. on one hand on 
the heating of the surrounding components, on the other hand on 
the internal heat generation of the device itself. If there is a 
significant power loss on the capacitor then its internal core 
temperature can even be significantly higher than the circuit board 
that is hosting it.  For this reason there is an increasingly growing 

demand towards developing a methodology to measure the thermal 
behavior and the thermal properties of capacitors. 

In order to be able to take these effects into account the thermal 
resistance between the surrounding components and the capacitor 
(the transfer resistances) and the thermal resistance between the 
region of the capacitor where the heat is generated and the 
environment (the self-resistance) should all be characterized 

For thermal engineering of discrete capacitors simulation is the 
primary method of investigation and characterization [1] although 
analytical calculations based on simplified models are sometimes 
also provided in application notes [2-4]. Experimental results are 
only rarely mentioned in relevant papers or datasheets, although 
the numerical results should always be verified using experiments. 

Key problem is that the core temperature of the capacitors is 
hard to accurately measure in-situ. Most of the published 
measurement solutions utilize embedded thermocouples [5] or use 
infrared temperature sensors focused on a hole drilled in the casing 
of the component. But all these methods do modifications in the 
device structure. The published nondestructive methods simply 
measure the surface temperature only and use approximate 
calculations to guess the internal temperature of the capacitor. The 
common issue of all these measurement solutions is the high 
uncertainty and low reproducibility because of the badly defined 
sensor placement. 

This paper is an extension of the work originally presented in 
EPTC 2016 [6]. 
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2. Electrical test method 

In case of semiconductor components the characterization of 
the thermal impedance may occur either by using some steady state 
solutions or more commonly by using the thermal transient 
measurement [7] method. Although in some cases the junction 
temperature can be measured using infrared imaging as well, the 
most commonly used solution is the electrical test method for its 
simplicity and accuracy. 

In case of the electrical test method the inner temperature of 
the component is measured by utilizing a temperature dependent 
electrical parameter of the chip itself, like the forward voltage of a 
constant current biased p-n junction or the threshold voltage of a 
MOSFET device. This makes the thermal characterization of these 
components quick and nondestructive and also enables the 
measurement of the transient response in order to characterize the 
time domain behavior of the device besides the thermal resistance. 

A thermal transient measurement gives information not only 
about the thermal resistance of the components, but as the time 
constants of the cooling depends on the building materials and the 
geometry of the device, it can also reveal structural information. 

The output of the thermal transient measurement is usually a 
cooling curve, showing the inside temperature of the device, 
continuously from a hot steady state temperature to a cool steady 
state temperature. Some basic thermal parameters can be 
calculated from this curve directly. As the heating power is known 
(P) the junction to ambient thermal resistance can easily be 
calculated from the peak temperature read at the beginning of the 
cooling curve (TJ) and the environment temperature that is 
practically equal to the junction temperature after it has cooled 
down (TEnv): 

 𝑅𝑅𝑡𝑡ℎ = 𝑇𝑇𝐽𝐽−𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸
𝑃𝑃

                 (1) 

Utilizing the whole captured thermal transient data more 
sophisticated measurements can be implemented using the 
transient dual interface method as it is described by the JEDEC 
JESD51-14 measurement standard.  

Finally with appropriate mathematical transformations [8] the 
time constants of the cooling curve can be identified and a one 
dimensional equivalent RC network can be constructed, where the 
thermal resistances and thermal capacitances can be associated to 
the different physical features in the structure. 

In order to do thermal transient measurement three mandatory 
criteria has to be fulfilled: 

• An appropriate temperature sensitive electric parameter 
(TSP) must be found. 

• A known heating power must be applied on the component 
to elevate its temperature. 

• The heating power must be switched off abruptly and the 
transient response of the TSP has to be captured. 

If a measurement setup can be constructed that fulfills the 
above three criteria, the same methodology could be applied for 
the thermal characterization of discrete capacitor components. In 
the following sections a possible implementation of the thermal 
transient measurement for capacitor components will be discussed. 

2.1. Temperature measurement 

The capacitor temperature can also be measured with an 
electrical measurement but it needs to be considered that selecting 
the appropriate temperature dependent electric parameter is a key 
for the good measurement results. Most of the electric parameters 
of the capacitors are typically temperature dependent e.g. 
capacitance, dissipation factor (tanδ) and leakage current. 

Any of the electric parameters of a capacitor could be selected 
for temperature sensing, but it always needs to be considered that 
unlike in the case of semiconductor chips, where both the 
dissipation and the temperature dependent electric parameter are 
well localized, in case of capacitors some parameters might depend 
on the temperature of several different sections of the structure that 
not necessarily have the same temperature. In such cases a 
weighted average temperature is perceived that may or may not be 
representative to the real device temperature. 

The construction of the various capacitor types (electrolytic, 
tantalum, ceramic and foil capacitors) are different and 
accordingly not only the electrical, but their thermal behavior is 
also different. 

Due to the significant temperature dependence of the 
electrochemical properties of the electrolytes, the electrolytic 
capacitors are the most affected by the temperature [9]. The 
increasing component temperature decreases the viscosity of the 
fluid leading to higher charge transfer capability. As a result the 
equivalent serial resistance (ESR) the impedance and the 
dissipation factor all decrease. The leakage current however shows 
significant increase with the temperature. Manufacturer datasheets 
reported even an order of magnitude change in the leakage current 
for 100°C temperature change. The capacitance also shows high 
temperature dependence, but the breakdown voltage and the serial 
inductance are not significantly affected by the temperature. 

The tantalum electrolytic capacitors show similar thermal 
behavior, but the temperature dependence of the capacitance is 
lower. The ESR also decreases with the temperature; this 
dependence is reverse proportional to the ion concentration in the 
electrolyte. As a result tantalum capacitors with higher ESR show 
also higher temperature dependence. The leakage current is 
significantly dependent on the temperature. 

The temperature dependence of ceramic and foil capacitors are 
both primarily defined by the type of dielectric material, i. e. the 
polymer and ceramics type. The higher permittivity materials show 
higher temperature dependence. The Calss-1 (ε<200), capacitors 
show limited or no temperature dependence, while Class-2 (ε ≈ 
200 to 10000) devices show high temperature dependence, often 
not linear or not even monotonous. 

Finally the capacitance of the foil capacitors show either 
positive (Polyester) or negative (Polystyrene and Polypropylene) 
temperature dependence. 

2.2. Capacitance as a temperature dependent parameter 

It is visible that there are numerous options for the selection of 
the temperature dependent parameter, but we wanted to select one 
that can be used for various capacitor types. We selected the most 
obvious parameter that almost always shows significant 
temperature dependence, this is the capacitance. 

The temperature dependence of the capacitance is mainly 
based on the temperature dependence of the dielectric material 
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used in the structure, hence its location is well defined in the 
component. It has to be noted however that due to the relatively 
low thermal conductivity of the materials in the capacitor relatively 
high temperature gradients can arise inside the device, thus the 
measured temperature is an average value. 

As a demonstration of the concept a couple of different 
capacitors have been selected with different capacitance values 
and voltage ratings and were calibrated. For the calibration the 
capacitors were put in a climate chamber, the temperature was 
increased from 10 to 90°C in 10°C steps. At each temperature level 
the capacitance value was measured with a simple multimeter 
repeatedly until we did not see further change in its value. When 
the capacitance value stabilized we could assume that the 
component stabilized at the environmental temperature and the 
capacitance value was registered. This low accuracy measurement 
method was already sufficient to give a rough picture on the 
temperature dependence of the selected components. In Figure 1 and 
Figure 2 the relative change of the capacitance is plotted as the 
function of temperature. 

 
Figure 1  Temperature dependence of various capacitors measured with a simple 

multimeter, low dependence 

 
Figure 2  Temperature dependence of various capacitors measured with a simple 

multimeter, high dependence 

The different electrolytic capacitors, both the Aluminum and 
the Tantalum types had similar magnitude of temperature 
dependence, the capacitance increased linearly by 5-8% in the 10-
90°C range. 

The ceramic capacitors showed very different temperature 
dependence depending on their classification, while the polyester 
film capacitor showed strong nonlinearity. 

2.3. Applying heating power 

After the temperature dependent electrical parameter has been 
selected one must find a way to heat up the component. The 
heating power is either generated in the component itself (self-
heating) by the ripple current, or by an external component (cross-
heating). Both cases can be examined with appropriately selected 
electrical and mechanical setups. 

3. Experimental setup 

Although the accuracy of a simple multimeter was sufficient 
for the demonstration of the temperature dependence; in precise 
measurements a more sophisticated instrumentation is needed. 
Moreover, in order to be able to measure the thermal transient of 
the component, the temperature needs to be measured with a 
relatively high frequency. 

On the other hand measuring the absolute value of the 
capacitance is not required. For our application it is enough to 
produce a voltage signal that is proportional to the change of the 
capacitance, hence the change of the device temperature. It has to 
be noted however that for accurate self-resistance measurement the 
heating and sensing points must be at the same geometrical 
location otherwise the results will be distorted. For optimal 
interfacing to our existing thermal transient measurement system 
the optimal transient signal has to be in the 0...5 V voltage range. 

After considering the available options we found that a 
switched capacitor system can be used to generate the required 
signal with high flexibility to adjust to various capacitance values. 

The high level block diagram of the measurement circuit is 
shown in Figure 3. 

 
Figure 3  Block diagram of the experimental measurement setup 

By driving the MOSFETs with non-overlapping clock signals 
the tested capacitor (CDUT) is being periodically charged and 
discharged. The average current transferred towards the 
measurement ground is proportional to the DUT (Device Under 
Test) capacitance (CDUT), the switching frequency (f) and the 
applied voltage drop (VDUT). The switched capacitor can be 
represented by an equivalent resistance: 

 𝑅𝑅𝐶𝐶 = 1
𝑓𝑓𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷

                (2) 
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In the arrangement presented in Figure 3the capacitor C is 
charged with a constant current Idrive, and discharged by the 
switched capacitor circuit. In equilibrium state the average 
charging current is equal to the discharging current: 

𝐼𝐼𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷
𝑅𝑅𝐶𝐶

 .               (3) 

Hence the voltage drop is inverse proportional to CDUT 
capacitance: 

𝐼𝐼𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷
𝑓𝑓𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷

 .               (4) 

It has to be noted that the pulsating discharge current causes 
periodic voltage variation on capacitance C. For optimal operation 
capacitance C must be significantly higher than CDUT, in order to 
minimize the voltage drop when the charge sharing happens 
between the two capacitors. Nevertheless it also limits the settling 
speed of the circuit, so it’s appropriate sizing is critical. In the 
current experiments the value of capacitor C was selected to be 10x 
CDUT, and an appropriately sized filter has been utilized to provide 
an acceptable noise level at the output. Finally the output signal 
Vout is proportional to the CDUT capacitance and to measure its 
temperature dependent value it is connected to one of the 
measurement channels of a thermal transient tester (T3Ster) 
equipment. 

The circuit parameters can be adjusted to be used with various 
capacitor values. The actual measurement setup was optimized for 
capacitances in the 0.1 nF… 1 µF range. The oscillator frequency 
is freely adjustable in the 10 kHz..1 MHz range and the cut off 
frequency of the filter was selected to be 5 kHz hence the useful 
thermal transient should start after 1 ms. 

The measurement circuit can be easily adjusted to smaller 
capacitances, but for higher capacitance values the switching 
frequency would be too low and the useful bandwidth of the 
transient signal would be insufficient. For higher capacitances a 
different measurement approach should be selected. 

In this paper the measurement method is presented with three 
slightly different measurement arrangements, providing examples 
for transfer and self-resistance measurements, and demonstrating 
that the measurement of both the heating or cooling transient is 
possible. 

The first measurement setup demonstrates the transfer Rth 
measurement. A 33 nF foil capacitor was selected as DUT that was 
fixed to a 5 W ceramic power resistor as a heat source. The 
measurement arrangement is shown in Figure 4. In this setup the 
transfer effect is expected to last long. In order to cancel the effect 
of the air movement the test structure was put in a still air chamber 
(a one square feet size standard measurement environment). 10mA 
current was applied on the capacitor and the switching frequency 
was adjusted to achieve about 1 V voltage drop at room 
temperature. At t=0 s 1.5 A heating current was applied on the 
resistor generating approximately 3 W of heat. In order to be able 
to calculate the thermal resistance of the structure the thermal 
transient curve needs to be captured from one steady state to 
another. In the current measurement setup 1800 seconds were 
required to achieve complete steady state after the heating 
switched on. 

 
Figure 4  Transfer resistance measurement setup 

For the second experiment a 100 nF ceramic capacitor was 
selected with X7R dielectric material. The leaded capacitor was 
soldered to a test PCB panel with different pin lengths and the 
effect of the pin length on the cooling transient was investigated. 
A photo of the measurement setups is shown in Figure 5. For the 
measurement similar sensing parameters were selected as for the 
foil capacitor: 10 mA sensing current was applied and the 
switching frequency was adjusted to obtain a voltage drop of about 
1 V. In this case the device was heated up by applying a higher 
current across the switched capacitor. The higher average current 
caused a power loss on the ESR of the capacitor and hence heated 
it up. By applying 60 mA heating current the voltage increased 
significantly and the dissipation on the capacitor was about 0.5 W. 
The heating current was applied on the component for 100 
seconds, then the heating was switched off and the transient 
measurement was immediately started and a 120 s cooling 
transient captured. 

 
Figure 5  Thermal impedance measurement setups with different pin lengths 

In the final experiment the same mechanical arrangement was 
used as shown in Figure 5, but only with the shortest and longest pin 
configuration. In this case the heating transient was captured 
instead of the cooling one. 70 mA heating current was selected and 
the switching frequency was adjusted to set the voltage drop to 
about 4 V. After switching on the heating a 200 s heating transient 
was captured. This time was sufficient for the structure to achieve 
steady state. 

Before presenting the results of the experiments we show how 
the measured voltage values will be converted into temperature 
values. 

3.1. Temperature sensitivity calibration 

In order to transform the captured voltage transient into 
temperature transient the temperature sensitivity of the measured 
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signal needs to be calibrated. The temperature sensitivity 
calibration was straightforward in case of the first two 
experimental setups. The transient change of the capacitances were 
captured in a low power state, when the applied dissipation was 
practically negligible; only about 10 mW. In this state the 
temperature difference between the core of the capacitor and its 
environment is negligible, hence in steady state we can assume that 
the core temperature equals to the environment temperature.  

For the calibration the capacitors were placed in a climate 
chamber and the electrical parameters of the driving circuit were 
set exactly the same as during the measurement. The chamber 
temperature was adjusted between 15°C and 85°C in 10°C (5°C 
for the ceramic capacitor) steps, and the output signal was 
registered at each steps after both the temperature and the output 
signal have stabilized. 

The resulting calibration curves are shown in Figure 6. The data 
points corresponding to the foil capacitor (red dots) fit well on a 
linear curve (red dashed line) with a slope of 2.16 mV/°C. The 
temperature dependence of the ceramic capacitor however shows 
significant nonlinearity. In the measured temperature range this 
temperature dependence could be fairly approximated with a 
fourth order polynomial, but this does not guarantee that outside of 
the characterized range it is still a valid approximation. It also has 
to be noted that the temperature dependence is monotonous in the 
measured range in both of the cases. The monotony of the 
calibration curve is a primary requirement to be able to use the 
curve for voltage-temperature transformation. 

 
Figure 6  Temperature sensitivity calibration curves of the two capacitors at low 

power level 

The TSP calibration for the third experiment is more 
challenging. In this case the heating transient of the component 
was captured, when the applied dissipation was high (0.28 W). 
Due to the significant junction to environment thermal resistance 
of the component there is a considerable temperature difference 
between the core temperature of the component and the regulated 
environmental temperature. In order to overcome this issue the 
device was also put in the environmental chamber, but now in 
unpowered state. 

 
Figure 7  Measured short switch on transients of the ceramic capacitor at several 

environment temperatures 

At each temperature level after the temperature has stabilized 
the powering of the capacitor was switched on and a short heating 
transient was captured. Just after switching on, the capacitor 
temperature is still equal to the chamber temperature, but 
immediately starts to increase. The captured transient responses 
are shown in Figure 7 at a few environment temperature levels. In 
the initial section an electric transient can be observed, which is 
not related to the component temperature, only caused by the 
change of the electrical operating conditions. After about 1 ms the 
signal value is proportional to the temperature. In order to 
approximate the voltage drop just after turning on the heating, a 
square root function was fitted on each transient responses between 
1.5 ms and 5 ms. and the voltage extrapolated to t=0 s time. The 
square root fitting is a widely used initial electric transient 
compensation method in case of semiconductor devices, where the 
heat generation is localized to the surface of the semiconductor 
chip. In case of the capacitor component where the heat is mostly 
generated in the core volume the validity of this approximation is 
questionable, but it has only a minor effect on the final results. 

 
Figure 8  Temperature sensitivity calibration curve of the ceramic capacitor at 

high dissipation 

The calibration was done between 20°C and 95°C in 5°C steps. 
The resulting calibration points are shown in Figure 8. The 
experienced nonlinearity was small, a second order curve fit well 
on the measured data points. 
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The overall time required for the thermal transient 
measurement of a single capacitor is mainly defined by the 
calibration time. The measurement time depends on the time 
constants of the test structure, but in case of good cooling it can be 
as low as a few tens of seconds. Meanwhile the calibration is a 
rather time consuming task as the environment temperature needs 
to be changed, waiting until the device temperature also stabilizes 
and then the corresponding voltage registered. This process often 
takes more than an hour for a single calibration. However, the 
calibration task can be done in parallel on high number of devices 
achieving a good overall throughput. 

4. Measurement results 

Another experiment is also presented in this paper in order to 
demonstrate the transfer resistance measurement, where the 
heating is coming from external heat source, and the capacitor core 
temperature is captured using the switched capacitor circuit. After 
the temperature sensitivity calibration the captured raw data could 
be transformed into temperature response as it is shown in Figure 9. 
Despite the switching mode operation of the circuit the noise level 
of the measured signal is reasonably good. The noise RMS (Root 
Mean Square) was about 0.2°C in all measurements. 

As it is expected the initial section of the curve is completely 
flat, there is no temperature change measurable until 3 seconds. 
The heat generated by the resistor needs this time to propagate to 
the capacitor. As the thermal coupling in the experimental setup 
was much stronger than in normal applications, normally an even 
longer propagation time can be expected. Consequently if the goal 
is to measure only the transfer resistances the switching frequency 
can be significantly reduced to allow the measurement of much 
larger capacitance values, or the filter frequency can be reduced to 
achieve lower noise and more accurate temperature reading. 

 
Figure 9  Temperature transient curve for transfer heating of the foil capacitor 

sample 

The goal of the second experiment was to prove that the 
measured signal is in fact temperature transient and hence it is 
dependent on the thermal resistance of the structure. The different 
pin lengths were representing different thermal resistances 
between the capacitor and the hosting PCB. Figure 10 shows the 
measured temperature transient responses. It is clearly visible that 
the longer the pin was the higher temperature change was 
measured. This also proves that one of the main heat flow paths in 
such arrangements is the conduction through the pins to the PCB. 
It has to be noted that in case of the red curve the calculated 
temperature was above 90°C, which is beyond the calibration 

range. As a consequence the calculated temperature in this range 
is expected to be inaccurate. 

 
Figure 10  Cooling transient curves measured on the ceramic capacitor with 

different pin lengths 

As opposed to the transfer heating measurement the 
temperature change starts much earlier in case of self-heating. The 
end of the electric transient is about 1 ms, and the valuable thermal 
signal starts soon after it. This shows that if the heated and 
measured points overlap, then the response speed of the 
measurement circuit becomes more important. How much 
information we lose that depends only on the internal thermal 
resistance and capacitance of the capacitor structure. 

In order to obtain a more accurate thermal transient curve, good 
enough for further post-processing the parameters of the 
measurement setup were further optimized in the third experiment. 
We found that instead of the cooling curve that is most commonly 
used in case of testing semiconductor components, the heating 
curve provides a better signal. The temperature sensitivity is higher 
with lower nonlinearities, ensuring better signal to noise ratio. 

The captured heating curves for the short and long pin 
scenarios are shown in Figure 11. It can be observed that the initial 
section of the two curves overlap perfectly, and split up only after 
about 2 seconds. In the initial section the heat experiences the same 
physical structure. The difference appears when the heat arrives to 
the PCB in case of the short pin arrangement but it needs to pass 
through longer pins representing higher thermal resistance when 
the pin is long. 

 
Figure 11  Measured heating transient curves of the ceramic capacitor with long 

and short legs 
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With the evaluation of the thermal transient measurements a 
one dimensional Cauer RC model can be constructed that in case 
of semiconductor components not only provide a good behavioral 
model, but structural information can also be extracted from it [8]. 
The structure function [10] is a graphical representation of the 
identified equivalent Cauer RC network. It plots the sum of the 
thermal capacitances in the function of the sum of the thermal 
resistances from the source of the heat towards the ambient, in 
cases of one dimensional heat flow that is a very good 
approximation in most of the practical cases. The resulting curve 
helps in interpreting the larger data sets. The steep sections in the 
structure function represent a physical layer with high added 
thermal capacitance but low thermal resistance that corresponds to 
a good thermal conductor material. On the other hand the flat 
sections of the curve represent high resistance with low added 
capacitance, hence a thermal insulator. In case of real one 
dimensional heat flow path the subsequent layers can be identified 
based on the corresponding slope on the curve and hence the 
structure can be analyzed. 

4.1. Verification with simulation 

The thermal transient measurement of the capacitor provided 
realistic transient curves, and the effect of the change of pin length 
could also be clearly identified. However the validity of the curve 
still needs to be proven. We decided to build up the detailed 3D 
model of the capacitor and compare the simulated and the 
measured thermal transient responses.  

As we did not have detailed structural information from the 
manufacturer we cross sectioned the capacitor to identify the 
important features and measure their sizes. A cross section picture 
of the capacitor and the built simulation model can be seen in Figure 
12. 

 
Figure 12  Simulation model of the measured ceramic capacitor 

The most important structural elements are the capacitor core, 
where the electrodes and the X7R dielectric material are providing 
the layered structure, a dielectric cover layer, where no electrodes 
are visible, the solder, the copper legs and the coating ceramics. 

According to the information found in the literature [4] the 
BaTiO3 is a commonly used ceramics to create X7R grade ceramic 
capacitors. As a base approximation we supposed that this material 
was used as dielectric layer and used the material properties 
suggested by the referenced paper. In order to simplify the 
simulation model the layered core has not been modeled in detail, 
but the weighted average thermal parameters of the BaTiO3 and 
the chromium electrodes have been used. As the layer thicknesses 

were unknown we used an arbitrary 8:2 volume ratio as the first 
approximation. The coating material was also unknown; hence as 
a first approximation we used the same thermal parameters as for 
the dielectric material. The solder was assumed to be SAC (Tin-
silver-copper) solder. The initial guess material parameters can be 
read in Table 1. 

Table 1. Material parameters, initial guess 

Component Material λ 
[W/mK] 

Cp  
[J/kg K] 

ρ  
[g/cm3] 

core custom 20.5 412 6.16 
Dielectric BaTiO3 2.7 400 5.9 
Coating custom 2.7 400 5.9 
Solder SAC 78.4 306 7.4 
Leg Al 230 1037 2.69 
PCB FR4 0.3 880 1.2 

 

The transient response of the structure was simulated with time 
steps identical to the sampling rate of the measurement. The time 
domain curve of the transient response provides much less 
information than its transformed version the structure function. 
The simulated and measured curves can be better compared using 
the structure function as it is shown in Figure 13. 

 
Figure 13  Structure function generated from the simulated transient of the initial 

“best guess” model compared with the measured curves 

The black and blue color curves were generated from the 
measured transients with short and long pin lengths and the red 
curve was generated from the simulated transient. At the large 
scale plot the initial section of all the curves seem very similar, but 
after the initial section a large excess resistance can be observed in 
the simulation model. If we take a closer look at the initial part of 
the curves it becomes apparent that while the two measured curves 
are identical despite the differences in the pin length the simulated 
structure functions already show slight differences. In order to 
understand the differences between the simulation model and the 
modeled component the structure function has to be analyzed. 

4.2. Using the structure function to fine-tune the simulation 
model 

For semiconductor packages a detailed thermal model can be 
step by step calibrated based on the measured transient curve 
starting from the chip and moving towards the more remote 
features [11]. This can be done because there is typically a 
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dominant heat flow path that can be well described with the one 
dimensional spreading model and the time constants 
corresponding to the different elements of the heat flow path are 
increasing gradually as we are receding from the junction. 
However in case of the capacitor component the one dimensional 
spreading from the core is not a good assumption. As an example 
from the core of the capacitor the heat also spreads towards the 
pins through the solder contact, and the coating. In such situations 
what we see in the structure function is the parallel sum of the two 
thermal resistances (and capacitances). 

As a result the same section of the structure function can be 
affected by more than one model parameters. As it is shown in 
Figure 14 the conductivity of the core material (green and blue 
curve) and the surrounding dielectric layer (red and orange) are 
also affecting the length of the first flat section of the curve. Other 
sections are more dependent on one single material parameter and 
can be more clearly identified on the structure function. 

 
Figure 14  Effect on the structure function of the increased and decreased 

conductivity of the core (green and blue) and the dielectric layer (red and orange) 

The large resistance at the end of the structure function 
corresponding to the initial model (Figure 13) was caused by the low 
conductivity of the PCB by neglecting the effect of the copper 
traces. Figure 15 shows a simplified summary about which sections 
of the structure function are affected by the various model 
parameters. 

 
Figure 15  Different areas of the structure function and the various simulation 

model parameters affecting their shape 

Having this information we know which parameters to adjust 
in order to have the simulated transient fit the measured one. After 
iterative adjustment of the appropriate thermal parameters of the 
PCB, capacitor core material, dielectric material, and coating 
material a very good match between the simulated and the 
measured transients could be achieved in the important domain up 
to about 35 K/W. Above this thermal resistance the thermal 
response is no more dependent of the thermal parameters of the 
capacitor model, hence it was out of our scope. With further work 
the whole simulation model could be matched to the experimental 
results. 

Figure 16 shows the structure function of the measured transients 
and the one simulated after the model calibration, demonstrating 
very good agreement. The final model parameters are listed in 
Table 2. Almost perfect match can be achieved until 35 K/W. 

 
Figure 16  Structure function corresponding to the simulated (red) and measured 

structure (blue and black) after the calibration 

Table 2. Material parameters after calibration 

Component Material λ 
[W/mK] 

Cp  
[J/kg K] 

ρ  
[g/cm3] 

core custom 25 300 5 

Dielectric BaTiO3 2.6 1000 5.9 

Coating custom 3 500 6 

Solder Custom 78 2500* 7.4 

Leg Cu 380 416 8.96 

PCB Custom 30 880 4 
*The specific heat of the solder was increased to unrealistic levels to avoid 

geometrical changes (the volume in the model was lower than in the actual 
capacitor) 

Nevertheless a small difference still remains after the 
calibration in the very early section of the structure function, below 
2.5 K/W, where the simulation result and the measured transient 
do not match. In this section the structure function could not be 
affected by the adjustment of the model parameters. The simulated 
structure function shows stepwise capacitance change at 
practically 0 K/W, as the heat generation was assumed to be evenly 
distributed in the core of the capacitor. But the lower slope section 
of the structure function corresponding to the measured transient 
denotes that the heat generation is more localized to a smaller 
volume and the heat has to spread in the core to fill its volume. 
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5. Conclusions 

In this paper a new measurement setup for the thermal 
characterization of capacitors was proposed. This method adopts 
the thermal transient measurement technology that is widely used 
for the characterization of semiconductor packages and structures. 

The measurement method uses no external temperature 
sensors, but utilizes a temperature dependent electric parameter of 
the measured component itself to measure its temperature. The 
various temperature dependent parameters were reviewed and the 
capacitance was selected as it shows significant temperature 
dependence in case of most capacitor constructions. 

In order to measure the change of the capacitance with 
sufficiently high temporal resolution a switched capacitor based 
measurement solution is proposed. The presented measurement 
circuit can be adjusted to measure capacitances in a wide range 
with approximately 1 kHz bandwidth. 

The measurement method was demonstrated with three 
measurement setups. The first setup demonstrated the transfer Rth 
measurement, capturing the heating curve of the capacitor after a 
closely attached heat source turned on. It is shown that due to the 
long time required for the heat to reach the capacitor even a strong 
thermal coupling enables us to significantly reduce the switching 
speed of the switched capacitor and hence measure significantly 
higher capacitances. 

The second setup demonstrated the self-resistance 
measurement, heating up the capacitor by its own losses at high 
ripple current and then measuring the cooling transient. The 
measurement was repeated with different pin lengths and the effect 
of the pin length on the thermal resistance of the component could 
be identified. 

In this third setup also the self-resistance was measured, but 
capturing the heating curve of the capacitor. This setup provided 
better signal to noise ratio than the cooling measurement.  

The detailed 3D simulation model of the capacitor and the PCB 
to which it was soldered to were built and the heating transient was 
measured and simulated. The first simulation and measurement 
results showed acceptable match in the initial section of the 
transient and the generated structure functions, but further from the 
heat source the difference was large.  

By comparing the structure functions generated from the 
measured transient and the simulated one, the inaccurate model 
parameters could be iteratively fine-tuned to achieve an almost 
perfect match between the measured and simulated structure 
functions. This demonstrates that the thermal transient 
measurement can not only be used to measure the thermal 
resistance of the component, but also helps in calibrating the 
simulation model. 
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 Abstract— The process of mapping large numbers of markers is computationally complex, 
as the increase of numbers of markers results in an exponential increase in the mapping 
runtime. Also, having unreliable markers in the dataset adds more complexity to the 
mapping process. In this research, we have addressed these two issues and proposed our 
solution. The proposed approach builds solid maps in two phases: Phase 1 builds an initial 
map following these steps: 1) Resample the original dataset to generate variant datasets, 
then cluster all resampled datasets into groups of markers. 2) Merge all groups of markers 
to filter out unreliable markers. 3) Generate a Map for each group of markers. 4) 
Concatenate all groups’ maps to form the final map. Phase 2, Adds more markers to the 
initial framework to build a high resolution map as follows: 1) Use Kmeans algorithm to 
filter out unreliable markers and cluster the remaining markers. 2) Insert the remaining 
markers in their best positions in the initial framework. To evaluate the performance of the 
proposed approach, we compare our constructed maps on the human genome with the 
physical maps. Moreover, we compare our constructed maps with a state-of-the-art tool for 
building maps. Experiment results show that the proposed approach has a very low 
computational complexity and produces solid maps with high agreement with the physical 
maps. 
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1. Introduction   

 This paper is an extension of work originally presented in The 
15th IEEE International Conference on Machine Learning and 
Applications [1]. Genome mapping [2] is the process of finding the 
order of markers within chromosomes; where markers are short 
fragments of Deoxyribo Nucleic Acid (DNA) sequence most often 
located in noncoding regions of the genome (regions that do not 
encode protein sequences). Markers orders can provide researchers 
with essential information for localizing disease-causing genes in 
the genome. Radiation Hybrid (RH) Mapping [3] is a statistical 
mapping technique to order markers along a chromosome, and 
estimate the physical distances between markers. RH mapping is  
widely used in many mapping projects, and has several advantages 
over alternative mapping techniques [4]. In RH Mapping, 
chromosomes are separated from one another, then high doses of 
X-rays are used to break the chromosome into several fragments. 
The main principle of RH mapping is that the probability of 
separation of two adjacent markers due to radiation breakage 
increases with the increase in physical distance [4]. The order of 

markers on a chromosome can be calculated by estimating the 
frequency of breakage and retention between the markers. 

An RH population can be seen as a m X n Boolean matrix, 
where m is the number of markers, and n is the number of 
individual organisms in the mapping population. A single RH 
vector represents one marker across all individuals/Panels. All 
markers in each panel is assigned a value of 1 or 0, where the value 
1 indicates the presence of that marker in that panel, and the value 
0 indicates the absence of that marker. Once all markers in all 
panels are screened and saved, the RH population will be used for 
the mapping process. Figure 1 shows a sample RH population of 3 
markers on 6 panels. 

After preparing the RH population, the RH mapping process 
starts. The Obligate Chromosome Breaks (OCB) is used to indicate 
the similarity and estimate the distance between two markers in 
RH population [5]. The basic mapping step is to estimate the OCB 
between all pairs of markers, where a 1 is followed by 0 or vice 
versa in the same panel, and place the closest (similar) markers 
together. For example to map the simple population in Figure 1, 
we need to find the similarity between these three RH vectors 
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(markers), and then place the similar markers close together in the 
constructed map. First calculate the OCB for all possible markers 
permutations (the number of times a 1 is followed by 0 or vice 
versa in the same panel), and second select the permutation with 
the minimum number of OCB; the best map of these three markers 
is {M1, M2, M3} with five breaks. Any other permutation will 
have more than five breaks. 

The toy example in Figure 1 is used just to explain the process 
of mapping a RH population. Typically, the number of markers in 
chromosomes range between a hundred to thousands. Thus, 
calculating the OCB for all markers permutations is unfeasible 
solution for such large numbers of markers; where for n markers, 
there are n!/2 permutations to evaluate. In this study, we are going 
to map a RH dataset of the human genome with hundreds of 
markers. Heuristic approaches [6-8] have been used to map such 
larger datasets of markers in a reasonable time. Although the 
heuristic approaches are relatively fast, they scale exponentially 
with the number of markers. Figure 2 shows the typical pattern of 
mapping different datasets of markers using some heuristic 
algorithms that have been used to map RH populations in many 
researches [9-12]. 

The main goal of this study is to propose an alternative 
approach to map large numbers of markers in a short time. The 
proposed approach works in two phases. Phase 1, has been 
originally published in [1], constructs maps as follows: 1) Uses 
Jackknife resampling method on the original RH population to  
create slightly variant RH samples. Then, all the generated samples 
are grouped into clusters based on their LOD (logarithms of odds 
-base 10) scores. The LOD score [14] was developed as a 
probabilistic measure for linkage, and has been used consistently 
throughout the RH literature [9-11]. 2) Merges all RH samples 
clusters into consensus clusters, and filters out the unreliable 
markers. 3) Constructs a map for each consensus cluster. 4) 
Connects all consensus clusters maps into one single map. Phase 
2, uses the output map of Phase 1 as a skeleton to map additional 
markers and improve the resolution of the initial map. Phase 2 
works as follows: 1) Uses Kmeans clustering to find the candidate 
markers to be added to the map. 2) Finds the best position of each 
candidate marker in the initial map in order to add them to improve 
the final constructed map. 

To demonstrate the effectiveness of our approach, three metrics 
are going to be used: 1) Accuracy, which indicates the agreement 
of the constructed maps with the published maps. 2) The number 
of mapped markers in the constructed maps. 3) The running time 
to construct the maps. We will compare our constructed maps with 
the maps we published in our original work in [1]. Also, we will 
compare our results with a state-of-the-art tool for building 
radiation hybrid maps. In our approach, we use the Clustering 
technique to reduce the mapping computational complexity, thus, 
mapping large datasets of markers in a short time. Also, our 
approach considers the problem of noisy markers and can filter out 
unreliable markers to increase the accuracy of the constructed 
maps. 

The rest of this paper is structured as follows: Section 2 
presents the related work. In Section 3, our proposed approach is 
discussed in detail. Section 4 presents the experimental results of 
the proposed approach, and Section 5 concludes this research. 

 
Figure 1. A toy example of an RH population for 3 markers on 6 panels. 

Breakages are highlighted in bold. 

 
Figure 2. Relationship between No. of markers and mapping complexity using 

heuristic algorithms implemented in the Carthagene tool. 
2. Related Work 

Conventional techniques [15, 16] for filtering out unreliable 
markers depend mainly on resampling [17]. Thus, these  
techniques are not recommended for filtering out unreliable  
markers from a large dataset due to their high computational 
complexity. The filtering process can be summarized in three 
sequential steps: 1) Resample the original dataset. 2) Use mapping 
techniques to map each resampled dataset. 3) Construct a matrix 
to show the reliability of all markers and filter out the most 
unreliable marker. These three steps are repeated to filter out 
unreliable markers one at a time. This iterative process is too time 
consuming for a large dataset, as to filter out only one unreliable 
marker, there is a need to resample the dataset and map all 
resampled datasets. The computational complexity of mapping a 
single resampled dataset scales exponentially with the number of 
markers to be mapped, as shown in Figure 2. Thus, repeating this 
complex mapping process for every single resampled dataset to 
filter out one unreliable marker is not a feasible solution for large 
datasets. As we discuss our proposed solution in Section 3, we will 
show that how our approach resampled the dataset and filtered out 
the unreliable markers without the need of mapping the resampled 
datasets. Thus, the proposed approach reduces the computational 
complexity of the whole mapping/filtering process. 
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RHMapper tool [12] provides another approach to build solid 
maps with only the reliable subset of markers. The mapping  
process  is  divided  into  two  steps:  1)  use find_triples command 
to search the data set for well-ordered triples, and save them. 2) 
Use assemble_framework1 or assemble_framework2 commands 
to assemble the saved well-ordered triples into a final map. The 
assembly process uses the overlapping between the well-ordered 
triplets of markers to combine them into a final map, where the 
assemble_framework1 command seeks for overlapping with two 
consecutive markers in each triplet, for example: triplets (A-B-C) 
and (B-C-D) will be assembled into (A-B-C-D). 
assemble_framework2 command can add gaps to assemble triplets, 
for example: triplets (A-B-C) and (A-C-D) will be assembled into 
(A-B-C-D). Although, this mapping strategy can build solid maps, 
mapping a hundred markers takes several hours to finish [13], so 
this approach does not scale well with the number of markers. 

Multimap [13] is another tool to build maps with reliable 
markers. The mapping process starts with searching for the 
strongest pair of markers, then iteratively adds one marker at a time 
to extend the initial map. Apparently, this mapping process does 
not scale well with large datasets of markers. 

Carthagene tool [11] is another well-known package that has 
been used in many studies to construct solid maps [24, 25]. The 
Buildfw command implements an incremental insertion procedure 
to build maps with only reliable markers; and it works as follows: 
first, search for the triplet of markers that maximizes the difference 
between the likelihood of the best map, and the second best map 
using only this triplet of markers. Once the best triplet of markers 
is found, save it as an initial framework map. Second, for each 
marker not mapped in the framework, try to insert it into its best 
interval. In order to insert a marker into its best interval in the 
framework map, two thresholds are evaluated: 1) AddThres and 2) 
KeepThres. AddThres is used to determine if a marker can be 
placed in its best interval or not; where if the loglikelihood 
difference between the best two insertion intervals is greater than 
the AddThres, then the marker can be inserted in its first best 
interval in the map. If that marker can be inserted in its best interval 
in the map, the KeepThres is evaluated, which is used to determine 
if the new inserted marker can be saved in the framework map or 
not. If the loglikelihood difference between the best two maps is 
greater than the KeepThres, then the new inserted marker will be 
saved in its best interval and will be used to map other markers in 
the following iterations. Otherwise, the new inserted marker will 
be removed from the current framework map. 

One of the limitations of the incremental insertion procedure in 
Carthagene is that only a few markers are mapped at the final map, 
if the recommended values of the AddThres and KeepThres are 
used [11]. Another limitation is that the mapping process starts 
with only three markers as an initial map. Thus, adding one marker 
at a time to the initial map makes the mapping process not suitable 
for large numbers of markers. Moreover, the incremental insertion 
procedure cannot be parallelized. 

In this research, we compare our proposed approach with the 
Carthagene incremental insertion approach. Our proposed 
approach can take advantage of the parallel computing to reduce 
the computation complexity of the mapping process; where 
markers are grouped into smaller clusters, and these groups of 
markers can be mapped in parallel. We expect to outperform the 
Carthagene approach in terms of the mapping runtime. Also, in 
terms of mapping accuracy, our proposed approach uses the 
grouping process over all resampled data to filter out the unreliable 
markers, and thus uses only the reliable markers to build solid final 
maps. We expect our approach to build solid maps, as the grouping 
process will help in reducing the effect of unreliable markers to the 
local clusters maps, not to the entire map. 

3. Proposed Approach 

The proposed approach divides the mapping process into two 
phases, where each phase consists of several steps. The first phase 
builds an initial map with the most reliable set of markers, Figure 
3 shows the systematic workflow of the first phase. The second 
phase uses the initial map constructed in phase 1 as a framework 
to map more markers to the initial framework, which results in 
building a high resolution map (mapping larger numbers of 
markers), Figure 4 shows the systematic workflow of the second 
phase 

3.1. Phase 1: Building Initial Framework Map 

1)  Resampling and grouping: The Jackknife resampling 
technique is used to generate N variant RH samples of the 
original RH dataset, where each resampled RH dataset will 
have N-1 individuals (leave-one-individual-out).f After 
generating the resampled datasets, the Single Linkage 
Agglomerative Hierarchical clustering technique [18] is used 
to group each dataset into different clusters of markers. The 
group command is implemented in the Carthagene tool can be 
used to create these clusters of markers. The idea of the 
grouping is to create small groups of markers with low intra-
cluster distances and high inter-cluster distances. 

 Groups aggregation and filtering: The first step generates N 
variant RH sampled datasets, and with each resampled dataset 
many clusters of markers. The goal of this step is to use all 
clusters of markers of all resampled datasets to filter out 
unreliable markers and aggregate the clusters of markers to 
generate solid consensus clusters. A matrix of size m x m is 
used to show the stability of linkage relationship between all 
pairs of markers, where m is the number of markers in the RH 
population. The matrix is created and initialized to Zero. Then, 
we trace all the clusters in all RH sampled datasets to update 
the values of the elements of the matrix. For each paired 
ordered markers (Mi, Mj), we increment both indexes (i, j) and 
(j, i) in the cluster matrix by 1 each time the pair (Mi, Mj) 
appear in one cluster in all sampled datasets.
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After that, we start filtering out unreliable markers; two factors 
are defined for each marker: 1) the Stability-Factor (SF), which 
indicates the stability of neighbors markers throughout all 
sampled datasets clusters. For example, the Stability-Factor 
value of 80 for markers (Mi, Mj) means that over all resampled 
RH datasets, markers (Mi, Mj) appear 80 times together in the 
same cluster. 2) The Reliability-Ratio (RR), which is 
calculated by the count of relationships above the Stability-
Factor divided by the total number of relationships for that 
marker. Figure 5 shows a simple example to illustrate the 
filtering process. All markers with Reliability-Ratio less than a 
threshold are considered unreliable markers and can be filtered 
out. In our experiments, we used RH population of 93 
individuals and filtered out markers with SF values less than 
80, and RR less than 50%. After filtering out the unreliable 
markers from all clusters, the remaining markers will be 
considered reliable markers and will form the consensus 
clusters. 

2)  Mapping clusters’ markers: In this step, we build a map for 
each consensus cluster of markers. Several heuristics 
algorithms can be used to build the maps, in this study, we 
follow the mapping strategy published in [4, 9, 10] to build a 
map for each cluster, using the heuristics algorithms 
implemented in the Carthagene tool [11]. The following steps 
present the mapping strategy: 1) Mrkdouble command to 
identify and merge identical markers by a single marker. 2) 
Build command to build an initial nice map, where the 
command finds the best pair of markers, with the strongest 
linkage, and incrementally tries to add the remaining markers 
if they satisfy the insertion criteria. 3) Greedy and Annealing 
commands are used as improvement steps to find a better map 
in case a local improvement exists. 4) Flips and Polish 
commands are used to apply all possible permutations in a 
sliding window to check if a better map can be achieved. 
Running all these commands in that sequence will build a map 
for each cluster.  

3)  Connect maps and polish: Building a map for each consensus 
cluster shows the local order of the markers in each cluster. 
However, all these small maps need to be concatenated to form 
a whole chromosome map. In this step, we concatenate the 
clusters’ maps generated in the previous step to form one map 
for a whole chromosome. This process can be done in an 
iterative manner. First, we extract the boundaries, the first and 
the last marker, of each cluster map. Second, we group all 
boundaries into clusters, the group command in Carthagene can 
be used to make these clusters; we start with a high LOD score 
T, i.e. T= 18. Boundaries from different maps that fall into one 
cluster are connected using the closest boundaries to form a 
bigger map. This step is repeated, where at each iteration the 
LOD score T needs to be lowered by a factor of x, i.e. x= 3, to 
let the far away boundaries to be connected to form one single 
map. A polishing step is used at the end of this step to improve 
the constructed map by trimming marker at the edges of the 
final map with LOD score less than 3, which generally 
indicates that there is no linkage between two markers. 

 

 

 

3.2. Phase 2: Improving Framework Map  

1)  Loose markers extraction and grouping: After building a 
framework map with only the most reliable subset of markers, 
our goal is to use the framework map as an initial map to 
construct a high resolution map by mapping more markers from 
the remaining left out markers (Loose Markers) to the initial 
framework map. In this step, we use the initial constructed 
framework map as a skeleton to map the loose markers, where 
loose markers will be placed into the intervals of the initial 
framework map. This process works as follows: 1) Extract the 
loose markers from the original dataset. 2) Group the loose 
markers into clusters; the Kmeans algorithm is used to make 
the clusters of the loose markers. Kmeans algorithm works well 
for large datasets. To run the Kmeans algorithm, we need to set 
the number of clusters (K). In this study, we set the value of K 
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to the number of markers in the initial framework map plus 1. 
Assuming that all loose markers are going to be placed in 
between framework’s markers, so if the number of markers in 
the framework map is n, that means we have n+1 number of 
intervals to place the loose markers in. Thus, the number of 
clusters K can be set as n+1, if the number of loose markers is 
less than the number of markers in the initial framework map, 
then we consider each loose marker as a single cluster. 

2)  Insert loose markers in their best positions: The kmeans 
algorithm will group the loose markers into clusters, where 
markers within clusters are too close to each other and far away 
from other clusters’ markers. Generally, for large datasets 
singleton clusters, clusters with only one marker, are 
considered unreliable clusters and will be filtered out, as they 
are not attached to any other loose markers. After we group the 
loose markers into clusters, we choose randomly a loose 
marker from each cluster and try to place that loose marker into 
its best position in the initial framework map. To find the best 
position of that loose marker, the Buildfw command in 
Carthagene is used to report the best position for each loose 
marker, where the loose marker is inserted in all possible 
positions in the framework map, and then reports the best 
position based on the linkage of the loose marker with its 
immediate neighbors (left and right markers, if possible). After 
we find the best position of each loose marker, we add them to 
their best positions. In case there are more than one loose 
marker in one position, we randomly pick one marker and keep 
it in that position. Step 1 and Step 2, in Phase 2, can be repeated 
to include more markers in the framework map, where the final 
map of each iteration is used as an input for the next iteration 
to map as many loose markers as needed. Figure 4 shows the 
systematic workflow of Phase 2. 

4. Experimental Results 

4.1. Datasets 

The three common used human genome radiation hybrid 
panels are: 1) The G3 [19] and 2) TNG [20] panels produced by 
Stanford University and 3) The Genebridge 4 [21] panel by the 
Sanger Center. In this study, we use the Genebridge 4  panel where 
the number of individuals is 93. We have selected 8 different 
chromosomes with varying number of markers to show the 
scalability of our proposed approach over the increasing number 
of markers. Table 1 shows the selected chromosomes with their 
numbers of markers. The choice of these chromosomes is 
determined by the availability of markers in both radiation hybrid 
data set and physical marker locations. The physical marker 
locations are extracted from the Ensemble website [22], and the 
RH dataset are downloaded from the EMBL-EBI website [23]. 

4.2. Evaluation of the approach 

The proposed mapping approach builds maps in two phases: In 
Phase 1, we construct initial map with the most reliable markers. 
Once the initial map is constructed, Phase 2 extends the initial map 
to include more markers in the final map. In this section, we are 
going to refer to Phase 1 as Clustering Method; and Phase 1 and 
Phase 2 together as Extended Clustering Method. The Clustering 

Method has been evaluated in [1], where the reported results show 
that the constructed maps have high agreement with the 
corresponding physical maps. To evaluate the Extended Clustering 
Method, we use the same dataset we have used in [1], the 
constructed maps reported in [1] will be used as an input to Phase 
2 in the Extended Clustering Method. 

The running time for the Clustering Method has been reported in 
[1] and can be seen in Figure 6. The big improvement in the 
mapping runtime of our Clustering Method over the Carthagene 
Method can be explained by the grouping of the large numbers of 
markers into small groups, and taking advantage of parallel 
processing to map all these groups of markers simultaneously in a 
short time. The hieratical clustering in the Clustering Method and 
the Kmeans clustering in the Extended Clustering Method only 
take a few seconds to complete. On the other hand, the Carthagene 
Method, uses only three markers as an initial map and then 
incrementally adds more markers to that initial map one marker at 
a time to construct the maps. Figure 6 shows the mapping running 
time for both Carthagene Method and the Clustering Method using 
the same dataset. The Extended Clustering Method running time 
depends on two factors; first, the numbers of markers in the initial 
map, and second, the number of iterations; where the more markers 
there are in an initial map, the less time it takes to map the 
remaining markers. Table 1 shows that the Clustering Method can 
generate initial maps with large numbers of markers compared to 
the number of markers in the maps constructed using the 
Carthagene Method. 

The accuracy of the constructed maps is measured by Pearson 
Correlation, where the closer the value is to 1, the stronger the 
linear correlation (agreement) between the markers positions in the 
constructed maps, and the markers positions in the corresponding 
physical maps. Table 1 shows the Pearson Correlation between the  
physical  maps and the constructed maps using 1) Carthagene  tool;  
2) The Clustering Method; and 3) The Extended Clustering 
Method. The results show that maps generated using the Clustering 
Method have higher correlations with the physical maps than the 
maps generated using the Carthagene tool. Out of 10 
chromosomes, the Carthagene tool outperforms the Clustering 
Method for only one chromosome, Chromosome 21, with a slight 
difference. While, the Clustering Method outperforms the  

 

Figure 6. The proposed approach mapping runtime vs the traditional 
Carthagene approach. 
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remaining 9 chromosomes. For some chromosomes the 
improvement is huge, for example, Chromosome 3, the accuracy 
of the Carthagene Method is 0.45 while the accuracy of the 
Clustering Method is 0.99. Another example is Chromosome 12, 
where the accuracy of Carthagene Method is 0.10, while the 
accuracy of Clustering method is 0.73. For some other 
chromosomes, the difference in accuracy between the Carthagene 
Method and Clustering Method is small, for example: 
Chromosome 10, the accuracy of Carthagene Method is 0.98, 
while the accuracy of the Clustering method is 0.99. Also in 
Chromosome 21, the accuracy of Carthagene Method is 0.98, 
while the accuracy of Clustering method is 0.97. 

Moreover, Table 1 shows the number of mapped markers in 
each chromosome using all three methods. The results show that 
for most chromosomes the constructed maps using the Clustering 
Method have more markers than the constructed maps using the 

Carthagene Method. One of the limitation of the Carthagene 
Method is that the constructed maps have only a few numbers of 
markers, and this can be seen in Chromosomes 10 and 12. For 
Chromosome 10, Carthagene maps only 16 markers, where the 
Clustering Method maps 46 markers. For Chromosome 12, 
Carthagene maps 42 markers, while the Clustering Method maps 
71 markers. For other chromosomes the numbers of mapped 
markers between the Carthagene Method and The Clustering 
Methods are similar and this can be seen in Chromosome 16, 21 
and 22 where the difference in mapped markers is small. In some 
cases, Carthagene tool maps more markers than the Clustering 
Method, for example Chromosome 3 and 7. However, the 
correlations between the constructed maps and the physical maps 
for these chromosomes are not as strong as our proposed approach 
maps for the same corresponding chromosomes.

 
Table 1- Comparison Of The Number Of Mapped Markers And Correlation Between The Constructed Maps And The Physical Maps For Carthagene Method, 

Clustering Method, Extended Clustering Method. 

 Input Markers Carthagene Clustering Extended Clustering 

Chromosome 3 
No. Of Markers In Map 
Pearson Correlation 

1038 
- 

164 
0.45 

153 
0.99 

215 
0.99 

Chromosome 5 
No. Of Markers In Map 
Pearson Correlation 

1071 
- 

49 
0.84 

84 
0.94 

115 
0.88 

Chromosome 7 
No. Of Markers In Map 
Pearson Correlation 

1026 
- 

165 
0.71 

78 
0.88 

100 
0.82 

Chromosome 10 
No. Of Markers In Map 
Pearson Correlation 

846 
- 

16 
0.98 

46 
0.99 

57 
0.88 

Chromosome 12 
No. Of Markers In Map 
Pearson Correlation 

1028 
- 

42 
0.10 

71 
0.73 

81 
0.68 

Chromosome 15 
No. Of Markers In Map 
Pearson Correlation 

619 
- 

83 
0.88 

77 
0.99 

110 
0.80 

Chromosome 16 
No. Of Markers In Map 
Pearson Correlation 

677 
- 

70 
0.53 

69 
0.95 

87 
0.89 

Chromosome 18 
No. Of Markers In Map 
Pearson Correlation 

407 
- 

65 
0.95 

84 
0.99 

103 
0.99 

Chromosome 21 
No. Of Markers In Map 
Pearson Correlation 

173 
- 

33 
0.98 

34 
0.97 

46 
0.95 

Chromosome 22 
No. Of Markers In Map 
Pearson Correlation 

314 
- 

41 
0.64 

36 
0.71 

41 
0.59 
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 The main goal of the Extended Clustering Method is to map 
more markers to build high resolution maps. The Extended 
Clustering Method is an iterative process, where in each iteration 
some markers are added to the current map to form a new map, and 
that new map will be used in the next iteration to map more 
markers, and so on. Table 1 shows the number of mapped markers 
for each chromosome using the Extended Clustering Method for 
one iteration. For Chromosome 3, the Extended Clustering Method 
mapped 215 markers, while the Clustering Method mapped 153 
markers. Although, the number of mapped markers is increased in 
the Extended Clustering Method map, the accuracy of the 
constructed map remains high 0.99. The same pattern is shown for 
Chromosome 18. For other chromosomes, Chromosomes 5 and 7, 
the number of mapped markers is increased and the accuracy of 
the final maps is decreased slightly. In other cases, for example 
Chromosome 12, The Extended Clustering Method mapped more 
markers, but the accuracy dropped from 0.73 to 0.68. Although the 
accuracy of Chromosome 12 was dropped to 0.68, it is still higher 
than the accuracy of the Carthagene map, 0.10. 

To  show  graphical  representations  of  the  alignment  of the 
constructed maps for some chromosomes using both the 
Carthagene Method and the Extended Clustering Method, we plot 
the known markers positions along the x-axis, and the predicted 
markers position along the y-axis. The plots show how well the 
constructed maps agree with the corresponding physical maps. The 
diagonal line in each plot shows the perfect alignment between the 
predicted markers positions and the actual markers positions. 
Figures 7 to 22 show the maps for all 10 chromosomes. Our 
approach is designed to build robust maps. The resampling and 
clustering techniques are intended to filter our unreliable markers 
and map only reliable markers. Moreover, mapping markers inside 
a cluster does not affect the mapping of the other markers outside 
that cluster. Thus, if there is a noisy marker in a cluster, the effect 
of that noisy marker will be limited to only the markers inside that 
cluster, other markers outside that cluster will not be affected; and 
that can been seen through the local flipping markers’ positions 
errors in our proposed approach constructed maps. 

5. Conclusion 

In this research, we have proposed a scalable approach for 
building high resolution maps. The proposed approach can take 
advantage of the parallel computing to map large numbers of 
markers in a short time, thus reduce the computational complexity 
of the mapping process. The proposed approach can be 
summarized in two phases: Phase 1, generates resampled datasets, 
then group all datasets into small clusters to filter out unreliable 
markers and construct consensus clusters. These clusters are 
mapped in parallel. Once the initial map is constructed, Phase 2 
can be used to iteratively add more markers to the initial map and 
build high resolution maps. Experiment results on the human 
genome show that the proposed approach has a very low 
computational complexity and produces solid maps with high 
agreement with the physical maps. Also, the results show that our 
approach outperforms a state-of-the-art tool for building radiation 
hybrid maps in terms of accuracy of the constructed maps and 
mapping runtime. 
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 Energy efficiency is a salient design consideration for stabilization mechanisms when 
assembled on a battery-powered vehicle. In this paper we study the implementation of a 
two-axis gimbal with passive revolute joints for motion isolation of an inertially stabilized 
platform (ISP) mounted on a host vehicle. The objective is for the ISP to maintain a steady 
line of sight (LOS) of a payload placed in an arbitrary position on the ISP workspace by 
performing mass stabilization. The proposed method eliminates the need to operate gimbal 
motors throughout the operation of the host vehicle, stabilizing the platform LOS by relying 
on the gimbal passive joints acting as suspension to isolate the ISP from disturbances 
imparted by the host vehicle. We describe the principle of operation and a prototype of the 
proposed stabilizing mechanism is presented. 

Keywords:  
intertially stabilized platform 
mass stabilization 
omnidirectional gear 
passive gimbal 

 

 

1. Introduction  

An inertially stabilized platform consists of a gimballed 
electromechanical system that maintains a steady line of sight 
(LOS) of a payload (imaging instrument, communication 
instrument, sensor, etc.) with respect to an inertial reference frame. 
The control system adjusts the gimbal orientation angle to 
compensate for the changes in orientation of the host vehicle on 
which it is mounted. The angular motion of the host vehicle is 
measured with an inertial measurement unit (IMU). The stabilizing 
algorithm calculates the necessary coordinate frame 
transformations in order to derive the target orientation of the 
gimbal in inertial space for the platform to hold its line of sight. 

For the payload to maintain its line of sight, the stabilizing 
system must have a quick response time. Moreover, in 
conventional applications of gimballed stabilization, the system 
must actively drive the gimbal actuators throughout the operation 
of the host vehicle to compensate its changes in orientation and to 
reject other disturbances. This turns out to be computationally 
expensive, since the required kinematic calculations and the 
calculations of target angular velocities of the gimbal motors have 
to be performed fast enough not to impose a lag in response time 
of the system. Perhaps more importantly, the active gimbal 

compensation throughout the operation of the vehicle demands a 
high consumption of power. 

In this research, we study the implementation of a two-axis 
gimbal with unactuated freely rotating joints for disturbance 
isolation of an inertially stabilized platform (ISP). A payload is 
placed by a user in an arbitrary position within the ISP workspace, 
and the line of sight stabilization of the payload is achieved by 
displacing a counterweight horizontally and vertically to adjust the 
center of gravity (COG) of the payload-counterweight system to 
be at the crossing point of the passive gimbal rotation axes. As a 
result, undesired moments of inertia applied to the platform by 
external disturbances are eliminated. The passive gimbal joints act 
as a suspension that decouples the host vehicle chassis from the 
ISP, isolating it from disturbances and keeping the payload’s 
orientation stationary in inertial space. 

The work presented in this paper is an extension of the 
stabilization method originally presented in IEEE SII2016 [1]. In 
the present work, we first discuss the method of elimination of 
moments of inertia to isolate the payload from external disturbance. 
We next discuss a method to calculate the position of the payload 
COG on the surface of the platform and present a theoretical 
framework to calculate the height of the payload COG by 
measuring the roll and pitch inclination angles of the passive 
gimbal. Finally, we present the results of fundamental experiments 
with the second prototype to evaluate the mechanism. 
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2. Balancing Principle 

The aim of the stabilizing mechanism discussed in this paper is 
to keep a steady line of sight of a payload of arbitrary weight within 
the load capacity specifications of the mechanism, and with 
arbitrary mass distribution, placed in an arbitrary position on the 
stabilized platform’s workspace. To accomplish this by 
performing mass stabilization it is therefore necessary to measure 
the payload weight, and to calculate the position of the center of 
gravity of the payload [2, 3]. With this information about the 
payload, the three-dimensional target position of the 
counterweight is calculated to perform mass-stabilization. 

Due to the freely rotating joints of the gimbal, placing a 
payload on the platform in a position offset from the vertical axis 
of symmetry of the ISP induces a torque on the passive gimbal’s 
axes; this results in the inclination of the platform about the 
gimbal axes. The stabilizing mechanism aligns the orientation of 
a payload with respect to the inertial reference frame by adjusting 
the horizontal and vertical position of a counterweight. An XY 
Stage mechanism displaces the counterweight center of gravity 
horizontally on the x-y plane and a Z Stage displaces the 
counterweight vertically along the z axis. The position of 
counterweight is adjusted to locate the center of gravity of the 
payload-counterweight system at the crossing point of the gimbal 
rotation axes. 

2.1. Static Balance: Gravity 

Balance on roll axis: the offset position 𝑟𝑟1 of the payload with 
respect to the platform’s vertical axis of symmetry on the y-z plane 
induces a torque on the passive roll axis of the gimbal due to 
gravity, resulting in an inclination angle σ of the gimbal about its 
roll axis of rotation, as illustrated in Figure 1. To compensate the 
torque induced by the payload, the horizontal position of the 
counterweight is displaced along the y axis with the Y Stage up to 
position 𝑟𝑟2  to induce a torque with the same magnitude and 
opposite direction. For static balance on the roll axis of a payload 
with weight 𝑤𝑤1 and counterweight with weight 𝑤𝑤2, the position 𝑟𝑟2 
of the counterweight on the y axis must satisfy  (1). This places the 
center of gravity of the payload-counterweight system on the 
vertical axis of symmetry of the inertially stabilized platform on 
the y-z plane as illustrated in Figure 2. 

𝑟𝑟2 =  𝑤𝑤1𝑟𝑟1
𝑤𝑤2

                                      (1) 

 
Figure 1. Inclination of the passive gimbal about the roll axis due to load 

unbalance against gravity on the y axis. 

 
Figure 2. Static balance on the y axis against gravity provided by the displacement 

of the counterweight with the Y Stage. 

Balance on pitch axis: the offset position 𝑟𝑟3 of the payload with 
respect to the platform’s vertical axis of symmetry on the x-z  plane 
induces a torque on the passive pitch axis of the passive gimbal 
due to gravity, resulting in an inclination angle θ of the gimbal 
about its pitch axis of rotation, as illustrated in Figure 3. The 
horizontal position of the counterweight is displaced along the x 
axis with the X Stage to position 𝑟𝑟4, which for static balance must 
satisfy (2). This places the center of gravity of the payload-
counterweight system on the vertical axis of symmetry of the 
inertially stabilized platform on the x-z  plane, as illustrated in 
Figure 4. 

𝑟𝑟4 =  𝑤𝑤1𝑟𝑟3
𝑤𝑤2

                                           (2) 

 
Figure 3. Inclination of the passive gimbal about the pitch axis due to load 

unbalance against gravity on the x axis. 
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Figure 4. Static balance on the x axis against gravity provided by the displacement 

of the counterweight by the X Stage. 

2.2. Static Balance: Disturbances by Host Vehicle 

Accelerations of the host vehicle also induce torque on the 
passive gimbal. Depending on the direction of motion of the host 
vehicle, this torque is induced on either the pitch axis of the 
gimbal, the roll axis of the gimbal, or both. Figure 5 illustrates the 
inclination of the passive gimbal due to a horizontal acceleration 
a of the host vehicle along the x axis of the stabilizing mechanism, 
inducing a toque on the pitch axis of the gimbal. 

To eliminate the torque induced on the passive gimbal due to 
accelerations of the host vehicle, the vertical position of the 
counterweight is displaced along the z axis with the Z Stage. For 
static balance the along the z axis of a payload with weight 𝑤𝑤1 and 
counterweight with weight 𝑤𝑤2 , the distance 𝐿𝐿2 from the gimbal 
axis of rotation to the counterweight must satisfy  (3) 

𝐿𝐿2 =  𝑤𝑤1𝐿𝐿1
𝑤𝑤2

                                         (3) 

where 𝐿𝐿1 is the distance from the gimbal axis of rotation to the 
ISP. After the center of gravity of the payload-counterweight 
system is displaced horizontally by the XY Stage to place it on the 
vertical axis of symmetry of the gimbal, the vertical displacement 
along the z axis places the center of gravity of the payload-
counterweight system on the crossing point of the passive gimbal 
rotation axes, as illustrated in Figure 6. 

 
Figure 5. Inclination of the passive gimbal about the pitch axis due to load 

unbalance against the acceleration of the host vehicle. 

 
Figure 6. Static balance on z axis against host vehicle acceleration provided by the 

displacement of the Z Stage. 

3. Components of the Stabilizing Mechanism 

Figure 7 illustrates the components of the proposed stabilizing 
mechanism. The stabilizing mechanism consists of an XY Stage 
mechanism with omnidirectional driving gear [4] located below 
the centers of rotation of the two-axis passive gimbal. The XY 
Stage acts as counterweight, with adjustable position along the x 
and y axes. The XY Stage/Counterweight is mounted onto the Z 
Stage that adjusts its vertical position along the z axis. The 
stabilized platform is located above the centers of rotation of the 
passive gimbal roll and pitch axes. 

 
Figure 7. Stabilizing mechanism with passive two-axis gimbal. 

 The payload weight and the position of its COG on the surface 
of the ISP are measured with three CZL204E strain gauge load 
cells located on the platform. We propose the calculation of the 
height of the payload COG by measuring the roll and pitch 
inclination angles of the passive gimbal caused by the placement 
of the payload on the ISP. The passive gimbal’s roll and pitch 
inclination angles are measured with a SEN-10736 inertial 
measurement unit onboard the inner gimbal of the stabilizing 
mechanism [5]. The proposed method for calculating the three 
dimensional position of the payload COG is discussed in chapter 
4. Figure 8 illustrates the stabilizing mechanism mounted on the 
omnidirectional host vehicle. 
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Figure 8. Stabilizing mechanism on the omnidirectional host vehicle. 

4. Calculation of the Position of the Payload Center of 
Gravity on the Inertially Stabilized Platform 

 In this chapter we discuss the method of calculating the 
position of the payload’s center of gravity (COG) in three 
dimensions once it has been placed on the inertially stabilized 
platform. We first describe the coordinate frame assignments to the 
system, we next describe the method to calculate the position of 
the payload COG on the surface of the platform ((x,y) coordinates 
of the payload COG on the surface of the platform) employing the 
multiple-point weighing method [6]. Finally, we propose a method 
to calculate the height of the payload COG from the platform 
surface (z coordinate of the payload COG from the surface of the 
platform) by exploiting the passive nature of the two-axis gimbal.  

 The algorithm to calculate the position of the payload center of 
gravity in three dimensions is the following: 

1. Assign three coordinate frames on the stabilizing mechanism. 
A coordinate frame 𝛴𝛴0 as the reference frame, a coordinate 
frame 𝛴𝛴1on the surface of the ISP, and a coordinate frame 𝛴𝛴2 
on the counterweight. 

2. Measure the weight of the payload and calculate the horizontal 
position of its COG on the platform’s surface (on ISP 
coordinate frame 𝛴𝛴1) after the payload has been placed on the 
platform by the user. 

3. Measure the roll and pitch inclination angles of the passive 
gimbal caused by the placement of the payload on the ISP 
surface. Then describe the position of the inclined ISP and 
the payload COG with respect to the reference frame 𝛴𝛴0. 

4. Define a cross-sectional plane in which both the pitch and roll 
inclination angles of the ISP are implicit. 

5. Describe the position of the inclined ISP and payload COG 
with respect to the cross-sectional plane. 

6. Perform a statics analysis of moments on the cross-sectional 
plane to calculate the height of the payload COG from the 
surface of the ISP. 

4.1. Coordinate Frame Assignments 

The stabilizing mechanism’s vertical axis of symmetry lies 
orthogonal to the plane of intersection of the passive gimbal’s roll 

and pitch axes as shown in Figure 9. Three coordinate frames are 
assigned to the stabilizing mechanism, illustrated in Figure 10. 

 
Figure 9. Top view of the stabilizing mechanism on the host vehicle.  

 
Figure 10. Coordinate frame assignment on the stabilizing mechanism. 

A fixed reference coordinate frame 𝛴𝛴0  is assigned with its 
origin at the intersection of the passive gimbal’s roll and pitch 
rotation axes and its vertical axis collinear with the stabilizing 
mechanism’s vertical axis of symmetry. Positions and rotations of 
the ISP and the counterweight are defined with respect to this 
reference frame.  

A coordinate frame 𝛴𝛴1  is assigned to the surface of the 
inertially stabilized platform with its vertical axis collinear with the 
mechanism’s vertical axis of symmetry and with its origin at a 
vertical distance 𝐿𝐿1   from the origin of the reference frame 𝛴𝛴0 , 
above the passive gimbal’s pitch and roll rotation axes.  

A coordinate frame 𝛴𝛴2 is assigned to the counterweight with 
its vertical axis collinear with the balancing mechanism’s vertical 
axis of symmetry and with its origin at a vertical distance 𝐿𝐿2 from 
the origin of the reference frame 𝛴𝛴0, beneath the passive gimbal’s 
pitch and roll rotation axes. 
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4.2. Calculation of the Horizontal Coordinates of the Payload 
Center of Gravity on the Surface of the Inertially Stabilized 
Platform 

In the proposed stabilizing mechanism, the inertially stabilized 
platform’s effective workspace is a tray resting on top of three 
CZL204E strain gauge load cells, with which the weight of the 
payload placed on the tray is measured. The layout of the load cells 
is shown in Figure 11. 

 
Figure 11. Load cell layout for weight measurement of the payload on the 

inertially stabilized platform. 

 The position of the COG of the payload placed on the tray is 
calculated from the relationship between force measurements of 
the three CZL204E strain gauge load cells using the multiple-point 
weighing method. The position coordinates of the payload COG 
are described with respect to the platform coordinate frame 𝛴𝛴1 , 
where 𝑟𝑟1 is the y coordinate of the position of the payload COG on 
the platform and  𝑟𝑟3  is the x coordinate of the position of the 
payload COG on the platform, as shown in Figure 12. 

 
Figure 12. Illustration of the position coordinates 𝑟𝑟1 and 𝑟𝑟3 of the payload center 

of gravity on the surface of the inertially stabilized platform. 

 Figure 13 illustrates the multiple-point weighing method for 
calculating the position of the payload center of gravity on the 
surface of the ISP. The weight 𝑤𝑤1 of the payload is the sum of the 
force readings A, B, C of load cell 1, load cell 2, and load cell 3, 
respectively, described with (4). 

𝑤𝑤1 =  𝐴𝐴 + 𝐵𝐵 + C                                 (4) 

The distance 𝑟𝑟1 corresponding to the y coordinate of the 
payload COG on the ISP coordinate frame is calculated with (5). 

𝑟𝑟1 = (𝐵𝐵)77.942 −(𝐴𝐴)77.942
𝑤𝑤1

                          (5) 

 The distance 𝑟𝑟3  corresponding to the x coordinate of the 
payload COG on the ISP coordinate frame is calculated with (6). 

𝑟𝑟3 =  90− �(𝐴𝐴+𝐵𝐵)135
𝑤𝑤1

�                            (6) 

 
Figure 13. Multiple-point weighing method for calculating the position 

coordinates of the center of gravity of a payload on the surface of the inertially 
stabilized platform. 

 The position coordinates of the payload COG on the surface of 
the platform are defined with respect to platform coordinate frame 
𝛴𝛴1 with vector  𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 

1  (7). 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 
1 = �

𝑟𝑟3
𝑟𝑟1
0
�                                           (7) 

4.3. Calculation of the Vertical Coordinate of the Payload Center 
of Gravity from the Surface of the Inertially Stabilized 
Platform 

 After calculating the horizontal position coordinates of the 
payload COG on the surface of the platform as described in the 
previous section, the next step is to calculate the height h of the 
payload COG with respect to the platform surface, namely its z 
position coordinate, as seen on Figure 14. 

 
Figure 14. Illustration of the vertical position h of the payload center of gravity 

from the surface of the inertially stabilized platform. 

http://www.astesj.com/


E. Moya et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1401-1412 (2017) 

www.astesj.com     1406 

 A payload with weight 𝑤𝑤1  initially placed on the platform 
workspace offset from the stabilizing mechanism’s vertical axis of 
symmetry by distances 𝑟𝑟1 and 𝑟𝑟3 will cause the passive gimbal to 
incline along the roll axis by an angle σ and along the pitch axis by 
an angle θ, as illustrated in Figure 15. After placing the payload on 
the surface of the ISP, we describe the positions of all the 
coordinate frames with respect to the reference frame 𝛴𝛴0 . We 
proceed to calculate the height of the payload COG from the 
surface of the ISP by analyzing the roll and pitch inclination angles 
of the passive gimbal. 

 
Figure 15. Inclination of the passive gimbal caused by initial placement of a 

payload on the inertially stabilized platform. 

 The position coordinates ( 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 , 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑦𝑦 , 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧) 
0

 
0

 
0  

represent the position of the origin of ISP coordinate frame 𝛴𝛴1 with 
respect to the fixed reference frame 𝛴𝛴0 resulting after the pitch and 
roll rotation of the passive gimbal caused by the placement of the 
payload on the ISP. These coordinates are described by vector 
𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1 
0   (8). 

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1 
0 = �

cos𝜃𝜃 sin𝜎𝜎 sin𝜃𝜃 cos𝜎𝜎 sin𝜃𝜃
0 cos𝜎𝜎 − sin𝜎𝜎

− sin𝜃𝜃 sin𝜎𝜎 cos𝜃𝜃 cos𝜎𝜎 cos𝜃𝜃
� ∗ �

0
0
𝐿𝐿1
� = �

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 
0

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑦𝑦 
0

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧 
0

�   (8) 

The position coordinates ( 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑥𝑥 , 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑦𝑦 , 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑧𝑧) 
0

 
0

 
0  

represent the position of the origin of the counterweight coordinate 
frame 𝛴𝛴2  with respect to the fixed reference frame 𝛴𝛴0  resulting 
after pitch and roll rotation of the gimbal. These coordinates are 
described by vector 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2 

0   (9). 

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2 
0 = �

cos𝜃𝜃 sin𝜎𝜎 sin𝜃𝜃 cos𝜎𝜎 sin𝜃𝜃
0 cos𝜎𝜎 − sin𝜎𝜎

− sin𝜃𝜃 sin𝜎𝜎 cos𝜃𝜃 cos𝜎𝜎 cos𝜃𝜃
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0
0
𝐿𝐿2
� = �

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑥𝑥 
0

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑦𝑦 
0

𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2𝑧𝑧 
0

�   (9) 

 We now perform a transformation of the position of the 
payload COG on the surface of the ISP from its description with 
respect to the ISP local frame (7) to a description with respect to 
the reference frame 𝛴𝛴0. The coordinates � 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑥𝑥 

0 , 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 
0 , 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧 

0 � 
represent the position of the payload COG with respect to the 
reference frame 𝛴𝛴0  resulting after pitch and roll rotation of the 
passive gimbal. They are described by vector 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 

0   (10). 

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 
0 =

⎣
⎢
⎢
⎢
⎡ cos𝜃𝜃 sin𝜎𝜎 sin𝜃𝜃 cos𝜎𝜎 sin𝜃𝜃 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 

0

0 cos𝜎𝜎 − sin𝜎𝜎 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑦𝑦 
0

− sin𝜃𝜃 sin𝜎𝜎 cos𝜃𝜃 cos𝜎𝜎 cos𝜃𝜃 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧 
0

0 0 0 1 ⎦
⎥
⎥
⎥
⎤
∗ �

𝑟𝑟3
𝑟𝑟1
0
1

� =

⎣
⎢
⎢
⎡ 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑥𝑥 
0

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 
0

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧 
0

1 ⎦
⎥
⎥
⎤
(10) 

 To perform the calculation of the height h of the payload COG 
from the surface of the ISP, we carry out a statics analysis of the 
inclined stabilizing mechanism. For this purpose we derive the 
spherical coordinates (r, β,α) of the ISP coordinate frame 𝛴𝛴1 with 
respect to the reference frame 𝛴𝛴0 . The spherical coordinates 
describe the ISP’s radial distance, azimuth angle and elevation 
angle with respect to the reference frame 𝛴𝛴0 . The spherical 
coordinates are used to select a cross-sectional plane in which both 
the pitch and roll inclination of the ISP are simultaneously 
accounted for. The inclination of the ISP in roll and pitch is 
simultaneously described by the elevation angle α of the spherical 
coordinates of the ISP coordinate frame. 

The ISP spherical coordinates r, β,and α are defined by (11), 
(12), and (13) respectively; they are derived from the ISP Cartesian 
coordinates described by (8) and are all described with respect to 
the reference coordinate frame 𝛴𝛴0 

𝑟𝑟 = �� 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 
0 �2 + � 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑦𝑦 

0 �2 + ( 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧 
0 )2      (11) 

β=  tan−1
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑦𝑦 
0

𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 0
                                 (12) 

α= sin−1
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧 
0

𝑟𝑟
                               (13) 

where: 

r = radial distance from the origin of the reference frame  𝛴𝛴0 to the 
origin of the ISP coordinate frame 𝛴𝛴1. 

β = azimuth angle of the point 𝑃𝑃 0 𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1  (origin of the ISP 
coordinate frame 𝛴𝛴1). 

α = elevation angle of the point 𝑃𝑃 0 𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1  (origin of the ISP 
coordinate frame 𝛴𝛴1). 

 We proceed to select a cross sectional plane using the 
description of the position of the ISP in spherical coordinates 
derived above. A coordinate frame 𝛴𝛴3  is assigned to the cross-
sectional plane, with its origin coincident with the origin of 
reference frame 𝛴𝛴0 , its 𝑥𝑥3  axis collinear with the projection of 
radial distance r on the 𝑥𝑥0,𝑦𝑦0 plane, its 𝑧𝑧3 axis collinear with the 
𝑧𝑧0 axis of the reference frame 𝛴𝛴0, and with its 𝑦𝑦3axis orthogonal to 
axes 𝑥𝑥3 and 𝑧𝑧3  as illustrated in Figure 16. 
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Figure 16. Image of the cross-sectional plane selected from the inertially stabilized 

platform’s spherical coordinates, and the corresponding coordinate frame 
assignment 𝛴𝛴3. 

We now proceed to describe the position of the origin of the ISP 
coordinate frame 𝛴𝛴1, the counterweight coordinate frame 𝛴𝛴2, and 
the position 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 

0  of the payload COG all with respect to the 
cross-sectional plane frame 𝛴𝛴3. 

The transformation of the position of the origin of the ISP 
coordinate frame 𝛴𝛴1 from its description with respect to reference 
frame 𝛴𝛴0 (8) to its description with respect to the cross-sectional 
plane 𝛴𝛴3 is defined by vector 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1 

3  (14). 
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3
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 The transformation of the position of the origin of the 
counterweight coordinate frame 𝛴𝛴2 from its description with 
respect to reference frame 𝛴𝛴0  (9) to its description with 
respect to the cross-sectional plane 𝛴𝛴3  is defined by vector 
𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2 
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 The transformation of the position of the payload COG from 
its description with respect to reference frame 𝛴𝛴0  (10) to its 
description with respect to the cross-sectional plane 𝛴𝛴3 is defined 
by vector 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶 

3  (16). 
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0 0 1
� ∗ �

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑥𝑥 
0

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 
0

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧 
0

� = �
𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑥𝑥 
3

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 
3

𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧 
3

�(16) 

 We now proceed to describe on the cross-sectional plane the 
distance 𝜌𝜌 from the ISP’s coordinate frame origin to the position 
of the payload COG. The position of the ISP coordinate frame 
described with respect to the cross-sectional plane 𝛴𝛴3(14) and the 

position of the payload COG described with respect to the cross-
sectional frame 𝛴𝛴3 (16) shown in Figure 17.  Here α is the elevation 
angle of the ISP and 𝜌𝜌 is the distance from the ISP coordinate 
frame origin to the position of the payload COG. 

 
Figure 17. View normal to the cross-sectional plane with the location of the 

inertially stabilized platform frame and the payload center of gravity. 

From the view normal to the cross sectional plane and the 
coordinate descriptions of the position of the ISP (14) and the 
payload COG (16) , distance 𝜌𝜌 is defined by (17). 

𝜌𝜌 =  �( 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑥𝑥 
3 − 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑥𝑥 

3 )2 + ( 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧 
3 − 𝑃𝑃𝑜𝑜𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜1𝑧𝑧 

3 )2      (17) 

Finally, we proceed to take moments under static condition about 
the crossing point of the gimbal pitch and roll rotation axes 
(coincident with the origin of the cross-sectional frame 𝛴𝛴3 ) to 
calculate the height h  of the payload COG as per Figure 18 

 
Figure 18. View normal to the cross-sectional plane for the calculation of the 

height h of the payload center of gravity. 
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where: 

𝐿𝐿1= distance from crossing point of the gimbal rotation axes to the  
ISP coordinate frame 𝛴𝛴1. 

𝐿𝐿2= distance from the crossing point of the gimbal rotation axes to 
the counterweight coordinate frame 𝛴𝛴2. 

𝑤𝑤1=  weight of the payload. 

𝑤𝑤2=  weight of the counterweight . 

OM = distance from the crossing point of the gimbal rotation axes 
to the payload COG. 

α  = elevation angle of the ISP. 

h = height of the payload COG from the ISP surface. 

𝛾𝛾 = tan−1 𝜌𝜌
𝐿𝐿1

                                          (17) 

∆= 𝛼𝛼 − 𝛾𝛾                                            (18) 

OM =  �(𝐿𝐿1 + ℎ)2 + 𝜌𝜌2                                (19) 

 As illustrated in Figure 18, we use the view of the cross-
sectional  plane to take moments about the crossing point of the 
gimbal pitch and roll axes under static condition  (20). From this 
equation the height h of the payload COG from the surface of the 
ISP is calculated with (21). 

∑𝜏𝜏 =  �(𝐿𝐿1 + ℎ)2 + 𝜌𝜌2 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐 ∆ ∗  𝑤𝑤1 −  𝐿𝐿2 ∗ cos𝛼𝛼 = 0  (20) 

 ℎ =
�(cos 𝛼𝛼)2∗𝐿𝐿22∗𝑤𝑤22−(cos∆)2∗𝜌𝜌2∗𝑤𝑤12   −  (cos∆)∗𝐿𝐿1∗𝑤𝑤1

𝑤𝑤1∗cos∆
        (21) 

5. Control 

 The pitch and roll inclination angles of the passive gimbal are 
measured by the onboard SEN-10736 inertial measurement unit. 
The pitch angle measured is used as feedback in a PID control 
scheme to actuate the X Stage, displacing the counterweight 
along the x axis until the passive gimbal reaches a setpoint angle 
of zero degrees of inclination about the pitch axis [7]. The roll 
angle measured is used as feedback in a PID control scheme to 
actuate the Y Stage, displacing the counterweight along the y axis 
until the passive gimbal reaches a setpoint angle of zero degrees 
of inclination about the roll axis [7]. As a result, the payload line 
of sight is oriented to a horizontal position with respect to the 
inertial reference frame 𝛴𝛴0. 

 Both the X Stage and the Y Stage are each equipped with a 
Copal RE30E500-213 incremental optical encoder for position 
feedback. Figure 19 shows the block diagram for the X Stage 
control and Figure 20 shows the block diagram for the Y Stage 
control. 

 For the control of the Z Stage, the control system calculates 
the target vertical position 𝐿𝐿2 of the counterweight that satisfies 
(3) using the weight of the payload measured by the CZL204E 
strain gauge load cells located on the platform. Once the 
calculation according to (3) is done, the control system displaces 
the Z Stage vertically to reach this setpoint. Figure 21 shows the 
block diagram for the Z Stage control. 

 

Figure 19. Block diagram for X Stage control. 
 

 

 

 
 

Figure 20. Block diagram for Y Stage control. 

 

 

 
 

Figure 21. Block diagram for Z Stage control. 

6. Experimental setup 

 The second prototype of the inertially stabilized platform with 
passive gimbal as well as the host vehicle are here presented. 
Fundamental experiments were conducted to measure the linear 
speed of the X Stage, Y Stage, and Z stage. Moreover, a 
fundamental experiment was conducted to test the accuracy of the 
calculation of the position of the payload COG on the surface of 
the inertially stabilized platform. 

 The stabilizing mechanism mounted on the omnidirectional 
host vehicle is shown in Figure 22 and its dimensions are shown 
in Figure 23. 

 A close-up of the stabilizing mechanism’s counterweight 
comprised of the XY Stage and the Z Stage is shown in Figure 
24. 

 Figure 25 shows an overview of the motions of the XY Stage 
and Z Stage of the stabilizing mechanism. 

 An overhead view of the inertially stabilized platform is 
shown in Figure 26, and a bottom view of the vehicle’s 
omnidirectional mobile base is shown in Figure 27. 

 
Figure 22. Second prototype of the stabilizing mechanism on the host vehicle. 
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Figure 23. Dimensions of the second prototype. 

 
Figure 24. Close-up of the counterweight consisting of the XY Stage and the Z 

Stage. 

 
Figure 25. Overview of the motions of the XY Stage and the Z Stage. 

 

Figure 26. Workspace of the inertially stabilized platform. 

 

Figure 27. Omnidirectional mobile base of the host vehicle. 

 The specifications of the inertially stabilized platform are 
shown in Table 1. 

 Specifications of the XY Stage and the Z stage are detailed in 
Table 2 and Table 3, respectively. 

Table 1. Specifications of the inertially stabilized platform. 

Inertially Stabilized Platform (ISP) 

Workspace area 69,350 mm 

Max. payload capacity 18 kg 

Max. pitch inclination angle 40 degrees 

Max. roll inclination angle 40 degrees 

Counterweight 16.53 kg 

Inertial measurement unit 
(IMU) 

SEN-10736 nine degrees of 
freedom inertial 
measurement unit 

Voltage: 3.5 – 16 VDC 

Weight measurement of 
payload 

CZL204E strain gauge load 
cell (3x) 

Max. capacity: 50 kg 
Excitation voltage: 9-12 VDC 
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Table 2. Specifications of the XY Stage. 

XY Stage 

Dimensions 250mm x 250mm x 124.5mm 

Material 

Frame: A5052 
Planar omnidirectional gear: 
A7075 
X Stage spur gear:  SUS304 
Y Stage spur gear: SUS304 

Motion range on X 
axis 81 mm 

Motion range on Y 
axis 115 mm 

X Stage motor 

Nidec DMN37K50G72B brushed DC 
Torque: 0.98 Nm 
Speed: 52.3 rpm 
Voltage: 24 VDC 
Gear ratio: 72:1 

X Stage encoder 
Copal RE30E500-213 incremental 
optical encoder 
Resolution:  500 pulse/rev 

Y Stage motor 

Nidec DMN37K50G72B brushed DC 
Torque: 0.98 Nm 
Speed: 52.3 rpm 
Voltage: 24 VDC 
Gear ratio: 72:1 

Y Stage encoder 

Copal RE30E500-213 incremental 
optical encoder 
 
Resolution:  500 pulse/rev 

Table 3. Specifications of the Z Stage. 

Z Stage 

Dimensions 542mm x 453mm x 318mm 

Material 
Frame: A5052 
Rack gear: (2x): S45C 
Spur gear: S45C 

Motion range on Z 
axis 390mm 

Z Stage motor 

Nidec DMN37K50G72B brushed DC 
Torque: 0.98 Nm 
Speed: 52.3 rpm 
Voltage: 24 VDC 
Gear ratio: 72:1 

Z Stage encoder 

Copal RE30E500-213 incremental 
optical encoder 
 
Resolution:  500 pulse/rev 

6.1. Linear Speed of the XY Stage 

 Fundamental experiments were performed to measure the 
linear speed of the X Stage as it is displaced along its motion 
range, and the linear speed of the Y Stage as it is displaced along 
its motion range. The tests to measure the linear speed of each 
stage were performed by driving the corresponding stage motor 
at full capacity from the start of its motion range to the end of its 
motion range, repeating the motion 5 times for each stage. 

 Figure 28 shows the velocity profile of the X Stage as it is 
displaced from rest at 0mm to its maximum motion range of 
81mm. The X Stage had an average linear speed of 200.3 mm/s, 
taking 0.35 seconds to move along its motion range. 

 
Figure 28. Linear velocity of the X Stage. 

Figure 29 shows the velocity profile of the Y Stage as it is 
displaced from rest at 0mm to its maximum motion range of 
115mm. The Y Stage had an average linear speed of 210.2 mm/s, 
taking 0.5 seconds to move along its motion range. 

 
Figure 29. Linear velocity of the Y Stage. 

6.2.  Linear Speed of the Z Stage 

 Initially, the deployment of the Z Stage driving motor on the 
second prototype actuated the Z Stage via a direct attachment of 
the motor shaft to the driving gear shaft. Experiments revealed 
that the motor driving the Z Stage lacked enough braking power 
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to maintain the Z stage at a fixed position (setpoint position) on 
the Z axis. When the Z stage reached its vertical target position 
and the motor was braked, the downward weight of the XY 
Stage/Counterweight  produced a torque on the motor shaft 
higher than its braking torque, and as a result, the Z Stage moved 
down. This caused the control system to drive the Z Stage upward 
again trying to maintain the target position, resulting in large 
oscillations of the Z Stage during operation time. Figure 30 shows 
the previous deployment of the Z Stage motor. 

 To tackle this problem, we modified the method to drive the 
Z Stage to a worm gear drive with a reduction ratio of 20:1 This 
modification improves the lifting torque of the Z Stage to elevate 
the XY Stage/Counterweight and takes advantage of the non-
backdrivability of the worm gear to provide a mechanical break 
that prevents the Z Stage from moving down once it has reached 
its vertical target position. Figure 31 shows the modified 
deployment with worm gear drive to improve lifting torque and 
provide a mechanical break to prevent a descent of the Z Stage 
due to gravity. 

 
Figure 30. Previous deployment of the Z Stage driving motor. 

 
Figure 31. Current deployment of the Z Stage driving motor with worm gear. 

 With the current deployment of the Z Stage driving motor 
with worm gear drive, a fundamental experiment was performed 

to measure the linear speed of the Z Stage as it is displaced along 
its motion range. The tests to measure the linear speed were 
performed by driving Z Stage motor at full capacity from the start 
of its motion range, to the end of its motion range, repeating the 
motion 5 times. 

 Figure 32 shows the velocity profile of the Z Stage as it is 
displaced from rest at 0mm to its maximum motion range of 
390mm. The Z Stage had an average linear speed of 5.75 mm/s, 
taking 67.9 seconds to move along its motion range. 

 
Figure 32. Linear velocity of the Z Stage. 

6.3. Calculation of the Position of the Payload Center of Gravity 
on the Surface of the Inertially Stabilized Platform 

 For this experiment, a grid with 5mm markers was aligned 
with the axes of the ISP coordinate frame 𝛴𝛴1 (Figure 33), and a 
1.5 kg calibration weight was placed on eight different positions 
on the surface of the ISP as payload, corresponding to eight (x,y) 
coordinates on the ISP coordinate frame 𝛴𝛴1 . The coordinate 
position of the payload on the surface of the platform was 
measured with the multiple-point weighing method discussed in 
Chapter 4, section 4.2. 

 
Figure 33. The inertially stabilized platform with a grid for the experiment to 

calculate the horizontal position of a payload’s center of gravity. 
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 Table 4 shows the results of the measurements of the 
horizontal position of the payload COG corresponding to its 
physical position coordinates on the ISP surface. Figure 34 
illustrates the results shown in Table 4. 
Table 4. Results of the measurements for the positions of the payload center of 

gravity. 

Location 

Physical COG 
Coordinates in 

millimeters 

Measured COG 
Coordinates in 

millimeters 

Standard Error in 
Measured COG 

Coordinates 
(x,y) (x,y) x y 

1 (-50.0, 0.0) (-51.16, 0.57) 0.19 0.09 
2 (-40.0, 60.0) (-33.97, 63.50) 8.39 0.05 
3 (-40.0, -60.0) (-42.09, -59.02) 0.49 0.37 
4 (0.0, 0.0) (4.89, 0.44) 0.06 0.09 
5 (20.0, -50.0) (24.56, -44.74) 0.11 0.22 
6 (20.0, 50.0) (25.76, 51.61) 0.09 0.12 
7 (70.0, 30.0) (70.73, 26.29) 0.15 0.08 
8 (70.0, -30.0) (73.84, 24.27) 0.16 0.10 

 

Figure 34. Physical positions of the payload center of gravity on the surface of 
the ISP and the corresponding measured values. 

Future steps 

 The next step in this research is to experimentally test the 
proposed theoretical framework for the calculation of the height 
of the payload center of gravity presented in Chapter 4, section 
4.3. 

Applications 

The stabilizing strategy and motion isolation method with 
passive gimbal axes discussed in this paper rely on adjusting the 
mass properties of the system. Since the calculations and motor 
actuations to accomplish payload stabilization are performed at 
startup, once the system is balanced no motor output or 
computational calculations are required during the rest of 
operation time of the system. These feature reduces the power 
requirements and the computational resources needed during the 
operation time of the stabilizing system, making it suitable for 
battery powered-applications and applications where  
computational capability is restricted. 

 Furthermore, the ability of the proposed stabilizing 
mechanism of having a payload placed in an arbitrary position on 
the platform and stabilizing its LOS makes its use intuitive and 
simple, suitable for applications involving human interaction 
without requiring skill or assembly. 

Conclusion 

In this paper, a method for disturbance isolation of an 
inertially stabilized platform using a passive gimbal was 
described. In the method discussed, the inertially stabilized 
platform is attached to a gimbal suspended on the host vehicle 
chassis by freely rotating (passive) joints, with no torque coupling 
between the gimbal and the host vehicle chassis. As a result, the 
gimbal is isolated from the vehicle chassis angular motion.        

 A consequence of the use of a passive gimbal is that in order 
to stabilize the line of sight of a payload, the payload’s weight 
and the position of its center of gravity are required to be known. 
A method of calculating the three-dimensional position of the 
center of gravity of a payload once it is placed on the inertially 
stabilized platform was presented. The calculation of the (x,y) 
coordinates of the payload COG was tested experimentally and 
demonstrated to be adequate.  
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Cooperative Intelligent Transportation Systems (C-ITS) are gaining 
ground and currently are almost part of our everyday life. A C-ITS 
environment can provide numerous services that soon will become 
essential to roads’ users. The latter resides in improvement of road 
safety, entertainment, and commercial services. However, in order to 
provide such services, the C-ITS environment needs an advertisement 
and dissemination service for them. Indeed, users have to be aware of 
the available services in order to request them if needed. Current 
standards of service announcement show their limits, especially 
regarding the interoperability between communication profiles. For this 
reason, in this paper, we describes our new service advertisement 
solution called CAM-Infrastructure. The latter is compliant with ETSI 
standards and is deployed in SCOOP@F, a nationwide scale project.
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1 Introduction

In the few last years, automobile manufacturers gave
more interest into Collaborative Intelligent Trans-
portation Systems (C-ITS). Indeed, they provided nu-
merous prototypes of vehicles equipped with sensors,
dedicated computing hardware and dedicated short-
range radio (DSRC) for communication with other
nearby ITS Station Vehicles (ITSS-V) or with road
side infrastructure (ITS Station Road side unit (ITSS-
R)). Furthermore, numerous deployment project were
achieved like SCMS [1], SEVECOM [2], PRESERVE [3]
[4], CORRIDOR [5], Eco-AT [6] and SCOOP@F [7].

Within an ITS environment, numerous services
such as improvement of road safety, driver assistance,
entertainment and commercial services are provided.
In order to achieve these services, their advertise-
ment and dissemination are mandatory. In a classi-
cal scenario, a service provider which can be an appli-
cation provider or even a commercial advertisement
provider sends out the service advertisement mes-
sage through an ITSS-R, and nearby receiving, ITSS-
Vs start to disseminate those advertisement messages
by forwarding them to other vehicles in their neigh-

borhood [8].

Numerous works and studies were proposed and
conducted in the goal of providing efficient and se-
cure service advertisement protocols. However, be-
yond the different organisms’ architectures and re-
quirements, only ISO and IEEE proposed standards:
Fast service advertisement protocol (FSAP) described
by ISO 24102-5 standard [9]; and Wave Service Ad-
vertisement (WSA) defined in IEEE 1609.3 standard
[10]. Nonetheless, the latter are compatible only with
architectures proposed by their respective organisms.
ETSI proposes Service Announcement Message (SAM)
and Extended SAM (ESAM), which is -while writing
this paper- not yet standardized [11] [12]. In addition,
SAM is suitable only for systems using Geonetwork-
ing protocol on G5. We recall that using Geonetwork-
ing protocol for information carrying have the short-
coming of huge time delays, since the packets go by
each hop.

Our work is part of SCOOP@F project. The latter
is a french Cooperative ITS pilot deployment project
(extended to Europe) that aims at deploying C-ITS
in a nationwide scale. 2000 kms of road are to be
equipped with Road Side Units (ITSS-R) and 3,000
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Figure 1: WSA message format [13]

ITSS-V with On-Board Units to enable communica-
tion between the infrastructure (the road operator)
and the user (the driver). Ile de France, Bordeaux and
its ring, Bretagne and Isere counties, in addition to
Paris-Strasbourg highway represent the fields of the
first deployments . SCOOP@F architecture relies on
ETSI published standards. Thus, WSA is not com-
patible with our needs. Furthermore, SAM does not
cover all our needs and requirements. Indeed, in mul-
tiple scenarios, we use one hop (face-to-face) adver-
tisement, which is not compatible with SAM.

In order to remedy SAM limits, we implemented
a new advertisement solution called Cooperative
Awareness Message Infrastructure (CAM-I). Its main
advantage is that CAM-I is compliant with the Coop-
erative Awareness Message (CAM) existing standard
[14]. We describe the details of CAM-I structure and
functioning in this work which represent an extension
of [15].

The rest of the paper is organized as follows: Sec-
tion 2 gives an overview of the existing advertisement
standards and explain our motivation for this work.
Section 3 details our CAM-I solution. Section 4 de-
scribes a comparison of the proposed solution CAM-I
with existing solutions. Finally, Section 5 concludes
this paper and introduce our future works.

2 Related Works and motivation

Numerous research proposals and studies on ser-
vices advertisement were conducted. However, since
our project concerns a real nationwide deployment
project, we will discuss only standardization working
groups and consortia works.

Figure 2: IEEE communication stack [16]

2.1 IEEE WAVE Service Announcement
(WSA)

IEEE proposes WAVE Service Announcement (WSA),
described in IEEE 1609.3 [10]. In a system im-
plementing it, all stations are required to monitor
the multi-channel radio Control Channel (CCH). In
1609.3 provider mode, the station transmits a WSA
message on the CCH during the CCH interval. Con-
sequently, since all ITSS are monitoring this channel
at that time, they all receive the WSA. The WSA con-
tains a list of the services that the provider will pro-
vide during the Service Channel (SCH) interval. It
also provides the SCH channel number that they will
be using. The services are identified by a code num-
ber known as a Provider Service Identifier (PSID). If
an ITSS in user mode receives a WSA that contains a
PSID of interest, it will switch to the appropriate SCH
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during the SCH interval and will make use of that ser-
vice [17]. Figure 1 describes the structure of a WSA
message.

WSA is only compatible with architectures that
deploy IEEE WAVE communication stack described
by Figure 2. Thus, this solution does not fit needs
of SCOOP@F project and more generally european
projects which rely on ETSI-based architecture.

2.2 ISO Fast Service Announcement Pro-
tocol (FSAP)

ISO proposes Fast Service Announcement Protocol
(FSAP) [9] [18] in order to inform peer stations about
available services by means of Fast Service Announce-
ment Messages (FSAM). FSAM structure is very simi-
lar to WSA messages. This service advertisement dis-
tinguishes at least the following roles: (1) Service Ad-
vertisement Manager which contains a Server man-
ager that transmits FSAMs and a Client manager, re-
sponsible for FSAMs’ reception; (2) Service Provider
which ensure provision of ITS services; and (3) Ser-
vice User which consumes ITS services. FSAM mes-
sages are encoded according to UPER encoding rules
[19].

FSAP relies on two types of unique identifiers in
its functioning:

• ITS Application IDentifier (ITS-AID): speci-
fied in ISO 17419 [20] as an unsigned integer
which have the same function as the IEEE PSID.
It also shares a common number space with
PSID. According to [20] the ITS-AID of FSAP is
equal to 2.113.664.

• ITS Port Number (ITS-PN): also specified in
ISO 17419 [20]. It is used at the OSI transport
layer in order to identify source and destination
port numbers of advertised application and ser-
vices.

[18] introduces Harmonized Service Advertise-
ment Message (HSAM), a hypothetical service adver-
tisement message, having almost the same structure
as FSAM and that can be extended to different forms.
Figure 3 describes its structure details.

2.3 ETSI Service Announcement Message

ETSI proposes Services Announcement Message
(SAM), which represents an ITS message that adver-
tises available services. SAM is broadcasted from an
ITSS-R on G5 on channel CCH using the Geonetwork-
ing protocol. Within a SAM, an ITSS-R must pro-
vide some specific information such as the list of the
available services, the type of target for each services
and the communication profile. More specifically, the
available services are a list of Service-IDs. The target
of the service has the value (All) or a Community-ID
(CID) which associates a specific group of ITSS to an
ID. The communication profile is identified by a Com-
munication Profile Identifier (CPID).

SAMs can be sent simultaneously until a maxi-
mum threshold of sent messages which depends on
the risk of congestion of CCH. At reception, SAMs are
received in transport level packets. The Network &
Transport layer will send the SAMs to the Facilities
Layer. At this level, a first function called "Messages
Management" decodes the SAMs and sends the list of
services and other data to a second function called
"Services Announcement" which will provide several
checks. For each service, the Service Announcement
function will check if the ITSS is part of “All” or a
“community” thanks to its CID. If yes, it will need
to verify if the service has been subscribed or not. If
the community or ITSS did not subscribed for the an-
nounced service then it should not be considered. The
ITSS will create a list with all the relevant services
checked from the list of the advertised services pro-
posed in the SAM. The service announcement func-
tion will select one or several relevant services from
the list depending on the channel capability so the ser-
vice can be executed.

2.4 ETSI Extended Service Announce-
ment Message

Recently, ETSI proposed an extended version of SAM
called Extended SAM (ESAM) [12]. It defines three
roles: (1) a Service Provider whose role is to register,
update or deregister the provided services. (2) Service
Announcer which announces the services provided by
the Service Provider. The service provider and the ser-
vice announcer can be the same ITSS or two distinct
ITSSs. (3) Service User which represent ITSS-Vs that
use the service.

The communication between each role is defined
following the communication stack in Figure 4. At the
application layer, the type of service, the requested ac-
tions regarding this service and other fields depend-
ing on the previously mentioned roles are defined to
the management entity through the MA-SAP inter-
face. At facility layer, ESAM needs to be encoded
or decoded then managed by the management entity
for each message transmission where UPER encoding
rules are applied. One principal function of the man-
agement entity is to define the ITSS Communication
Profile (ITS-SCP) used for the message transmission
through the MA-SAP interface. Security processes be-
tween the Facility Layer and the Security Entity are
achieved through the interface SF-SAP. At Network-
ing and Transport (NT) Layer, the ESAM is delivered
as a payload to the facility layer through the NF-SAP
interface.

One novelty of the ESAM is the inclusion of Ex-
tendedChannelInfos field and other needed exten-
sions in its definition. For instance, the Extended-
ChannelInfos is used in order to define new commu-
nication technologies which can be used to announce
the ESAM such as IPv6. This feature was missing from
the previous SAM definition which supported only
G5 communication as discussed in [15]. However, no
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Figure 3: HSAM structure [18]

Figure 4: SA in the context of the ETSI ITSS reference architecture [21]

clear definition on the use of new protocol type differ-
ent than GN is defined yet.

SAM and ESAM solutions are suitable only for sys-
tems using Geonetworking protocol on G5 (plus IPv6
for ESAM), which relies on broadcast of messages. The
latter does not suits to SCOOP@F needs, in which it
does exist multiple scenarios where ITSSs communi-
cate in face-to-face way (one hop) using IP protocol.
In addition SAM and ESAM still being drafts from
years and are not considered as standards yet.

Figure 5: CAM-I structure

To remedy these limits and to achieve SCOOP@F
needs, we propose a new solution for service ad-

vertisement called CAM-I, a solution compliant with
ETSI CAM standard [14].

3 New solution for services adver-
tisement: CAM-I

In this section we describe the details of the advertise-
ment solution that we propose.

3.1 Global structure

In ETSI architecture, periodic messages called CAM
are diffused continuously. In our solution, the avail-
able services are advertised via the periodic broadcast-
ing of a specific CAM message by the ITSS-R, called
CAM-Infrastructure (CAM-I) message. The latter has
almost the same structure as a CAM message sent by
an ITSS-V.

As described in [14], a CAM is composed of one
common ITS PDU header and multiple containers.
The ITS PDU header is a common header that in-
cludes the information of the protocol version, the
message type and the ITSS ID of the originating ITSS.

www.astesj.com 1425

http://www.astesj.com


B. Hammi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1422-1431
(2017)

Figure 6: Service Advertisement Container structure

For an ITSS-V a CAM shall comprise one basic con-
tainer and one high frequency container, and may also
include one low frequency container and one or more
other special containers:

• Basic container: includes basic information re-
lated to the originating ITSS.

• High frequency container: contains highly dy-
namic information of the originating ITSS.

• Low frequency container: contains static and
not highly dynamic information of the originat-
ing ITSS.

• Special vehicle container: contains information
specific to the vehicle role of the originating ve-
hicle ITSS.

As indicated in the CAM standard [14], all CAMs
generated by an ITSS-R shall include a basic container
and optionally more containers. Consequently, the
proposed CAM-I is composed of an ITS PDU Header,
a basic container and a High Frequency container,
which in turn, is composed of 4 containers. Described
by Figure 5, CAM-I structure is similar to the one of
CAM. Its header (ITS PDU Header) and Basic Con-
tainer are compliant with the standard ETSI EN 302
637-2 [14]. The ITS PDU header includes the proto-
col version, the message type, the ITSS-R identifier of
the originating ITSS-R. In addition, a generation delta
time of the message is included. The Basic Container
includes the following fields: (1) The type of the emit-
ting station (ITSS-R): 15; (2) The geographic position
of the ITSS-R. While the PDU header and the low fre-
quency are the same as in CAM, we modified the High
Frequency (HF) container. More specifically, we de-
fined a HF Container composed of the following con-
tainers:
(1) Service Advertisement Container;
(2) Position Enhancement Container;
(3) Environment & Context Container;
(4) Protected Communication Zone RSU Container.

Table 1 describes the structure of the three last
containers. Service Advertisement container is de-
tailed in next section.

3.2 Service Advertisement Container

Figure 7: CAM-I Service Advertisement scenario

As described by Figure 6, Service Advertisement Con-
tainer includes the following fields:
(1) Advertisement Service ID: this byte provides the
ID of the advertised service.
(2) Service Access Capabilities (SAC): The second
byte details access capabilities to (1) a private net-
work such as a network of the road operator that of-
fers an access reserved to its staff, or (2) to a global
network like Internet. The choice of access policy for
SCOOP@F vehicles depends on the global access pol-
icy selected by each road operator. In SAC:

• The first bit indicates if a private access or a
global access is available. If it is equal to 1, then
the ITSS-R provides access to a private network
and if it is equal to 0 ITSS-R provides access to a
global one.

• The second bit, when having the value 1, it in-
dicates the capacity of the ITSS-R to establish
a continuous exchange with a remote server via
the private/ global network. If this it has the
value 0, then the ITSS-R does not possess this
capacity.

• The third bit, when it is equal to 1, it indicates
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Container Data Elements Type Size in Bytes Description

ITS PDU Header

Protocol
version same as in [14] Version 1
Message ID same as in [14] CAM
Station ID same as in [14] ITSS-R identifier

Generation Delta
Time

Generation
Delta Time same as in [14]

Basic Container
Station Type same as in [14] ITSS-R

Reference
Position same as in [14]

Accurate position of the
ITSS-R established at
installation time

Protected
Communication Zone
RSU Container

Data elements
for Toll collect
protection same as in [14] for tolling collection

Position Enhancement
Container

GPS Position
Delta Latitude same as in [14]

Optional, enable to
correct positioning error
by comparing the RSU
accurate position with
the given RSU GPS
position

GPS Position
Delta
Longitude same as in [14] Same as for GPS Latitude
GPS Position
Delta altitude same as in [14] Same as for GPS Latitude
Satellite
constellation
locally
available Integer 1 byte

Enable the use of
correction if the vehicle
detects the same satellite
constellation

Trace leading to
the ITSS-R same as in [14]

Enable the improvement
of the vehicle position
and the computation of
the time window for RSU
exchange

Environment and
context container

local
meteorological
data Binary 1 byte

Provide local
meteorological data for
environmental
characterization

Road
environment Integer byte

Provide the road
environment type in
which the RSU is
positioned

Traffic
condition Integer 1 byte

Provide the current
traffic condition

Table 1: Global Structure of the proposed CAM-I
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Figure 8: Secured Message transporting CAM-I structure

Octet Description

0 SSP version control
1 to 2 Service-specific parameter

3 to 30 Reserved for future usage

Table 2: Octet Scheme for CAM-I SSPs

the capacity of the ITSS-R to store locally a mes-
sage and to transmit it as soon as possible to-
wards a remote server (store and forward) via
the private/ global network, as soon as this one
is available. If this bit has the value 0, the ITSS-R
does not possess this capacity.

• The bits No 4, 5, 6, 7 and 8 are reserved for a
future usage.

(3) Channel: This field contains the channel used for
communication
(4) Communication Profile (CP): The fourth byte in-
dicates the communication profile.
(5) RSU MAC Address (RM): This field indicates the
MAC address of the ITSS-R.
(6) RSU IP Address (RIP): This field indicates the IP
address of the ITSS-R. If IPv4 is supported the field
contains the IPv4 address of the RSU. If IPv6 is sup-
ported the field contains the IPv6 address of the RSU.
If both IPv4 and Ipv6 are supported, the field con-
tains both addresses.

Figure 7 describes a typical scenario where an
ITSS-R broadcasts a CAM-I, an ITSS-V receives the
message and requests a needed service.

CAM-I messages are encoded in ASN.1 UPER en-
coding and integrated as the payload of a secured
message compliant with the structure described in the
standard ETSI TS 103097 [22] as described by Fig-
ure 8. For security purposes, the secured message is
signed using the private key of the sender through
Elliptic Curve Digital Signature Algorithm (ECDSA).
The secured message contains also a field named ITS
Application ID (AID). The latter describes the type of
message transported by the secured message and its
value should belongs to a standardized list defined by
ISO organism. For example the ITS AID value of CAM
is 36, of DENM is 37. A request to ISO was sent to pro-
vide an ITS AID for CAM-I. Consequently, pending a
response, we use 16490 value, which belongs to test

range values. CAM-I is broadcasted via CCH channel
with a frequency f as follows: 1 hertz ≤ f ≤ 10 hertz.
this frequency is chosen according to the environment
and context needs. As for CAM messages and in com-
pliance with ETSI 103097 standard, for each second,
the first sent message contains the sender’s certificate.
For the rest, just the digest of the certificate, computed
using SHA 256 algorithm is sent. Detailed ASN.1
structure of the advertisement container is described
by Listing 1.

Listing 1: ASN1 definition of the Service Advertise-
ment Container

ServiceAdvertismentContainer ::= SEQUENCE {

advertisedServiceItsAid

AdvertisedServiceItsAid,

serviceAccessCapabilities

ServiceAccessCapabilities,

channelUsedByTheAdvertisedService

ChannelUsedByTheAdvertisedService,

communicationProfileUsedForTheService

CommunicationProfileUsedForTheService,

rsuMacAddress RsuMacAddress,

rsuIpAddress RsuIpAddress

}

AdvertisedServiceItsAid ::= INTEGER(0..

4294967295)

ServiceAccessCapabilities ::= BIT STRING {

globalNetwork (0),

continuousExchangeCapability (1),

storeForwardCapability (2)

} (SIZE(8))

ChannelUsedByTheAdvertisedService ::= ENUMERATED

{

cch(0),

sch1(1),

sch2(2),

sch3(3),

sch4(4),

sch5(5),

sch6(6)

}
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Octet Position Bit Position Permission Items Bit Value

1 0 MSBit

CenDsrcTollingZone/
ProtectionCommu-
nicationZoneRSU

0: certificate not
allowed to sign
1: certificate
allowed to sign

1 1

PKI/
ServiceAdvertise-
mentContainer

0: certificate not
allowed to sign
1: certificate
allowed to sign

1 2

Log/
ServiceAdvertise-
mentContainer

0: certificate not
allowed to sign
1: certificate
allowed to sign

1 3

UseCaseToDefine1/
PositionEnhance-
mentContainer

0: certificate not
allowed to sign
1: certificate
allowed to sign

1 4

UseCaseToDefine2/
ServiceEnviron-
mentAndCon-
textContainer

0: certificate not
allowed to sign
1: certificate
allowed to sign

1 5
Reserved for
future usage Not used, set to 0

1 6
Reserved for
future usage Not used, set to 0

1 7 LSB
Reserved for
future usage Not used, set to 0

Table 3: CAM-I SSPs details

CommunicationProfileUsedForTheService ::=

ENUMERATED {

btpgeonet(0),

tcpipv4(1),

tcpipv6(2)

}

RsuMacAddress ::= OCTET STRING (SIZE(6))

RsuIpAddress ::= CHOICE {

rsuipv4Andv6Address Ipv4Andv6,

rsuiPv4Address IPv4Address,

rsuiPv6Address IPv6Address

}

Ipv4Andv6 ::= SEQUENCE {

rsuiPv4Address IPv4Address,

rsuiPv6Address IPv6Address

}

3.3 Security material for CAM-I users

in order to use CAM-I service, the ITSS-R should have
the authorization for. The latter is provided within
its certificate. Indeed, ETSI certificates contains (1)
a field called ITS AID, which includes the list of the
services that the station is authorized to access and
use; and (2) a field called ITS AID Service Specific
Permissions (SSP), which indicates specific sets of per-

missions within the overall permissions indicated by
the ITS-AID. In other words the SSP is a field that in-
cludes the different authorized options for each ITS
AID. For example, if an ITSS-R can have authoriza-
tion to use CAM-I service but not authorized to use
PKI requests sub-service.

SSPs for CAM message are defined using 3 byte
as described in ETSI EN 302 637-2 v1.3.2 [14]. SSPs
for DENM message are defined using 4 bytes as pre-
sented in ETSI EN 302 637-3 v1.2.2 [23]. For CAM-I,
we choose to use the octet scheme for CAM-I SSPs de-
scribed by Table 2.

In Table 3 we give the SSPs adopted in SCOOP@F
project for CAM-I usage.

4 Comparison of CAM-I with ex-
isting standards

In this section we produce, through Table 4, a com-
parison of the proposed CAM-I with WSA and SAM .
One can note that CAM-I represents the advantage of
using face-to-face communication instead of Geonet-
working, which can performs enormous time savings.
Furthermore, it is compliant with all standards, thus,
CAM-I can be used in other deployment projects, even

1CAM-I uses a proprietary access control protocol named NACS.
Once the advertisement message CAM-I is intercepted by ITSS-Vs
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Criterion WSA SAM ESAM FSAM CAM-I
Compatible
architectures

IEEE ETSI ETSI ISO ETSI

Advertising
channel

CCH CCH/SCH CCH/SCH CCH/SCH CCH

Advertised
service chan-
nel

Any SCH
(except CH
172)

SCH2-SCH4 SCH2-SCH4 SCH2-SCH4 Any SCH

Message
emission
Frequency

1 Hz ≤ f 1 Hz ≤ f ≤
10 Hz

1 Hz ≤ f ≤
10 Hz

1 Hz ≤ f 1 Hz ≤ f ≤
10 Hz

Security
mechanism

Digital Sig-
nature:
ECDSA

Digital Sig-
nature:
ECDSA

Digital Sig-
nature:
ECDSA

Digital Sig-
nature:
ECDSA

Digital Signa-
ture:
ECDSA

Access control MAC layer MAC layer MAC layer MAC layer MAC layer
NACS1

Communication
profile
(Access/
Network/
Transport; )

WAVE/ LLC/
IPV6/ TCP;
WAVE/ LLC/
IPV6/ UDP;
WAVE/ LLC/
WMSP;

G5/ Geonet/
BTP;

G5/ Geonet/
BTP;
G5/ IPv6;

G5/ Geonet/
BTP;
G5/ IPv6;

G5/ IPv6/
TCP;
G5/ IPv6/
UDP;
G5/ IPv4/
TCP;
G5/ IPv4/
UDP;

Table 4: Comparison of advertisement services

if they are not based on ETSI standards.

5 Conclusion and future work

In this paper we have proposed a new solution for ser-
vice advertisement in Intelligent Transportation Sys-
tems’ environments called CAM-I. The latter is com-
pliant with existing ETSI standards. Furthermore, it
remedies SAM and ESAM limits for interoperability
with communication protocols. CAM-I is deployed in
SCOOP@F project, which represents a french deploy-
ment project that intends to implement a full ITS en-
vironment in a nationwide scale. Till the day we are
writing this paper, three advertised services are de-
ployed: (1) ITSSs’ provisioning with certificates from
PKI; (2) upload of logs generated by ITSSs; and (3)
Data Exchange with specific applications.

For our future works, at short term we plan to
study the impact of this solution on the network’s
overhead and the study of its evolution regarding the
infrastructure scalability. For long term perspectives,
we plan to submit CAM-I proposal to ETSI organism
in the goal to standardize it.

Conflict of Interest The authors declare no conflict
of interest.

Acknowledgment This work is supported by
SCOOP@F project 2.

References
[1] CAMP. Security Credential Management System Proof-of-

Concept Implementation. EE Requirements and Specifica-
tions Supporting SCMS Software Release 1.1. Standard, Ve-
hicle Safety Communications 5 Consortium, May 2016.

[2] B. Wiedersheim, M. Sall, and G. Reinhard. Sevecom x2014; se-
curity and privacy in car2car ad hoc networks. In 2009 9th In-
ternational Conference on Intelligent Transport Systems Telecom-
munications, (ITST), pages 658–661, 2009.

[3] PRESERVE. PRESERVE deliverable 1.3. v2x security architec-
ture v2. PREparing SEcuRe VEhicle-to-X Communication Sys-
tems IST-269994, page 106, 2014.

[4] PRESERVE. PRESERVE deliverable 1.1. security requirements
of vehicle security architecture. PREparing SEcuRe VEhicle-to-
X Communication Systems IST-269994, page 69, 2011.

[5] van Sambeek Marcel, Ophelders Frank, Bijlsma Tjerk, van
der Kluit Borgert, Turetken Oktay, Eshuis Rik, Traganos
Kostas, and Grefen Paul. Architecture for Cooperative ITS Ap-
plications in the Netherlands. Technical report, DITCM Inno-
vations, April 2015.

[6] ECO-AT. Eco-AT European Corridor - Austrian Testbed for
Cooperative Systems. Technical report, Eco-AT, 2015.

[7] Hasnaâ Aniss. Overview of an ITS Project: SCOOP@F, pages
131–135. Springer International Publishing, 2016.

in the neighborhood of the ITSS-R, the ITSS-V must go through an
access control/authorization phase to the network (global or pri-
vate) before executing the selected service. This access control pro-
tocol is named NACS (Network Access Control for C-ITS Services)

2https://ec.europa.eu/inea/en/connecting-europe-facility/cef-transport/projects-by-country/multi-country/2014-eu-ta-0669-s

www.astesj.com 1430

http://www.astesj.com


B. Hammi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1422-1431
(2017)

[8] Suk-Bok Lee, Gabriel Pan, Joon-Sang Park, Mario Gerla, and
Songwu Lu. Secure incentives for commercial ad dissemina-
tion in vehicular networks. In Proceedings of the 8th ACM In-
ternational Symposium on Mobile Ad Hoc Networking and Com-
puting, MobiHoc ’07, pages 150–159. ACM, 2007.

[9] ISO. ISO 24102-5:2013 Intelligent transport systems - Com-
munications access for land mobiles (CALM) - ITS station
management - Part 5: Fast service advertisement protocol
(FSAP). ISO, page 25, July 2013.

[10] IEEE. IEEE Standard for Wireless Access in Vehicular Envi-
ronments (WAVE) – Networking Services. IEEE Std 1609.3-
2016 (Revision of IEEE Std 1609.3-2010), pages 1–160, April
2016.

[11] ETSI. Draft ETSI DTS 102890-2: Intelligent Transport Sys-
tems (ITS), Facilities Layer Function, Part 2: Services An-
nouncement . ETSI DTS 102890-2, February 2010.

[12] ETSI. Draft ETSI TS 102 890-1 V0.0.12: Intelligent Transport
Systems (ITS); Facilities layer function; Part 1 : Services An-
nouncement (SA) specification. ETSI TS 102 890-1, January
2017.

[13] IEEE. Ieee standard for wireless access in vehicular envi-
ronments security services for applications and management
messages. IEEE Std 1609.2-2013 (Revision of IEEE Std 1609.2-
2006), pages 1–289, 2013.

[14] ETSI. ETSI EN 302 637-2 V1.3.2: Intelligent Transport Sys-
tems (ITS), Vehicular Communications. Basic Set of Applica-
tions, Part 2: Specification of Cooperative Awareness Basic
Service. ETSI EN 302 637-2 V1.3.2, November 2014.

[15] Houda Labiod, Alain Servel, Gerard Seggara, Badis Hammi,
and Jean Philippe Monteuuis. A new service advertisement
message for etsi its environments: Cam-infrastructure. In New

Technologies, Mobility and Security (NTMS), 2016 8th IFIP In-
ternational Conference on, pages 1–4. IEEE, 2016.

[16] TrafficCom Kapsch, Hjelmare Anders, and Moring John. Ser-
vice announcement using ieee wave service advertisement as
a model. In 6th ETSI ITS Workshop 2014, 2014.

[17] T. Weil. Service management for its using wave (1609.3) net-
working. In 2009 IEEE Globecom Workshops, pages 1–6, Nov
2009.

[18] ISO. ISO/TS 16460:2016 Intelligent transport systems – Com-
munications access for land mobiles (CALM) – Communica-
tion protocol messages for global usage. Technical report,
International Organization for Standardization, September
2016.

[19] ITU-T. ITU-T X.691 - Information technology - ASN.1 encod-
ing rules: Specification of Packed Encoding Rules (PER). Stan-
dard, International Telecommunication Union, 2015.

[20] ISO. Intelligent transport systems – Cooperative systems –
Classification and management of ITS applications in a global
context. Technical report, International Organization for Stan-
dardization, April 2014.

[21] ETSI. ETSI EN 302 665 V1.1.1: Intelligent Transport Systems
(ITS), Communication Architecture. ETSI EN 302 665 V1.1.1,
September 2010.

[22] ETSI. ETSI TS 103 097 V1.2.1: Intelligent Transport Systems
(ITS), Security header and certificate formats. ETSI TS 103 097
V1.2.1, June 2015.

[23] ETSI. ETSI EN 302 637-3 V1.2.2: Intelligent Transport Sys-
tems (ITS), Vehicular Communications. Basic Set of Applica-
tions, Part 3: Specifications of Decentralized Environmental
Notification Basic Service. ETSI EN 302 637-3 V1.2.2, Novem-
ber 2014.

www.astesj.com 1431

http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 2, No. 3, 1432-1442 (2017)

www.astesj.com
Special Issue on Recent Advances in Engineering Systems

ASTES Journal
ISSN: 2415-6698

Use ofmachine learning techniques in the prediction of credit
recovery
Rogerio Gomes Lopes*,1, Marcelo Ladeira2, Rommel Novaes Carvalho2

1Bank of Brazil, IT Department, Brazil, rglopes@bb.com.br
2University of Brasilia, Department of Computer Science, Brasilia, Brazil, mladeira@unb.br, rommel.carvalho@gmail.com

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 04 June, 2017
Accepted: 28 July, 2017
Online: 10 August, 2017

This paper is an extended version of the paper originally presented at 
the International Conference on Machine Learning and Applications 
(ICMLA 2016), which proposes the construction of classifiers, based on 
the application of machine learning techniques, to identify defaulting 
clients with credit recovery potential. The study was carried out in 3 
segments of a Bank’s operations and achieved excellent results. 
Generalized linear modeling algorithms (GLM), distributed random 
forest algorithms (DRF), deep learning (DL) and gradient expansion 
algorithms (GBM) implemented on the H2O.ai platform were used.

Keywords :
machine learning
data mining
credit recovery
h2o.ai

1 Introduction

This paper is an extension of the work originally pre-
sented at the International Conference on Machine
Learning and Application (ICMLA 2016) [1], which
presented the first results of a Brazilian bank research
to reduce its losses with defaulting clients. That study
covered only a sample of 22.764 transactions, repre-
senting a homogeneous group of bank customers. We
extend our previous work by adding all operations
from individual costumers which were in arrears in
July 2016.

The Figure 1 shows that there was a slight decrease
in the number of debtors in June 2016, but increased
again in the following months.

The Bank had nearly 54 million active credit
agreements with individuals at the end of July 2016.
Of this amount, approximately 8.6 million were de-
layed for 15 days or more, accounting for 15.9% of the
contracts. These delinquent contracts amounted to
more than R$20.8 billion (US$6.4 billion in July 2016),
accounting for approximately 5.8% of the Bank’s in-
dividuals loan portfolio, an increase of 1.2 percentage
points over December 2014. That is, in 21 months the
financial volume of overdue loans contracted by indi-
viduals increased by 26%.

The Brazilian Central Bank (BACEN) regulation
requires financial institutions to classify their credit
operations and perform a Provision for Doubtful Ac-
counts (PDA), according to a risk classification. The
main criteria for the classification is the number of
days in arrears of each individual credit agreement.

The Table 1 shows the days-in-delay ranges consid-
ered to determine a risk classification and therefore
the minimum percentage PDA that financial institu-
tions must reserve. As an operation increases the
number of days in arrears, there is a non-linear in-
crease of PDA, which may allocate 100% of the out-
standing balance of the contract. For example, an op-
eration with a debit balance of R$ 1,000, with 15 days
in arrears, must reserve a minimum provision of R$
10. The amount of the provision may reach R$ 1,000
if the arrear reach 180 days.

Table 1: Days in arrears x Provision
Days in arrears Minimum Risk PDA%
15-30 B 1
31-60 C 3
61-90 D 10
91-120 E 30
121-150 F 50
151-180 G 70
over 180 H 100

At the time of the credit granting, financial insti-
tutions assume the credit risk and make the corre-
sponding provisions in accordance with the current
Central Bank regulation. Acting in this way, in a pos-
sible default of the customer, the financial institution
and the stability of the financial system will be pro-
tected. However, as a customer delays its operations,
the natural reaction of financial institutions is to re-
strict credit to them, increasing the chances of these

*Rogerio Gomes Lopes, Braslia, Brazil, rglopes@bb.com.br.

www.astesj.com 1432

https://dx.doi.org/10.25046/aj0203179

http://www.astesj.com
http://www.astesj.com


R. G. Lopes et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1432-1442
(2017)

Figure 1: Default of individuals.

customer’s evasion to other institutions, since they
will not be able to carry out new credit operations
with the original institution.

With the increase in delinquency, a mobilization of
account managers of the bank began in order to miti-
gate the evasion of its clients by approaching the cus-
tomer in arrear and proposing alternatives that could
fix the delayed payments. Hence, solving the default
situation and the possible loss of the customer of its
portfolio, as well as reducing the financial amount al-
located to (PDA).

Provided that the selection of the clients is a time
and resource consuming task, the main objective of
this study was to apply machine learning techniques
to predict the recovery probability of credit transac-
tions, providing a list of delinquent clients with the
greatest potential for regularization of their opera-
tions.

Models were developed using Generalized Lin-
ear Models (GLM), Gradient Boosted Methods (GBM),
Distributed Random Forest (DRF) and Deep Learn-
ing (DL)1 . The models were compared using the re-
call indicator, which will be explained on section 3.
The models were developed using the R language and
H2O machine learning platform, considering its par-
allel processing capabilities. Further details on sec-
tion 3. 2

This paper is organized as follows: Section 2
presents the credit scoring state of the art. Section 3
presents the methodology used in this study. Section
4 presents the modeling and evaluation of the gener-
ated models for each method. Section 5 presents the
conclusion and future works.

2 State of the Art

The default numbers observed in Brazil, from Decem-
ber 2014 to September 2016, indicate that financial
institutions need a tool to support their credit grant-
ing decisions. Although there are several studies to
identify the customer credit risk, qualifying them as
good or bad payers, helping to make a decision to
grant credit, there is few research studying the credit
recovery, when the delinquency occurs. [2]

In [3], the author conducted a study evaluating 41
publications on the award of credit since 2006, all
of them using classifiers to categorize customers as
good or bad payers. Those works were organized into
three categories of classifiers: individuals; homoge-
neous ensemble; and heterogeneous ensemble classi-
fiers. Most of the algorithms used were implemented
through logistic regression and decision trees, with
their use of boosting, bagging and forest variants.

The Table 2 lists the eight datasets that were used
in [3] to verify the performance of each of the 41 mod-
els proposed, evaluating them from the standpoint
of 6 indicators: Area Under the Receiver Operating
Curve (AUC), percentage correctly classified (PCC),
partial Gini index, H-measure, Brier Score (BS) and
Kolmogorov-Smirnov (KS).

Table 2: Datasets used in [3].
Name Samples Features Debtors %
AC 690 14 44.5
GC 1000 20 30.0
Th02 1225 17 26.4
Bene 1 3123 27 66.7
Bene 2 7190 28 30.0
UK 30000 14 4.0
PAK 50000 37 26.1
GMC 150000 12 6.7

1Documentation available at http://docs.h2o.ai/h2o/latest-stable/index.html
2H2O is an open source machine learning platform, available at www.h2o.ai
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In [4], the author presents AUC as an indicator that
represent how well classified were the data, indepen-
dent of its distribution or misclassification costs. PCC
is an overall accuracy measure that indicates the per-
centage of outcomes that were correctly classified.[5]

A score was assigned to each algorithm, referring
to the classification received in the comparison be-
tween them within the same performance measure .
For example, the algorithm K-means was in 12th place
considering the AUC indicator, while the KNN was in
29th place. Thus, the scores attributed to them were
12 and 29, respectively. Then, the algorithms were or-
dered by the average of all metrics, where the 1st place
were the algorithm that obtained the lowest score.

The heterogeneous multi-classifiers presented a
better performance, although the performance be-
tween the three categories was very similar.

The Table 3 presents the results of the benchmark,
indicating that the HCES-Bag algorithm obtained the
highest AUC result, while the AVG-W and Gasen al-
gorithms reached 80.7% of the PCC.

Table 3: State of Art - Models Comparison - Adapted
from [3]

Algorithm AUC PCC
HCES-Bag 0.932 80.2
AVG W 0.931 80.7Heterogeneous Ensemble
GASEN 0.931 80.7
RF 0.931 78.9
BagNN 0.927 80.2Homogeneous Ensemble
Boost 0.93 77.2
LR 0.931 70.84
LDA 0.929 78.4Individual
SVM-Rbf 0.925 79.9

3 Methodology and Infrastructure
Setup

This section presents the methodology used in this
study, which was segmented in stages according to the
phases proposed by CRISP-DM [6]. The result of each
phase is described in the next Section.

Training model environment - The models were
trained on the H2O.ai platform, in a cluster formed
by 5 virtual machines on the same subnet and with the
same configuration. Their operating system was Red
Hat Enterprise Linux 6.8 64 bits, with 34 cores and 80
GB of RAM. It were used H2O.ai version 3.10.4.5 and
R version 3.3.0. It were allocated 44 GB of RAM and
all cores of each machine, reaching a total of 170 cores
and 220 GB of RAM.

The training dataset consisted of about 40 million
copies, requiring a robust platform to be made avail-
able for the processing of this data.

The Figure 2 shows the CPU meter of the H2O.ai
cluster in action at the moment of the training mod-
els. It shows the percentage of use of the processors of
each machine, identified by the final number of its IP
address (174 to 178) and the port number where the

service was running (54321). The intensive use of the
170 available cores shown in the Figure 2 reinforces
the need for a robust platform.

Each vertical bar represents 1 core and the col-
ors represent the type of process executed: idle time
(blue), user time (green) and system time (red).

Figure 2: Cluster H2O in action

4 Results

In this sections, the results of the CRISP-DM phases
are detailed: Data Understanding, Data preparation,
Modeling, Evaluation and Implementation.

4.1 Data Understanding

The dataset was obtained by the extraction of in-
formation from legacy systems and customers rela-
tionship data marts. It has information about cus-
tomers accounting,demographic and financial data.
The dataset had 28 features and 1 label that indicates
the recovery of the respective credit operation. The
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Tables 4 and 5 present these 28 characteristics orga-
nized by categorical and numerical features.

Table 4: Numeric features
Features Description
V1 Number of days of delinquency.
V2 Number of days remaining for the

end of the contract.
V3 Contract value.
V4 Amount of the outstanding balance.
V5 Amount PDA provisioned for the

contract.
V6 Percentage loss expected for the con-

tract.
V7 Quantity of products owned by the

customer.
V8 Time of customer relationship with

the Bank.
V9 Customer age.
V10 Customer income.
V11 Customer total contribution margin

amount.
V12 Value of Gross Domestic Product per

capita

Table 5: Categorical features
Features Description
VC1 Customer portfolio type.
VC2 Customer behavioral segment.
VC3 Product.
VC4 Product modality.
VC5 Structured operation indicator.
VC6 Management level that approved the

operation.
VC7 Transaction risk credit.
VC8 Range of past delays.
VC9 PDA lock indicator.
VC10 Customer relationship with the

bank.
VC11 Client instruction level.
VC12 Customer gender.
VC13 Nature of customer occupation.
VC14 Customer registration status.
VC15 Customer’s age group.
VC16 Age group of relationship time.

For the data understanding, the analysis began in
July 2016 containing all credit operations contracts,
regardless of the contracted product, with more than
14 days in arrears. In addition, transactions with
the highest risk were considered as already lost con-
tracts by our business specialists and removed from
our dataset.

For definition of the label, the delay reduction in-
dicator, the following operation was performed, con-
sidering that the data of the delayed operations were
used in July 2016:

• Delay Reduction Indicator = 1, for all transac-
tions that showed a reduction in the number of
days overdue in the subsequent month, that is,
in August 2016, or that their debit balances have
been reduced.

• Delay Reduction Indicator = 0, otherwise, that
is, presenting a delay or debit balance in August
2016 equivalent to or greater than that observed
in July 2016.

The Table 6 presents the summary of transactions
in the month of July 2016, which resulted in a base
with 4,514,029 contracts. Of this total, only 271,193
(6.01%) were recovered.

Table 6: Dataset July 2016
Not recovered Recovered

4,242,836 271,193
93.99% 6.01%

Samples 4,514,029

The bank has several strategies for credit recov-
ery, according to the customer profile and the category
of the credit operation, grouping them with distinct
trading rules. Existing segments are divided into mas-
sive and individual strategies. Massive strategies are
implemented for segments that have a known behav-
ior pattern, whereas individual strategies cover op-
erations that have atypical or special characteristics
which require a case-by-case analysis to perform a col-
lection and recovery.

Based on this information, the dataset was split-
ted into segments compatible with the institution’s re-
covery strategies, grouping similar products and cus-
tomer segments with characteristics in common re-
moving from the study the segments that have an in-
dividualized trading strategy. The Table 7 lists the 11
segments that will be worked on in this study, in ad-
dition to the Individualized Strategy segment, which
was removed from the study.

4.2 Data Preparation

In this study, the analysis were performed only in the
first 3 segments, Mortgage Loan I, II and III. The re-
maining segments are in the final analysis phase and
will be presented at a later time.

Then, the data preparation was started, analyzing
each one of the segments, preparing the data sets for
the modeling phase.

The Tables 8, 10 and 12 present the summary of
descriptive analysis of the numerical features of seg-
ments Mortgage Loan I, II and III, respectively. In
these tables the data of quartiles and Kendall’s Tau [7]
of each feature are presented.

The Tables 9, 11 and 13 present the summary of
the descriptive analysis of the categorical variables,
listing the Kendall’s Tau and the number of levels of
each feature.
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Table 7: Credit Operations Segments

..

Segment

Credit
Recovered

SamplesNo Yes
Qty % Qty %

Mortgage Loan I 41,398 70.45 17,365 29.55 58,763
Mortgage Loan II 400 73.94 141 26.06 541
Mortgage Loan III 3,537 78.11 991 21.89 4,528
Vehicle Financing I 12,115 87.90 1,667 12.10 13,782
Vehicle Financing II 32,357 86.63 4,993 13.37 37,350
Agribusiness 258,618 98.84 3,021 1.16 261,639
Social Business 137,474 93.53 9,504 6.47 146,978
Credit Card I 17,124 98.92 187 1.08 17,311
Credit Card II 454,864 98.56 6,661 1.44 461,525
Other Operations Income I 186,572 96.53 6,714 3.47 193,286
Other Operations Income II 2,668,890 92.96 201,977 7.04 2,870,867
Individualized Strategy 429,487 95.98 17,972 4.02 447,459

Table 8: Mortgage Loan I - Numerical Features
Feature Min 1QT Median Avg 3QT Max Kendall’s Tau
V1 15 20 51 87.43 112 624 -0.29
V2 0 10,180 10,420 10,290 10,670 11,620 -0.03
V3 0 0.1 0.13 0.17 0.27 0.67 -0.02
V4 0 1 2 3.94 5 26 0.06
V5 17 25 29 31.28 36 73 0.03
V6 1 3 4 4.45 5 37 0.08
V7 14,790 74,400 87,460 86,270 97,470 164,800 0.01
V8 -124,400 -390.8 156.7 -1,397 256.3 183,400 0.38
V9 0 1,349 3,221 3,712 5,525 46,040 0.04
V10 0 888.1 2,670 19,090 20,960 173,700 -0.17
V11 0 1,586 1,700 1,877 2,000 20,000 0.03
V12 0.68 74,920 88,720 87,250 99,510 173,500 0.00

4.3 Modeling

For each dataset, 4 predictive models were elaborated,
using the H2O platform integrated to the R, using the
algorithms Generalized Linear Models (GLM), Gradi-
ent Boosting Method (GBM), Random Forest (DRF)
and Deep Learning (DL). The first three algorithms
were chosen because they represent the techniques
most used in the calculation of credit risk, which per-
forms a classification task very similar in [8]. The al-
gorithm DL was used to verify its behavior in a knowl-
edge area not yet explored, but with expectation of
good suitability due to the use of a great amount of
variables. [9]

The datasets of the Mortgage Loan I and III seg-
ments were splitted into 3 parts: 70% for training,
20% for validation and 10% for testing. Due to the
small number of observations in the Mortgage Loan
II, this dataset was splitted only in training and vali-
dation in a proportion of 80% and 20%, respectively.
The next subsections present the evaluation results for
each segment.

4.3.1 Mortgage Loan I

• GLM - This algorithm obtained an AUC =
0.7774755 and a PCC of 66.53%, as shown in
the Figure 3 and in the Table 14

Figure 3: Mortgage Loan I - GLM - Validation Dataset
AUC
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Table 9: Mortgage Loan I - Categorical Features
Feature Kendall’s Tau Number of levels
VC1 0.23 6
VC2 0.02 5
VC3 -0.09 3
VC4 -0.21 9
VC5 0.03 12
VC6 0.06 7
VC7 -0.01 2
VC8 0.03 5
VC9 -0.04 16
VC10 0.00 4
VC11 0.05 8
VC13 -0.21 9
VC14 0.01 4
VC15 -0.02 18
VC16 0.00 2

Table 10: Mortgage Loan II - Numerical Features
Feature Min 1QT Median Avg 3QT Max Kendall’s Tau
V1 15 21 48 89 113 507 -0.15
V2 0 1,626 2,928 3,037 4,076 6,776 -0.14
V3 0 0 0 0 0 1 0.09
V4 2 6 6 10 13 31 0.03
V5 30 42 48 49 55 85 0.02
V6 1 4 6 7 9 36 -0.04
V7 4,400 28,000 45,000 59,560 70,560 240,000 -0.05
V8 -31,770 -148 91 -650 371 25,070 0.30
V9 0 4,990 6,190 6,663 9,099 15,260 0.08
V10 0 173 650 8,744 10,230 116,000 -0.20
V11 0 1,598 2,965 5,082 5,553 128,900 -0.11
V12 0 9,316 20,500 36,670 47,120 215,200 -0.14

• DRF - This algorithm was implemented with
500 trees and a maximum depth of 7. The DRF
algorithm obtained an AUC = 0.880589 and a
PCC = 75.85%, as shown in the Figure 4 and in
the Table 14

Figure 4: Mortgage Loan I - DRF - Validation Dataset
AUC

• DL - Deep Learning This algorithm was imple-
mented with 2 hidden layers with 200 neurons
each one. The DRF algorithm obtained an AUC
= 0.898203 and a PCC = 79.22%, as shown in
the Figure 5 and in the Table 14.

Figure 5: Mortgage Loan I - DL - Validation Dataset
AUC
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Table 11: Mortgage Loan II - Categorical Features
Features Kendall’s Tau Number of levels
VC1 0.11 4
VC2 0.13 3
VC4 -0.19 8
VC5 0.01 10
VC6 0.03 6
VC7 -0.04 2
VC8 0.10 5
VC9 0.06 10
VC11 -0.15 5
VC13 -0.19 8
VC14 0.10 4
VC15 -0.06 13

Table 12: Mortgage Loan III - Numerical Features
Feature Min 1QT Median Avg 3QT Max Kendall’s Tau
V1 15 30 81 131 181 511 -0.31
V2 0 4,876 7,530 6,616 8,203 10,910 -0.01
V3 0.00 0.02 0.05 0.06 0.07 0 0.00
V4 0 5 9 11 15 54 -0.02
V5 20 35 43 44 52 78 -0.06
V6 2 6 8 10 11 71 0.05
V7 20,000 100,000 142,500 188,700 213,800 3,000,000 -0.07
V8 -257,600.00 -5,476.00 -930.00 -9,087.00 257.70 199,600 0.36
V9 0 2,769 4,660 4,968 6,485 46,040 0.01
V10 0 3,317 14,200 51,540 53,470 1,212,000 -0.20
V11 0 2,280 5,542 10,700 11,130 337,600 -0.01
V12 250 88,900 134,500 177,500 203,200 3,084,000 -0.08

• GBM - This algorithm was implemented with
500 trees and a maximum depth of 7. The GBM
algorithm obtained an AUC = 0.988574 and a
PCC = 93.90%, as shown in the Figure 6 and in
the Table 14

Figure 6: Mortgage Loan I - GBM - Validation Base
AUC

4.3.2 Mortgage Loan II

Because of the small number of records, this dataset
was splitted only in training and testing, in the ratio
of 80:20, and validation was performed through cross
validation with 10 folds.

• GLM - This algorithm obtained an AUC =
0.848474 and a PCC = 65.51%, as shown in the
Figure 7 and in the Table 15.

Figure 7: Mortgage Loan II - GLM - Validation Dataset
AUC
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Table 13: Mortgage Loan III - Categorical Features
Feature Kendall’s Tau Number of levels
VC1 0.16 6
VC2 0.00 4
VC3 -0.24 2
VC4 -0.21 33
VC5 -0.06 12
VC6 -0.02 7
VC7 -0.03 2
VC8 0.00 5
VC9 -0.02 16
VC10 -0.10 5
VC11 0.03 7
VC12 0.00 2
VC13 -0.21 9
VC14 0.00 5
VC15 -0.04 17
VC16 0.17 2

Table 14: Mortgage Loan I - Confusion Matrix
Algorithm 0 1 Err % PCC

0 5003 3050 37.87
1 776 2603 22.96GLM

Total 5779 5653 33.46 66.52
0 6638 1415 17.57
1 816 2563 24.14DRF

Total 7454 3978 19.51 75.85
0 6290 1763 21.89
1 517 2862 15.39DL

Total 6897 4625 19.94 79.22
0 7770 283 3.51
1 238 3141 7.04GBM

Total 8008 3424 4.55 93.90

Table 15: Mortgage II - Confusion Matrix
Algorithm 0 1 Err % PCC

0 270 35 11.47
1 40 76 34.48GLM

Total 310 111 17.81 65.51
0 302 3 0.98
1 17 99 14.65DRF

Total 319 102 4.75 85.34
0 297 8 2.62
1 10 106 8.62DL

Total 307 114 4.27 91.37
0 301 4 1.31
1 16 100 13.79GBM

Total 317 104 4.75 86.20

• DRF - This algorithm was implemented with
500 trees and a maximum depth of 7. The DRF
algorithm obtained an AUC = 0.977982 and a
PCC = 93.10%, as shown in the Figure 8 and in
the Table 15

Figure 8: Mortgage Loan II - DRF - Validation Dataset
AUC

• DL - This algorithm was implemented with 2
hidden layers with 200 neurons each one. The
DRF algorithm obtained an AUC = 0.956868
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and a PCC = 91.37%, as shown in the Figure 5
and in the Table 15.

Figure 9: Mortgage Loan II - DL - Validation Dataset
AUC

• GBM - This algorithm was implemented with
500 trees and a maximum depth of 7. The GBM
algorithm obtained an AUC = 0.972640 and a
PCC = 86.20%, as shown in the Figure 10 and in
the Table 15

Figure 10: Mortgage Loan II - GBM - Validation
Dataset AUC

4.3.3 Mortgage Loan III

• DRF - This algorithm was implemented with
500 trees and a maximum depth of 7. The DRF
algorithm obtained an AUC = 0.950718 and a
PCC = 83.51%, as shown in the Figure 11 and in
the Table 16

Figure 11: Mortgage Loan III - DRF - Validation
Dataset AUC

• DL - This algorithm was implemented with 2
hidden layers with 200 neurons each one. The
DRF algorithm obtained an AUC = 0.939082
and a PCC = 78.20%, as shown in the Figure 12
and in the Table 16.

Figure 12: Mortgage Loan III - DL - Validation Dataset
AUC

• GBM - This algorithm was implemented with
500 trees and a maximum depth of 7. The GBM
algorithm obtained an AUC = 0.955728 and a
PCC = 98.93%, as shown in the Figure 13 and in
the Table 16
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Figure 13: Mortgage Loan III - GBM - Validation
Dataset AUC

• GLM - This algorithm obtained an AUC =
0.814560 and a PCC = 60.10%, as shown in the
Figure 14 and in the Table 16

Table 16: Mortgage Loan III - Confusion Matrix
Algorithm 0 1 Err % PCC

601 95 13.64
75 113 39.89GLM

676 208 19.23 60.10
640 56 8.04

31 157 16.48DRF
671 213 9.84 83.51
656 40 5.74

41 147 21.80DL
697 187 9.16 78.20
670 26 3.73

2 186 1.06GBM
672 212 3.16 98.93

Figure 14: Mortgage Loan III - GLM - Validation
Dataset AUC

5 Conclusion

The main objective of this study was to apply machine
learning techniques to predict the probability of re-
covery of credit transactions, providing a list of de-
faulting clients with greater potential for regulariza-
tion of their operations.

Studies were carried out on 3 segments of credit
operations, which have different recovery strategies,
the Mortgage Loan segments I, II and III. With the ma-
chine learning, it was possible to elaborate predictive
models with great contribution to assist the Managers
in the approach to their clients with operations in ar-
rears.

Mortgage Loan I - The model with the highest re-
call was obtained with the GBM algorithm. In a to-
tal of 11,342 contracts in default, there were 3,424
contracts recovered. The model was able to cor-
rectly predict 3,141 contracts, reaching a recall of
92.86%. Using the prioritization list generated by the
model, the work of Bank Managers would be more
assertive. In addition, the model correctly predicted
7,770 (97.02%) contracts, out of 8,008 contracts that
would not be recovered.

Mortgage Loan II - The model with the highest re-
call was obtained with the DL algorithm. In a total of
421 delinquent contracts, there were 116 contracts re-
covered. The model was able to correctly predict 106
contracts, reaching a recall of 94.38%. In addition, the
model correctly predicted 297 (96.74%) contracts out
of 307 contracts that would not be recovered.

Mortgage Loan III - The model with the highest re-
call was obtained with the GBM algorithm. In a total
of 884 delinquent contracts, there were 212 contracts
recovered. The model was able to accurately predict
186 contracts, reaching a recall of 98.94%. In addi-
tion, the model correctly predicted 670 (99.70%) con-
tracts out of 672 contracts that would not be recov-
ered.

The predictive models obtained from the analysis
of the first three segments, out of a total of 11, have
already shown a potential great benefit to the bank,
effectively assisting its customers with delayed opera-
tions and avoiding unnecessary efforts in attempts in
attempts of negotiation in contracts with low proba-
bility of recovering.

5.1 Future Works

The results obtained so far strengthen initiatives for
the development of predictive models using machine
learning techniques in the Bank studied.

With the increase in the efficiency of credit recov-
ery, the Bank will benefit from the reduction in Al-
lowance for Loan Losses (PDA), directly promoting
positive results, with the reversal of provisions al-
ready made.

Thus, the study will be expanded to the 8 segments
that have not yet been modeled, increasing the use
of models obtained through machine learning tech-
niques in credit recovery. In addition, the models al-
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ready obtained can be improved with the use of en-
semble models.
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Height estimation of objects is a valuable information for locomotion of 
autonomous robots and vehicles. Even though several sensors such as 
stereo cameras have been applied in these systems, cost and processing 
time have been motivating solutions with monocular cameras. This 
research proposes two new methods: i) height estimation of objects 
using only a monocular camera based on flat surface constraints and ii) 
3 degree-of-freedom compensation of errors caused by roll, pitch and 
yaw variations of the camera when applying the Flat Surface Model. 
Experiments outdoors with the KITTI benchmark data (4997 frames 
and 436 objects) resulted in improved accuracy of the estimated heights 
from a maximum error of 1.51 m to 1.12 m and reduced number of 
estimation failures by 4 times, proving the validity and effectiveness of 
the proposed method.
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1 Introduction

This paper is an extension of work originally pre-
sented in the 2016 IEEE/SICE International Sympo-
sium on System Integration [1]. This previous work
proposed a monocular height estimation method by
chronological correction of road unevenness, which
basic experiments in laboratory and asphalt correct-
ing camera pitch variations proved the validity of the
method. However, since only pitch variations were
considered and experiments were conducted on as-
phalt in one environment, several items remained as
future work. Therefore, we extended our work by the
following:

• Analysis and 3 degree-of-freedom (3DOF) com-
pensation of errors caused by roll, pitch and yaw
variations.

• Extended experiments on asphalt with several
conditions of road and objects, permitting fur-
ther analysis of external disturbances.

Cameras have been applied in many fields such as
robotics and autonomous driving for localization and
object recognition [2]-[7]. Even though stereo cam-
eras can provide the depth to obstacles, their higher

cost and required processing have motivated several
studies to estimate depth or height with monocular
cameras. Height estimation permits the robot to de-
tect and avoid potential obstacles on the road, becom-
ing a valuable information of the surrounding envi-
ronment. Studies [8] and [9] estimate height of objects
with a steady camera. While the first relies on a previ-
ous calculation of the vanishing point, the latter relies
on a known object height in the scene. On the other
hand, other studies focus on height estimation using a
moving camera. Study [10] estimates height by com-
puting the focus of expansion in the scene and seg-
menting ground and plane by sinusoidal model fitting
in reciprocal-polar space. The method proposed in
[11] estimates height of objects on the road by obstacle
segmentation and known camera displacement from
odometric measurements, refining the measurements
with several frames. Although there are many promis-
ing height estimation methods, they still strongly rely
on extra extraction of information from the scene or
external sensors. Moreover, the presented methods
assume that the ground is flat and no discussions or
analyses of eventual pose variations of the camera
were mentioned. In this context, we propose in this
work a height estimation method that requires no pre-
vious information of the scene, nor information from
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external sensors. Furthermore, even though we as-
sume flat surface, we analyze and compensate the ef-
fects of roll, pitch and yaw variations of the camera.

The rest of this paper is organized as follows.
Section 2 introduces the existing issues of monocu-
lar cameras due to depth ambiguity and roll, pitch
and yaw variations. Section 3 explains the proposed
monocular height estimation method and compensa-
tions of roll, pitch and yaw variations. The conducted
experiments are detailed in section 4. The obtained
results are discussed in section 5. Lastly, the conclu-
sions and future work are provided in section 6.

V 

W 

u 

v 

H  

 
Z 

moving body 

camera 

flat surface 

principal 

ray 

(X,Y) 

Y Z X 

FOVu

2
 

FOVv

2
 

Figure 1: Conversion between pixels and meters using
the Flat Surface Model.

2 Issues of Monocular Cameras

In this section, two main issues of monocular cameras
are introduced: A) depth ambiguity and B) effects of
roll, pitch and yaw variations.

2.1 Depth Ambiguity

In order to explain this limitation, we first briefly in-
troduce the Flat Surface Model (FSM), a technique
that permits easy relation of pixels (in camera coor-
dinates) and meters (in real world coordinates), and is
commonly applied with monocular cameras [12]-[14].
Figure 1 shows a moving body, a camera and flat sur-
face. The camera is attached to the moving body at a
known height H and angle α in relation to the flat sur-
face. The line connecting the camera center and the
flat surface with angle α is called principal ray. The
coordinate system of the camera is defined by pixels
(u,v), with a known and fixed vertical length V and
a horizontal length W. The maximum angle seen by
the camera (field of view) in both u and v directions
are fixed and defined as angles FOVu and FOVv. The
coordinate system defined by (X,Y,Z) is fixed on the
moving body. If we assume that the surface is flat,
the relation between a pixel (u,v) and its real position
(X,Y,Z) in meters is given by (1) to (3), where β is the
angle in relation to the principal ray.

β = atan(
(2v −V )
V

tan(
FOV v

2
)) (1)

Y =
H

tan(α + β)
(2)

X = Y
cos(β)

cos(α + β)
(2u −W )

W
tan(

FOVu
2

) (3)

PR 

H 

d'R,N-1 = dR,N-1 

dR,N 

P’R 

dR,N-1 

d’R,N 

h 

PP,N-1 

PP,N 

nN mN 

dN 

Case A 

Case B 

SN-1 SN 

J 

I 

H 

Figure 2: Example of application (A) and limitation
(B) when applying the Flat Surface Model.

One common application of the FSM is to esti-
mate the camera displacement by Visual Odometry
(VO) [12]-[14], which is briefly explained in “Case
A” of Figure 2. First, consider the moving body and
camera described in Figure 1 running on a flat sur-
face. In an initial position SN−1, the camera takes a
frame and shoots a point PR on the ground, comput-
ing YN−1 = dR,N−1. Next, consider that the moving
body moves ∆dN in direction I of a coordinate sys-
tem (I,J) fixed on the ground, reaching position SN .
In this new position, it takes another frame, tracks
point PR and YN = dR,N is obtained by the FSM. Us-
ing the computed information YN−1 and YN from the
two positions SN−1 and SN , the real camera displace-
ment ∆CamN can be correctly estimated by (4). By
repeating the previous steps, the displacement of the
moving body can be estimated on the following posi-
tions. Notice that we showed a simple case with only
one point PR and direction I, but many points and di-
rections can be considered in VO.

∆CamN = dR,N−1 − dR,N = ∆dN (4)

The depth ambiguity can be visualized in “Case
B” of Figure 2, which contains an object of height h
on the ground. Let’s assume that in position SN−1 the
camera shoots a point P ′R on the top of the object, and
the projection on the flat surface is point PP ,N−1, ex-
actly on the same location as point PR in “Case A”. Al-
though points PR and P ′R belong to different (X,Y,Z)
in the world, the FSM can’t distinguish this ambigu-
ity and computes YN−1 = d′R,N−1 = dR,N−1. However,
when the camera moves ∆dN in direction I, it tracks
point P ′R and consequently, computes YN = d′R,N at po-
sition SN . Finally, the displacement ∆Cam′N seen by
the camera becomes as (5), what shows that the real
displacement ∆dN is not correctly estimated due to
the presence of the object.

∆Cam′N = d′R,N−1 − d
′
R,N , ∆dN (5)
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Figure 4: Expected errors of the calculated distances
by the FSM in function of pitch (A), yaw (B) and roll
(C).

2.2 Effects of Roll, Pitch and Yaw Varia-
tions

Even though the FSM assumes that the surface is per-
fectly flat, in fact small unevennesses exist. Such in-
fluences are detailed in Figure 3, with a simple anal-
ysis done on a real asphalt. A camera was fixed on a
moving body and moved tracking four points: i) on a
static object with height h (point O), ii) on the ground
far from the camera (point F), iii) on the ground close
to the camera (point C) and iv) on the ground with a
distance between F and C (point M). In each frame,
the distances YN = dW,N obtained by the FSM were

computed. In order to better visualize the influ-
ences of unevennesses, the corresponding displace-
ments ∆dW,N = dW,N − dW,N−1 are also displayed in
the figure. If the surface of the asphalt was really flat,
then the displacements ∆dW,N of each point C, M and
F were expected to be the same in each frame. How-
ever, while this happened in frame fa = 2 for exam-
ple (suggesting that the pose of the camera was ex-
actly the one expected by the FSM), in frames fb = 5
and fc = 17 the displacements were different (suggest-
ing that the pose of the camera was different from
the one expected by the FSM). Moreover, Figure 3
shows another important pattern, which points closer
to the camera have smaller magnitudes of ∆dW,N : the
magnitude of ∆dW,N calculated with C in a deter-
mined frame is smaller than the one calculated with
M, which is smaller than the one calculated with F,
which is smaller than the one calculated with O in the
same frame. This example clearly shows the effect of
unevennesses on the FSM. A further analysis accord-
ing to roll, pitch and yaw variations is presented in
Table 1 and Figure 4.

2.2.1 Pitch

Figure (a) of Table 1 shows the influence of pitch vari-
ations on the FSM. Consider that in a certain frame
N a moving body that is shooting a point OR on a
static object on the surface has its pitch changed (rep-
resented by σp,N ) by an unevenness. This variation
shifts height H to Hp,N and therefore the camera com-
putes the distances by the FSM in relation to a new
wrong flat surface, FSp,N . In this wrong surface,
the projection of point OR becomes Pp,N and conse-
quently, YN = dp,N is calculated. However, the cor-
rect distance in such configuration is the one com-
puted with GR, the projection of OR on the real sur-
face on the ground, resulting in YN = dR,N . The rela-
tion between the wrong (dp,N ) and correct (dR,N ) dis-
tances is shown by (6), (7) and (8), where lp is the axis
of rotation and γp,N is the angle between the camera
height H and lp. It is important to notice that the
presented equations don’t explicitly contain the object
height h. It happens because the computed YN = dp,N
itself contains this information, since it is function of
OR, Pp,N and h. We define the error caused by pitch
variation σp,N as εp,N , which is the difference between
the wrong estimated distance (dp,N ) and correct one
(dR,N ), according to (9). Figure 4 (A) quantifies this er-
ror εp,N by adopting as example H = 1.65 m, lp = 1.03
m, several camera pitch variations (σp,N ) and appar-
ent distances to a point by the FSM (YN = dp,N ). The
adopted values of the constant parameters H and lp
are the same as the ones used in the experiments sec-
tion for easier analysis of the obtained results. We can
observe that εp,N increases with the increase of σp,N
and YN . Even for a pitch variation of σp,N = 0.1 rad,
the error εp,N can reach nearly 50 m when YN = 20 m,
what shows that εp,N is very sensitive even to small
σp,N .
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Hr,N 

H 
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x 
r 

OR 

h 
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γr = arctan(
H
lr

) (13)

Hr,N =
√
l2r +H2sin(σr,N +γr ) (14)

dR,N =
Hr,Ndr,N

Hr,N − (lr +Xr )sin(σr,N )
(15)

εr,N = |dR,N − dr,N | (16)

Table 1: Error compensation of the calculated distances by the FSM caused by variations of roll, pitch and yaw.

2.2.2 Yaw

Figure (b) of Table 1 describes the influence of yaw
variations on the FSM. Consider that in a certain
frame N, a moving body that is shooting a point OR
on a static object on the surface has its yaw changed
(σy,N ). In the former pose (pose′N ), the camera com-
putes the distance to point GR as YN = dy,N and XN =
Xy,N . However, the correct distance in Y direction
in the new pose (poseN ) is dR,N . Equations (10) and
(11) show the relation between the wrong and correct
distances, where φy,N is the angle in which the cam-
era sees the object in the former pose. The error εy,N
caused by σy,N is defined as (12). Figure 4 (B) shows
error εy,N in function of yaw variation (σy,N ), φy,N and
apparent distance to the point (YN = dy,N ). First, when
φy,N = 0 rad, we can observe that εy,N increases with
the increase of YN and absolute value of σy,N . For sim-
ilar conditions of YN and σy,N , when φy,N , 0 the er-
rors are shifted to the left or right according to the
value of φy,N . From this analysis we can observe that
small yaw variations such as σy,N = 0.1 rad results in

εy,N > 0.1 m for the adopted range of the parameters
in the example, what shows that yaw variations cause
smaller errors in the distances computed by the FSM
comparing to the pitch variations.

2.2.3 Roll

Finally, Figure (c) of Table 1 shows the influence of
roll variations on the FSM. Consider a camera track-
ing a point OR on a static object of height h on the
surface in a certain frame N. In the same frame, the
moving body is affected by an unevenness on the flat
surface, varying its roll (σr,N ). This variation changes
height H to Hr,N and the camera computes the dis-
tances by the FSM in relation to a wrong flat surface,
FSr,N . In this wrong surface, the projection of point
OR becomes Pr,N and YN = dr,N is calculated. How-
ever, the correct distance is the one computed with
GR, the projection of OR on the real surface on the
ground, resulting in YN = dR,N . The relation between
the wrong (dr,N ) and correct (dR,N ) distances is shown
by (13), (14) and (15), where lr is the axis of rotation
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and γr,N is the angle between the camera height H and
lr . We define the error caused by roll variation σp,N
as εp,N , which is the difference between wrongly esti-
mated distance (dr,N ) and correct one (dR,N ), as shown
in (16). Figure 4 (C) shows error εr,N in function of
camera roll variation (σr,N ), Xr and apparent distance
to the point (YN = dr,N ). We can observe that εr,N in-
creases with the increase of σr,N , Xr and YN . For roll
variations of σr,N = 0.1 rad, εr,N > 2.0 m can occur for
the adopted range of the parameters in the example,
but those errors are still smaller than the ones caused
by pitch variation.

3 Proposed Method

This section is divided into three parts: A) proposed
height estimation method, B) compensation of roll,
pitch and yaw variations and C) proposed algorithm.

3.1 Proposed Height Estimation

Although the FSM has the ambiguity limitation when
computing VO, in fact, the difference of the obtained
displacements caused by the object (∆CamN , ∆Cam′N )
contains useful information. First, the presence of
objects in the scene influence the apparent displace-
ments in pixels seen from the camera. Such difference
in apparent displacements is explored in [12] to find
irregularities in the optic flow and detect precipices.
On the other hand, no further information can be ex-
tracted by existing techniques. Here, our method is
based on the principle that since the FSM assumes
known H and α, then we can assume that the result-
ing projections are also function of these dimensions.
If we further observe the geometrical relations caused
by the FSM and triangulation in two positions (Case
B in Figure 2), we can in fact obtain geometrical rela-
tions in function of H and α, as shown in (17), (18) and
(19). From these equations and (4), we obtain (20) to
(22). Several relations can be observed from the equa-
tions. First, the object causes an extra amount of ap-
parent displacement, defined as mN , and it is propor-
tional to the object height h and camera height H. Sec-
ond, the object height is function of the correct camera
displacement ∆CamN and wrong apparent displace-
ment ∆Cam′N . As afore mentioned, ∆CamN can be es-
timated by traditional VO and even though this tech-
nique will be applied, it is not the focus of this work.

H
dR,N−1

=
h

mN +nN
(17)

H

d′R,N
=

h
nN

(18)

d′R,N = dR,N −mN (19)

∆Cam′N = dR,N−1 − dR,N +mN = ∆CamN +mN (20)

mN =
h(dR,N−1 − d′R,N )

H
=
h(d′R,N−1 − d

′
R,N )

H
(21)

h =H(1− ∆CamN
∆Cam′N

) (22)
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(, H, FOVu, FOVv) 
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Figure 5: Flowchart of the proposed height estimation
method and compensations.

3.2 Compensation of Roll, Pitch and Yaw
Variations

The equations displayed in Table 1 show that the com-
pensation of the influences caused by roll, pitch and
yaw are straightforward and can be easily done if σp,N ,
σy,N are σr,N are known. Thus, for each acquired
frame by the camera, we compute these variations and
substitute them with the constant and known param-
eters of the vehicle (lp, lr ) and the FSM (α, H, FOVu ,
FOVv) in (8), (11) and (15), obtaining the compen-
sated value dR,N . The main steps of the proposed com-
pensations are illustrated in the bottom part of Figure
5.

3.3 Proposed Algorithm

Figure 5 summarizes the flow of the proposed algo-
rithm. Frames are acquired, features are extracted and
tracked in two frames. Next, the corresponding val-
ues of X and Y are computed by the FSM. Roll, pitch
and yaw variations (σp,N , σy,N , σr,N ) are estimated by
VO and we compensate their influences using (8), (11)
and (15), as explained in the previous section. The
camera displacement (∆CamN ) and compensated ap-
parent displacement of the object (∆Cam′N ) are calcu-
lated by the FSM. Here, we propose to apply two fil-
ters. First, a filter based on displacement constraints
to verify the applied compensations. Even though
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the compensations strongly rely on the estimated roll,
pitch and yaw, wrong estimations on the contrary lead
to high errors. The filter works according to the ob-
served in Figure 3. If a tracked point belongs to an
object above the surface, then its apparent displace-
ment must be bigger than the camera displacement
(∆CamN < ∆Cam′N ). Therefore, we check this condi-
tion by calculating the apparent displacement of the
object with (∆Cam′cN ) and without (∆Cam′ncN ) com-
pensations. If one of them satisfies the condition,
then we adopt this displacement as ∆Cam′N . If both
or none of them satisfies the condition, then we use
the average of the two displacements to estimate the
height, as show in (23). Finally, the median (h∗N ) of
the previous estimations (h1,h2, ...,hN−1,hN ) is also ap-
plied to filter eventual noises, as (24).

∆Cam′N =
∆Cam′cN if ∆Cam′cN > ∆CamN > ∆Cam′ncN
∆Cam′ncN if ∆Cam′cN < ∆CamN < ∆Cam′ncN
∆Cam′ncN +∆Cam′cN

2 otherwise
(23)

h∗N =median(h1,h2, ...,hN−1,hN ) (24)

4 Experiments

The proposed method was evaluated with data from
the KITTI Vision Benchmark Suite (called hereon as
“KITTI”) [15] and processed with a computer In-
tel(R) Core(TM) i7-4600, 2.10 GHz, operating system
Ubuntu (TM) 14.04, Eclipse (TM) development envi-
ronment and OpenCV libraries [16]. Here, we want to
verify the validity and effectiveness of the proposed
height estimation and the proposed compensations of
errors caused by roll, pitch and yaw variations. Thus,
all estimated heights were done with two methods for
later comparison: i) with roll, pitch and yaw compen-
sation and ii) without compensation.

4.1 Applied VO

In order to estimate the camera displacement ∆CamN
in each frame, we adopted a simple VO with rota-
tion estimation by Nister’s 5-point algorithm [17] and
translation by the FSM using features in a ground re-
gion close to the camera (details in the Appendix sec-
tion), similarly to [12]. The parameters (FOVu ,FOVv ,
W, V, H, etc) necessary for the experiments were
adopted according to the provided by the KITTI. The
camera inclination in relation to the ground was not
directly provided, but we estimated that α = 1.1o us-
ing the provided velodyne data. The feature extractor
applied was FAST [18]. The features were automat-
ically extracted when their number was bellow 1500
features. In order to evaluate the proposed monocular
height estimation method, only the left images of the
grayscale camera of the KITTI were used.

4.2 Evaluation Criteria

The evaluation was based on the error (εN ) between
the ground truth (hGT ,N ) and the estimated height
(h∗N ) in each frame N, according to (25). The ground
truth adopted was mainly the height provided by the
velodyne, available in the KITTI. Further details can
be found in the Appendix section.

εN = |hGT ,N − h∗N | (25)

We also adopted a criterion to consider if the
height estimation in a frame failed or not. For ex-
ample, since we considered only objects above the
ground surface, the estimated heights must be higher
than 0 m (i.e., hmin = 0). Furthermore, since the FSM
considers objects below the horizon line, all objects
used in the experiment should have maximum height
equal to the camera height (hmax = H). All estimated
heights outside this maximum and minimum were
considered as failure, as detailed in (26).

height estimation =

success hmin ≤ h∗N ≤ hmax
failure otherwise

(26)

4.3 Results

Experiments were conducted with 10 video sequences
of the KITTI, which contained many static objects
(parked cars, poles, fences, houses, people, boxes, etc)
in the scene. In total, height was estimated 4561 times
with 436 objects. Objects with height 0 ≤ h ≤ H and
distance from 4 to 31 m from the camera were used.
The obtained results are summarized in Table 2, Table
3 and Figure 6.

Data Video sequence Valid Valid
(KITTI) frames objects

1 00 1103 85
2 05 384 35
3 07 229 18
4 08 373 29
5 09 228 23
6 13 347 43
7 15 471 32
8 16 361 35
9 18 407 32

10 19 1094 104
total - 4997 436

Table 2: Summary of the conducted experiments.

without with
comp. comp.

comp. parameter - pitch, yaw, roll
average εN [m] 0.23 0.20

maximum εN [m] 1.51 1.12
number of failures 283 65

Table 3: Comparison of the obtained errors with and
without the proposed compensations.
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Figure 7: Maximum error cases with and without
compensation.

5 Discussions

Table 2 shows the 10 data and corresponding video se-
quence belonging to the KITTI. The number of valid
frames and objects used in each data are also dis-
played. The estimated heights of all objects chosen
within this data are presented in relation to the pixel
positions (u,v) in Figure 6. We can observe that the
objects were well distributed along pixel u direction,
covering many possible positions during the experi-
ments. On the other hand, due to the geometrical

limitations of the FSM only pixels below the horizon
line (i. e., v > 200 pixels) were used, but we can also
observe objects distributed along this interval. Next,
the used data is displayed in relation to σp,N , σy,N and
σr,N . Variations of roll (σr,N ) and pitch (σp,N ) in the
used data were smaller than those of yaw (σy,N ): while
the magnitude of roll and pitch variations were within
0.03 rad, the magnitude of the yaw variations were
over 0.05 rad. The average error of all used data re-
sulted in 0.20 m with the 3DOF compensations and
in 0.23 m when no compensations were done. The
maximum error resulted in 1.12 m for the compen-
sated case an 1.51 m for the non-compensated one.
Since both average and maximum errors were im-
proved with the compensations, we can affirm that the
proposed method is valid and effective. These cases
of maximum errors are illustrated in Figure 7. In (a),
the case of maximum error with compensations is dis-
played. The point was chosen too close to the horizon
line, becoming very sensitive to noises and causing the
high error. However, for the same case, the method
without compensation failed to estimate the height.
In (b), the case of maximum error without compensa-
tion occurred when the camera estimated the object
height while climbing a slope. As presented in the
previous sections, pitch variations cause higher errors
comparing to yaw and roll, and a high error of 1.51
m was expected. Nevertheless, when the proposed
compensations were applied in the same data, the es-
timation error dropped to 0.56 m. Furthermore, the
distribution of σp,N , σy,N and σr,N in the experiments
(Figure 8) shows that even though the data was taken
on public roads, most of the pose variations were be-
low 0.01 rad: 98.8% of the σp,N , 76.6% of the σy,N
and 99.7% of the σr,N . We can observe that the er-
rors were higher for higher values of pitch variation
σp,N when no compensation was done, as expected
by Figure 4. Even though in average the compen-
sated and non-compensated methods had similar er-
rors (0.20 and 0.23 m), the difference of both errors
was higher for higher variations of σp,N , σy,N and σr,N .
During the experiments objects with distances further
than 20 m were used, what was enough to cause more
than 5 m error according to Figure 4. Since the ob-
tained errors were below this expected ones, we can
affirm that the obtained results were satisfactory. Ex-
amples of cases with higher yaw variations are shown
in the Appendix section. We can observe a signifi-
cant difference of the proposed method in terms of
number of successful height estimations. During the
experiments, the compensated method failed to esti-
mate height 65 times, while the non-compensated one
failed 283 times (4 times more). Such failures require
further analysis in future work, but the effectiveness
of the proposed compensations became clear.

Although this work relied on VO, it didn’t focus on
improving its accuracy. However, we estimated that
the applied VO had around 13% error per frame and
influenced directly the results, what means that the
proposed method becomes more accurate with the im-
provement of VO itself. Such VO errors led to wrong
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estimation of camera pose, generating higher height
estimation errors and examples are shown in the Ap-
pendix section. Even though the proposed method
improved the average and maximum error of the esti-
mated heights, some limitations still exist. The small
camera pose variation per frame suggests that further
evaluation with higher variations is necessary, by for
example, increasing the moving body’s velocity and
analyzing the relation between camera frame rate and
obtained height estimation errors. Finally, the experi-
ments made evident another necessary correction: we
considered angular variations (rotation) during the
proposed compensations, however translations in Y
also occurred. According to the FSM, such transla-
tions change the camera height H and must be con-
sidered when computing the distance to objects. We
believe that this consideration can further increase the
accuracy of our height estimation method.
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Figure 8: Distribution of the pose variation detected
in the used data.

6 Conclusions and Future Work

A novel method of monocular height estimation with
3DOF compensation of roll, pitch and yaw variations
was proposed. The method can estimate height of ob-
jects with only two frames of a monocular camera. Ex-
periments outdoors with the KITTI benchmark data
(4997 frames and 436 objects) resulted in improved
accuracy of the estimated heights from a maximum
error of 1.51 m to 1.12 m and reduced number of esti-
mation failures by 4 times, proving the validity and ef-
fectiveness of the proposed method. This method can
be enhanced by improving monocular visual odom-
etry techniques and considering translational varia-
tions of the camera during height estimation. Further
investigation about influences of frame rate, moving
velocity and robustness are planned in the future.
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Appendices

In this section, we provide further details of the exper-
imental conditions and examples of compensations.

A Experimental Conditions

We further explain the experimental conditions
adopted in the paper. The experiments were con-
ducted according to Figure 9. The algorithm exe-
cuted VO automatically for each frame (a), which
were shifted manually by a human operator. Among
all the extracted feature points, the operator chose
with the mouse any point on a desired object (b).
Here, since the FSM has geometrical restrictions, only
points below the horizon (approximately in v = V

2 )
were chosen. The chosen point (in red) was tracked
over the frames until the last frame possible (c), and
its height and ground truth were computed and stored
in each frame. The estimated position, stored data and
extracted points of the current object were reseted af-
ter the heights were estimated (d) and the process re-
peated for all used data.

a) Visual odometry only (frame 1) 

b) Start of height estimation (frame 2) 

c) End of height estimation (frame N-1) 

d) Reset (frame N) 

input 

ground region 

u 

v 

Figure 9: Adopted sequence to estimate the height of
an object during the experiments.

First, all estimated heights and relevant data were
saved and later verified for validity. Frames whose
ground region contained few or no features (due to
light conditions for example) or had a moving object
were considered invalid (Figure 10). Tracking was
also verified (Figure 11). Although we needed only
two frames per estimation, we focused on features
consistent in many frames (a minimum of 3 estima-
tions per object). Thus, in case the tracking failed
before the fourth frame, that object and estimations
were considered invalid. If the tracking failed af-
ter the fourth frame, only the estimations before that
were considered valid.

dark region (few/none 

extracted features) 

interference from a 

moving object 

Figure 10: Examples of frames considered invalid:
dark regions (right) and moving object (left).

frame N-1 frame N (error) 

drift 

Figure 11: Example of tracked feature considered in-
valid.

We adopted as ground truth the height from the
velodyne. The necessary information for converting
the camera-velodyne coordinates were also provided
by the KITTI. Due to limitations of the sensor resolu-
tion, we chose as ground truth the closest pixel with
available velodyne data. This search was also auto-
matically done by the algorithm in each frame. How-
ever, since the velodyne fails in some situations, we
also computed the height by the disparity from the
left and right images of the camera, using Semi Global
Block Matching [19] in OpenCV. For each point cho-
sen by the operator, its corresponding velodyne data
was recorded. Since the camera was moving forward
and approaching the object, we considered that the
depth from the velodyne to the object on the next
frame should become smaller than the one in the pre-
vious frame. In case it wasn’t, we considered that the
height estimated by the velodyne was also not consis-
tent, and the one calculated by the stereo camera was
used instead (Figure 12). In case both depths from the
sensors were not smaller than the previous one, then
the current estimation and frame were considered in-
valid. Since we considered the initial frame of each
object as reference, variations in Y of the camera itself
were also compensated when computing the ground
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truth.
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frame 
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height 

Stereo Velodyne Ground truth 

correction 

[m] 

Figure 12: Example of adopted ground truth and cor-
rection. Data from the stereo camera was used when
the velodyne data was considered inconsistent.

B Further Examples of Compensa-
tions

Even though there were few occurrences of yaw vari-
ations higher than 0.01 rad per frame during the ex-
periments, we can further observe the benefits of the
compensations in the example in Figure 13, which ex-
emplifies the estimated heights during a curve. In the
first frames, the camera was mostly moving forward
so that εN was small for both compensated and not
compensated cases. When the yaw variation started to
increase the errors also increased. However, in frame
10 we can see εN decreasing to a minimum due to the
decrease of φy,N , increasing again when φy,N started
increasing, as foreseen by Figure 4.

Figure 14 presents other examples of compensa-
tion. The cases in Figure 14 (iii) to (vi) had smaller
average errors per frame after the compensations. On
the other hand, even though the proposed method im-

proved the average and maximum error of the esti-
mated heights, some limitations as in Figure 14 (i) and
(ii) still exist. We believe that such errors were caused
by the errors of the adopted VO itself (13 % error) and
improvements will be further investigated in future
work.

0

0.25

0.5

0 5 10 15 20

frame 1 frame 5 

frame 10 frame 15 

frame 

N [m] 

compensated 

not compensated 

Figure 13: Example of yaw compensation.

294.8 mm 257.7 mm (i) (ii) 

(iii) (iv) 

(v) (vi) 

111.3 mm 83.4 mm 

8.8 mm 197.3 mm 216.3 mm 279.0 mm 

226.2 mm 294.4 mm 7.1 mm 106.5 mm 

Figure 14: Examples of objects and average εN per
frame. The numbers in blue (right) are the non-
compensated cases and the numbers in red (left) are
the compensated ones.
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 The For the last three decades, end-to-end computing paradigms, such as MPI (Message 
Passing Interface), RPC (Remote Procedure Call) and RMI (Remote Method Invocation), 
have been the de facto paradigms for distributed and parallel programming. Despite of the 
successes, applications built using these paradigms suffer due to the proportionality factor 
of crash in the application with its size. Checkpoint/restore and backup/recovery are the 
only means to save otherwise lost critical information. The scalability dilemma is such a 
practical challenge that the probability of the data losses increases as the application scales 
in size. The theoretical significance of this practical challenge is that it undermines the 
fundamental structure of the scientific discovery process and mission critical services in 
production today. 
In 1997, the direct use of end-to-end reference model in distributed programming was 
recognized as a fallacy. The scalability dilemma was predicted. However, this voice was 
overrun by the passage of time. Today, the rapidly growing digitized data demands solving 
the increasingly critical scalability challenges. Computing architecture scalability, 
although loosely defined, is now the front and center of large-scale computing efforts. 
Constrained only by the economic law of diminishing returns, this paper proposes a narrow 
definition of a Scalable Computing Service (SCS). Three scalability tests are also proposed 
in order to distinguish service architecture flaws from poor application programming. 
Scalable data intensive service requires additional treatments. Thus, the data storage is 
assumed reliable in this paper. A single-sided Statistic Multiplexed Computing (SMC) 
paradigm is proposed. A UVR (Unidirectional Virtual Ring) SMC architecture is examined 
under SCS tests. SMC was designed to circumvent the well-known impossibility of end-to-
end paradigms. It relies on the proven statistic multiplexing principle to deliver reliable 
service using faulty components as the infrastructure expands or contracts. 
To demonstrate the feasibility of such a theoretical SCS, an organized suite of experiments 
were conducted comparing two SMC prototypes against MPI (Message Passing Interface) 
using a naive dense matrix multiplication application. Consistently better SMC 
performance results are reported. 

Keywords:  
Extreme Scale Computing 
Statistic Multiplexed Computing 

 

1. Introduction 

For the last three decades, end-to-end computing has been the 
de facto paradigm for distributed and parallel programming. MPI 
(Message Passing Interface), RPC (Remote Procedure Call), 
OpenMP (share memory) and RMI (Remote Method Invocation) 
are all end-to-end programming paradigms. A myth persisted 
since the 1990’s that while the data communication community is 
well served by the end-to-end paradigm, in 1997, direct use of the 
end-to-end protocol in distributed computing was cited as a 
fallacy [1]. The computing service scalability dilemma was 
predicted. 

A reexamination of the 1993 proof of the impossibility of 
implementing reliable communication in the face of crashes [2] 
exposed the root cause of the alleged fallacy: the robust 
communication protocols are ineffective when either the sender 
or the receiver in the end-to-end communication could crash 
arbitrarily. No error detection and recovery methods can reverse 
this impossibility. 

Direct use of end-to-end reference model in computing 
applications leaves massively many potential end-point crashes 
when the application runs (Figure 1). Although the probability of 
each end-point crash is very small, the growth in application size 
(thus the processing infrastructure) is guaranteed to increase the 
planned and unplanned service down times and data loss 
probabilities. The reproducibility of a large scale application 
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(service) becomes increasingly more difficult [3]. These risks are 
tolerable when the computing clusters are small. They have 
become increasingly unbearable as the computing services facing 
increasingly expanding loads. 

Incidentally, reliable communication is possible using faulty 
components. This was also proved in early 1980’s [4]. There are 
three assumptions in the proof: a) all data packets must decoupled 
from transmission devices, b) both the sender and the receiver 
must be reliable, and c) there are infinite supplies of resources. In 
literature, this is often called the “best effort" service. 
Theoretically, the best effort communication guarantees 100% 
reliability as long as the infrastructure affords the minimal 
survivable resource set at the time of needs. This was the 
theoretical basis of the OSI (Open System Interconnection) 
reference model [5]. 

It then follows that the “best effort" computing should also 
be possible by removing the reliable receiver assumption in the 
basic program-program communication protocols. In other words, 
while it is reasonable for a data communication application to 
assume reliable sender and receiver at the time of need, it is not 
reasonable to assume reliable receivers in any clustered 
computing services, since the growing service infrastructure will 
make it increasingly unlikely. 

This has led to the design of a single-sided parallel computing 
paradigm. The new paradigm must multiplex all resources or the 
application fault tolerance is not attainable (Figure 2). This 
framework is called Statistic Multiplexed Computing (SMC) or 
Stateless Parallel Processing. Today, as the single processor speed 
approaches to a plateau, it seems that unconstrained clustered 
computing is the only likely future computing architecture. No 
single big-CPU machine, even if quantum class machines, would 
be able to meet the exponentially growing data processing needs. 

This paper is organized as follows. Section 2 introduces the 
assumptions and a narrow definition of a Scalable Computing 
Service (SCS). It also includes three “Reproducible Architecture 
Tests” as the necessary and sufficient conditions for SCS. In this 
paper, the data storage is considered stable and lossless. Data 
intensive SCS will need additional requirements. A single-sided 
Statistic Multiplexed Computing (SMC) architecture is presented. 
Section 3 provides a high level examination of the single-sided 
SMC or Stateless Parallel Processing (SPP) paradigm using the 
proposed scalability tests.  Section 4 illustrates the need for 
granularity tuning for optimal parallel processing. Section 5 
evaluates MPI, Hadoop, Spark and two SMC prototypes: Synergy 
(SPP) and AnkaCom (SMC) using the scalability tests. Section 6 
documents the experiment design and objectives. Section 7 
reports the computational results. Section 8 contains the summary. 

2. Assumption, Definition and Tests 

Scalability is the capability of a system to handle a growing 
amount of work. It is well understood in an economic context, 
where a company's scalability undermines the potentials economic 
growth of the company. Since the future societal economic growth 
depends on all available computing services, the importance of the 
computing service scalability is self-evident. 

The economic law of diminishing returns states that in all 
productive processes, adding more of one factor of production, 
while holding all others constant, will at some point yield lower 
incremental per-unit returns. Parallel computing using multiple 
processors and networks obey the same law. 

There are many possible dimensions in scalability measures. 
For compute intensive services, assuming infinite supplies of 
processors and networks, the scalable computing research 
challenge is to devise a computing service architecture that can 
scale indefinitely in order to meet the growing demands. The 
Internet and SMP (Symmetric Multiprocessing) systems are such 
service architectures. Delivering robust service for growing 
demands, however, has met the seemingly insurmountable 
challenge of the scalability dilemma. The infinite resource 
assumption was rooted in practice. This assumption also makes the 
theoretical discussions possible. 

The dependency on reliable processors and networks for 
delivering reliable service is the root cause of the scalability 
dilemma. Since electronic components can suffer random failures, 
a robust computing architecture must be able to exploit all useable 
components at the time of need. Thus the infinite resource 
assumption can be translated into the minimal survivable resource 
set assumption in practice. That is, all discussions on scalable 
performance, reliability and service quality are based on the 
assumption that the processing architecture affords the ``minimal 
survivable resource set" at the time of need. The architecture 
design challenge is to build a mechanical structure capable of 
leveraging all available resources at the time of need without 
reprogramming the application. 

In this paper, we also assume that the storage is reliable. Data 
intensive SCS requires additional treatments following the same 
principles [6]. 

Definition: A Scalable Computing Service (SCS) is a 
computing service that allows unlimited infrastructure expansion 
without reliability and service quality degradation. Application 
performance should subject to the same definition until the law of 
diminishing returns applies. 

Parallel applications are the integral parts of the scientific 
discovery processes. It is thus important to ensure that extreme 
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scale service architecture does not hinder the scientific discovery 
process. The service reproducibility requirement is implied. 
Further, it would be difficult to distinguish a computing 
architecture design flaw from a poorly composed non-scalable 
application (crossing the point of diminishing returns 
prematurely), the following reproducible SCS tests are proposed: 

a. Share-nothing Test. No processors or networks can 
be assumed reliable while still delivering full range of 
services. Not passing this test breaks the scalable 
reliability definition. 

b. Sublinear Cost Test. The runtime management 
overhead should be bound within a sublinear factor 
with regard to the infrastructure size. Failing this test 
means diminishing benefits when the application up-
scales. It breaks the scalable performance definition. 

c. Reproducible Node Test. Each node in the 
architecture must be able to reproduce identical 
semantically acceptable results given identical inputs. 
These include both deterministic and non-
deterministic programs. Failing this test will break the 
service quality definition. 

Test (a) requires a single-sided programming paradigm (such 
as Figure 2) and a multiplexing runtime architecture. Tests (a) and 
(b) are the necessary and sufficient conditions for SCS. Tests (a), 
(b) and (c) are the necessary and sufficient conditions for a 
reproducible SCS, since the infrastructure ensures reliable services 
in any scale using faulty components. 

All modern computers running reasonable software can pass 
the Reproducible Node Test. The Share-nothing and Sublinear 
Cost Tests are more difficult. 

Services built using the end-to-end reference model fail the 
Share-nothing Test. The end-to-end reference model requires 
explicit receiver addresses in an IP-addressable network. This 
seemingly innocent requirement causes the entire application to 
depend on the reliability of all processors and networks. This is the 
root cause of the scalability dilemma [1]. 

The following computing systems can pass the Share-nothing 
Test: a)  Dataflow machines [7], b) Tuple Space machines  [8], and 
c) services by Content Addressable Networks [9]. Similarly, the 
search engines and SMP (Symmetric Multiprocessing) systems 
also qualify. These systems have two common features: a) API 
(Application Programming Interface) has no fixed destination 
(single-sided), and b) every task can be processed by any 
processing elements. 

Dataflow and Tuple Space machines are elegant automated 
parallel systems but suffer the poor performance stigma. Content 
Addressable Networks are designed for the next-generation 
Internet services. It is not typically used for parallel computing. 
Search engines and SMP systems are designed to service multiple 
clients effectively. They are ineffective for solving the single 
application's scalability dilemma. 

However, putting these systems together brought a unique 
opportunity: Stateless Parallel Processing (SPP) or Statistic 
Multiplexed Computing (SMC) [10]-[15]. Specifically, it is 
possible to build a “Service Content Addressable Network” using 
the Tuple Space semantics and dataflow principle thus making the 
“best effort computing"  practical. 

Figure 3 illustrates such a multiplexing computing service 
under a UVR (Unidirectional Virtual Ring) architecture. 

3. Single-sided Statistic Multiplexing 

Passing the Share-nothing Test for a computing architecture 
requires the absence of all component reliability assumptions 
(except for the storage for this paper). The service communication 
architecture must be capable of exploiting all possible network 
topologies. In  Figure  3, SW is a collection of network switches in 
any topology. Each node is a standalone computer with any 
number of cores, local memory, storage and multiple network 
interfaces. UVR (Unidirectional Virtual Ring) implements a 
Service Content Addressable Network (or Tuple Switching 
Network (TSN) [16]) using all available processing and 
networking components. This allows zero single point failures 
regardless the number of networks and processors for a given 
application. 

The UVR architecture ensures that except for the Master (the 
client of the parallel computing service), there is no need for 
explicit IP addresses for data exchanges. 

Unlike traditional parallel Masters, the SMC Master is part of 
UVR architecture in that it is responsible for tuple retransmission 
discipline and redundancy handling. Actual data exchanges are 
implemented using all available network links directly.  Services 
built using the TSN do not subject to the end-to-end impossibility. 
The high level UVR computing concept passes the Share-nothing 
Test. The “best effort computing" idea could become feasible, if 
the implementation also passes the same test. 

Once the application runs, the dataflow semantics allow the 
computing infrastructure to automatically form SIMD (Single 
Instruction Multiple Data), MIMD (Multiple Instruction Multiple 
Data) and pipeline clusters at runtime. These effects are identical 
to early dataflow machines [7]. 

However, passing the Sublinear Cost Test needs more work. 
On the surface, it seems impossible to traverse P nodes paying less 
than linear traversal cost. However, k-order multicast can cut the 
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UVR traversal complexity to O(lgkP) [17]. Further, once a tuple is 
matched against its processor, actual data exchange will be done 
directly. Imposing an order on the tuple values can further force 
the tuple matching overheads to O(1) using the ideas from 
Consistent Hashing [18]. For practical applications, the one-time 
O(lgkP) traversal cost seems reasonable for deploying millions of 
nodes. 

4. Single-sided Statistic Multiplexing 

All compute intensive applications are typically partitioned 
into parallel tasks that can be processed using SIMD, MIMD and 
pipeline parallelisms. Since data exchange costs time, the partition 
size or processing granularity determines the ultimately 
deliverable performance by the service architecture. The best 
performance is delivered when all tasks terminate at the exactly the 
same time. A small granularity allows for higher concurrency but 
at the expense of higher data exchange costs. A bigger granularity 
risks lower concurrency and longer synchronization times due to 
differences in processing capabilities. The optimal granularity 
delivers the best possible parallel performance for the application 
running on a given processing environment. 

The optimal processing granularity (G) of an application 
defines the Termination Time Equilibrium [19], [20] for that 
application. Finding the optimal G will allow the SMC 
applications to overcome the poor performance stigma of earlier 
dataflow and Tuple Space machines. 

The principle of finding the optimal G is analogous to the use 
of Snell's Law for solving the  Brachistochrone problem in physics 
and mathematics [21]. Figure 4 illustrates that the solution to the 
fastest descent under the influence of uniform gravitational field 

and friction-less surfaces is not the straight line that connects the 
source and the destination, but the Brachistochrone curve that 
optimizes the gravitational and normal forces. It is a cycloid. Using 
fixed application partitioning is like the straight line (which 
happened to be the slowest descent).  The astonishing feature of 
the Brachistochrone curve is that it is also called “Tautochrone" 
that regardless where you start on the curve, all will reach the 
destination at the same time. In parallel processing, the 
Brachistochrone curve represents the optimal G's where the overall 
computing time equals to the overall data exchange time. As will 
be shown, if we tune G carefully, there are indeed multiple optimal 
G’s (modulated under a communication overhead curve) for every 
compute intensive kernel [19]. 

Further, the optimal G is only discoverable without 
reprogramming under the single-sided paradigms. For end-to-end 
computing programs, unless the task distribution is pooled [22] or 

using the single-sided “scatter_v” call in MPI, once compiled, 
changing processing granularity requires reprogramming. 

Other single-sided systems include Hadoop [23] and Spark 
[24]. They have demonstrated substantially better reliability and 
performance than similar end-to-end distributed computing 
systems. But performance against bare metal HPC  programs have 
not being rigorously investigated. 

The remaining of this paper reports computation experiments 
comparing two SMC prototypes: Synergy and AnkaCom against 
MPI (Message Passing Interface). The Brachistochrone effects are 
also demonstrated. 

5. Computing Service Architectures and Scalability Tests 

The MPI parallel processing architecture is embedded in its 
application programs. The (node) operating systems are 
responsible for the basic data communication and task execution 
functions, the programmer has explicit controls of the parallel 
machines. The explicit end-point requirement makes it impossible 
to pass the share-nothing test. Even with a “task pool" 
implementation, unless the implementation is completely 
distributed, thus forming a “application content addressable 
network", passing the share-nothing test remains negative. 

The Hadoop system uses the single-sided <key, value> API 
(Application Programming Interface) for reliable large scale 
distributed processing. It can pass the share-nothing test at the 
concept level. Unfortunately, it fails the same test at the 
implementation level due to the use of the RPC (Remote Procedure 
Call) protocol. This results in the “single namenode 
architecture”. The “namenode” is the single-point failure of the 
entire system. However, even though Hadoop cannot pass the 
Share-nothing Test, its single-sided API allowed much better 
runtime fault tolerance than other systems. Many very large scale 
successful experiments are completed within the 100M file design 
limitation. 

The Spark system relies on the Hadoop File System (HDFS) 
but leverages high speed in-memory processing. It's scalability test 
is identical to Hadoop. 

The Ethereum project [25] is a decentralized distributed 
computing platform that runs smart contracts: applications that run 
exactly as programmed without any possibility of downtime, 
censorship, fraud or third party interference. It can pass the share-
nothing test easily. These applications run on a custom built 
blockchain, a shared global infrastructure that can move value 
around and represent the ownership of property. This enables 
developers to create markets, store registries of debts or promises, 
move funds in accordance with instructions given long in the past 
(like a will or a futures contract) and many other things that have 
not been invented yet, all without a middle man or counterparty 
risk. However, its Blockchain implementation cannot pass the 
Sublinear Cost Test due to linear overhead increases when the 
chain expands. 

The Synergy system is also a distributed parallel computing 
system that uses named Tuple Space Servers to simulate the TSN. 
Although it can pass the Share-noting Test at the concept level, the 
actual implementation fails the test due to the use of the named 
Tuple Space Servers with fixed IP addresses [9]. 

The AnkaCom system [26] is a fully distributed peer-to-peer 
TSN implementation. It can pass the share-nothing test at the 
concept level and the implementation level. The fundamental 
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departure point of the AnkaCom implementation from others is the 
absence of the single-ACK/NAK assumption as compared to the 
RPC protocol. It can also pass the Sublinear cost test by 
implementing the one-time O(lgkP) UVR traversal protocol.  

6. Experiment Design 

Matrix multiplication is frequently used in scientific 
simulations and engineering applications. Dense matrix 
multiplication has high computing and communication 
requirements that can saturate resources quickly. It is selected as 
the benchmark for this study. Matrix multiplication is a “regular" 
parallel applications that fixed application partition seems 
reasonable for using a dedicated cluster of bare metal processors. 
The MPI parallel matrix multiplication program is implemented in 
C. It is optimized for locality for the three nested (i,j,k) loops. The 
Synergy program is also implemented in C and similarly 
optimized. The AnkaCom program is implemented in Java. The 
loop order is also optimized. 

The MPI and Synergy runtime systems are implemented in C. 
The AnkaCom runtime is implemented in Java. 

The computing platforms include the NSF (National Science 
Foundation) Chameleon bare metal cluster [27] at TACC (Texas 
Advanced Computing Center) and the owlsnest.hpc.temple.edu 
traditional bare metal cluster [28] at Temple University. The 
benchmark application is a naive dense square matrix 
multiplication application. The SMC prototypes are Synergy 3.0+ 
and AnkaCom 1.0. OpenMPI versions 1.4.4 and 1.10.0 are used in 
the experiments. 

• Owlsnest cluster has multiple IB (Infiniband) support. 
The Chameleon cluster only has single IB support at 
the time of experiments.} 

• The Chameleon and Owlenest bare metal clusters 
have same number of cores (48) and sufficient 
memory for many-core experiments (256 GB for 
Chameleon) per node and (543GB for Owlsnest).  

The Synergy implementation will only sustain to a small 
number of cores before saturating the single-threaded Tuple Space 
server. Thus, every test using large number of cores is also a sense 
of reliability test of the UVR concept. 

The AnkaCom implementation will sustain to any number of 
nodes and cores due to the implementation of distributed TSN. The 
Java runtime overheads should be much higher than the C-MPI 
combination. For AnkaCom, the IB support comes from the built-
in Java library. The C-MPI implementation has a custom IB driver. 

There are three groups of experiments: 

• Single-Node Single-Core. This group of tests 
examines the runtime’s ability to leverage multiple 
hardware components in parallel by overlapping 
single-core computing, communication and disk 
activities. 

• Single-Node Multiple-Core. This group of tests 
examines the parallel runtime system’s ability to use 
up to 48 cores concurrently in addition to other 
communication and storage components. 

• Multiple-Node Multiple-Core. This group of tests 
examines the parallel runtime system’s ability to 
harness multiple multicore nodes effectively. In this 

study, we used twenty 12 core nodes on Owlsnest with 
dual IB support. 

The single-sided API affords SMC applications a flexible 
parallel task pooling capability that is not supported by direct 
message passing systems such as MPI. The SMC workers can be 
programmed to compute for tasks of different sizes without re-
programming. In contrast, the MPI applications rely on fixed N/P 
partitioning.  

7. Computational Results 

7.1. Single-Node Single-Core Results 

. The Java compiler does not have an optimization option. 

 
The baseline experiment is provided by a sequential C-program 

running on a single core. Figure 6 shows the results in GLOPS on 
Owlenest running matrix of sizes 1000 - 6000. 

The significance of the Figure 5 curve is that it depicts the 
typical “Cache, Memory, Swap and Die" (CMSD) single core 
performance behavior. Understanding this behavior enables 
further quantitative application scalability analysis [19]. 

A partitioned parallel program running on a single node with a 
single core will exhibit different behavior than a sequential 
program running in the same environment. The partitioned 
programs can exploit hidden concurrencies even in the single node 
single core environment. Figure 6 reports the single-core single 
worker tests for both MPI and Synergy against the sequential 
program (in yellow). Due to the restriction of end-to-end 
communication, the MPI (Open MPI 1.4.4) program was not able 
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to compete against the sequential code in different matrix sizes 
(1000-6000) consistently. The Chameleon results are similar.  

7.2. Single-Node Multiple-Core Results 

Single node multi-core is best suited for MPI and Synergy 
architectures since the inter-program data exchanges can be very 
fast. Figure 7 reports the granularity tuning results for MPI and 
Synergy on Chameleon for N=9000, P=45 (factor of 9000). In 
Figure 7, the optimal granularity sizes are: 11, 22, and 33. The 
relationship between these sizes are given by the volatility power 
indices of the 45 cores at their peaks: 303, 409, and 818 [20]. At 
these optimal points, the synchronization overhead is near zero 
(note the Brachistochrone analogy). Further quantitative 
scalability analysis becomes possible using the optimized 
performance and simpler time complexity models [20]. The MPI 
(Open MPI 1.10.0) on Centos 7 delivered consistently worse 
performance than the worst tuned Synergy performance 
(5.1GFLOPS). 

Figure 8 reports a broader range of tests for different matrix 
sizes without granularity tuning (G=20 fixed). Synergy still 
outperforms MPI when the matrix size exceeds 3,200. These 
results are consistent with Figure 6: the bigger the problem sizes, 
the better the Synergy performance. 

 

 

 

 

 

 

 

 

 

7.3. Multiple-Node Multiple-Core Results 

 the granularity tuning effects in the 

multi-node multi-core environment. The Brachistochrone effects 
are shown again by the multiple optimal synchronization times at 
specific granularity points. These points are modulated by the 
increasing communication overheads (left to the optimal 
granularity  (70) and increasing synchronization (waiting) time 
(right to the optimal point 70).  

 
Figure 10 reports AnakaCom performances against MPI using 

120 cores. 

AnkaCom implements multi-threaded distributed Tuple Space 
daemons following the UVR architecture. As discussed, this 
effectively decouples application programs and data completely 
from processors and networks. Each distributed Tuple Space 
server can replicate its contents elsewhere (R > 0). In this reported 
experiment, R = 1. This means that each tuple is replicated with 1 
copy elsewhere. This experiment was designed to reveal the effects 
of  “diminishing of return" as well as the power of granularity 
tuning. 
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Each AnkaCom run is optimized by picking the best 
performing granularity through multiple runs. The recorded MPI 
run is the best of three runs with identical task size $N/P$. 

Figure 10 shows consistently better AnkaCom performances 
over MPI. The performance differences grew bigger as the number 
of cores increased. The MPI performance started to trend down at 
P=108 while AnkaCom kept strong for yet another 12 more cores 
until the end where N/P became merely 75 (9000/120). Note that 
the Intel XEON clock cycle is 2.2GHZ. The 75 rows (9000 
columns) of dot-products seems the break-even point for sustained 
performance of this particular application. After this point, both 
MPI and AnkaCom’s communication overheads took over. This 
was a demonstration of the economic law of “diminishing return". 

The C-MPI runs are via the “mpirun –np X -mca btl ib” option 
triggering the use of custom Infiniband driver. The AnkaCom 
Infiniband support is by the standard Java library. 

8. Summary 

Solving the scalability dilemma is of primary importance for 
developing robust computing services. End-to-end computing 
paradigms are suitable for small scale data processing needs. In the 
era of big data, with the Moore’s Law approaching its end, extreme 
scale clustered computing is the only possible path for the future 
internet-scaled computing. The prior large scale HPC experiments  
uncovered the scalability dilemma, energy efficiency and 
reproducibility challenges in delivering robust computing services. 
It is time to eliminate the known fallacy in the making of 
distributed computing services. 

According to the impossibility theory [2] and the possibility of 
delivering reliable service using faulty components [4], addressing 
the scalability challenges requires a paradigm shift: from IP-
addressable programming to content addressable programming. 
This paper reports a single-sided Statistic Multiplexed Computing 
(SMC) paradigm in order to circumvent the impossibility and to 
fully leverage the possibility of statistic multiplexing. A narrow 
Scalable Computing Service definition and three reproducible 
scalable service tests are proposed. MPI, Hadoop, Spark, Synergy 
and AnkaCom are all examined using the same scalability tests. 

In order to gain a sense of deliverable performance and 
reliability of the proposed service architecture in multi-node and 
multi-core environments, computational experiments are 
conducted in three groups: single node and single core, single node 
multiple core and multiple node and multiple core. The single-
node single-core group provides the baseline for performance 
comparisons. 

The computational results revealed the following: 

• Low communication overhead is not a necessary 
condition for the optimized parallel performance. 
Figures 2-9 demonstrated overwhelmingly that 
parallel performance optimization by tuning the 
processing granularity can easily out-perform the low 
overhead MPI implementation.  

• The choice of fixed N/P partition for MPI was 
deliberate. It is possible to build a task-pool layer in 
MPI or use single-sided “scatter_v" to allow dynamic 
granularity tuning without reprogramming. There will 
be significant implementation challenges considering 
passing the Share-nothing and Sublinear Cost Tests. 

However, when the problem size, the number of 
processors and the dynamic runtime load distribution 
happen to hit the “sweat-spot" (the fixed granularity 
is the optimal for the given runtime dynamics), MPI 
program will out-perform Synergy and AnkaCom. 

• Both Synergy and AknaCom were running with built-
in fault tolerance. Including checkpoints in the MPI 
program will push the performance to be much worse 
than reported. 

The application reliability of the single-sided paradigm was 
also tested. Connection failures did occur during Synergy 48 core 
tests. The prototype SMC protocols worked flawlessly allowing all 
tests to complete without any check pointing. 

The single-sided SMC application demonstrated consistently 
better performance in all experiments. Since SMC applications are 
natively protected by the TSN, the SMC application’s performance 
and reliability have far exceeded the end-to-end computing MPI 
programs. 

The SMC principle is also applicable for transactional and 
storage services [5]. Solving the data intensive SCS problem 
requires a solution to the CAP Theorem [29]. 

This paper tries to convince the reader that the robust service 
scalability dilemma of distributed and parallel computing  is 
indeed solvable. The proposed single-sided SMC paradigm is a 
feasible solution for delivering efficient and robust computing 
services using faulty components. Correct implementation of the 
Statistic Multiplexed Computing principle ensures the reliability 
of large scale distributed services. Extracting the optimal 
processing performance is similar to finding the Brachistochrone 
curve in physics and mathematics. The SMC goal of building non-
stoppable services is similar to the Etherem project [25]. The 
implementation of SMC paradigm, however, can promises high 
information security without linearly increasing overheads. 

In addition to extreme scale parallel computing, the single-
sided SMC service architecture is also suited for mission critical 
applications. It promises true non-stop computing service as long 
as the infrastructure affords the minimal survivable resource set, a 
task that can be automated completely in practice. This 
development will impact all existing mission critical distributed 
and parallel services. These include Enterprise Service Buses 
(ESB), mission critical transaction processes, mission critical 
storage systems, smart grid controllers and software defined 
network (SDN) control plane implementations. Finally, the use of 
service content addressable network for mission critical services 
makes all IP-based cyberattacks, such as DDOS (Distributed 
Denial of Service), ineffective. These developments will redefine 
the state of the Internet. 
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 Computer programming course that utilizes languages such as C/C++ is always packed 
with dreary syntax details that consume most of the students’ learning time to obtain 
‘grammatically’ correct source code. Consequently, it is difficult for most of the students to 
apply the theory they have learned in a real life context. Thus, this project proposed a 
hardware based learning approach for C programming curriculum and reports the 
effectiveness of using microcontroller board named FRDM-KL05Z to assist teaching and 
learning activities. The USB-powered microcontroller board is very easy to use and is 
programmable using C programming language. Students will have the opportunity to learn 
selection statement with real sensors, touse repetition statement to blink LEDs and utilizing 
function as well as structure to control actual input and output peripherals. In general we 
evaluated the students’ response in five criteria namely the students attributes, lecturer’s 
profile, implementation, facilities and students’ understanding. From the survey, the results 
in exit survey are higher compared to entrance survey for all criteria. This shows that the 
students are satisfied with the implementation of the module which has increased their 
understanding in learning C Programming. 
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1. Introduction 

Many educators realize the urgency of education reform to 
respond to the current needs and future trends of the society. The 
urge of re-engineering the curriculum is needed for new 
approaches in designing the curriculum and active learning 
methods for encouraging students to be more creative. Responding 
to these calls for education reform, this study was conducted as an 
extension of work originally presented in IEEE 8th International 
Conference on Engineering Education (ICEED2016) [1]. Project-
based learning (PBL) and “learning by doing”approach have been 
recognized as one of the effective means for students to obtain the 
problem-solving capability [2-3].  

Another method in learning approach for engineering students 
is embedded system education. Teaching embedded system design 
is a challenging undertaking because a teacher cannot assume that 
all students enrolled in a class have solid prerequisite knowledge 
across all these areas. To speed up the learning process and 

motivate students to learn actively, the project-based learning 
approach [4-7] is applied in this embedded system design 
laboratory. 

Introduction to the C programming is one of the basic elements 
in Electrical engineering course. The subject currently is offered in 
semester 2 [8], and it contains 7 chapters. Each chapter introduces 
the student with basic command of C programming to execute 
specific task such as compiling, linking, control flow statement, 
function and array [9]. The students will be evaluated based on the 
laboratory task which is only a computer-based laboratory, test that 
covers theoretical part of the syllabus and mini project. The main 
objective of the mini project is to gauge the understanding of 
students in the overall C programming course. 

C programming is one of the most important subjects in 
Electrical Engineering course. However, the process of teaching 
and learning a programming subject is not an easy task as stated 
by many studies [10]. Students were reportedly having problem in 
grasping this subject due to the complex nature of this subject. The 
development of a program involves similar step like any problem-
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solving task. The processes include definition of the problem, 
planning of the solution, coding the program, testing the program 
and documenting the program. Thus, the ability to execute the 
whole flow of the process is very critical for a student in mastering 
the subject well. 

Various methods in teaching and learning programming 
courses have been reported. As an example, several researchers 
have come with game-based digital learning for teaching C 
programming course [11-12]. Other method includes active 
learning by students, which may include in-class activities like 
peer learning, games and mnemonics [13-14]. A more advance 
approach as discussed in [15] described how LEGO Mindstorms 
robot was used as hands-on educational technology in teaching 
introductory programming courses. This proves that C 
programming is a complex subject and it requires creative way of 
delivering it to students. 

More recently, Conceive - Design - Implement – Operate 
(CDIO) initiative are gaining significant popularity among 
educators around the world [16]. Authors in [17-20] reformed their 
teaching approach in delivering C/C++ curriculum based on CDIO 
approach.CDIO concept emphasis on the knowledge development 
by integrating engineering skills such as team cooperation, 
problem solving, communication andknowledge-application 
ability of students in real-life context. Results indicated that such 
initiative can effectively improve the students’ ability to 
comprehend basic knowledge in programming and their 
applicationin engineering system analysis. 

Throughout this course, the main drawback that has been 
observed by the lecturer is that students having difficulty to 
implement the theoretical part of the subject into practical. This 
may be caused by lack of experimental design task exposure. 
Majority of the students do not have the skill to expand their 
learning of C programming after finishing this course. This 
situation can be seen in their final year project course (FYP) where 
most of the students will use microcontroller in their project and 
majority of them do not have the ability to apply the C 
programming knowledge to program the microcontroller to 
execute the desired task. Therefore, a module has been proposed 
to help the lecturer to resolve this situation. The module will be 
included in the students’ learning process throughout the semester 
and it does not change the main objective of the syllabus. This 
module will only be used as a tool to help the student to gain more 
knowledge and skill in C programming language.  

In fact, the microcontrollers are commonly utilized in 
numerous industrial applications such as remote control devices, 
office machines, electrical gadgets, automobiles, motor control 
systems, robots and other industrial fields. For that reason, it is 
taught as an applied course at universities, especially in the 
departments such as engineering of electrical and electronics 
engineering. Freescale has designed the FRDM-KL05Z in 
collaboration with MBED for prototyping all sorts of devices, 
especially those requiring the size and price point offered by 
Cortex-M0+. It is packaged as a development board with 
connectors to break out to strip board and breadboard, and includes 
a built-in USB FLASH programmer. 

The aim of this study is to measure the effectiveness of the 
proposed module which is C programming based on embedded 
system approach, and the students’ perception of this course is also 
evaluated so that there will be more effective changes that can be 
made to this course to enhance the student’s ability in the real 
application after their graduate. 

2. Methodology 

In order to enhance the students’ understanding and interest in 
Introduction to C Programming (ECE126) subject, a one-day 
training module was conducted to expose them with the 
implementation of C-programming as shown in Figure 1.0. During 
the training, participants were given a set of training materials 
listed in Table 1.0 so as to boost students’ engagement throughout 
the session, harness their interest and motivate them to use the 
knowledge learnt in ECE126 curriculum in real-life context. A 
laptop was used to write a program code in C language. Next, the 
code was transferred to FRDM board and after that user will run 
the program from the board. The execution of the code was 
monitored using a smart phone application in real time via a 
Bluetooth connection.  

 
Figure 1:  Examples of a real-life implementation of C-programming 

Table I. List of training materials 

 
Figure 2 depicts the overall programming process carried out 

during the training session. Participants were taught to write a 
program code using a web-based MBED compiler. The software 
can be used to write and edit a program code using high-level 
languages such as C and C++. Next, a linking process was carried 
out in which the written code was linked to FRDM-KL05Z 
controller board or any hardware platform supported by the 
compiler. After that, the code was compiled and a binary machine 
code was generated should there be no syntax error. Next, the 
compiled code was transferred to the board via mass storage device 
(MSD) flash programming interface. Subsequently, a 
communication link between the FRDM board and a smart phone 
was established via HC05 Bluetooth module so that students can 
observe their program simply through their own smart phones.  

This approach is slightly different from the current practice 
where students were normally taught to create a console 
application that produced an executable file, which can only be 
used within the Windows environment [21]. 
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Figure 2: The programming process 

2.1 FRDM KL05Z controller board 

The FRDM-KL05Z microcontroller board depicted in Figure 3 
was used in this project. It is one of the ARM Mbed supported 
platform based on 32-bit ARM Cortex-M processor [21]. It is a 
powerful tool to build an embedded system from prototyping stage 
to mass production. One can also write their own software on top 
of the board’s operating system, Mbed OS, which offers an easy 
way of hardware control, interaction and integration with other 
tools. It offers convenient on-board sensors such as a touch sensor, 
an accelerometer and a Red-Yellow-Green (RGB) Light Emitting 
Diode (LED) that allow new users to practice and test their code 
without any need of additional hardware interface. 

 
Figure 3: The FRDM-KL05Z development board [22] 

2.2 Training Modules 

There were seven topics related to ECE126 subject that have 
been covered during the training session. They include selection 
statement, repetition, functions, arrays, pointer and structure. 
These topics were delivered in seven different modules utilizing 
the on-board peripherals such as the LED, accelerometer and touch 
sensor. The modules used during the training were listed in Table 
II. 

Table II. Training modules 

 
In the first module, the participants were taught to observe the 

execution of their program via smartphones using a Bluetooth 
serial application known as “BT Term” developed by Futaba Inc. 
A printf() statement was used to output a “hello world!” sentence 
via the Bluetooth application as depicted in Figure 4. 

 
Figure 4: Output from the BT Term application 

 Besides, the second, third and fourth module manipulate 
the behavior of the on-board RGB LED using several sets of 
program codes. Students were taught to apply their knowledge on 
the selection statement to decide on the activation of the LED. 
Other than that, repetition statements such as while, do-while and 
for were also employed to create replications of the LED action. 
Participants were also assigned to blink the LED, in which they 
need to determine the suitable increment, decrement or assignment 
operators. Besides, they also learnt how to use break and continue 
statement to stop the repetition or to skip some iteration within the 
loop structure. In addition, functions were also been used in 
module 4 so that the participants can create several set of LED 
actions according to their preferences. Figure 5 illustrates the use 
of function to activate the red LED upon receiving value from the 
user. The program indicates that if a user specifies an input value 
is equal to 1, the red LED will be activated while red LED will be 
deactivated if other input value is given. The response of the LED 
is shown in Figure 6.  

 
Figure 5: A function to control the red LED 
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Figure 6: LED OFF (left) and LED ON (right) 

Besides, one of the most important topic in C programming 
such as arrays were also been given much attention during the 
training session. It has always been useful to store information 
about certain things under a single variable name. For example, in 
module 5, students were taught to use such concept to store 
measured data obtained from the accelerometer sensor every one 
second into an array variable. Next, they can manipulate the 
content of each array to do additional action such as activating the 
LED if certain condition is met. This allows students to think, try 
and explore more about the concept as well as drawing connections 
between what have been taught and real-world contexts. 

Meanwhile, module 6 focuses on the workings of pointer 
variable, how to use them as well as the common mistakes faced 
by a programmer when dealing with it. In this exercise, pointer was 
used to access a memory location that contains user information. 
Participants were required to create a login interface that prompt 
user to input their login ID and password. The program will 
evaluate the input entered via the serial Bluetooth application 
before triggering the green LED if correct input is given and red 
LED if otherwise.  

The final module attempted to enlighten the participants about 
the basic concept of structure in C programming language and how 
it can be used to hold several information within the same category 
that share common attributes. Figure 7 demonstrates the use of 
structure concept to control the brightness of the LED. A structure 
with a tag named LED was declared in this context and three 
members named “bright”, “medium”, and “dim” were defined. 
The member attributes can be accessed by using “.” operator such 
as “RED.bright” which will provide the variable “LAMP” with 1.0 
value. 

 
Figure 7: Brightness control using structure 

In order to evaluate the approach’s acceptability and its effect 
on learning C programming within the training period, a statistical 
studies were carried before and after the training program. The 
results of the survey will be discussed in the following section. 

3. Results 

Figure 8 shows the bar graph descriptions for Criteria 1 to 
measure the students attribute towards C Programming subject. As 
shown in the figure, the mean scores for all questions in exit survey 
are higher compared to the entrance survey. The students 
responded that they have better programming skills and sufficient 

knowledge and understanding in C Programming after the module 
was implemented. 

From the survey, we also measured lecturer’s ability in 
teaching the subject from the students’ point of view and the 
statistic is depicted as in Figure 9 below. The mean scores in exit 
survey are higher than the entrance survey. Majority of the mean 
scores for all questions in this criteria are higher than 4.00. This 
indicates that the students felt that the lecturer is capable of 
teaching this subject. 

 
Figure 8: Criteria 1 Students Attributes 

 
Figure 9: Criteria 2 Lecturer’s Profile 

We also evaluated the effectiveness on how the lecturer 
implemented the module as shown in Figure 10 below. The mean 
scores for all questions are higher in exit survey than entrance 
survey, which are above 4.00. This shows that the students are 
satisfied with the implementation of the module. 

Other than that, the students gave positive response towards the 
facilities provided during the module session. Figure 11 below 
shows the statistic of the criteria. The mean scores for equipment 
space (mean = 4.13) and functionality (mean = 4.10) are higher in 
the exit survey compared to entrance survey. 
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Figure 10: Criteria 3 Implementation 

 
Figure 11: Criteria 4 Facilities 

The survey also tested the students understanding of the 
module as can be seen in Figure 12 below. From the figure, mostly 
students gave positive response that the module enhances their 
understanding of C Programming.  

 
Figure 12: Criteria 5 Students’ Understanding 

This research study was further extended to evaluate the 
students’ response reflecting the module execution and 
implementation. Figure 13 to 16 below depict the students’ 
responses regarding the overall module assessment.  

Figure 13 shows the bar graph for Criteria Motivation and 
Students’ interest toward the C Programming. The highest score 
from this criterion was ‘Agree’ for all three questions and this 
shows that they are motivated and interested in learning C 
Programming.  

 
Figure 13: Criteria Motivation and interest 

Figure 14 describes the difficulty of the course from the 
students response.  Majority of the students found that the course 
was quite challenging which they were struggling to understand 
and complete the task given.  

 
Figure 14: Criteria Difficulties 

Figure 15 displays the third criterion which measured the 
Expectancy for Success among the students. The results shows 
positive feedback from the students which they believe this course 
will improve their academic performance.  

Figure 16 depicts the students response on the implementation 
of the course. They found that this course was enjoyable and they 
highly recommend that the course should be more fun and 
interesting which interactive games can be integrated and real life 
application can be interfaced. 

 
Figure 15: Criteria Expectancy for success 
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Figure 16: Criteria Deliveries 

4. Conclusions 

This paper reports the effectiveness of the implementation of 
the C Programming module. In general we evaluated the students’ 
response in five criteria namely the students attributes, lecturer’s 
profile, implementation, facilities and students’ understanding. 
From the survey, the results in exit survey are higher compared to 
entrance survey for all criteria. This shows that the students are 
satisfied with the implementation of the module, which has 
increased their understanding in learning C Programming. 
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 A novel, modified square patch antenna with square open loop resonator slot, operating at 

5.5 GHz, for improved bandwidth performance is proposed in this article. A complementary 

square open loop resonator is introduced on the patch to enhance the bandwidth more than 

twice that of the conventional square patch antenna operating at the same frequency. A 

prototype of the antenna operating at 5.5 GHz is designed and fabricated. Results show 

that 2:1 VSWR bandwidth of the antenna is 7% whereas the conventional square patch 

antenna offers only 3% bandwidth. The proposed antenna has a compact size of 1.9 cm x 2 

cm. It offers a uniform gain of 4.25 dB and a directivity of 6.1 dB at the frequency of 

operation.   
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1. Introduction 

Owing to their small size, low cost/weight, conformability, and 

ease of manufacturing, microstrip patch antennas are chosen in 

many designs applied to standard mobile services and satellite 

systems [1-2]. However, the main barrier of considering these 

antenna types for a large range of applications is related to their 

limited bandwidth [3-5]. The ‘Long Term Evolution’ (LTE) and 

‘Long Term Evolution-Advanced’ (LTE-A) new standards for 4G, 

require large bandwidths (up to 200MHz) and it is expected, that 

newer standards will require even higher bandwidths [6-9]. In that 

respect, several techniques were discussed in the literature, for 

bandwidth improvement, including changing the feed type, 

stacking the patch, modifying the geometry of the patch, and 

changing the feed location [10-14]. Each method has its own trade-

offs, particularly involving the size of the antenna. The use of 

resonant slots for increasing the bandwidth was proposed in [1]. 

The resonant frequency of the slot could be chosen in such a way 

that its operating frequency is different than the resonant frequency 

of the conventional antenna. This leads to the staggering of two 

frequencies which, in turn, will increase the bandwidth 

significantly.  

This paper is an extension of work originally presented in the 

International Conference on Electronic Devices, Systems and 

Applications [15]. In this extended version, the design of novel 

square patch antenna with a complementary square open loop 

resonator (C-SOLR) is explained with the support of measurement 

results. A square patch antenna with and without C-SOLR is 

explained.  In the proposed design, C-SOLR utilizes proximity 

coupling. At first, a patch antenna without C-SOLR operating at 

5.5 GHz is designed. C-SOLR can reject the corresponding 

frequency enabling bandwidth enhancement. C-SOLR has been 

introduced on the patch without affecting the radiation 

characteristics of the antenna. The proposed antenna offers 400 

MHz, 2:1 VSWR bandwidth which is significantly higher than that 

of the bandwidth obtained by other techniques like changing the 

feed of the patch proposed in [2], [14].  The proposed antenna 

offers simulated directivity and gain of 6.1 dB and 4.25 dB 

respectively.  

The remaining sections of this article is organized as follows: 

Section II explains the design of C-SOLR antenna; Section III, 

presents simulation results followed by the measurement 

validation. Finally, the paper is concluded in Section IV.
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(a)          (b)                               (c) 

Figure 1: Geometry of the antenna and the classical loop resonator. a) antenna with C-SOLR. (All dimensions are in mm). b) Square open loop resonator (S-OLR), c) 
Complementary Square open loop resonator (C-SOLR)

2. Antenna Design 

The geometry of the proposed antenna is shown in Figure 1 (a). 

The substrate used is FR-4 with relative permittivity of 4.4, loss 

tangent of 0.02 and thickness of 1.6 mm. The proposed antenna is 

a square patch with a complementary square open loop resonator 

(Figure 1 (c)).  The square patch used in this design is the 

conventional square patch antenna. In order to achieve the 

broadband operation of the antenna, a resonating slot is introduced. 

Square open loop resonator (S-OLR) has been chosen here because 

of their compact size and ease of design [15]. S-OLR can resonate 

at half the frequency as that of the closed loop resonator with the 

same dimension. S-OLR are also considered as a microstrip line, 

loaded with folded open stubs at both ends. Figure 1(b) shows the 

structure of classical square open loop resonator (S-OLR). The 

fundamental resonance frequency f0 of S-OLR can be given by: 

𝑓0 =
𝑐

2(𝑃𝑎𝑣−𝑠)√𝜀𝑒𝑓𝑓
                 (1) 

In (1), Pav is the average perimeter, s is the gap between the 

open ends and εeff is the effective permittivity of the substrate [16]. 

Inspired by its compactness, we are introducing the ‘negative 

square open loop resonator’ which can also be called 

‘complementary square open loop resonator (C-SOLR) in analogy 

to the concept of complementary split ring resonator (CSRR) (see 

Figure 1(c)). From simulation study, we have observed that C-

SOLR behavior is governed by eq. (1).  When C-SOLR is coupled 

to a transmission line, the wave propagation is rejected in the 

vicinity of the resonant frequency. This property of the C-SOLR is 

exploited here which enables a larger bandwidth compared to the 

antenna without C-SOLR. The antenna has a compact dimension 

of 19 mm x 20 mm. The width of the square patch (Wp) is 12.3 mm 

and can resonate at 5.5 GHz. Ansoft High Frequency Structure 

Simulator (HFSS) is used to perform simulations. The optimum 

gap g between the C-SOLR and feed line uses proximity coupling 

A parametric study has been done and the optimum gap is  found 

to be 0.6 mm. This,  ensures better coupling and impedance 

matching as shown in Figure 2. The square patch is matched to a 

transmission line of characteristic impedance Z0 (50 Ω line) by 

using a quarter wavelength transmission line transformer of 

characteristics impedance Z1 as shown in Figure 1 (a).  The 

optimum width of the quarter wavelength transmission line is 

WT=0.9 mm. The 50 Ω line is mitered to alleviate the small 

mismatch between the high and low impedance line by chopping 

off the small amount of capacitance introduced due to the sudden 

transition from the high impedance to low impedance line. Thus, 

it can also reduce the unwanted reflections due to the abrupt 

change. The width of the C-SOLR is determined from a parametric 

study and the optimum value is found to be 0.3 mm for better 

impedance matching and gain as shown in Figure 3 (a) & (b). Table 

I summarizes the optimized parameters of the C-SOLR antenna.  

 

Figure. 2: Influence of coupling gap g on the reflection coefficient. 
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3. Results and Discussion 

Simulation and measurement of proposed antenna is discussed 
in this section. Antenna measurements were conducted using 
Agilent Network Analyzer (PNA-X N5242A).  

Firstly, a square patch antenna without resonating slot has been 
simulated. Figure 4 (a) shows the simulated S-parameters of the 
square patch antenna without any slot. As shown, it produces a 
narrow bandwidth of 170 MHz. Figure 4 (b) shows the 
corresponding E-plane and H-plane pattern. As can be seen, the 
patterns are unidirectional. The square patch antenna offers a gain 
and directivity of 4.3 dB and 6.1 dB respectively.  

By properly placing the C-SOLR on the patch, the prototype has 
been transformed to the C-SOLR patch antenna as depicted in 
Figure 1(a). From simulations it was found that the parameter g 
places an important role in the impedance matching and coupling 
to the feed line as well.  Figure 5 shows the influence of g on 
VSWR bandwidth. Thus, the optimum value of g has been found 
as 0.6 mm (see Table I). The resonance frequency of the C-SOLR 
has been chosen as a frequency near to the resonance frequency of 
the square patch without any slot. 

 

(a) 

 

(b) 

Figure 4: Simulated reflection and 2-D radiation characteristics of a conventional 
patch antenna. a) simulated S-parameters, b) E-plane (solid line) and H-plane 
(dashed line) pattern.   

The designed antennas were fabricated on standard FR4 

substrate with relative permittivity of 4.6 and a dielectric height of 

1.6 mm. Figure 6 (a) shows the fabricated antenna. The simulated 

and measured reflection characteristics are depicted in Figure 6 (b). 

As shown in the figure, they are in good agreement.  From 

simulations, we have observed that C-SOLR operates in 

accordance with eq. (1). Moreover, more than twice bandwidth of 

the conventional antenna can be obtained using the C-SOLR 

antenna. The proposed antenna offers 7%, 2:1 VSWR bandwidth 

whereas, the conventional antenna offers only 3%, 2:1 VSWR 

bandwidth. 

Figure 7 shows the 2-Dimensional radiation characteristics of 

the proposed antenna. The antenna provides a directive radiation 

pattern towards the patch surface.  Notably, the C-SOLR has been 

introduced without disturbing the radiation characteristics of the 

antenna. This is the main advantage of our proposed methodology.  

 

 

    (a) 

 

    (b) 

Figure 3: Influence of C-SOLR width on gain and bandwidth. a) C-SOLR 
width versus gain b) C-SOLR width versus bandwidth. 
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Table I  Optimal parameter values of the proposed antenna 

Parameters 
g 

Pav 
WT Wp 

Value (mm) 0.6 
15.2 0.9 12.3 
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Figure 5: Influence of gap g on VSWR bandwidth. 

 

(a)                                                   (b) 

 

(c) 

Figure 6: Fabricated antenna and corresponding simulated and measured reflection 
coefficient, a) antenna front view, b)antenna rear view, c) reflection coefficient.  

Thus, the slotted SOLR antenna offers almost the same gain 
and directivity as a conventional square patch antenna with 4.25 
dB gain and 6.1 dB directivity as shown in Figure 8. From 
simulations, the proposed antenna offers a uniform gain and 
directivity. In Figure 8, the gain tend to decrease above 5.87 GHz 
and indicates the appearance of cross polarized component as a 
consequence of using the C-SOLR structure. 

 

Figure. 7: Simulated 2-D radiation characteristics of C-SOLR patch antenna. 
E-plane (solid line) and H-plane (dashed line) pattern. 

Thus, if we didn’t chose the optimum frequency for the C-
SOLR, this cross-polarizing component will appear inside the band 
of interest, causing a non-uniform gain. The uniform gain is an 
advantage of SOLR in comparison to a rectangular loop resonator 
in which, the longitudinal arm of the resonator produces the cross 
polarized component within the band of interest. The rectangular 
loop resonator causes a non-uniform gain but has comparable 
bandwidth with that of the SOLR.  

 

Figure.8: Simulated/measured gain and directivity of C-SOLR patch antenna. 

The power transfer measurement of the proposed antenna has 

also been conducted as depicted in Figure 9 (a). Two identical 

antennas separated with a distance d were connected to the two 

ports of the Network Analyzer and corresponding S21 was 

measured. The power receiving capability of the antenna was 

tested for different distances. As shown in Figure 9 (b), the 

magnitude of power level is decreasing with increasing the 

distance. The measurement was conducted for a range of d from 

1.5 cm to 3.8 cm.    

4. Conclusion 

The presented article proposes a novel C-SOLR patch antenna 

with enhanced bandwidth with the support of measurement. A 

proximity coupled complementary square open loop resonator is 

placed on the patch. C-SOLR rejects this frequency and, as a result, 

the bandwidth is enhanced. Results proves that C-SOLR antenna 
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offers more than twice the bandwidth of a conventional square 

patch antenna, without disturbing the radiation characteristics. The 

proposed antenna offers the same uniform gain and directivity as 

that of the square patch antenna, as well. It can operate from 5.47 

GHz- 5.87 GHz and could be used for WiFi applications. The 

antenna can be easily redesigned for another frequencies, e.g. to 

meet the extensive bandwidth requirement of 200 MHz for LTE 

standards applied to 4G systems.  
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Figure 9: Power transfer measurement of the proposed antenna. a) Measurement 
setup, b) received power versus distance between the two antennas.   
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 This paper is an extension of work originally presented at conference Applied Machine 
Intelligence and Informatics (SAMI), 2017 IEEE 13th International Symposium. The article 
performs a comparative study between the image compression technique Local Binary 
Compressed format (LBC) proposed by the authors and the standard image compression 
techniques used today (BMP, JPEG, PNG and GIF). The study is carried out for large 
medical images that need to be stored for longer periods of time. In the study, the most 
common types of medical images used are: X-rays and ultrasounds images. This study 
aimed to determine the distribution laws parameters used to reconstruct the image as well 
as to determine the influence of the most used medical image formats on the compression 
process. The effective representation of image format LBC is proven using an image quality 
index type, the Structural Similarity Index (SSIM).  
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1. Introduction  

The progresses made in the computer technology field in the 
last decade, had as result the almost exponential increase of 
generated data. Thus, the amount of generated data has increased 
from five Exabyte’s (EB) in 2003 to 2.8 zettabytes (ZB) in 2012. 
Compared to 2010, the amount of data [1, 2] increased more than 
50 times. In 2020, the world will produce an amount of about 40 
ZB data. According to the same study, only 1% of the amount of 
data produced in 2012 was analyzed. It is worth noting that in late 
2012 there were 550 billion archived images comprising over 60% 
of medical type. For an average size of 20MB of images, amount 
of archived information [3] with an index of 0.15 compression is 
550 billion * 20MB / .15 = 73 Exabyte’s. Therefore, compressing 
images, especially those of medical nature, has become a topical 
issue, which will require finding new techniques and formats to 
be represented by reduced size. This article makes a comparative 
analysis of LBC compression technique proposed by the authors 
[1, 2] compared to standard techniques of representation images. 

2. Related work 

The image compression term refers to the process of reducing 
the amount of data required to represent the image quality 

subjective acceptable. This can be achieved by removing the 
redundancy present in an image [4]. The compression advantage 
is that it reduces the important resources consumption, such as 
hard disk space. Implementing an image compression involves 
storing the image in a bit stream as compact as possible and image 
decoding as accurately as possible. The needed items are an 
encoder and a decoder. The encoder receives and converts the 
image into a series of binary data, which then is transmitted to the 
decoder input. The decoder decodes picture as accurately as 
possible [5]. 

The most important properties of a compression algorithm 
are the compression rate and the reconstruction quality. The 
compression ratio is the ratio between the number of bits 
necessary for representing the data before and after compression. 

The best-known image compression techniques are lossless 
and lossy compression. The first technique does not cause any loss 
on image quality and is used in cases where image accuracy is 
very important, like technical drawings. When using the lossy 
compression, the original image differs from the reconstructed 
one but to determine the algorithm’s efficiency an estimation 
between the two versions is needed.  

The following methods are some known image compression 
techniques [6, 7]. 
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The Run Length Encoding (RLE) technique relies on image 
colors repetition. If the image is read from the top left, reading 
one row of pixels at a time, often rows of pixels of the same color 
will be obtained. If more than 3 pixels from the row have the same 
color, then the color and the color number are stored. Using this 
technique, no information is lost. RLE has been used in PCX 
format that no longer exists. 

Standard Joint Photographic Experts Group (JPEG) specifies 
the algorithm used for compression and decompression (codec). 
This format involves loss of visual information. JPG format is 
good for photos but not equally suited for high-contrast images, 
such as screenshots or computer art. It is based on the fact that the 
eye is not sensitive to small color changes. Compression ratio may 
vary when the image is saved. This format is re-compressed every 
time a backup is performed; repeated compressions to an image 
can lead to loss of quality. 

Graphics Interchange Format (GIF) is based on limiting the 
colors depth used in the image. Usually up to 256 colors are used 
to achieve the color palette - a table that assigns colors to 256 
numbers from 0 to 255. The image pixels are then stored using an 
8-bit number that represents the color position table. This format 
is suitable for cartoons and for produced computer art - supports 
transparency. 

Portable Network Graphics (PNG) is using a lossless data 
compression. PNG is an open-source format, which was created 
to improve GIF’s algorithm. 

Current compression methods are not final. Interesting issues, 
such as obtaining accurate models of images, optimal 
representations of these models and rapid processing of those 
representations are the greatest challenges we face. 

3. Proposed Method 

The Local Binary Pattern (LBP) method is used to 
summarize the local structure of images. It labels the image pixels 
and creates a binary number used for classification in computer 
vision. This method “looks” at each pixel and tests it with its 
neighborhood. LBP is tolerant to monotonic illumination 
changes. The important property is the computational simplicity, 
which makes it possible to analyze images in challenging real- 
time settings. 

Timo Ojala [5,8] introduced the Local Binary Pattern 
(LBP) as a fine scale-texture descriptor.  LBP is the particular 
case of the Texture Spectrum model proposed in 1990 [9]. 

The LPD method divides the image into small 3x3-pixel 
matrix; each pixel is then compared to its eight neighbors. Then 
the LBP operator creates label’s forms for the image pixels by 
looking at the surrounding points (of a central point) and tests 
whether the surrounding points are greater than the central point 
resulting in a binary result. It is applied to a 3x3 matrix 
neighborhood, which means that there are 8 points of comparison 

thus it produces an 8-bit binary number ( 28 = 256 different labels), 
which will be converted to decimal and used as a texture 
descriptor. This operator is effective in the computing plan 
because it works only with integer arithmetic (allows to reach 
real-time productivity in some problems), and also invariant to 
brightness changes on the image, it may be caused by shooting in 
various conditions of illumination. 

As shown in [1, 2], Local Binary Pattern technique (LBP) 
allows to describe the image texture using a vector with various 
sizes, depending on the LBP version used. In the classic version, 
LBP describes a 3x3-texture image area through a single pixel. 
This pixel defines the border zone relative to the center pixel from 
the 3x3 area. The values obtained from the entire image texture 
analysis, lead to a vector with a 256 values size that uniquely 
defines the original image, which came from. Using this concept, 
the authors proposed a new image compression technique, which 
is called Local Binary Compressed format (LBC). The 
compression technique described in [1, 2] consists in defining the 
image through two complementary images (by the average and by 
the dispersion values) of much smaller size obtained by applying 
the Local Binary Pattern technique method. These two images 
obtained from analyzing the original image are used for image 
compression or image decompression [10]. 

3.1. Image compression 

Based on the LBP value constructing mode in the base form 
[4] previously described, the description for a grayscale image is 
proposed using two smaller size images [1, 2]: 

The first image represents the central values from the 3x3 size 
areas, which are used in building the LBP value. This image is 
seen as representing an average pixel defining image texture. 

The second image represents the LBP values obtained using 
the basic version of this technique. This set of values is the ratio 
(the pixel has a higher or lower value) between the pixels from the 
3x3 border area and the central pixel. For this reason, this image 
is seen as a pixels "dispersion” from the border relative to the 
center pixel area. 

The two images sets represents the compressed image seen 
in Figure 1. 

3.2. Image decompression 

Based on the two images – the average and "dispersion" 
values – the original image can be reconstructed by generating 
pixels around the average value. The generation process uses 
existing information in the "dispersion" image. The reconstruction 
around the average pixels value can use two techniques. Both 
techniques assume that the distribution pixel values law around 
the mean value can be a uniform distribution law or a Gaussian 
distribution law. In both cases, it is necessary to define a 
dispersion factor [11].  
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The dispersion factor is used for building the time interval 
that pixels can take values. Dispersion factor is a numerical 
percentage applied to the average value type used for constructing 
the range of pixel dispersion around the mean value. After 
defining this range, based on the distribution law, pixels values 
can be generated, then can be added or removed from the central 
pixel value, depending on the operation direction specified by the 
attached "dispersion" image (Figure 1).  

The factor’s dispersion size and the distribution law are 
experimentally determined. The criterion in scope is to obtain a 
similarity index as big as possible between the original image and 
the resulted image after the compression / decompression. The 
study was conducted using the ultrasound medical image database 
containing 6264 JPEG images [12, 13]. All the images from this 
database were compressed and reconstructed using the [0.1 - 2] % 
interval dispersion around the LBP range, which was followed by 
a step of 0.1 in the Gaussian and uniform distribution case. In 
figures 2a and 2b, the similarity index variation can be seen when 
using Gaussian or uniform distribution that is used for calculating 
the dispersion interval of LBP values. It can be noted, for a value 
of one, for the dispersion range - percentage constant - around the 
LBP value was obtained a maximum value for the similarity index. 

 
 

Figure 1.  The principle of representing the LBC image format 

 
Figure 2a 

 

Figure 2b 

Figure 2a, 2b Similarity index variation for Gaussian or uniform distribution, 
which is used for calculating the dispersion range of LBP values. 

It has been shown that compression index value and the 
distribution law depend on the image nature and their formats 
(JPEG, PNG, BMP, JPEG.). 

4. Experimental results 

Medical images, regardless their source (radiographs, 
ultrasound, various types of CT scans) have a characteristics set 
which distinguish them from the photographic images taken with 
a modern photo equipment. The main feature refers to the fact that 
they are large images and for the same medical condition, there is 
a relatively large number of images taken from different angles, 
trying to capture that medical condition. In general, these are 
greyscale images. Color images origin from special histological 
analysis cases or from special ultrasound cases. 

The study was carried out on two types of medical images, 
radiography and ultrasound images. The Structural Similarity 
Index Metric (SSIM) is used for measuring the similarity between 
two images and was used [12 - 17] to assess the similarity between 
the original image and the reconstructed one. For each image 
types like BMP, JPEG, GIF and PNG formats were considered. 
The analysis was carried with a dispersion factor of one for the 
uniform distribution as well as for the Gaussian distribution; a tool 
developed by the authors was used. A number of six medical 
images were taken to be analyzed - ultrasound and radiography 
images. 

4.1. X-rays medical image compression 

For the experiments, two types of images were taken into 
consideration: X-ray medical image in JPEG format, for the lossy 
image compression technique and X-ray medical image in BMP 
format, for the lossless image compression technique. The 
obtained results are shown in the following tables: 1a and b. The 
images taken into account for this study are presented in Figure 3. 
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Figure 3 X-ray medical image 

Table 1a. X-ray image compression on BMP format 

Image OrigSize 
(KB) 

Compression 
index 
(LBP 

method) 

SSIM 
index 

Uniform 
distribution 

SSIM 
index 

Gaussian 
distribution 

a 550.223 4.038 0.902 0.862 
b 357.528 4.091 0.958 0.911 
c 414.877 4.167 0.950 0.909 
d 603.895 4.318 0.868 0.828 
e 536.009 4.020 0.873 0.832 
f 365.305 3.678 0.948 0.913 

 

Table 1b. X-ray image compression on JPEG format 

Imagine OrigSize 
(KB) 

Compression 
index 
(LBP 

method) 

SSIM 
index 

Uniform 
distribution 

SSIM 
index 

Gaussian 
distribution 

a 514.960 3.895 0.896 0.858 
b 380.746 3.966 0.953 0.913 
c 387.021 3.578 0.951 0.914 
d 720.333 4.310 0.856 0.813 
e 642.341 3.970 0.865 0.823 
f 383.333 3.838 0.884 0.849 

 

Table 1c. X-ray image compression on GIF format 

Imagine OrigSize 
(KB) 

Compression 
index 
(LBP 

method) 

SSIM 
index 

Uniform 
distribution 

SSIM 
index 

Gaussian 
distribution 

a 482.378 2.085 0.883 0.835 
b 417.590 2.174 0.918 0.872 
c 434.548 2.176 0.845 0.806 
d 544.431 2.185 0.862 0.831 
e 672.021 2.209 0.892 0.864 
f 548.002 2.137 0.855 0.844 

 

Table 1d. X-ray image compression on PNG format 

Imagine OrigSize 
(KB) 

Compression 
index 
(LBP 

method) 

SSIM 
index 

Uniform 
distribution 

SSIM 
index 

Gaussian 
distribution 

a 550.223 4.038 0.902 0.862 
b 357.528 4.091 0.958 0.911 
c 414.877 4.167 0.950 0.910 
d 544.431 2.185 0.862 0.831 
e 536.009 4.020 0.873 0.832 
f 420.034 3.986 0.884 0.855 
 

For the experiments were also used GIF and PNG images 
format.  

Analyzing the results, the compression ratio is in the range 
[2.1, 4.3] for the radiography images types; the similarity index 
context for uniform distribution is in the range [0.8, 0.96] and the 
Gaussian distribution it belongs to the range [0.8, 0.92]. 

4.2. Ultrasound medical image compression 

Images, taken into account in this study, are those from 
Figure 4. Analyzing the results, only JPEG images format were 
used.  

 
Figure 4. Ultrasound medical images 
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The results are shown in table 2: 

Table 2. JPEG ultrasound medical images 

Image OrigSize 
(KB) 

Compression 
index 
(LBP 

method) 

SSIM 
index 

Uniform  
distribution 

SSIM 
index 

Gaussian  
distribuion 

a 642.341 3.970 0.865 0.823 
b 720.333 4.310 0.856 0.813 
c 471.541 3.885 0.948 0.907 
d 387.021 3.578 0.951 0.914 
e 514.960 3.895 0.896 0.858 
f 320.896 3.851 0.960 0.913 

The calculations made to determine the static medical image 
format influence on the compression process led to the results 
presented in Table 3. It can be observed that the index 
compression has the lowest value for the JPG image format 
(around 3.6), a little higher for BMP image format (around 3.99) 
and for PNG image format (around 4.01). Behavior is the opposite 
when we talk about the similarity index, so JPG images show the 
highest similarity index, and BMP, PNG images have a slightly 
lower similarity. We can assume that the image format slightly 
influences the compression index and related similarity regardless 
of the distribution law type used to reconstruct the compressed 
image (uniform or normal) [18]. 
 

Image 
format 

Compression 
index 

SSIM Uniform 
Distribution 
Method 

SSIM Gauss 
Distribution 

Method 

BMP 4.013 0.899 0.914 

JPG 3.593 0.912 0.933 

PNG 3.999 0.899 0.915 
 

Table 3 Relationship between image format, compression factor and similarity 
index. 

5. Conclusions and future work 

Images have become necessary and useful nowadays. The 
image quality and clarity was developed and improved over time. 
The image formats performance has increasingly improved over 
time because our society has become digital. The most used image 
formats are still widely used because of Microsoft Company - 
JPEG, BMP, GIF and PNG. 

 
Digital data almost exponential growth is due to the computer 

technology progress from the last decade and because of the 
continuous improvement or creation of new algorithms for 
processing digital data, particularly digital images. 

 
Local Binary Pattern operator is one of the tools that led to 

improvement in the quality and performance o image 
compression / decompression, and it is a statistical method and 
structural analysis for improving the image texture. 

 
One of the many LBP operator benefits is that the topologies 

can be changed and was changed, according to our app, to get the 

best results. The method presented so far, use the LBP operator to 
analysis the static images; there is a controller for dynamic images 
analysis named space-time. It is used to analyze moving textures, 
patterns along the proposed method (volume) on the three 
orthogonal planes. 

 
Compression with the LBC image technique, which is 

defined by two components (an average value and a dispersion 
value calculated with the LBP technique type), had better result 
when for restoring the original image a dispersion factor of 1 was 
used, in the uniform distribution context used for generating the 
pixel values. 

 
1. The proposed method allows obtain a compression factor 

in the range [2, 4.5] for medical images. The 
compression index depends on the image format (PNG, 
JPEG and BMP). The similarity index obtained belongs 
to an interval [0.81, 0.94]. From this point of view, the 
method is part of the lossy compression methods [18]. 
The study led to the following conclusions: 

• The maximum indices performance (compression factor, 
SSIM similarity index) was obtained when the value 1 is 
used as the constant that determines the LBP dispersion 
range size. 

• It was determined that the best law that can be used to 
reconstruct the pixel values is the uniform one. Between 
the use of the uniform distribution law and the Gaussian 
distribution law for the reconstruction of pixels, studies 
have shown that there are small differences between the 
two laws with a higher quality (compression factor, 
SSIM similarity index) for the uniform distribution law 
cases. 

• Studies have shown that the original image type that is 
compressed (the most commonly used medical image 
formats - BMP, JPG and PNG) do not significantly affect 
the compression process. However, a conclusion is that 
BMP and PNG images lead to a higher compression 
factor with a decrease on the similarity index 
insignificant. 

2. The LBC compression method lends itself to further 
developments; the similarity index can be increased by using 
new versions of the existing extraction technique – Local 
Binary Pattern feature 
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 Navigation is often performed using the Global Positioning Satellite system.  However, the 
system is not always reliable for use at all times in all contexts. Reliance solely on such 
systems could endanger a vessel or get people lost.  Another approach to provide navigation 
is to use known landmarks and triangulate one’s position.  A navigation solution can be 
automatically generated using image data.  In this paper, a target-tracking based approach 
for navigation using imagery is developed.  The technique is based on an extended Kalman 
filter that uses angle measurements only.  The technique is developed to use landmarks 
known a priori and landmarks that are first tracked by the vessel navigating and then used 
as known landmarks.  The issues of observability to the development are considered.  Image 
tracking from video frame to video frame is a further element. The frame-to-frame image 
correlation technique, the phase-only filter, is used to provide a low uncertainty estimate 
of the position of elements based upon the image frame.  This provides an estimate of 
bearing angle that can be combined with a bearing from other known landmarks to fix and 
track the platform to provide a navigation solution.    
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1. Introduction  

Visual cues used in navigation have a very long tradition, as is 
evident from Homer’s The Odyssey [1],  

At night he (Odysseus) never closed his eyes in sleep, but 
watched the Pleiades, late-setting Bootes, and the Great Bear that 
men call the Wain, that circles in place opposite Orion, and that 
never bathes in the sea.  Calypso, the lovely goddess, had told him 
to keep that constellation to larboard as he crossed the waters. 

Besides the stars, landmarks such as Poseidon’s Temple at 
Cape Sunion, the Lighthouse of Alexandria, and the Roman 
lighthouse of Dover Castle provide testament to ancient use of 
upon a relative point.  Using visual cues for navigation has long 
fixed reference points from which to understand location based 

been a standard procedure to ensure that ships could know where 
they were and get to desired locations.   

Today, the primary navigational resource is GPS for systems 
from cell phones to vehicle navigation systems. In some cases, 
GPS signals are used to direct autopilot systems.  But, at times, 
total reliance on GPS can be a detriment to navigation.  There are 
places where the loss GPS can play havoc with a commuter.  GPS 
signals are not available in urban canyons [2], such as in the heart 
of New York City or in Boston’s Ted Williams Tunnel near Logan 
airport.  

GPS also can be jammed or spoofed. In [3], the weakness and 
danger of sole reliance on GPS was presented.  In 2011, a United 
states spy drone was reported captured by Iran through jamming 
and spoofing of the GPS signal [4].  Even if untrue, the fact that it 
could be considered a plausible scenario, it shows the need for 
other navigation system in places when vessel or individual needs 
to navigate in precarious places. 
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For their submarine fleet, the uses “eyes-on” navigation and 
piloting for the ingress to or egress from a port.  This  kind of  
navigation of a submarine through the channel is both time and 
human-power intensive. This procedure uses a labor-intensive 
visual-based approach with a company of sailors stationed on the 
sail and hull of the vessel to point out channel markers, landmarks, 
and hazards. Information on what they see is relayed to the captain 
who can then act upon the information. Besides the potential 
dangers with relying on GPS, other navigation capabilities 
available to the submarine are not capable enough for navigation.  
Standard inertial navigation systems (INS are not currently 
accurate enough for such tight piloting [5]. Other types of sensors 
such as electromagnetic log and velocity sonar are unreliable in 
littoral conditions [5]-[7].  

A number of techniques have been developed to overcome the 
issues that can arise relying solely on GPS navigation.  Many 
incorporate inexpensive INS [2],[8].  It is well known, though, that 
these inertial systems have drifts and biases that without 
corrections will grow [8], [9].  For short periods of time and for 
operations where an human can control the motion of the 
navigating object easily, these systems are useful.  To compensate 
for the drifts and biases, some of these non-GPS reliant navigators 
uses other sensors.  In [10], the uses of imagery of the helmet that 
contains INS is used to compensate for the INS’s biases and drifts.  
Some systems, such as unmanned autonomous vehicles or drones, 
may be equipped with vision-based systems (video capabilities) 
rather than INS elements.  In  [11], [12] are typical techniques that 
use imagery for navigation.  They use the image to provide a map 
over time. Complex image processing is then used to determine the 
relative position of the navigating object.  In [13], [14], the concept 
of navigation using a target tracking approach based on the 
imagery was developed.  

Unlike imaging techniques, such as [15], [16], the proposed 
method does not rely on an artifically-generated range estimate but 
instead on the angle-only information.  Angle-only navigation is a 
common littoral navigation technique [17].  It is can also be 
considered the dual angle-only tracking [18].  In the tracking 
problem, the sensor platform has a known location and velocity 
while the targets’ kinematics are unknown.  For angle-only 
navigation, landmarks with known fixed locatios are known.  The 
sensor platform which wants to navigate uses its measured 
relationship to the landmarks to provide a crossfix of its positio.  
By repeating the crossfix estimate over time, a navigation track of 
the vessel can be computed. This method of navigation based upon 
tracking can handle obfuscation of individual landmarks, and can 
be used to locate new landmarks. 

In [14], the concept of new landmarks being added to the 
existing set was discussed.  That work is extended with the 
development of the approach and analysis of the performance.  

In Section 2, the concept and effects of observability for angle-
only navigation are presented.  The use of the Phase-only Filter 
(POF) for the frame-to-frame image tracking and bearing 
generation is discussed in Section 3.  Section 4 provides the 
improved navigation technique, including its functional flow. In 

Section 5, the bearings-only Kalman filter used within the 
technique is summarized along with the procedure to switch from 
tracking to navigation.  Then  this is then applied to frame-to-frame 
tracking in Section 6.  An analysis of a  simulation a maritime 
channel with multiple located landmarks some known and some 
unknown is provided. 

2. Observability and Analysis Summary 

2.1. Maintaining the Integrity of the Specifications (Heading 2) 

The template is used to format your paper and style the text. 
All margins, column widths, line spaces, and text fonts are 
prescribed; please do not alter them. You may note peculiarities. 
For example, the head margin in this template measures 
proportionately more than is customary. This measurement and 
others are deliberate, using specifications that anticipate your 
paper as one part of the entire proceedings, and not as an 
independent document. Please do not revise any of the current 
designations. 

Observability provides the ability to determine the state of 
system from the measurements.  In [19], the standard observability 
Gramian for time-invariant linear system defined as 

 1k k k+ = +x Fx Gu  (1) 

 k k=y Hx  (2) 

was shown to be  

 , (3) 

if Go is of maximal rank then the system is considered fully 
observable. 

The image navigation problem defined for this problem is more 
complex.  The measurement is defined as 

  (4) 

where the subscript LMi denotes the ith landmark that can be used 
by the sensor platform.  As seen in Figure 1, the platform and two 
landmarks are present.  The measurement to a single landmark is 
an angle, which is a nonlinear relationship from the landmark 
position and the platform position to the measurement space.  As 
shown in [20], one way to obtain observability is to use multiple 
landmarks.  This provides the well-known concept of a cross-fix 
as seen in Figure 1. 
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Figure 1. Example of creating a position of a nonsurveyed landmark to be used 
for crossfixing when one of the surveyed landmarks is no longer visible. 

The navigation-solution initialization is created using bearing 
angles and knowledge of landmark locations:  

Since the horizontal location of the platform contains the 
information of both landmarks, only a single landmark’s 
information is necessary for the vertical component.   

 Figure 2 shows the old harbor entrance at La Rochelle, 
France.  The two towers would be used as fixed landmarks on 
egress.  The two channel markers in the front of the picture would 
make landmarks of opportunity as they are not as permanent 
structures as the towers would be. 

For a landmark of opportunity, the structure being used must 
be fixed in position. The location of a fixed target can be 
determined by a moving platform.  If the platform’s location is 
known at two time points, then the landmark of opportunity can 
have its position generated with a crossfix:   

Crossfixing works very well for the case of small measurement 
uncertainties.  However, since the platform is moving, a tracking 
algorithm, such as an extended Kalman filter (EKF) should be used 
to capture not only the position but the velocity dynamics.  To 
capture the landmark of opportunity a tracking solution should also 
be used because of the uncertainty in the image sensor and the 
platform location.  An EKF will smooth the error estimation noise 

than the single cross-fixes described in (5) - (8).  To measure the 
observability of both the navigation solution and the landmark of 
opportunity position, the observability Gramian  

 0

fk
T T

O
k k=

= ∑G F H HF
 (9) 

is used. Since the measurement is the bearing angle between the 
navigating platform and the ith landmark, βi from (13) and (14), the 
measurement-coupling matrix H becomes the linearized Jacobian 
of bearing angle with respect to each position’s coordinate 
direction of the platform position for navigation 

where the partial derivatives of each angle to the fixed, known ith 
landmark with respect to the platform coordinates is 

A similar Jacobian is generated with respect the landmark of 
opportunity’s position for the tracking problem. 

  (13) 

  (14) 

where ∆ is defined as above. 

The state-coupling matrix F is  

 , (15) 

for the navigation solution, while it is defined as 
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  (16) 

for the landmark tracking problem.  The uncertainty of the sensor 
and platform location is incorporated by modifying (9) to be 

 ( ) 1T
O O

−+G R I G , (17) 

where 

     

 

    

  (18) 

where R is the uncertainty covariance of the image measurement 
which models the sensor uncertainty.  The added function f 
incorporates the uncertainty of the tion of the sensor platform 
(navigating vessel) for the Landmark of Opportunity tracking 
problem and, for the navigation problem, the Landmark of 
Opportunity’s own position uncertainty.  This function is based on 
the estimated range from the navigating platform to the landmark 
and relative bearing from the navigating platform to the landmark.  
Since these two values are not known, they must be estimated from 
the filter solutions. 

Figures 2 - 5 show the bearing uncertainty for four different 
relative platform-to-landmark angles.  These angles are 0o, 30o, 

60o, and 90o.  The x-coordinate depicts the estimated position error 
of the platform (for tracking) or the landmark (for navigation) in 
relation to the actual range.  The x-position error is in percent of 
the range.  Figures 2-5 each depict 41 different plots corresponding 
to the range error in the y-direction.  The range of error starts at -
50% of the range and, in 2.5% steps, goes to 50% error in range.   

These graphs were created by generation of 10000 Monte 
Carlo runs to compute the bearing error for each x-y position error.  
The plots indicate the expected symmetry in the position errors 
from -50% position error to +50% position error in each direction.  
As the position error in one direction gets smaller and nearer to 
direction of dominance (0o for the x-direction and 90o for the y-
direction), the bearing error diminishes. 

 
Figure 2. Bearing uncertainty (target is at 0o from the platform) based on the x-
direction error in position. 

 
Figure 3. Bearing uncertainty (target is at 30o from the platform) based on the x-
direction error in position. 
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Figure 4. Bearing uncertainty (target is at 60o from the platform) based on the x-
direction error in position. 

 
Figure 5. Bearing uncertainty (target is at 90o from the platform) based on the x-
direction error in position. 

3. The Phase-Only Filter 

To generate the bearing measurements, the processor must 
know the orientation of the image sensor from the front of the 
navigating vessel.  For a submarine this would be the rotation angle 
of the periscope from the bow of the submarine.  This provides the 
center of the image frame.  The landmarks in the image frame are 
then measured from the centroid to provide the angle adjustment 
from the pointing angle of the sensor. 

The approach that has been chosen to generate the image angle 
uses a two-dimensional image correlation process referred to as the 
phase-only filter (POF). The POF is a variant the Fourier 
correlation method.  Using a two-dimensional Fast Fourier 
Theorem (FFT) algorithm, two images can be correlated element-
by-element with speed and efficiency. Despite the large number of 
operations necessary to do such correlation, the process is still 
applicable to real-time situations. The frequency-domain version 
of the correlation function [21] is defined as (19): 

While the FFT approach may seem useful, the actual physics 
of an image correlation problem using an optical correlator show 
that primarily the comparable information of images lies in the 
phase of the frequency information [21]. Mathematically this 
causes the amplitude information of the input image to be 
normalized.  Thus, the correlation function becomes the phase-
only filtered image correlation: 

The image correlation requires the template and the 
comparison image to be the same size, so padding the template 
image with zeroes to match the size of the scene image allows 2-D 
image correlation to indicate a match and also provides the location 
of the match within the scene. 

For this application, the template would be the current image 
from the image sensor.  While this seems backwards, the image 
being tracked is trying to be located in the image.  As seen in Figure 
6, Arabic letter pairs are being located on a license plate.  The POF 
result of Figure 7 shows two peaks that align with the centroid of 
the letter pairs.  The image angle will be computed as  

( _ _

1         _ _ _
2 horiz

num horz pixel

total num pixels angle ppixel

α = −

⋅ ⋅
   (21) 

where the term angle_ppixel, the view angle per pixel, is computed 
from the optical view angle of the sensor and the number of pixels 
horizontally the sensor has: 

_ _ __
_ _ _ horiz

field of view angleangle ppixel
total num of pixels

=
 (22) 

 The input image is from a database or from the previous frame.  
The POF image correlation has been demonstrated to be a reliable 
technique to match and localize an object within a scene in many 
efforts [22].  In [14], the improved localization of the image 
correlation centroid, because of a sharper correlation peak, was 
shown than that for the straight FFT correlation method.  This 
reduction in centroid area reduces the uncertainty of the total image 
uncertainty.  
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Figure 6. Example of POF correlation.  Two Arabic characters are looked for in a 
license plate.  Two sets of the character pairs exist. 

 
Figure 7. POF correlation result in two correlation peaks located at the center of 
each character pair. 

4. Image-Based Navigation 

Figure 8 outlines the functional flow of the overall image-based 
navigation.   

 
Figure 8. The functional flow of the image navigation system when unsurveyed 
landmarks are visible and can be used when surveyed landmarks are not available. 

This section outlines the 10-step process, delving into the 
details of the components that this effort focuses on: image 
landmark tracking and image-based tracking.  The steps are as 
follows: 

 Step 1:  Initialize the navigation state of the platform.  To 
determine which landmarks are surveyed in your database, a 
general knowledge of your location is required.  This initialization 
need not be exact. 

Step 2: Initialize the landmark database files. Once the known 
landmarks are defined, then the existing image databases  for the 
local surveyed landmark positions are incorporated into the 
navigation algorithm. 

Step 3: Grab the next video frame.   

Step 4: Compute the angle of the electro-optical (EO) sensor 
with respect to the front of the vessel.  This angle provides the 
relative angle of the center of the image with respect to the vessel. 

Step 5:  Correlate the known landmarks with the frame image.  
With the image data bases from Step 2 as the input to the POF 
algorithm and the video frame from Step 3 as the template, 
generate correlation peaks.  If the peaks pass a predetermined 
threshold, the correlation peaks are considered a detection. 

Step 5a: Calculate the angle of the landmark within the image. 
Using the computations from (21) and (22) for each correlation 
peak, the angle of the landmark with respect to the center of the 
image is computed.   

Step 5b:  Compute the landmark angle relative to the vessel.  
Add the angle from Stepb 5a to that of Step 4.  This new angle is 
the measurement angle to the landmark. 

Step 5c:  Update or track image.  As discussed in [13], the 
image is updated based on the previous frame to get a better aspect 
angle of the landmark for the next comparison.  An image tracking 
algorithm can also be incorporated to estimate where the landmark 
should lie within the frame based on the estimated location of the 
vessel and the angle orientation of the sensor.   

Step 6:  Reinitialize the navigation solution with a crossfix.  
When two or more known landmarks are first available and their  
angles are computed, a crossfix initialization can be computed. 

 Step 7:  Repeat Steps 5a – 5c.  Start generating the angles for 
the navigation tracking algorithm. 

Step 8a: Predict the estimation location of the vessel.  Using 
the prediction equations of the EKF, 

  (24) 

  (25) 

where x is the navigation state.  The matrix P is the estimated error 
covariance of the state vector which indicates its quality.  The state 
transition matrix F is defined in (15) while Q, the process noise is 
given as the integrated white noise process from [23], 

  (26) 

http://www.astesj.com/


S. C. Stubberud et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1478-1486 (2017) 

www.astesj.com     1484 

The location of where the vessel should be based on past 
measurements is the calculated result.  This prediction takes the 
navigation estimate to the current time when a new measurement 
is available. 

 Step 8b: Update the estimation of the vessel’s location.  Using 
the bearing measurements generated in Step 5b and the estimated 
location from Step 8a for computing the Jacobian, the location of 
the vessel is updated.  The equations for the EKF are defined as 

  (27) 

  (28) 

  (29) 

The matrix-vector K is referred to as the Kalman gain.  The 
measurement uncertainty R is the composite measurement error 
defined in (18).  The Landmark location is a fixed value.  The 
superscript is used only in these equations to avoid confusion with 
the timing subscript. 

 Step 8c:  If bearings of multiple landmarks are available, the 
update process of Step 8b is repeated.  Since the landmarks are 
updated at the same time a zero-time-step prediction is used.  This 
means that Step 8a is not repeated.  Equations (28)-(29) are 
repeated but with the previously updated state values from the 
process of Step 8b. 

 Step 9:  Define new landmarks of opportunity.  As discussed 
with Figure 1, landmarks of opportunity are defined. Once 
identified, the image is placed in it own database.   

 Step 10a:  Track each landmark of opportunity.  An bearing-
only stationary  tracking is implemented.  The EKF for this 
application is defined as 

  (29) 

  (30) 

  (31) 

  (32) 

  (33) 

The Jacobian H is defined by (10) while the target kinematic 
dynamics FLMOtrack are defined by (16).  The measurement 
uncertainty is defined not only by the sensor noise by also the 
location error of the navigation solution.  The new measurement 
uncertainty R is calculated from (18). 

Step 10b: Incorporate the new landmark into the available set.   
After the landmark has reach an acceptable level of accuracy, the 

tracking algorithm is stopped.  The measurement noise is updated 
using (18).  This measurement noise is used throughout the use of 
the new landmark.  The new landmark and associated 
measurement noise is then used in Step 3 - 9.  Note that a landmark 
of opportunity cannot be used in the initialization step as that 
would contain too many unknowns to solve the location 
calculations.  
 
5. Analysis Scenario 

In [14], a scenario using road data along United States 
Interstate 15 in the state of California was demonstrated to provide 
excellent performance when surveyed landmarks were available.  
In this effort, the analysis extends to a simulation of what occurs 
when landmarks of opportunity are incorporated into the scenario.   

The example is a variant of the scenario developed in [20].  
The scenario simulates a simple port entry and is illustrated in 
Figure 9.  A platform wishing to use angle-only navigation heads 
north for 1000 s at 4.0 kts.  The platform then heads east for 500 
s at 4.0 kts.  The platform starts at location 0, 0.  There are four 
landmarks, Landmarks 1 – 4 in order are located at positions (1.5 
nmi, 0.6 nmi), (0.375 nmi, -1.25 nmi), (0.5 nmi, 1.5nmi), and (2.2 
nmi, -1.125 nmi), respectively. Landmarks 1 and 2 are defined as 
known landmarks with pre-surveyed locations.  Landmarks 3 
and 4 are defined as landmarks of opportunity. A 5.0o Gaussian 
random error was placed on each bearing measurement as the 
sensor component of the error.  

 After 60 seconds, the vessel starts tracking Landmarks 3 and 
4 as landmarks of opportunity.  This tracking continues to 850 
seconds.  After that point, the landmarks of opportunity are used 
with Landmarks 1 and 2.  After 1000 seconds into the scenario, 
Landmarks 1 and 2 are no longer used.  Only Landmarks of 3 and 
4 are used through the rest of the scenario. 

 
Figure 9. A Simple Scenario of a Submarine Navigating with Potentially Four 
Landmarks. 

6. Analysis Results 

The tracking error estimate provides approximately a 3.0% of 
error in the x-direction and 3.5% error in the y-direction for 
Landmark 3.  For Landmark 4, a 2.0% error and 2.2% error in the 
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x and y directions, respectively are generated.  Using the results in 
Figures 2 and 3, the added bearing error is approximately a 2.1o 

error.  This makes the matrix R increase from 0.0076 radians-
squared to 0.0090 radians-squared using (18).  The tracking 
solution for Landmark 3 is tracked to be at position (0.492, 1.488).   
The tracking solution for Landmark 4 is tracked to be at position 
(2.296, -1.232).   

The uncertainty for Landmark 3 navigation is defined as 23% 
for each direction.  This results in a 12o added error to the 
measurement uncertainty.  For Landmark 4 uncertainty in position 
is 4% and 4.5% in relation to the range  in the x and y directions, 
relatively.   

The results of the navigation accuracy are shown in Figure 10.  
As clearly seen, the navigation error is quite small when the 
surveyed landmarks are used.   When only the landmarks of 
opportunity are used, error spikes appear.  Deeper analysis 
indicates there are two reasons for this.  The first is that Landmark 
3 has too great of an uncertainty in its tracked location for it too be 
very effective.  The second is that, at times near the end of the 
scenario, Landmarks 3 and 4 align reducing the observability. 

The analysis indicates that the landmarks of opportunity 
require that the a figure of merit be used to determine if such a 
landmark is viable for navigation purposes.  Also, the angular 
disparity between two landmarks is a necessary decision in 
selection. 

 
Figure 10.  Position error of the navigation solution for three segments of the 
scenario:  two surveyed landmarks, two surveyed landmarks and two landmarks 
of opportunity, and two landmarks of opportunity. 

7. Conclusions 

An image-based navigation system was developed using a 
bearings-only tracking system.  The technique uses image 
correlation to measure the bearings by fixing on visible surveyed 
landmarks. The initial simulations and the test case have shown 
that this technique has merit as a navigation approach for ingress 
and egress operations where more standard forms of navigation are 
not available but surveyed locations in the region are.  Tracking 
potential landmarks of opportunity can help if the tracking 
solutions are a quality level of accuracy.  

In the next phase of this system’s development, maritime data 
will be collected and utilized in testing.  The results of this paper 

also indicate the need to develop figure of merit tool to determine 
if landmarks of opportunity can be incorporated into the approach. 
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 A Linear Wireless Sensor Network (LWSN) is a kind of wireless sensor network where the 
nodes are deployed in a line. Since the sensor nodes are energy restricted, energy efficiency 
becomes one of the most significant design issues for LWSNs as well as wireless sensor 
networks. With the proper deployment, the power consumption could be minimized by 
adjusting the distance between the sensor nodes which is known as hop length. In this paper, 
analytical and algorithmic approaches are presented to determine the number of hops and 
sensor nodes for minimum power consumption in a linear wireless sensor network 
including equidistantly placed sensor nodes. 
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1. Introduction 

This paper is an extension of work originally presented in 
conference 2016 National Conference on Electrical, Electronics 
and Biomedical Engineering (ELECO 2016) “Eşit Mesafeli Çok-
Sekmeli Kablosuz Algılayıcı Ağlarda Minimum Güç Tüketimi 
için Optimum Düğüm Sayısının Belirlenmesi”[1].  

A Wireless Sensor Network (WSN) consists of a large number 
of low power, low cost, wirelessly communicating sensor nodes 
which can be deployed either inside the phenomenon or very close 
to it. The features of ease of installation, self-organization, 
scalability and low maintenance requirements make WSNs have a 
great potential in many different application areas from disaster 
relief to health applications, from military to environmental 
applications [2].  

Sensing unit, processing unit, transceiver and power unit are 
the basic components of a wireless sensor node. According to the 
application requirements, location finding system, mobilizer and 
power generator could be added [2].  The main tasks of a sensor 
node are sensing the events, processing the data and transmitting 
it. Communication is the most energy consuming process among 
them [3]. Sensor nodes usually supply power from batteries in 
wireless sensor networks. Since changing or recharging these 

batteries is very hard or impossible in most of the applications, 
efficient use of these restricted energy sources is vital importance 
from the aspect of lifetime. There are several various definitions of 
sensor network lifetime found in the literature. WSN lifetime is 
defined as “the time span from the deployment to the instant when 
the network is considered as nonfunctional.” in [4]. The most 
common lifetime definition is that the time from the instant the 
network starts operating to the first sensor node failure [5]. The 
sensor nodes with depleted energy source are assumed as “dead”, 
they could not transmit data. Therefore the lifetime of the network 
depends on how the limited amount of energy is utilized. Many 
researches about energy efficiency in WSNs have been found in 
the literature. This paper presents both analytical and algorithmic 
approaches to determine the number of hops and sensor nodes  for 
minimum power consumption in linear wireless sensor networks. 

The remainder of the paper is organized as follows. In section 
2, linear wireless sensor network (LWSN) definition, classes and 
applications of LWSNs are given. The details of the power 
consumption model used are in section 3. Algorithmic and 
analytical approaches are explained in section 4 and section 5, 
respectively. The conclusions of the study are presented in section 
6. 

2. Linear Wireless Sensor Networks (LWSNs) 

Linear Wireless Sensor Networks have a large number of 
applications. Monitoring of railways, borders, AC power lines, oil, 
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gas and water pipelines are some application examples of LWSNs 
[6]. A subclass of wireless sensor networks satisfying some 
conditions is called as Linear Wireless Sensor Networks (LWSNs). 
If all nodes are aligned on a straight line or all of the nodes exist 
between two parallel lines that extend for a relatively long distance 
as compared to their transmitting range and the distance separating 
them constitute a semi-linear sensor network, this wireless sensor 
network is called as linear wireless sensor network [6].  

LWSNs can be classified into some categories from 
topological and hierarchical perspectives. There are three types of 
sensor nodes according to their functions. Basic sensor nodes sense 
and transmit data to the relay nodes. Data relay nodes collect the 
data from their one-hop neighborhood. Data dissemination nodes 
deliver the collected data to the network control center. One-level, 
two-level and three-level are the categories of hiearchical 
classification. At one-level sub-category, there are only basic 
sensor nodes which sense, aggregate, compress and route 
information to the sink. All nodes consisting of basic sensor nodes 
and data relay nodes are lined up linearly at two-level structure. 
Basic sensor nodes sense and transmit data to the data relay nodes 
which have routing, aggregation and compression tasks. Basic 
sensor nodes sense and transmit data to the data relay nodes in 
three-level hierarchical structure. Routing, aggregation, 
compression are the duties of data relay nodes. Data dissemination 
nodes disseminate the collected data to the network control center. 

There are three levels as thin, thick and very thick for 
topological classification. The LWSN where sensor nodes are 
lined up in a 1-dimensional linear form is called as thin LWSN. 
This kind of structure provides linearity of the nodes and the 
predictability of the structure to minimize energy consumption and 
increase the network reliability [6]. In the kind of thick structure, 
basic sensor nodes can have a 2- or 3-dimensional geographic 
distribution. Linearity only exists at the levels of data relay and 
data dissemination nodes. At all levels, nodes are placed randomly 
between two parallel lines that extend linearly for a long distance 
and this is called as very thick LWSN. 

Multi-hop communication is the common method used to 
gather data for linear wireless sensor networks. In a multi-hop 
fashion, all nodes (sensor and relay) send their data to the sink. A 
multi-hop 1-dimension linear WSN model [7] consisting of 
equidistantly deployed sensor nodes is given in Figure 1. The aim 
of this network is to deliver the data generated at the source node 
(S) to the destination node (D). The relay nodes operate as routers 
and they are numbered as Ni, i=1,2,.n-1. According to the 
deployment type and sensor functions, this network structure can 
be called as thin-one level LWSN since each node acts as both a 
sensor and relay node. 

 
Figure 1. Multi-hop 1-D linear WSN model [7] 

3. The Power Consumption Model Used 

Wang et.al. [7] compared single-hop and multi-hop 
communication by using their own power consumption model and 
concluded that multi-hop communication is the optimal solution 

when sensor nodes are placed equidistantly between the source and 
destination nodes. 

In this study, Mica2dot sensor nodes data and power 
consumption model proposed in [7] are used. The main difference 
of this model from the others in the literature is its dependence of 
the power amplifier performance which is drain efficiency (η).  

There are some assumptions for this model. Communication 
bandwidth is so much low that interference and collisions could be 
avoided by using simple protocols without significant power 
consumption. Physical communication rate is assumed as constant. 

The multi-hop power consumption over a given distance with 
equal hop distance between nodes is given in (1): 

 P(n) = (n-1)PR0+nPT0+[(nxεx(R/n)α)/η] (1) 

n: number of hops 

PR0: power consumption of a sensor node for receiving data 

PT0: power consumption of a sensor node for transmitting data 

ε: constant 

R: distance between source and destination nodes 

R/n: hop length 

α: path loss exponent 

η: drain efficiency (the ratio of RF output power to DC input  
     power) 

Table 1 Typical values of path loss exponent [8] 

Environment α 

Free-Space 2 

Urban area LOS 2,7 to 3,5 

Urban area no LOS 3 to 5 

Indoor LOS 1,6 to 1,8 

Factories no LOS 2 to 3 

Buildings no LOS 4 to 6 

 
The path loss exponent has different values depending on the  

propagation environment as given in Table 1 [8]. In this study, the 
value for free space (α=2) is used. 
 

4. Algorithmic Approach 

The aim of the algorithm is to determine the optimum hop 
number at which minimum power consumption is obtained. The 
distance between the source and destination nodes is the input, the 
optimum hop number is the output of the algorithm. Optimum 
number of nodes, power consumption value at the optimum hop 
number, the required minimum number of hops and nodes are also 
given as the output at the end of the algorithm.  

The flow diagram of the algorithm is given in Figure 2. The 
algorithm gets the distance between source and destination nodes 
as input. Minimum number of hop is obtained by dividing this 
distance to the Mica2dot sensor node maximum transmission 
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distance. If the result is a non-integer number, it is rounded to the 
upper integer number and assigned to a variable. According to the 
power consumption model, the number of hop (n) is increased one 
by one starting from the minimum required hop number.  The 
power consumption is calculated for each n. The number of hop 
and power consumption at this n are displayed on the screen every 
computation. The power consumption value for each n is 
compared to the one at the previous hop within the algorithm. If 
the previous power consumption is greater than current one, the 
computation is continued by increasing the n. When the computed 
power consumption value is firstly greater than the previous one, 
that critical point is determined as optimum hop number and the 
iteration is ended. 

 
Figure 2. Flow diagram of the algorithm 

 
Figure 3. Power consumption versus number of hop 

The distance between the source and destination nodes is asked 
by the algorithm. Then the beginning node number is computed by 
dividing this distance value to the node distance with maximum 
transmission power which is 230m for Mica2dot sensor node. The 
number of nodes is increased one by one from the starting value 
and iteration goes on until the minimum power consumption value 
is obtained. The power consumption decreases at first and it starts 
to increase after reaching its minimum value as expected from the 
results given in [8]. Since the minimum power consumption value 
is determined, no more calculation is required and the algorithm 
ends up. 

During the development of this algorithm, Mica2dot sensor 
nodes are used [9] and Mica2dot sensor data is given in Table 2. 
However, this algorithm can be employed for any type of sensor 
node by using its hardware parameters or asking the required 
paramater values at the beginning as the input. 

Table 2 Mica2 sensor node data 

PR0 22.2  mW 
PT0 15.9 mW 
η 15.7 % 
α 2 
ε 0.0005 

 

For the distance between source and destination nodes as 
760m, 1000m and 1200m, power consumption versus number of 
hop graph is obtained and given in Figure 3. When the number of 
hops is increased, the power consumption decreases at the 
beginning and then increases after reaching the minimum value. 

This algorithm provides not only the optimum hop length and 
as a result optimum hop number but also the number of sensor 
nodes required for minimum power consumption directly without 
computing power consumption for each hop number. 

5. Analytical Approach 

As it is seen from Figure 3,  the power consumption decreases 
at the beginning and then increases after reaching the its minimum 
value. Therefore, this is considered as mathematical issue finding 
minimum point and analytical approach is developed [1].  

The hop number at which the minimum power is consumed is 
called as optimum hop number. Taking the derivative of (1) with 
respect to hop number, optimum hop number (nopt) is obtained as: 
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 nopt = R{[η(PR0+PT0)]/[ε(-1+ α)]}-1/α (2) 

For the α=2 value, (2) can be rearranged as: 

 nopt = R{[η(PR0+PT0)]/ε}-0.5 (3) 

As it can be seen from (3), optimum hop number depends on 
sensor node receiving power (PR0), transmitting power (PT0), α, ε, 
η parameters and also the distance between source and destination 
nodes. 

The optimum number of sensor nodes is defined as the sensor 
nodes required for minimum power consumption in a linear 
wireless sensor network with equidistantly placed sensor nodes. 
After optimum hop number is obtained, the optimum sensor nodes 
(dopt) can also be calculated by subtracting 1 from (3): 

 dopt= nopt -1 (4) 

The more generic expression for optimum number of sensor 
nodes is given in (5). 

 dopt = R{[η(PR0+PT0)]/[ε(-1+ α)]}-1/α -1 (5) 

Thanks to these mathematical expressions, the number of 
sensor nodes which are placed with equal hop length can be 
calculated directly from PR0, PT0, ε, η, α for a linear wireless sensor 
network. 

6. Conclusion 

WSNs can be deployed over the locations where are difficult 
to install traditional systems and this makes them attractive. On the 
other hand, sensor nodes are left unattended for a  long period of 
time, lifetime of the network depends on how the limited energy 
supply of the nodes is used. Therefore energy efficiency issue is 
required to be considered during the application design. From the 
engineering design perspective, the aim of this study to determine 
the number of hops and sensor nodes for minimum power 
consumption in LWSNs including equidistantly deployed sensor 
nodes. For this purpose, both algorithm and analytical approaches 
are presented in this paper. Thanks to these approaches, the number 
of hops and thus the number of sensor nodes required for a LWSN 
application are determined according to the hardware parameters 
of the sensor nodes during design phase. 
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 In this work, a compact system for the automatic estimation of the tilt angle at any location 
of the world is presented. The system components are one computer, one GPS receiver and 
one Python program. The tilt angle is calculated through the maximization of the flux of 
direct radiation incident upon a flat solar collector. An estimation of the adjustments of this 
angle at different time periods are obtained. This angle is calculated in steps of six minutes 
during a whole year. Daily, monthly, biannually and yearly averages of this value are 
obtained. A comparison of the energetic gain when the tilt angle changes at the different 
time periods is made as well. Because, the algorithm doesn’t receive as an input the solar 
radiation incident upon a surface at the location of the calculation, a comparison was made 
between the results obtained and the results reported for the monthly tilt angle of 22 
different places. The root mean square error obtained with this comparison was between 
1.5 and 9.5 degrees. The monthly tilt angle estimated deviated in average for less than 6.3° 
with respect to the values reported for the different locations. Finally, the application of a 
correction factor in the monthly estimated angles is proposed, which might increase the 
collected energy. 
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1. Introduction 

Recently, we reported a system having as a purpose the 
calculation of the sun trajectory during one day in a specific 
location [1]. In this paper, another system presenting enhanced 
capabilities with respect to the system presented in the above work 
is reported. 

The energy that can be extracted from a flat solar collector 
depends to a large extent on the direction of solar radiation in 
relation to the surface of the panel. This will be maximum, when 
the sun rays and the surface are perpendicular to each other. 
Through, a solar tracking system the above condition can be 
fulfilled the whole time. However, it is cheaper and simpler to keep 
a fix solar collector for a period of time than to make two rotations 
along two different axes to achieve tracking. In systems with dual 
axis tracking the panel is rotated along the line pointing to the 
vertical of the place (surface azimuth angle) and it is rotated along 
the line east-west (tilt angle or slope). 

In general, for the fixed panels the optimal surface azimuth 
angle is zero degrees. Therefore, the tilt angle is the only one that 

is adjusted to maximize the collected energy. In this respect, 
several studies to obtain the optimum tilt angle optβ  at different 
locations of the world have been conducted. As for example: 
Athens [2], Izmir [3], four places in India [4], 5 regions in China 
[5], Sanliurfa [6], Tabass [7], two locations in India [8], eight 
provinces of Turkey [9], New Delhi [10], Helwan [11], Brunei 
[12], Syria [13], Surabaya [14], 35 sites of the Mediterranean 
region [15], Taiwan [16], Madinah [17] and the examples could 
continue. 

In the literature, it is suggested that in the northern hemisphere 
the panels must be facing south. The optimum tilt angle depends 
of the geographical latitude of the place φ . Not all of the studies 
are focusing in the calculation of an annual optβ . In some cases, 
this angle is reported in monthly or biannual (twice a year) time 
periods. Because, the selection of different time periods impacts 
the efficiency of the solar collector. For example, it was reported 
that in Madinah, a monthly adjustment of the tilt angle can enhance 
in 8% the captured energy than the one that can be obtained when 
this angle is kept fix during the whole year [17]. Numerous 
suggestions for optβ  are found in the literature. For example, in the 
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References [3, 11, 18] is proposed 15optβ φ= ± o , in the Reference 

[19] is suggested 10optβ φ= ± o , where the minus sign refers to the 
summer season and the plus sign is for the winter. In the Reference 
[10] is proposed 90optβ φ= + o  for the winter and 60optβ φ= − o  
for the summer. In the Reference [20] is recommended 

0.917 0.321optβ φ= + o , in the Reference [21] is suggested 

( )10 30optβ φ= + →o o , in the Reference [22] is proposed 

optβ φ δ= − , where δ  is the declination and the examples could 
continue. Unfortunately, the only way to obtain the optimum tilt 
angle is through radiation measurements at the place of interest for 
an extended period of time. This is due to the fact that solar 
radiation has different components, which are the direct, the 
diffuse and the albedo radiation. The optimum tilt angle, which is 
the ones that maximize the energy extraction is influenced in the 
way that these radiation components are distributed. 

In this work, a system for estimation of the tilt angle 
considering exclusively the direct radiation is presented. This can 
be used in the locations that does not have a record of radiation 
measurements, or when the users or designers of the solar 
installations do not have a direct access to available radiation data. 
With this system in a very few minutes and with a minimum of 
interaction of the end user, several data used in the solar designs 
are obtained. Also, the tilt angle is calculated in time periods of six 
minutes, daily, monthly, biannual and yearly. A comparison of the 
energetic gain when the tilt angle changes at the different time 
periods is made as well. Finally, a comparison was made between 
the results provided with the proposed system and the ones 
reported for the monthly tilt angle of 22 different places. The root 
mean square error ( RMSE ) obtained through this comparison was 
between 1.5 and 9.5 degrees. The estimation of the monthly tilt 
angle deviated in average for less than 6.3°. Also, an adjustment 
for each of the estimated monthly slope angles is proposed, which 
might reduce the energy loss. 

2. Direct Radiation Incident on a Tilted Solar Flat Panel 

2.1. Sun Position 

In a fixed point on the Earth, due to the Earth’s rotation and its 
movement around the sun, the direction of the beam radiation is 
changing in time. It is customary to describe the trajectory that 
follows the sun by using two angles, when the representation of the 
Celestial sphere is used. These are: the hour angle ω  and the 
declination angle for an equatorial coordinate system and the solar 
altitude angle sα  and the solar azimuth angle sγ  for a horizontal 
coordinate system. The angle between the two planes; the one 
containing the Earth’s axis and the meridian plane of the point of 
observation, and the other containing the Earth’s axis and the 
meridian plane of the sun is ω . At solar noon, i.e., when the sun 
is on the observer meridian 0ω = o . The angle between the equator 
and the sun position at solar noon is the declination. This angle in 
degrees is given by [23] 

 28423.45sin 360
365

nδ + =  
 

, (1) 

where n  is the integer day number, being January 1st 1n = . The 
declination is changing in time, but during one day is almost 
constant. 

 In the Figure 1 are shown the angles sα , sγ  and szθ , where the 
latter angle is the solar zenith angle. sα  is the angle between the 
direct sun rays and the horizontal plane of the specific location, 

0sα = o  when the sun is on the horizontal plane, 90sα = o  when 
the sun is at the zenith. During the sun hours this is an angle 
between 0o  and 90o  . Its value is negative before sunrise and after 
sunset. The relationship between the solar altitude angle and solar 
zenith angle is 90sz sθ α= −o . sγ  is the angle between the south 
and the projection of the direct sun rays on the horizontal plane. 
This is an angle between 180− o  and 180o . Displacements east of 
the south are negative and west of the south are positive. 

In the References [24-28] have been reported algorithms to 
calculate the sun position. The complexity and accuracy differ 
from each other. In this work, the fifth algorithm of the Reference 
[28] is employed, because it is easier to program and it is accurate 
from 2010 to 2110. The output of this algorithm are the angles ω
, δ , sα  and sγ . The inputs are the date (month, day, year), the 
time in decimal format, the latitude, the local longitude lL  , the 
atmospheric pressure P  and the room temperature T . In this 
algorithm, the following conventions are applied: the latitude is an 
angle between 90− o  and 90o , in locations up north of the equator 
it is positive, otherwise is negative. The longitude is an angle 
between 0o  and 360o , being 0o  at the prime meridian. At the east 
of this meridian has a value between 0o  and 180o . It is measured 
in a counter clockwise fashion to the east. 

The angles of the equatorial and horizontal coordinate systems 
are related to each other by [18] 

 cos sin cos cos cos sin sinsz sθ α φ δ ω φ δ= = +   (2) 

and 

 ( ) 1 cos sin sin
sign cos

sin cos
sz

s
sz

θ φ δ
γ ω

θ φ
−  −

=  
 

,  (3) 

where the sign function is equal to 1+  , if ω  is positive; 
otherwise is 1− . 

 
Figure 1. Sun position relative to one fixed point on Earth. 

http://www.astesj.com/


J. F. Campos et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1491-1501 (2017) 

www.astesj.com     1493 

2.2. Angle of Incidence on a Tilted Flat Solar Collector 

In a fixed location, the sun moves across the sky along the day. 
By this reason, the beam radiation vector will make an angle iθ  
with respect to the normal of the collector surface. Most solar 
energy can be captured when 0iθ = o . If a unit vector n̂  is 
pointing from a fixed point in the Earth to the direction of the beam 
radiation and another unit vector m̂  is normal to the collector 
surface, the angle between both vectors can be computed with the 
dot product, i.e., ( )1 ˆ ˆcosiθ

−= ⋅m n . 

To minimize the angle iθ  during a specific time period, the 
fixed flat solar panels are subjected to two rotations. On one hand, 
the panel is rotated in a counterclockwise fashion an angle β  
along the line east-west (tilt angle or slope). On the other hand, the 
panel is rotated in a clockwise fashion an angle γ  along the line 
pointing to the zenith of the place (surface azimuth angle). Both 
rotations are shown in the Figure 2. 

According to the geometry shown in the Figure 2. The unit 
vectors m̂  and n̂  are given by 

 ˆ ˆ ˆ ˆsin cos sin sin cosx y zβ γ β γ β= − +m e e e   (4) 

and 

 ˆ ˆ ˆ ˆcos cos cos sin sins s x s s y s zα γ α γ α= − +n e e e .  (5) 

Thus, the angle of incidence between both vectors after a few 
simplifications is 

 cos cos cos( )sin sin cosi s s sθ α γ γ β α β= − + .  (6) 

The tilt angle is an angle between 90− o  and 90o , when 
0β > o  the collector is facing the south, which is the most used 

slope in the northern hemisphere. If the panel is horizontal 0β = o  

and i szθ θ= . Finally, if 0β < o the surface of the panel is facing 
the north. In most situations, the collectors are adjusted to have an 
azimuth angle 0γ = o . This angle is varied, when there are objects 
that produce shadows over the collector surface, or in some cases 
when a set of two fixed panels are used for extracting energy. In 

this configuration, one of them is used in the morning and the other 
is employed after the solar noon [14]. 

2.3. Maximization of the Flux of Energy in Terms of the Tilt 
Angle 

Recently, Handoyo and co-workers have exposed a 
mathematical procedure to calculate the optimum tilt angle of a 
solar flat collector [14]. In that work, cos iθ  is expressed in the 
equatorial coordinate system in terms of the following angles: δ , 
ω , β , γ  and φ . This equation is reported elsewhere as in 
Reference [18]. They do the first derivative and the second 
derivative test for a single variable to maximize cos iθ  in terms of 
β . At first, ( )cos 0id dθ β =  is calculated and later the 

condition ( )2 2cos 0d dθ β <  is tested. These tests will be applied 
to (6), which is expressed in terms of a horizontal coordinate 
system. The value of β , which corresponds to the critical point of 
(6) is 

 1tanmax
A
B

β −  =  
 

,  (7) 

where ( )cos coss sA α γ γ= −  and sin sB α= . The second 
derivative is 

 ( )
2

2

cos
sin cosi

max max
d

A B
d

θ
β β

β
= − + .  (8) 

Computing maxβ  of (7) requires as inputs the date (month, day and 
year), the hour in decimal format, the geographical coordinates and 
the panel azimuth angle. If the magnitude of any of these variables 
changes, the value of maxβ  is modified as well. 

2.4. Sunrise, Sunset, Day Length and Local Standard Time 

In the equator, the day length is 12.0 h during the whole year. 
But at latitudes different to this geographical point, this quantity is 
changing in daily basis. Up north of this latitude, during the 
summer the sun light is shining for a longer time, on the contrary 
during the winter. Therefore, the net energy that can be captured 
by a collector will depend to some extent on the day length. Of 
course, if there is no sun light, no solar energy can be obtained. By 
this reason, it is interesting to calculate the evolution of this 
variable, which is related to the sunrise and the sunset time. From 
(2), the sunrise hour angle in degrees can be obtained by making 

0sα = o , i.e., 

 ( )1cos tan tansrω φ δ−= − − .  (9) 

 The sunset hour angle is ss srω ω= − . The day length DL  in 
decimal hour is 

 ( )2abs 15srDL ω= o .  (10) 

The solar time ST  in decimal hour is related to the hour angle 
by 

 ( )15 12ST ω= +o .  (11) 

 

Figure 2. Flat surface rotated along the lines east-west and south-north. 

http://www.astesj.com/


J. F. Campos et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1491-1501 (2017) 

www.astesj.com     1494 

In terms of the local standard time LST  and a time correction 
factor TC  is 

 ST LST TC= + .  (12) 

The time correction factor in minutes is given by 

 ( )4 st l DSTTC L L EoT C= − + − ,  (13) 

where stL  is the standard longitude, lL  is the observer’s 
longitude, DSTC  is a time correction due to the daylight-saving 
time (DST) and EoT  is the equation of time. In (13) the following 
conventions must be employed: lL  is an angle between 180− o  
and 180o . It is considered negative at the west of the Greenwich 
meridian, and positive at the east of it. In this work, the DST 
changes are not considered, thus 0DSTC = . Also, 15stL TZ= o , 
where TZ  is the time zone in decimal hour. TZ  is positive at the 
west of the prime meridian and negative at the east of it. 

The equation of time in minutes is 

 ( )9.87sin 2 7.53cos 1.5sinEoT B B B= − − ,  (14) 

where B  in degrees is 

 ( )360 81
365

B n = − 
 

.  (15) 

 By combining (11) and (12), it can be obtained the local 
standard time in decimal hour as 

 12
6015
TCLST ω

= + −o .  (16) 

With (9) and (16) the sunrise time srLST  is obtained. 
Similarly, by substituting ssω  in (16) the sunset time ssLST  is 
obtained. 

The coordinated universal time UTC   is employed to calculate 
the sun position. It is related to the LST  by 

 UTC LST TZ= + .  (17) 

This time doesn't observe the DST, and TZ   follows the same 
convention applied to (13). 

3. System Description 

3.1. GPS Receiver 

The global positioning system (GPS) receiver used in this work 
was the model ND-105C GPS Dongle from GlobalSat WorldCom 
Corporation. But, any GPS receiver that meets the National Marine 
Electronics Association (NMEA) requirements and that has the 
possibility of sending sentences through the serial port can be 
employed. 

The above GPS receiver for the output data follows the 
protocol NMEA 0183. It returns four the sentences: GGA, GSA, 
GSV and RMC. The GGA sentence contains all the useful data 
introduced as an input in the program as the validity of satellite fix, 
the geographical latitude with the corresponding hemisphere and 

the local longitude with its relative position with respect to the 
prime meridian. 

3.2. Python Program 

The program used to perform the calculations was written in 
Python 3.6. It can be requested by email to the corresponding 
author. The flowchart of the program is shown in the Figure 3.  

The time frame set in the calculations corresponds to one year. 
They will begin in the first day of the month at which the program 

 

Figure 3. Flowchart of the Python program. 
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was run, and they will end in the same day and in the same month 
of the next year. 

The Spyder integrated development environment (IDE) 
included in the Anaconda distribution was chosen to debug and to 
run the program. The communication between the GPS and the 
computer is realized through the serial port. Therefore, pyserial 
module must be installed, it is freely available at: 
(https://pypi.python.org/pypi/pyserial). In order to the program to 
work properly the end user must provide the communication 
(COM) port at which the GPS is connected to the computer and it 
must configure the time zone of the Windows operating system 
(OS). This must correspond to the region at which the calculation 
of the tilt angle is going to be done. The DST changes are not 
considered in the program, and they must be ignored in the above 
configuration. 

 As it shown in the Figure 3, if the GPS is plugged, the GPS 
sentences are read through the serial port. From the GGA sentence 
all the required inputs are extracted (valid fix, φ  and lL ). When 
the fix is invalid the program will stop displaying a warning 
message. Otherwise, the program will continue doing 
computations. From the OS the date and the TZ  are read by the 
program. 

To obtain DL  the program computes (9) and (10). The first 
equation requires the declination, which is calculated with (1). The 
latitude is provided by the GPS. srLST  is obtained with (16), when 
ω  is substituted by srω  , which is obtained with (9). ssLST  is get 
when ω  is substituted by ssω  in (16). The zenith angle at solar 
noon is calculated with the declination and the latitude. For places 
with greater latitudes than the tropics, this angle never will reach 
zero. For both tropics will be zero once a year. In places between 
the above latitudes will be reach zero twice a year. 

Once the daily behavior of srLST  and ssLST  are obtained a 
daily time interval is set for the calculation of the variables sα , sγ
, maxβ  and cos iθ . Initially, (6) is evaluated with two different tilt 
angles ( maxβ β=  and β φ= ). A few averages are realized once 

maxβ  is obtained. These are done for the following time periods: 
daily dβ  , monthly mβ , from April to September and from 
October to March (biannual) bβ  and yearly yβ . 

However, the magnitude of the above angles depend of the 
daily time interval selected in the simulation. For example, their 
magnitude will have one value for the daily time interval 

[ ],sr sst LST LST∈  h, which differs to the obtained if 

[ ]10.0,14.0t∈  h is considered. Therefore, a daily time interval for 
the simulation must be chosen. In this work, the user can select one 
of two possible options for the daily time interval. The first 
comprehends the daily time interval ( ),long i ft t t∈  in steps of 0.1 h 
(six minutes). The initial time of this interval is 

( ) ( )( )max min 2i sr srt LST LST= − , and the final time of this 

interval is ( ) ( )( )max min 2f ss sst LST LST= − . This daily time 
interval will be called long time. The functions max  and min  are 

referring at the maximum and minimum values that reaches the 
variable over a one year period. The second time interval will be 
called short time. This is the default time considered in the 
program. It is given by ( ) ( )( )max ,minshort sr sst LST LST∈  in steps 
of 0.1 h. It is worth mentioning, that the user can input the 
magnitude of γ , which appears in the coefficient A  of (7), but its 
default value is set to 0γ = o . If longt  is chosen in the simulations, 

for some days and in some specific times could result that 0sα < o

.This means that the sun is not in the local horizon. In these 
particular situations, the program assign NaN values to all 
variables. 

To estimate the average flux of solar radiation incident in the 
solar collector, the different values of β  ( maxβ , dβ , mβ , bβ  and 
β φ= ) are evaluated in (6). Finally, the average of cos iθ  for the 
each of the above angles in different time periods is calculated. 

All the calculated variables are saved in files, which have a 
comma separated value (csv) format. The plots of the yearly 
evolution of srLST , ssLST , DL , szθ  at the solar noon, dβ , mβ
and bβ  are generated by the program. In addition, the plot of the 
annual variation of cos iθ  is generated, when is evaluated with the 
following angles: maxβ , dβ , mβ , bβ  and β φ= . After this step, 
the program ends. 

3.3. System Applications 

The applications that can have the system can be briefly 
summarized as follows: 

• To have an insight of the working hours of the solar 
installations during a whole year, because these can 
operate just during the sun hours. The above variable is 
related to the day length, the sunrise and sunset times, 
which are provided graphically and in csv format files. 

• To control a dual axis tracking system by the knowledge 
of the solar azimuth and the solar altitude angles. Both 
angles are provided by the system. 

• To estimate the tilt angle that should follow one single 
axis tracking system in different periods of time. This can 
be done every six minutes, daily, monthly or biannual. To 
have an insight of the energetic gain that can have any of 
the above systems. 

• To modify the program to extend its capabilities. 

4. Results and Discussion 

As stated above, the system can work at different locations. 
Just two conditions must be meet. On one hand, the correct COM 
port at which the GPS is detected by the computer must be set. On 
the other hand, the time zone of the location and the configured in 
the OS must match. 

Several tests were realized to verify the proper operation of the 
system. However, they were realized in different places of same 
city, which was Mexico City. 

http://www.astesj.com/


J. F. Campos et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1491-1501 (2017) 

www.astesj.com     1496 

As an example of the output data provided by the program, the 
results obtained during one test made in Mexico City will be 
presented. 

4.1. Annual Evolution of srLST , ssLST , DL   and szθ  at Solar 
Noon 

In the Figure 4 the plot of srLST  for 366 days is shown. The 
minimum value of the sunrise time is 6:09 h and it will be reached 
in June 6th, 2017. The maximum value is 7:17 h and it will be 
reached in January 19th, 2018. Due to the geographical location of 
Mexico City, there is no a significant daily variation associated to 
this variable.  

In the Figure 5 is shown the plot of the yearly variation of 
ssLST . The minimum value of the sunset time is 17:52 h and it will 

occur in November 23rd, 2017. The maximum value is 19:14 h and 
it will occur in July 6th, 2017.  

In the figure 6 the yearly evolution of DL  is presented. The 
shortest day length will be in December 21st, 2017 and it has a 
value of 10 h and 49 min. It is not surprising that this date 
corresponds to the winter solstice. The day length reaches a 
maximum value of 13 h and 10 min. This will happen in June 21th, 
2017, which corresponds to the summer solstice. 

In the Figure 7 the yearly evolution of the szθ  at solar noon is 
presented. Due to the fact that Mexico City is located between the 
equator and the Tropic of Cancer, twice a year szθ  is zero at solar 
noon. One of these dates corresponded to May 18th, 2017 and the 
other will occur in July 25th, 2017. The global maximum of szθ  is 
42.96o  and it will be reached in the winter solstice. The local 
maximum, with a value of 3.94°, will happen in June 21st, 2017, 
which corresponds to the summer solstice. 

Once srLST  and ssLST  are known the daily time interval ( longt  
or shortt ) is obtained. 

 

Figure 4. Yearly evolution of the sunrise time 

 

Figure 5. Yearly evolution of the sunset time. 
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Figure 6. Yearly evolution of the day length. 

 

Figure 7. Yearly evolution of the solar zenith angle at solar noon. 

 

Figure 8. Yearly evolution of the daily, the monthly and the biannual tilt angles.

In the Figure 8 are shown the values of dβ , mβ  and bβ , which 
were obtained averaging maxβ . This angle was calculated in steps 
of 0.1 h. The simulation was made by choosing the daily time 
interval as shortt .As it can be seen in the figure 8 from April 23th 
to August 18th the daily tilt angle must be negative. It means that 

during this period the solar collector must face to the north. When 
a monthly adjustment of the tilt angle is realized, the panel should 
face the north from May to August. As well as 0bβ < o  from April 
to September. In the Figure 9 it is shown how cos iθ  is varying 
during an entire year in terms of the angles maxβ , dβ , mβ , bβ and 

lβ , where lβ φ= .
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Figure 9. Yearly evolution of average radiation flux incident on the collector surface. When different tilt angles are evaluated in (6). 

 

 

As expected, the greater flux incident on the collector surface 
is obtained when the panel is moved every six minutes. 
Surprisingly, cos iθ  doesn’t vary much when is evaluated with 

maxβ , dβ  or mβ . In September and in March a biannual movement 
of the panel can provide less energy than the energy extracted with 
the tilt angle equal to the latitude of the location. Most of the year, 

( )cos i lθ β β=  will have the smallest magnitude. 

One file with the csv format summarizing the above results is 
generated, when the program is executed. This report is presented 
in the Table 1 

The Table 1 must be read in the following way. The first twelve 
rows are referred to the monthly values. Taking as an example the 
month of May, mβ  should be 8.73− o , the radiation flux incident 
on the collector surface in average will be 0.763, 0.753, 0.752, 
0.752, 0.679, when β  is evaluated in (6) with angles maxβ , dβ , 

mβ , bβ and lβ , respectively. The day length will be 12.93 h in the 
decimal hour, and the sunrise and the sunset times will be 6.09 h  

 

and 19.01 h, respectively. Both values are as well given in decimal 
hour. 

It is not very surprising to find that the yearly tilt angle is almost 
equal to the latitude as it is shown in the first column of the table 
1, that is yβ φ≈ . In the last two rows of the first column the results 
for bβ  are shown. As expected yearly DL  is 12.0 h. Finally, in the 
row related with the yearly values, and average of cos iθ  for the 
different tilt angles is shown. These magnitudes are 0.751, 0.743, 
0.742, 0.732 and 0.689, for maxβ , dβ , mβ , bβ and lβ , 
respectively. It is interesting to note that an energetic gain of ~1% 
is obtained by adjusting the tilt angle every six minutes than doing 
it every month. 

4.3. Evaluation of the Algorithm 

The optimum tilt angle at a given location requires of the 
measurements of the solar radiation. Therefore, to evaluate the 
algorithm one comparison was made between the results obtained 
and the results reported for the monthly tilt angle of 22 different 
places. To do this comparison the geographical coordinates were 

Time Period mβ  

(Deg) 
( )max

cos iθ β  ( )cos i dθ β  ( )cos i mθ β  ( )cos i bθ β  ( )cos i lθ β  
DL  

(h) 
srLST  

(h) 

ssLST  

(h) 

May, 2017 −8.73 0.763 0.753 0.752 0.752 0.679 12.93 6.09 19.01 
June, 2017 −13.7 0.779 0.768 0.768 0.76 0.661 13.16 6.04 19.19 
July, 207 −11.22 0.77 0.76 0.759 0.756 0.67 13.05 6.17 19.22 
August, 2017 −1.18 0.742 0.736 0.735 0.734 0.698 12.64 6.35 18.99 
September, 2017 15.41 0.721 0.72 0.718 0.681 0.717 12.09 6.47 18.56 
October, 2017 33.98 0.73 0.727 0.725 0.717 0.708 11.53 6.6 18.13 
November, 2017 47.23 0.761 0.751 0.75 0.749 0.68 11.06 6.84 17.9 
December, 2017 52.61 0.779 0.768 0.768 0.758 0.662 10.84 7.13 17.97 
January, 2018 49.76 0.768 0.758 0.757 0.753 0.672 10.97 7.28 18.25 
February, 2018 39.29 0.739 0.733 0.731 0.73 0.699 11.36 7.17 18.52 
March, 2018 22.06 0.72 0.719 0.717 0.678 0.716 11.89 6.82 18.7 
April, 2018 3.68 0.733 0.729 0.727 0.72 0.707 12.45 6.39 18.84 
Yearly 19 0.751 0.743 0.742 0.732 0.689 12 6.61 18.61 
April-September −2.48 0.755 0.748 0.747 0.738 0.693 12.72 6.25 18.97 
October-March 40.6 0.753 0.747 0.745 0.735 0.694 11.27 6.97 18.24 
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input manually to the algorithm. The monthly optimum tilt angle 
of this places is reported in the References [3-13]. As a measure of 
the deviation the RMSE  was calculated. This is given by 

 
( )2

1, 2,1

n
t tt

x x
RMSE

n
=

−
= ∑ ,  (18) 

where 1,tx  and 2,tx  are two time series, and n  in (18) is the 

number of data. The results of this comparison are shown in the 
Table 2. During these simulations the daily time interval was 
always shortt .  In each of the rows corresponding to the twelve 

months of the year the difference between the reported tilt angle 
and the calculated with the algorithm is shown. A negative sign 
means that mβ  was underestimated, on the contrary the angle was 

overestimated. In these simulations, the average mβ  always was 
overestimated as it can be seen in the last row. Near the winter and 
summer solstices the variation was larger than in other months. 
The better estimations of mβ  were obtained in March and in 
October. The greatest RMSE was found for the city of Mohe 
(9.21°). The smallest discrepancy for this variable was found for 
the city of Aligarh (1.59°).

 

Table 2. Comparison between the results of this work and the results of 22 locations reported in the literature. 

City 
Jan. 

(Deg) 

Feb. 

(Deg) 

March 

(Deg) 

April 

(Deg) 

May 

(Deg) 

June 

(Deg) 

July 

(Deg) 

Aug. 

(Deg) 

Sept. 

(Deg) 

Oct. 

(Deg) 

Nov. 

(Deg) 

Dec. 

(Deg) 

RMSE 

(Deg) 

Izmir 0 −1 −1.5 1.6 6.9 8.6 9.7 3.8 -0.2 −1.7 -0.5 0.6 4.46 

Sanya 6.07 6.16 3.84 −0.24 -0.44 −0.57 -1.36 −0.22 1.79 4.75 6.13 8.31 4.32 

Shanghai 10.54 6.52 6.6 5.77 5.69 5.54 6.17 4.86 4.39 6.53 10.26 9.13 7.10 

Zhengzhou 9.42 6.58 4.95 5.36 6.94 8.02 7.73 6.14 6.21 6.87 6.42 8.18 7.00 

Harbin 3.11 1.41 2.12 7.36 11.32 14.87 13.4 9.5 4.03 2.12 3.19 4.48 7.85 

Mohe 0.57 −2.71 -0.64 6.9 15.53 17.47 16.56 11.05 4.09 1.09 0.65 1.62 9.21 

Lhasa −0.1 -0.02 0.1 1.37 4.87 6.61 5.45 3.35 0.4 −0.98 -0.9 0.59 3.06 

Sanliurfa 5.31 3.47 −1.5 −4.31 −5.87 −5.81 −5.48 −4.05 −1.53 3.32 4.59 5.98 4.52 

Tabass −0.65 −1.63 −1.97 0.77 5.98 3 5.35 2.9 −2.23 −2.86 −1.34 0.07 2.94 

Aligarh 1.09 −0.07 −0.87 1.08 1.12 −3.94 −1.6 2.15 −0.82 −1.1 0.25 1.26 1.59 

Adana 5.94 4.05 2.95 3.99 7.36 6.41 8.75 5.23 2.87 1.88 4.23 6.62 5.39 

Ankara 7.1 5.38 3.82 6.46 9.1 10.21 10.55 5.85 3 2.42 5.47 8.78 7.01 

Diyarbakır 5.47 3.66 1.86 4.22 7.72 7.8 10.14 4.53 0.9 −0.39 2.81 6.16 5.44 

Erzurum 2.25 1.49 1.83 6.34 8.9 10.01 10.35 5.69 2.94 1.51 2.64 3.96 5.79 

Istanbul 8.91 7.23 5.8 6.58 8.28 11.42 10.75 7.01 3.05 4.34 7.32 10.6 7.99 

Izmir 5.12 4.3 2.52 4.9 7.4 8.5 9.86 5.25 1.62 1.34 3.54 6.85 5.70 

Samsun 7.52 6.85 6.41 7.17 9.87 12 11.33 6.58 4.63 4.92 5.89 8.19 7.93 

Trabzon 8.34 7.67 8.24 9.01 9.71 11.84 11.16 9.42 7.45 6.75 7.73 9.02 8.97 

New Delhi 1.4 2.28 −0.75 0.2 2.12 −2.94 −0.6 3.11 −0.91 1.69 1.55 2.06 1.85 

Helwan 7.37 0.26 −0.62 −5.46 −0.45 −5.47 −6.11 −9.41 −6.06 −5.17 2.58 6.05 5.37 

Darussalam 9.86 7.24 3.92 −5.4 −5.55 −5.63 −3.31 −5.6 −1.22 10.73 7.69 8.55 6.75 

Damascus 0.79 −0.49 −0.86 2.17 6.54 8.76 7.7 3.65 −0.59 −1.5 −0.07 1.07 4.10 

Average 
tilt angle 
deviation 
( β∆ ) 

5.02 3.11 2.1 2.99 5.59 5.75 6.2 3.67 1.53 2.11 3.64 5.36  

http://www.astesj.com/


J. F. Campos et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1491-1501 (2017) 

www.astesj.com     1500 

 In each of the rows corresponding to the twelve months of the 
year the difference between the reported tilt angle and the 
calculated with the algorithm is shown. A negative sign means that 

mβ  was underestimated, on the contrary the angle was 
overestimated. In these simulations, the average mβ  always was 
overestimated as it can be seen in the last row. Near the winter and 
summer solstices the variation was larger than in other months. 
The better estimations of mβ  were obtained in March and in 
October. The greatest RMSE was found for the city of Mohe 
(9.21°). The smallest discrepancy for this variable was found for 
the city of Aligarh (1.59°). 

4.4. Correction Factor 

The results of the section 4.3 suggests that by considering 
exclusively the direct sun radiation, mβ  is overestimated. 
Therefore, we propose an empirical expression, in which the 
monthly tilt angle might be estimated better by 

 ˆ
m mβ β β= − ∆ ,  (19) 

where ˆ
mβ  is a new estimation of the monthly tilt angle and β∆  is 

the correction factor, which can be obtained from the last row of 
the table 2. This correction might help to improve the value of the 
monthly tilt angle calculated with the program presented in this 
work.  

5. Conclusions 

A system for the estimation of the tilt angle in different world 
locations has been implemented. The computation of this angle is 
realized for different time periods. 

Data provided by a GPS receiver are automatically passed to 
an algorithm without the intervention of the user. This approach 
might be more effective and it may avoid errors. 

The code is written in a high-level programming language, 
which makes the process of increasing its capabilities simpler. 

The estimation of the yearly evolution of average radiation flux 
incident on the collector surface for different angles shows that the 
monthly variation of the tilt angle produces almost the same 
energetic gain than moving this angle every six minutes. 
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 An empirical study that examines the usage of known vulnerable statements in software 
systems developed in C/C++ and used for IoT is presented.  The study is conducted on 18 
open source systems comprised of millions of lines of code and containing thousands of 
files.  Static analysis methods are applied to each system to determine the number of unsafe 
commands (e.g., strcpy, strcmp, and strlen) that are well-known among research 
communities to cause potential risks and security concerns, thereby decreasing a system’s 
robustness and quality. These unsafe statements are banned by many companies (e.g., 
Microsoft). The use of these commands should be avoided from the start when writing code 
and should be removed from legacy code over time as recommended by new C/C++ 
language standards.  Each system is analyzed and the distribution of the known unsafe 
commands is presented.  Historical trends in the usage of the unsafe commands of 7 of the 
systems are presented to show how the studied systems evolved over time with respect to 
the vulnerable code.  The results show that the most prevalent unsafe command used for 
most systems is memcpy, followed by strlen. These results can be used to help train software 
developers on secure coding practices so that they can write higher quality software 
systems. 
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1. Introduction  

This paper was originally presented in 2016 IEEE 3rd World 
Forum on Internet of Things (WF-IoT) [1].  Additional research 
has been done to extend the research to examine the security of a 
much larger group of IoT software systems. While the IoT 
continues to grow to billions of devices running a huge variety of 
software systems, both open source and proprietary, security 
becomes a major concern for individuals and organizations who 
use the IoT in both academia and industry. The security of every 
software system becomes vital as each software system and device 
could be a target or an access point to hackers, or lawbreakers [2-
4]. Most of the software and embedded systems used for IoT 
applications are currently available as open source systems and are 
therefore developed by programmers from varying disciplines and 

with different backgrounds.  Many of those programmers have 
little to no background on security challenges imposed by the 
usage of vulnerable source code in some programming languages 
(e.g., C/C++) caused by commands that are well known to the 
research community as being unsafe and are banned by companies 
such as Microsoft.  

According to [5, 6], most of the detected security threats are 
due to vulnerabilities in the code.  Thus, minimizing usage of 
insecure commands can play an important role in protecting the 
software systems from any potential attacks. In order to minimize 
the use of unsafe commands at the source code level, developers 
need to be made aware of those unsafe commands and the security 
issues their usage can cause. Educating developers and ensuring 
that they follow good programming practices can minimize the 
time and effort spent on finding and fixing them in later stages, as 
well as lessen the expense of fixing a security issue if it’s exploited 
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by an attacker. For example, C/C++ programming languages are 
preferred by developers because of the level of performance, 
flexibility, and efficiency that they offer. However, security 
vulnerabilities (e.g., integer vulnerability, buffer overflow, and 
string vulnerability) need to be addressed and avoided from the 
beginning when writing the source code to save the time and 
expense that comes with having to refactor the system at a later 
date to remove those security vulnerabilities.  Additionally, 
programmers also need to make sure that they do not use 
commands that are known to cause security concerns (e.g., 
memcpy, strlen, and strcmp).  

As an example, the standard C library includes a function 
called gets() that is used primarily for reading strings input by the 
user. This function accepts a pointer from data type char as a 
parameter and reads a string of characters from the standard input, 
placing the first character in the location specified by that pointer 
and subsequent data consecutively in memory.  The gets() function 
will continue reading until a newline is detected, at which point the 
buffer is terminated with a null character.  The issue is that the 
developer cannot determine the size or length of the buffer passed 
to gets() prior to runtime. Because of this, when the buffer is size 
bytes, an attacker trying to write size + extra bytes into the buffer 
will always succeed if the data excludes newlines [5]. 
Consequently, memory locations that are adjacent to the buffer in 
the memory may be overwritten, which could lead to sensitive data 
being modified if it is stored in those adjacent memory locations. 
Additionally, an attacker could even overflow the stack and lead 
the program to run into an arbitrary or unexpected status. A safe 
alternative to gets() is fgets(), which, unlike gets(), also accepts an 
integer number as a parameter that acts as the limit of characters 
copied into the string, including the null-character at the end. 

The process of protecting software systems from vulnerability 
issues at the source code level is done by either completely 
removing known unsafe commands and functions, or by replacing 
them with safer replacements (e.g., strncpy, strncmp, strncat etc.). 
Here, we have extended a previous empirical examination of some 
of the open source software systems used for IoT to better 
understand how well IoT developers do when it comes to the usage 
of vulnerable code by studying a larger group of IoT systems and 
the history of some of those systems to analyze the change in the 
usage of unsafe commands over time.  We are particularly 
interested in determining the most prevalent unsafe statements that 
occur in a wide variety of IoT software applications and if there 
are general trends, and are interested in seeing if the trends stay the 
same or change among a larger group of systems, as well as if there 
are historical trends for the group of systems whose history was 
also examined.  While this work does not directly address the 
problem of removing unsafe source code from the systems, it does 
serve as a foundation for understanding the problem requirements 
in the context of a broad set of applications.  Moreover, the focus 
of this research is on unsafe statement detection and identifying 
their distribution over time. 

In this study, several software systems used for IoT and 
developed in C/C++ are analyzed and evaluated with respect to the 
usage of vulnerable commands that can affect the quality of IoT 
systems.  Each of the studied systems are written in C/C++.   For 
each system, the source code is analyzed a count is created for each 
of the unsafe functions as well as the safer replacement functions.  

These counts are compared against the counts of each other system 
to uncover trends and make observations about the usage of unsafe 
functions. Furthermore, the history of some of the systems, if it 
was available and of a sufficient length, is examined and the 
number of detected unsafe functions is calculated for each release. 

This work focuses on addressing the following questions:  how 
many unsafe functions are used in these systems, which of those 
are the most frequent, and what are their respective distributions? 
Are the numbers or distributions of unsafe functions changing over 
the history/versions of a software system? When a larger group of 
systems is studied, do the trends uncovered in the original study 
remain the same, or do new trends emerge? 

 This work contributes by extending one of the only studies on 
the usage of vulnerable functions in IoT software applications. We 
found that the functions memcpy and strlen represent most of the 
unsafe functions occurring in these systems, in both the original 
systems and the additional systems studied in this extension. 
Moreover, the findings show that, for the most part, the systems 
reviewed have become more vulnerable to attacks over time due to 
the increase in the number of the unsafe functions used over time.  
This knowledge will assist researchers in formulating and directing 
their work to efficiently address this problem when refactoring and 
designing new systems.   

The remainder of this paper is organized as follows.  Section 2 
gives background information and related work on the topic of 
source code vulnerabilities and security of IoT and its challenges. 
Section 3 describes the methodology used in the study along with 
how we performed the analysis to create counts for each unsafe 
function.  Section 4 presents the findings of our study of 18 open 
source software systems used for IoT. There is a discussion of 
results in the same section as well. The historical trends of 7 of the 
systems found are explained in section 5, followed by threats to 
validity and future enhancement in 6 and 7. Finally, conclusions 
are found in section 8. 

2. Background and Related Work 

Most of the previous research conducted on IoT security has 
focused on identifying security concerns related to the 
communication processes and authentication methods used with 
IoT.  Some other studies have examined data privacy within 
various levels.  To the best of our knowledge, no study has 
examined the usage or distribution of vulnerable code in IoT 
systems that are developed in C/C++. 

A study has been conducted by VERACODE [7] to investigate 
a selection of always-on consumer IoT devices to understand the 
security posture of each product. They found that product 
manufacturers prioritized design instead of security and privacy, 
putting consumers at risk for an attack or physical intrusion.  Their 
team performed a set of uniform tests across all devices and 
organized the findings into four different domains: user-facing 
cloud services, back-end cloud services, mobile application 
interface, and device debugging interfaces. The results showed that 
most of the tested devices exhibited vulnerabilities across most 
categories.  The findings prove that there is a need to perform 
security reviews on device architecture and accompanying 
applications to minimize the risk to users. 
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 Hui Suo, Jiafu Wan, Caifeng Zou, and Liu in [2] reviewed 
security in the IoT and analyzed security characteristics and 
requirements from four layers: perceptual layer, network layer, 
support layer, and application layer. They discussed the research 
status in this field from encryption mechanism, communication 
security, protecting sensor data, and encryption algorithm.  While 
they confirmed the need to develop technologies and 
methodologies that meet the IoT needs for meeting the higher 
requirements of security and privacy, they did not discuss security 
concerns that can be caused by programming standards or by using 
vulnerable code.    

A research group from George Mason University and National 
Institute of Standards and Technology in [3] presented a set of use 
cases that leverage commercial off-the-shelf services and products 
to raise awareness of security challenges in current practices and 
prove that there is a need for IoT security standards to be 
developed, as well as their possible implications.  They 
recommended that experts begin formulating suitable guidance 
and identifying the right security and privacy primitives for more 
secure and reliable IoT products.  However, the study has not 
discussed any security issues related to vulnerabilities at the source 
code level and possible security risks that might be caused by the 
usage of unsafe statements.  

Although literature is rich with studies that focus on the 
methods and tools used for detecting vulnerable source code [5], 
no studies have been conducted specifically in the domain of IoT 
that evaluate the usage and the distribution of vulnerable source 
code in IoT software systems and applications prior to the study of 
which this is an extension. 

This work extends a previous work on IoT security in which 
we conducted an empirical study of unsafe functions on the source 
code level.  We empirically examined 18 systems to determine 
how many unsafe functions are used and their distributions to help 
software engineers develop better software systems for IoT and to 
show how these systems evolve over time in terms of secure 
programming standards based on the usage of unsafe versus safe 
replacement functions. We extended the work by examining a 
larger group of IoT systems, adding 15 more to the original group 
of software systems studied. 

3. Methodology for detecting unsafe functions 

A function is considered unsafe if it is one of the functions well-
known to both the research community and industry to cause 
security concerns. Some of those unsafe functions and commands 
are already banned by compiler producers (e.g., Microsoft).  
Literature is abundant with lists of unsafe C/C++ commands. We 
used a tool, UnsafeFunsDetector, developed by one of the main 
authors, to analyze source code files and, if they contain any unsafe 
function calls, create a count for each unsafe function.  First, we 
collected all files with C/C++ source-code extensions (i.e., c, cc, 
cpp, cxx, h, and hpp).  For the systems whose history was analyzed, 
the last version of the system for each year was used. Then, we 
used the srcML (www.srcML.org) toolkit [1,11] to parse and 
analyze each file. The srcML format wraps the statements and 
structures of the source code syntax with XML elements, allowing 
tools, such as UnsafeFunsDetector, to use XML APIs to locate 
pieces of code, such as unsafe functions, and to analyze 
expressions in a quick and efficient manner. Once the system is 

converted into XML, UnsafeFunsDetector iteratively parses every 
source code unit to find each call of the unsafe functions and safe 
replacement functions and adjusts the counters. That is, a count of 
each unsafe function was recorded. Finally, all calls of unsafe 
functions were counted and their distributions determined. 
Table 1. The 18 studied systems along with the total unsafe functions used in them 

and the most prevalent unsafe function. 

 

The systems chosen in this study were carefully selected to 
represent a variety of open source systems developed in C/C++ and 
used for IoT and well-known to both academia and research IoT 
communities. Our findings are presented and discussed later in this 
paper, along with the limitations of our approach. 

Finally, complete content and organizational editing before 
formatting. Please take note of the following items when 
proofreading spelling and grammar. 

4. Findings, results and discussion 

We now study the usage of unsafe functions in the studied 
systems and with their distributions, along with the historical 
trends of their distributions of for 7 of the studied systems.  

 OpenWSN is an open source project that provides open-source 
implementations of a complete protocol stack based on Internet of 
Things standards, for a variety of software and hardware platforms. 
This implementation can help both academia and industry verify 
the applicability of these standards to the Internet of Things for 
those networks to become truly ubiquitous [8]. 

The TinyOS is an open source, operating system designed for 
low-power wireless devices, such as those used in sensor networks, 
ubiquitous computing, smart buildings, and smart meters [9]. 
Contiki is a lightweight and flexible operating system for tiny 
networked sensors [10]. These were the original 3 IoT systems 
studied in the original paper, but this paper has extended the work 

System Total 
Unsafe 

Functions 

Most Prevalent 
Unsafe Function 

ApacheMyNewtOS 1,524 memcpy 
AtomThreads 62 strlen 
Contiki 1,859 memcpy 
DistortOS 3 memcpy 
Embox 10,286 memcpy 
FemtoOS 0 N/A 
FreeOSEK 48 memcpy 
Lepton 3,928 memcpy 
nOS 4 memcpy 
OpenTag 58 memcpy 
openWSN 220 memcpy 
PicoOS 12 free 
POK 49 memcpy 
TinyOS 772 memcpy 
Tneo 1 memcpy 
Trampoline 637 free 
uOS-Embedded 15,556 puts 
Zephyr 3,340 memcpy 
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to analyze 18 total systems, along with the most recent 5-year 
history of 7 of those systems. 

4.1. Design of the Empirical Study 

This study focuses on three aspects regarding the security of 
software systems used for IoT in terms of unsafe function and 
vulnerable code usage. First, we examine the number of calls to 
known unsafe functions. This gives an idea of how much of the 
system needs to be refactored to remove or replace the vulnerable 
code and, therefore, increase its security and quality.  Next, we 
examine which unsafe functions are the most prevalent.  This can 
give the developers of IoT software an idea about the most 
prevalent unsafe function to they should make a priority, if they 
plan on refactoring for the purpose of improving their system’s 
security and quality, so that they can increase their system’s 
security in the most efficient way possible.  Finally, we examine 
how the presence of unsafe commands (as opposed to some safer 
replacements functions) changes over the lifetime of a software 
system. 

The following is our study defined by a set of formal research:  

RQ1: What is the total number of unsafe functions called in 
each system? 

RQ2: Of those called, which unsafe functions are the most 
prevalent? 

RQ3: Over the history of a system, is the presence of unsafe 
functions, and the use of safe replacement functions, increasing or 
decreasing?  

We now examine our findings within the context of these research 
questions. 

4.2. Number of Detected Unsafe Function and their distribution 

In the original study, Contiki had the largest number of unsafe 
functions.  In this extension, uOS-Embedded has the largest 
number of unsafe functions at 15556 total unsafe functions, as 
opposed to Contiki’s 1859 unsafe functions.  The smallest number 
of unsafe functions was 0 for FemtoOS.  To address RQ1, Table 1 
shows the total number of unsafe functions for each of the 18 
systems studied. For the systems whose history was also studied, 
Table 1 shows the number of unsafe functions of the most recent 
version.  Some of the systems had very few unsafe functions 
called, while others had thousands of calls to unsafe functions.  

 In this study, snprintf is considered an unsafe function.  Some 
compliers consider it as a safe replacement function, but it was 
considered unsafe in this study as it is banned by Microsoft. 

For most of the systems, memcpy was the most called unsafe 
function.  In some of the systems, memcpy was the only unsafe 
function called (e.g., DistortOS, nOS, and Tneo).   This trend 
matches the trend for the original study on only Contiki, TinyOS, 
and openWSN.  Even when a much larger group of IoT systems is 
studied, mempy remained the most prevalent unsafe function for 
the majority of the systems, which could allow us to start making 
better generalizations about the IoT domain when it comes to 
security than we could when a smaller group was studied. 

To address RQ2, Table 2 shows the top 3 most prevalent unsafe 
functions called across the 18 IoT systems studied.  When the top 
3 most prevalent for each system was analyzed, memcpy appeared  

Table 2. The top three most prevalent unsafe functions across most of the 
systems 

 

in the top 3 most prevalent functions of 15 systems, strlen appeared 
in the top 3 most prevalent functions of 10 systems, and strcmp 
appeared in the top 3 most prevalent functions of 6 systems.  The 
rest of the functions were in the top 3 most prevalent functions of 
2 or 3 systems, or they were not present in the top 3 most prevalent 
functions of any system.  The difficulty in generalizing the top 3 
most prevalent unsafe functions was that many of the systems 
varied in the unsafe functions that they called the most, and for 
some systems, the only unsafe function called was memcpy.  
While memcpy was the most prevalent unsafe function for the 
majority of the systems, it was not the most prevalent for all of the 
systems.  The most prevalent for uOS-Embedded was puts, which 
was not in the top 3 most prevalent unsafe functions for any of the 
other systems studied. 

Clearly, there is still a noticeably presence of well-known 
unsafe functions in most of the studied systems, which complicates 
security concerns when it comes to systems used for IoT.  But no 
matter how we present the data, it is apparent that unsafe functions 
present one of the most serious security issues that need to be 
addressed through refactoring systems to remove the unsafe 
functions. While literature is rich with studies focusing on 
addressing the problems of how to remove those unsafe functions 
from software systems, it appears that software developers are 
underestimating, or lack understanding of, the real threats imposed 
by the use of unsafe functions. 

5. Historical Change of unsafe function frequency 

In order to address RQ3, we looked at the most recent 5-year 
history for 4 additional systems to the original 3 studied. We 
examined the most recent version of each year and recorded the 
number of unsafe functions used, along with the number of safe 
replacement functions used.  We are interested in knowing whether 

System memcpy strcmp strlen 
ApacheMyNewtOS 771 221 220 
AtomThreads 12 0 24 
Contiki 712 90 343 
DistortOS 3 0 0 
Embox 2,363 1,726 1,720 
FemtoOS 0 0 0 
FreeOSEK 17 10 9 
Lepton 766 398 662 
nOS 4 0 0 
OpenTag 42 0 0 
openWSN 211 0 2 
PicoOS 0 0 0 
POK 28 4 6 
TinyOS 236 133 94 
Tneo 1 0 0 
Trampoline 78 40 135 
uOS-Embedded 1,500 2,016 1,790 
Zephyr 1,778 404 616 
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the number of unsafe functions is increasing over time and the 
security risks are becoming more prevalent, or if the number is  

 
Figure. 1. The change in use of unsafe functions over time for the original three 

systems studied previously. 
 

 

Figure. 2. The change in use of unsafe functions for the additional four systems 
studied. 

 
Figure. 3. The change in use of safe alternatives for the four additional systems 

studied. 
lowering, possibly that the developers worked on removing the 
unsafe functions to increase the security and quality of their 
system.  Figure. 1. shows the change in number of unsafe functions 
used for the original study [1].  Figure. 2. shows the change in 
number of unsafe functions for the 4 additional systems studied. 

It can be seen that in the original 3 systems, the trends for two 
systems were relatively flat, while the trend for one system showed 
an increase in the use of unsafe functions over the 5-year period.  
We can also see in Figure. 2. that in the 4 additional systems, 3 of 
them showed very flat trends with 2 of those not having any change 
in the number of unsafe functions or safe replacements, shown in 

Figure. 3., beyond the first few years, over the 5-year period.  The 
system, Trampoline, that did not show a flat trend instead showed 
a decreasing trend in the use of both unsafe functions and safe 
replacement functions. In 2012, Trampoline had 3265 unsafe 
functions.  In 2017, that number had decreased to 637, although 
there had been a flat trend for the years 2012-2014.   

While most of the systems don’t show an increasing trend, as 
in they are not becoming more vulnerable to security risks, they 
are also not showing a decreasing trend, which can be seen as 
equally bad.  The presence of unsafe functions remains the same, 
and the developers are not removing those functions in order to 
increase the security and quality of their systems.  This could be 
that the developers of those systems are unaware of the risks 
imposed by the use of well-known unsafe functions, which leads 
to the need for better education on the topic of software security at 
the source code level to help those developers create higher quality 
systems. 

6. Threats to Validity 

The tools we developed and used for this study only work with 
languages supported by srcML (C/C++).  Because of this 
limitation, we were unable to include systems written in languages 
such as Python and Java for this study. 

Another limitation is that the tool we used is unable to 
differentiate between unsafe functions used in dead code, which 
means that some of the unsafe functions counted may never be 
called during the system’s runtime. This might affect the accuracy 
of the results we present in terms of the systems’ security and 
vulnerability.  Additionally, the calls to unsafe functions that are 
included in wrappers are not excluded. 

7. Future Enhancement 

In the future, we are planning to improve the tool so that it only 
includes active code and exclude the calls to the unsafe functions 
that are protected with wrappers.  We would also like to be able to 
include more systems written in different programming languages. 

In this study, all calls to unsafe functions were counted 
including regardless the potential wrappers.  We are planning to 
improve the tool so that it excludes the calls that are protected by 
proper wrappers. 

8. Conclusion 

This study empirically examined the usage of known unsafe 
functions and commands in eighteen open source software 
systems. The systems are all IoT applications written in C/C++ 
specifically for IoT architectures. There are no other studies of this 
type currently in the literature.  The results show that usage of 
vulnerable functions is still common for most of the systems, 
although some systems had very few or even no calls to unsafe 
functions. Of the eighteen systems studied, memcpy was the most 
prevalent for the majority of the systems followed by strlen, free 
and strcmp.  The historical trend, for selected systems, shows that 
developers are not working to improve a problem that still exists.  

The vast majority of literature, concerning IoT security, 
focused on the security issues in the communication layer rather 
than vulnerabilities at the source code level.  As such, more 
attention needs to be placed on dealing with source vulnerability, 
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reduce the usage of unsafe statements, especially the most 
prevalent statements to improve IoT platforms in terms of security, 
and educate developers on ways to both refactor their systems and 
to avoid the use of unsafe functions from the beginning when 
writing code, thus enhancing performance. 
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 In this paper, Constant False Alarm Rate (CFAR) detection of spatially distributed targets 
embedded in compound Gaussian clutter with Inverse Gamma texture is addressed.  By 
taking into account the fact that clutter parameters are unknown in practical situations, we 
propose mean level based on Lookup Tables detectors, that operate as a two-step approach, 
which consists of computing threshold factors that maintain a Constant Probability of False 
Alarm (Pfa) using intensive Monte Carlo simulations, and storing these factors in Lookup 
Tables, this first step is done independently from the detection algorithm. Then, at the 
detection stage, the detectors structure is associated to the Maximum Likelihood (ML) 
estimation technique to estimate the shape and the scale parameters, and compare them to 
the closest integer and half integer values in the Lookup Tables, to select the suitable 
threshold factor. Under the High Resolution Radar (HRR) assumption, the target is spread 
over a number of cells according to the Multiple Dominant scattering centers (MDS) 
representation. The binary total binary hypothesis tests are derived using the expression of 
the overall target energy, which is computed as the sum of the energies reflected from each 
cell. 
 

Performance analysis of the proposed detectors is carried out using Monte Carlo 
simulation for various couples of clutter parameters and MDS models, and are compared 
to those of the Cell Averaging Based on Lookup Tables detector (CA-LT). In order to assess 
the performances of the proposed detectors in terms of the radar resolution, their 
performances are compared to the case of point-like targets. 

Keywords :  
Distributed targets 
MDS 
Lookup Tables 
CFAR detection 
Inverse Gamma distribution 
Parameters estimation 
Maximum Likelihood 

 

 

1. Introduction  

It is well established in Radar detection systems that High 
Resolution Radar systems (HRR) can resolve a target into a 
number of scatterers, leading to a spatial distribution of the target 
energy on a number of cells, which is commonly referred to as 
“distributed targets”. This paper is an extension of the work 
presented in [1] , in which the detection of spatially distributed 
targets in compound Gaussian clutter with Inverse Gamma texture 
has been addressed. In fact, Two detectors are proposed: the 
Greatest Of based on Lookup Tables (GO-LT) , and the Smallest 
Of based on Lookup Tables detector(SO-LT) . As for the CA-LT 
[2], and Both detectors are designed to operate without à priori 
information about the clutter parameters by first storing threshold 
factors that maintain a Constant Probability of False Alarm (Pfa) 
in Lookup Tables, and then estimating the actual clutter parameters 

using the Maximum Likelihood (ML) method to select the suitable 
threshold factor to be used in the hypothesis test. 

The target energy is considered spread over a number of cells, 
according to the MDS concept, three MDS models are taken into 
account, and both the target energy profile and the scatterers 
locations are specified for each considered model. Moreover, 
expressions of binary hypothesis tests for both detectors are 
derived using the expression of the total target energy, formerly 
proposed in [2]. Detection Performances of (GO-LT) and (SO-LT) 
are analyzed in terms of the Probability of Detection (Pd) using 
intensive Monte Carlo simulations, and is compared to those of the 
Cell-Averaging based on Lookup Tables detector (CA-LT) [2] 
assuming different MDS models, number of primary cells and 
couples of clutter parameters. 

  Detection of range spread targets under the Gaussian 
assumption has been widely explored with reference to the MDS 
target model [4]. Initially, it has been analyzed under the Gaussian 
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assumption (see [5,6 and references therein]) .  However, with the 
support of experimental data, it has been demonstrated that the 
clutter samples from sea clutter returns are better described as a 
compound Gaussian process. The latter is the product of a 
temporally slowly varying texture component and a locally rapidly 
varying speckle component [ 4, 7, 8, and 9]. Consequently, various 
adaptive detection schemes of range spread targets embedded in 
compound Gaussian clutter have been proposed and investigated. 
For instance, the GLRT-based detector [8], the detectors with Rao 
and Wald tests [4], the GLRT linear quadratic (GLRT-LQ) [9]. 
Also, the Non-Scatterer density dependent GLRT (NSDD-GLRT)   
[10], the normalized adaptive matched filter (NAMF) [11] have 
been investigated under compound Gaussian assumptions. 

In [2], the authors introduced the Cell averaging based on 
Lookup Tables detector (CA-LT), which detects spatially 
distributed targets embedded in K-distributed clutter with 
unknown parameters. An expression of the binary hypothesis test 
for range spread targets has also been derived using the expression 
of the total target energy, and the performances of the CA-LT have 
been compared to those of the Logarithmic Cell Averaging 
detector CAL [12]. Another based on Lookup Tables approach, 
with non-coherent integration of multiple pulses have been 
proposed. The latter is designed to detect range spread targets 
without a priori information about the clutter parameters. By 
taking into account the non-coherent integration technique, and the 
target energy profile, the authors derived a new expression of the 
range spread target energy, and an expression of the binary 
hypothesis test. The performances of the proposed detectors have 
been compared to those of OS-GLRT [13], and results indicated 
that even though both detectors present better detection 
performance when the target is uniformly distributed on the 
primary cells, the (M-pulse CA-LT ) still outperforms the OS-
GLRT [13]. 

2. Assumptions and problem formulation 

2.1. Clutter model 

Under the HRR assumption, sea clutter returns are better 
described using the compound Gaussian model. In fact, the clutter 
𝑒𝑒𝑖𝑖 is sampled from the ith range cell, and is expressed as the product 
of two components, namely, the texture 𝜏𝜏𝑖𝑖 and the speckle 𝑆𝑆𝑖𝑖 , as 
follows:  

𝑒𝑒𝑖𝑖 = �𝜏𝜏𝑖𝑖𝑆𝑆𝑖𝑖                            (1) 

Where 𝑆𝑆𝑖𝑖 = 𝑆𝑆𝑖𝑖𝑖𝑖 + 𝑗𝑗𝑆𝑆𝑖𝑖𝑖𝑖  is a stationary complex Gaussian 
process, and 𝑆𝑆𝑖𝑖𝑖𝑖  and 𝑆𝑆𝑖𝑖𝑖𝑖  represent the in-phase (I) and quadrature 
(Q) components of 𝑆𝑆𝑖𝑖 respectively [16].  In this work, we consider 
that the texture component follows the Inverse Gamma distribution 
[14], with the Probability Density Function (PDF) of 𝜏𝜏𝑖𝑖 [14, 15]: 

𝑓𝑓𝜏𝜏𝑖𝑖(𝜏𝜏;𝛼𝛼,𝛽𝛽) =
1

𝛽𝛽𝛼𝛼𝛤𝛤(𝛼𝛼) 𝜏𝜏
−(𝛼𝛼+1)𝑒𝑒−1 𝛽𝛽𝜏𝜏⁄           (2) 

Where α is the shape parameter, β represents the scale 
parameter and Γ (.) is the Gamma function. 

Consequently, the magnitude of the clutter, denoted by 𝑋𝑋𝑖𝑖 can 
be written as [14,15] 

𝑋𝑋𝑖𝑖 = |𝑒𝑒𝑖𝑖| = �𝜏𝜏𝑖𝑖|𝑆𝑆𝑖𝑖|                              (3) 

The PDF of 𝑋𝑋𝑖𝑖  , namely 𝑓𝑓𝑋𝑋𝑖𝑖(𝑥𝑥) ,  is expressed as [16]: 

𝑓𝑓𝑋𝑋𝑖𝑖(𝑥𝑥) =
2𝑥𝑥𝛽𝛽𝛤𝛤(𝛼𝛼 + 1)

(𝛽𝛽𝑥𝑥2 + 1)𝛼𝛼+1𝛤𝛤(𝛼𝛼)                  (4) 

2.2. Target model 

According to the MDS representation, the target is considered 
spread over a finite number of cells , also referred to as “primary 
data,  and its total energy , namely Δ, is expressed as the sum of 
the partial energies reflected by each range location as follows [2]: 

𝛥𝛥 = �𝑎𝑎𝑘𝑘𝑋𝑋0𝑘𝑘
𝑁𝑁𝑁𝑁

𝑘𝑘=1

                                 (5) 

Where 𝑎𝑎𝑘𝑘  are multiplicative factors representing the energy 
proportion of the kth range cell, and 𝑋𝑋0𝑘𝑘, 𝑘𝑘 = 1,2, …𝑁𝑁𝑁𝑁 refer to the 
group under test. Motivated by the work presented in [1,2].We 
consider in this paper three MDS models , with three and (Np=3) 
four primary cells (Np=4) . The total useful energy backscattered 
from each cell and corresponding range locations are given in 
Table 1.  

Table 1: Discrete Scatterers Locations and the amount of the total reflected 
energy. 

 

3. Greatest Of and Smallest Of based on Lookup Tables 
detectors 

3.1. Working principle of GO-LT and SO-LT  

The proposed detectors are based on the Greatest Of (GO) 
detector and the Smallest Of (SO) detector to detect spatially 
distributed targets embedded in compound Gaussian clutter with 
inverse Gamma texture. The (GO-LT) and (SO-LT) are designed 
to detect distributed targets using Lookup Tables (LT) and online 
clutter parameters estimation. As illustrated in Figure 1, the 
threshold factors 𝑇𝑇(𝛼𝛼,𝛽𝛽)  that maintain a constant Pfa are 
computed for different couples of clutter parameters (𝛼𝛼,𝛽𝛽) using 
intensive Monte Carlo simulations and are stored in Lookup Tables 
(LT). At the detection stage, the clutter parameters the (𝛼𝛼,𝛽𝛽) are 
not a priori, and must be estimated. Therefore, the detectors 
structures are associated to the Maximum Likelihood estimation 
(ML) method, which estimates the shape and the scale parameters 
(𝛼𝛼� ,�̂�𝛽). These estimates are compared to the couples of clutter 
parameters in the Lookup Tables and are approximated to the 
closest integer or half integer pre-computed value of (𝛼𝛼,𝛽𝛽), once 
the closest couple of clutter parameters is selected, the suitable 
threshold factor 𝑇𝑇(𝛼𝛼,𝛽𝛽) is indexed accordingly . 

Model 

Number 

Cell number 

1 2 … Np 

1 1/Np 1/Np … 1/Np 

2 1/2 1/2 0 0 

3 1 0 0 0 
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Figure 1: Working principle of GO-LT, SO-LT and CA-LT 

The decision about the presence or the absence of a distributed 
target among the group under test 𝑋𝑋0𝑘𝑘 , 𝑘𝑘 = 1,2, …𝑁𝑁𝑁𝑁 if taken by 
comparing the total reflected energy Δ to the adaptive threshold 
𝑇𝑇(𝛼𝛼,𝛽𝛽) multiplied by the clutter level estimate Z. With respect to 
the proposed detectors, (GO-LT) and (SO-LT), we   refer to the 
clutter level estimates as ZGO-LT and ZSO-LT respectively. The latter 
are estimated using the N reference cells by selecting the greatest 
and the smallest of the outputs U and V, as follows: 

𝑍𝑍𝐺𝐺𝐺𝐺−𝐿𝐿𝐿𝐿 = max(𝑈𝑈,𝑉𝑉)                               (6) 

𝑍𝑍𝑆𝑆𝐺𝐺−𝐿𝐿𝐿𝐿 = min(𝑈𝑈,𝑉𝑉)                                (7) 

Here, the outputs U and V are computed as the average of the 
leading and the lagging reference windows respectively: 

𝑈𝑈 =
2
𝑁𝑁
�𝑋𝑋𝑖𝑖

𝑁𝑁
2

𝑖𝑖=1

                              (8) 

𝑉𝑉 =
2
𝑁𝑁
�𝑋𝑋𝑖𝑖

𝑁𝑁

𝑖𝑖=𝑁𝑁2

                              (9) 

Where N/2 refers to the length of the lagging and the leading 
window. 

Moreover, it is well known that in the CA-LT detector [2], the 
clutter level, namely, ZCA-LT is estimated by computing the mean 
of the reference cells surrounding the primary cells as follows: 

𝑍𝑍𝐶𝐶𝐶𝐶−𝐿𝐿𝐿𝐿 = 𝑈𝑈 + 𝑉𝑉                              (10) 

Consequently, the binary hypothesis tests of the GO-LT, SO-
LT and CA-LT detectors can be respectively written as: 

�𝑎𝑎𝑘𝑘𝑋𝑋0𝑘𝑘
𝑁𝑁𝑁𝑁

𝑘𝑘=1

𝐻𝐻1
>
<
𝐻𝐻0

𝑇𝑇(𝛼𝛼,𝛽𝛽) �
max(𝑈𝑈,𝑉𝑉)           𝐺𝐺𝐺𝐺 − 𝐿𝐿𝑇𝑇 
min(𝑈𝑈,𝑉𝑉)           𝑆𝑆𝐺𝐺 − 𝐿𝐿𝑇𝑇
U + V                   CA − LT

       (11) 

It is important to note that the previous binary hypothesis test 
can be used to detect point like-targets by setting Np to 1, and Δ to 

𝑋𝑋0 in (11). Otherwise stated, when the number of primary cells 
reduces 1, we obtain a single cell under test  𝑋𝑋0  which leads to: 

𝑋𝑋0

𝐻𝐻1
>
<
𝐻𝐻0

𝑇𝑇(𝛼𝛼,𝛽𝛽) �
max(𝑈𝑈,𝑉𝑉)           𝐺𝐺𝐺𝐺 − 𝐿𝐿𝑇𝑇 
min(𝑈𝑈,𝑉𝑉)           𝑆𝑆𝐺𝐺 − 𝐿𝐿𝑇𝑇
𝑈𝑈 + 𝑉𝑉                   CA − LT

          (12) 

3.2. Clutter parameters estimation using the Maximum 
Likelihood (ML) approach 

Since the clutter parameters are not known in real radar 
application, many estimation methods, such as the (ML) 
estimation method [16] have been explored.  In this study, we 
consider two mean level based on Lookup Tables detectors that are 
each associated to the (ML) method. The latter is associated to the 
detectors structure to estimate the shape and the scale parameters 
in order to automatically switch to the suitable threshold factor 
T(𝛼𝛼,𝛽𝛽) among the pre-computed values in the Lookup Tables. 
This method is used to estimate the clutter parameters (𝛼𝛼,𝛽𝛽)  of 
the compound Gaussian clutter with inverse Gamma texture. As 
presented in [16], the ML estimate of the shape parameter, namely 
𝛼𝛼� , is expressed as a function of the clutter samples as follows: 

𝛼𝛼𝑀𝑀𝐿𝐿� =
𝑁𝑁

𝛽𝛽∑ 𝑋𝑋(𝑖𝑖)2
𝛽𝛽𝑋𝑋(𝑖𝑖)2 + 1

𝑁𝑁
𝑖𝑖=1

− 1                   (13) 

The scale parameter is estimated using the following 
concentrated Log Likelihood function of β, ℒ𝑐𝑐(𝛽𝛽) [16]: 

ℒ𝑐𝑐(𝛽𝛽) =
𝑁𝑁𝛽𝛽∑ 𝑋𝑋(𝑖𝑖)2

𝛽𝛽𝑋𝑋(𝑖𝑖)2 + 1
𝑁𝑁
𝑖𝑖=1

𝑁𝑁 − 𝛽𝛽∑ 𝑋𝑋(𝑖𝑖)2
𝛽𝛽𝑋𝑋(𝑖𝑖)2 + 1

𝑁𝑁
𝑖𝑖=1

−�𝑙𝑙𝑙𝑙𝑙𝑙
𝑁𝑁

𝑖𝑖=1

(𝛽𝛽𝑋𝑋(𝑖𝑖)2 + 1)                    (14) 

The ML estimate of  β, namely,  �̂�𝛽 , is a zero point of this 
function [16]. Therefore, we use the following approach: 

First, we compute the function ℒ𝑐𝑐(𝛽𝛽) for different values of the 
scale parameter β. Then, the estimate of β   corresponds to the value 
of β that leads to a zero point of the function. 

4. Results and discussion 

     Performance analysis of the proposed detectors is carried out 
using Monte Carlo simulations based on 100/Pfa independent 
trials and considering a nominal Pfa=10-3 and Pfa=10-2. 

    We analyze the effect of different clutter parameters (α,β)= 
(1.5,1), (2,1),(2.5,1), and (3,1) on the detection performances of 
the proposed detectors. For the target, it is considered distributed 
over Np=3 and Np=4 primary cells respectively, and three MDS 
models that describe the target energy profile are investigated. 
Moreover, by taking into account the clutter parameters 
estimation approach, we set N=64 reference cells 

We also consider the following Signal to Clutter Ratio (SCR): 

 

𝑇𝑇(𝛼𝛼,𝛽𝛽) 

 

 

Np 

𝑉𝑉 

H0 

 
H1 

X1                                                                        XN        

𝑈𝑈 

          ∑                                                 ∑                                       

Input 

Square Law 

𝒁𝒁𝑮𝑮𝑮𝑮−𝑳𝑳𝑻𝑻 = 𝐦𝐦𝐦𝐦𝐦𝐦(𝑼𝑼,𝑽𝑽) 
𝒁𝒁𝑺𝑺𝑮𝑮−𝑳𝑳𝑻𝑻 = 𝐦𝐦𝐦𝐦𝐦𝐦(𝑼𝑼,𝑽𝑽) 
𝒁𝒁𝑪𝑪𝑪𝑪−𝑳𝑳𝑻𝑻 = 𝑼𝑼+ 𝑽𝑽 
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𝑿𝑿𝟎𝟎𝒌𝒌 

Parameters Estimation 

𝛼𝛼 

𝛽𝛽 

Desired Pfa 

http://www.astesj.com/


N. Nouar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1508-1514 (2017) 

www.astesj.com     1511 

𝑆𝑆𝑆𝑆𝑆𝑆 = 10𝑙𝑙𝑙𝑙𝑙𝑙10 �
2𝜎𝜎2

1
𝛽𝛽
𝛤𝛤(𝛼𝛼 − 1)
𝛤𝛤(𝛼𝛼)

�                   (15) 

Here , The parameter σ is used to generate the primary cells 
𝑋𝑋0𝑘𝑘 , 𝑘𝑘 = 1,2, …𝑁𝑁𝑁𝑁  for different SCR. The term 2𝜎𝜎2 refers to the 
target power. As for the CA-LT detector [2], the cells under test 
𝑋𝑋0𝑘𝑘  are scaled by 𝑎𝑎𝑘𝑘  and are summed according to (5). The 
target’s envelope echoes are described as independent random 
variables distributed according to the Chi-square law with mean 
square value  𝜎𝜎

2
𝑁𝑁𝑁𝑁�   [1]. 

4.1. Threshold factors T(α,β) 

The threshold factors 𝑇𝑇(𝛼𝛼,𝛽𝛽) maintaining a Constant Pfa of 10-3 

of the detectors GO-LT, SO-LT and CA-LT , assuming Np=4 
primary cells are given in Table 2, Table 3 and Table 4 
respectively. From Table 2 , that refers to the (GO-LT) detector, 
we observe that for the couple (α,β)=(2,1) , the threshold factor 
T=0.1514, where as for the couple (α,β)=(1.5,1) the threshold 
factor T=0.1920 . In fact, the threshold factor values continue 
decreasing as the shape parameter α increases, which is the case 
of α=3, where the highest values of T (T=0.1262) is required to 
maintain a Constant Pfa. Moreover, for couples of parameters 
with the same values of the scale parameter β, we have the same 
value of T. For instance,  if we consider different couples (α,β) 
with α=1.5 : (α,β)=(1.5,1) , (1.5,1.5) and (1.5,2) , the required 
value of T is 0.1920.  

From Table 3 and Table 4, we observe that the (SO-LT) and the 
(CA-LT) detectors exhibit the same behavior with regards to the 
threshold factors. Lower values of the threshold factor T(α, β) are 
required to maintain a Constant Pfa for higher values of the shape 
parameter α, and the same values of T  are required to maintain a 
Constant Pfa when different values of β are considered.Hence, the 
scale parameter β does not affect the Pfa of all detectors. Hence, 
it can be scaled to 1 (β=1). We conclude that the proposed 
detectors guarantee the CFAR property with regards to the scale 
parameter.  Also, by comparing the threshold factors of all 
detectors, we observe that the SO-LT exhibits the lowest threshold 
factors for any couple of parameters (α, β). 

Table 2: Threshold factors of the detector GO-LT Np=4 , Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.1920 0.1514 0.1352 0.1262 
1.5 0.1920 0.1514 0.1352 0.1262 
2 0.1920 0.1514 0.1352 0.1262 

Table 3: Threshold factors of the detector SO-LT  Np=4 , Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.2573 0.1950 0.1715 0.1605 
1.5 0.2573 0.1950 0.1715 0.1605 
2 0.2575 0.1950 0.1715 0.1605 

Table 4: Threshold factors of the detector CA-LT Np=4 , Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.1090 0.0842 0.0745 0.0681 
1.5 0.1090 0.0842 0.0745 0.0681 
2 0.1090 0.0842 0.0745 0.0681 

Table 5: Threshold factors of the detector GO-LT Np=4, Pfa=10-2 

     α                        
β 

1.5 2 2.5 3 

1 0.1080 0.0915 0.0900 0.0848 
1.5 0.1080 0.0915 0.0900 0.0848 
2 0.1080 0.0915 0.0900 0.0848 

Table 6: Threshold factors of the detector SO-LT  Np=4, Pfa=10-2 

     α                        
β 

1.5 2 2.5 3 

1 0.1320 0.1202 0.1109 0.1100 
1.5 0.1320 0.1202 0.1109 0.1100 
2 0.1320 0.1202 0.1109 0.1100 

 

For comparison purposes, we also present threshold factors 
𝑇𝑇(𝛼𝛼,𝛽𝛽) maintaining a Constant Pfa of 10-2 of the detectors GO-LT, 
SO-LT and CA-LT , assuming Np=4 in Table 5, Table 6 and Table 
7 respectively. We observe that the threshold factors exhibit the 
same behavior with regards to the clutter parameters, and that the 
scale parameter β still does not affect the threshold factors values. 
We also observe that among the three detectors, the SO-LT still 
requires the lowest value of the threshold factor. On the other hand, 
by comparing the obtained values of the threshold factors with 
Pfa=10-2 (Table 5, Table 6, Table 7) to those obtained with Pfa=10-

3,(Table 2, Table 3, Table 4), it is clear that the threshold factor is 
affected by the value of the prescribed Pfa. In other terms, if we 
consider the same couple of parameters (α,β), the value of the 
threshold factor that required in the case of  Pfa (10-2) is lower than 
the the threshold factor required in the case of (10-3). 

Table 7: Threshold factors of the detector CA-LT Np=4, Pfa=10-2 

     α                        
β 

1.5 2 2.5 3 

1 0.0581 0.0520 0.0488 0.0475 
1.5 0.0581 0.0520 0.0488 0.0475 
2 0.0581 0.0520 0.0488 0.0475 

 

     At this point , it is also important to stress that the previous 
results have been obtained considering four primary cells (Np=4). 
Thus , for comparison purposes , and in order to analyze the 
proposed detectors for different scenarios, we also considered the 
case of three primary cells (Np=3). The threshold factors T(α, β) 
that are required to maintain a Constant Pfa of 10-3 in case of three 
primary cells (Np=3) for the GO-LT, SO-LT and CA-LT are 
given in Table 8, Table 9 and Table 10 respectively. An 
interesting result is that higher values of threshold factor T are 
required to maintain a Constant Pfa for a lower number of primary 
cells. Otherwise stated , by comparison to the case of (Np=4) , if 
we decrease the number of primary cells (Np=3), the threshold 
factor that is required to maintain a Constant Pfa increases . 
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Table 8: Threshold factors of the detector GO-LT Np=3, Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.2210 0.1750 0.1520 0.1450 
1.5 0.2210 0.1750 0.1520 0.1450 
2 0.2210 0.1750 0.1520 0.1450 

Table 9: Threshold factors of the detector SO-LT Np=3,  Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.2785 0.2240 0.1950 0.1800 
1.5 0.2785 0.2240 0.1950 0.1800 
2 0.2785 0.2240 0.1950 0.1800 

Table 10: Threshold factors of the detector CA-LT Np=3 , Pfa=10-3 

     α                        
β 

1.5 2 2.5 3 

1 0.1244 0.0954 0.1520 0.0778 
1.5 0.1244 0.0954 0.1520 0.0778 
2 0.1244 0.0954 0.1520 0.0778 

 

4.2. Detection performance 

In this section, we examine the detection performances of the 
GO-LT, SO-LT and CA-LT detectors considering different 
couples of clutter parameters , MDS models and numbers of 
primary cells Np , including the conventional case of single range 
cell , i.e, point like target.Performances are plotted using the Pd 
versus SCR plots. Detection performances of GO-LT, SO-LT and 
CA-LT for Np=4 (MDS-1) and Np=3 (MDS-1) considering 
different couples of clutter parameters (α,β) are presented in Figure 
2 and Figure 3, respectively 

We first observe that all detectors exhibit better detection 
performance for higher values of the shape parameter α, which is 
the case of the couple (α,β)=(3,1). However , all detectors behave 
the same for any couple of parameters, i,e,  all detectors present the 
same behavior with the couples (α,β)=(1.5,1), and (α,β)=(3,1). 
This result remains true for any number of primary cells (Np=3 or 
Np=4). 

 
Figure 2: Pd of GO-LT, SO-LT and CA-LT for different clutter parameters (α, β) 

for Np=4 , MDS-1 ,Pfa=10-3 

 
Figure 3: Pd of GO-LT, SO-LT and CA-LT for different clutter parameters (α, β) 

for Np=3 , MDS-1 ,Pfa=10-3 

Moreover, it is important to analyze the effect of the target 
energy profile, i,e, the MDS model on the detection performances 
of the proposed detectors.  Hence, the Pds of GO-LT, SO-LT and 
CA-LT against SCR are illustrated in Figure 4, Figure 5 and Figure 
6 respectively. We consider that the target is spread over four 
primary cells (Np=4) according to three different MDS models 
(MDS-1, MDS-2 and MDS(3). It is shown that all detectors present 
the best performance with MDS-1 model, and it is degraded with 
MDS-2 and MDS-3. This result can be interpreted by the fact that 
all detectors perform best when the target energy is uniformly 
distributed on the primary cells X0

k, k = 1,2, … Np   , and it is 
degraded as the energy becomes more concentrated in a specific 
cell as it is the case of MDS-2, and MDS-3 models. Therefore, the 
MDS-1 model is adopted for the next simulations. 

 
Figure 4: Pd of GO-LT for different MDS models for Np=4 
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Figure 5: Pd of SO-LT for different MDS models for Np=4 

 
Figure 6: ,Pfa= Pd of C-LT for different MDS models for Np=4 

 On the other hand, it is important to compare the performances 
of the proposed detectors considering different numbers of primary 
cells Np. In Figure 7, we analyze the performances of the GO-LT, 
SO-LT and CA-LT detectors considering spatially distributed 
targets with Np=4 and Np=3 , and compare them to the case of 
point-like targets (Np=1). The plots indicate that the best detection 
performance is achieved with Np=4 , and it is degraded as the 
number of primary cells Np decreases (Np=3). We also observe 
that the proposed detectors exhibit the worst performance with 
point like targets (Np=1), which is expected since the detection 
performance is enhanced by increasing the radar resolution, i,e, the 
number of primary cells. 

 Another interesting aspect of the proposed detection approach 
is the online clutter parameters estimation. Therefore, it is 
important to check the dependency of the Pfa of the proposed 
detectors on the clutter parameters. In fact, we present the Pfa of 
the GO-LT , SO-LT and CA-LT , considering a nominal Pfa of 10-

3 and 10-2 in Figure 8 and Figure 9 respectively. It is clear that the 
Pfa of the three detectors does not depend on the clutter parameter 
α, and it is maintained almost constant for all the values of α. As 
stated above, the Pfa of the proposed detectors does not depend on 
the values of the scale parameter β, which indicates that the 
proposed detection approach ensures the CFAR property with 
respect to both the shape and the scale parameters.  

 
Figure 7: Pd of GO-LT , SO-LT and CA-LT for distributed targets 

(Np=4) and point-like targets (Np=1) 

 
Figure 8: Pfa of CA-LT, GO-LT and SO-LT as a function of the shape 

parameter α for a nominal Pfa=10-3 

 
Figure 9: Pfa of CA-LT, GO-LT and SO-LT as a function of the shape parameter 

α for a nominal Pfa=10-2 

Finally, the effect of the scale parameter β on the 
performances of the CA-LT detector is presented in Figure 10. We 
observe that the same performance is achieved for different values 
of β. 
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Figure 10: Effect of the scale parameter β on the detection performances of the 

CA-LT 

5. Conclusion 

In this paper, the detection of distributed targets in compound 
Gaussian clutter, with Inverse Gamma texture have been examined 
by designing a new Look-up Tables based detection approach . In 
fact, the proposed detectors are based on Lookup Tables that 
contain threshold factors, maintaining a constant Pfa, for different 
clutter parameters. Then, the ML technique is associated to the 
detectors structure in order to automatically switch to the most 
suitable threshold factor. To decide the presence of the target 
among the group of cells under test, the selected threshold factor 
is multiplied by the clutter level estimate and is compared to the 
total target energy. The performances of the proposed detectors 
have been investigated assuming three MDS models and compared 
to the point like targets.  Simulation results indicated that all 
detectors present the best performance, when the target energy is 
uniformly distributed over the primary cells. However, they still 
present similar performance when the same MDS model is 
considered.  

Another interesting result with regards to the proposed target 
energy profile is that all detectors perform better when the number 
of primary cells increases. Indeed, increasing the number of 
primary cells in the proposed detection scheme is equivalent to 
increasing the radar resolution, which can enhance the detection 
performances. 

Finally, we conclude that the proposed detectors are applicable 
in practical situations since they can operate in more realistic 
situations such as: target energy profile when HRR systems are 
considered, and non-availability of priori information about the 
clutter parameters. 
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 All multimedia devices now incorporate video CODECs that comply with international 
video coding standards such as H.264 / MPEG4-AVC and the new High Efficiency Video 
Coding Standard (HEVC), otherwise known as H.265. Although the standard CODECs 
have been designed to include algorithms with optimal efficiency, a large number of coding 
parameters can be used to fine-tune their operation, within known constraints of for 
example, available computational power, bandwidth, energy consumption, etc. With the 
large number of such parameters involved, determining which parameters will play a 
significant role in providing optimal quality of service within given constraints is a further 
challenge that needs to be met. We propose a framework that uses machine learning 
algorithms to model the performance of a video CODEC based on the significant coding 
parameters. We define objective functions that can be used to model the video quality as 
Peak Signal-to-Noise Ratio (PSNR), CPU time utilization and Bit-Rate. We show that these 
objective functions can be practically utilised in video Encoder designs, in particular in 
their performance optimisation within given constraints. A Multi-objective Optimisation 
framework based on Genetic Algorithms is thus proposed to optimise the performance of a 
video codec. The framework is designed to jointly minimize the complexity, Bit-rate and to 
maximize the quality of the compressed video stream. 
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1. Introduction  

This paper is an extension of work originally published in 
Future Technologies Conference FTC 2016 San Francisco, United 
States[1]. 

Applications that benefit from accurate video capture, efficient 
representation and coding, error-free transmission and subjectively 
optimised display, have been growing over the years due to the 
availability of higher network bandwidth, faster processor speed 
and advanced capture and display technologies. Recent studies 
have shown that coded video data is contributing a the major part 
of consumer internet traffic with a predicted share of 90% by 2019. 

Some of the most extensively used applications include real-
time video conferencing, video streaming over broadband 
networks and digital TV broadcasting. Most current mobile hand-
held devices come equipped with a video camera that is able to 
capture and encode a video stream in a standard format. These 
devices also include video players, which can decode and play 
back video. All the above developments continuously demand 

more efficient video coding algorithms that are able to reduce the 
bitrate without sacrificing video quality or to enable the increase 
of video resolution, without increasing the bitrate. High Efficiency 
Video Coding (HEVC) also known as H.265 is the most recent 
answer to this consumer demand, demand which supersedes the 
more widely used  video coding standards such as MPEG-2 and 
H.264. 

All advanced video CODECs have many parameters that can 
be used to control their operational characteristics, both at the 
encoder and decoder ends, enabling the possibility of fine tuning 
their operation for maximum efficiency within environments and 
application scenarios that are bound by various constraints. For 
example the available bandwidth will have an upper limit, the 
network will be subjected to delays and the decoder/display unit 
may have limitations in processing and display capabilities. Yet 
the encoder, transmission and decoder have many parameters that 
can be adjusted for them to be efficiently operational under the 
above mentioned constraints. Identifying the values of these 
parameters that results in the CODECs optimal performance under 
given constraints remains an open research problem of vital 
importance. 
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The first step of parameter based optimisation of a video 
CODEC is the identification of the coding parameters that have a 
significant impact on its key properties, such as, bandwidth, 
image/video quality, and CPU cycles. Although an experienced 
user of a video CODEC can guess these parameters with some 
accuracy when the content of the video is known, a formal 
scientific approach is needed to accurately decide the parameter 
set, with minimum subjective error. Having obtained these 
parameters, it is then possible to model the key properties of the 
video CODEC described above based on the significant 
parameters. These models can then be used to optimise the 
performance of the video codec when operated under practical 
constraints, thus making the parameter based characterisation and 
modelling practically useful.  

In this paper we propose a framework that is based on the 
fundamentals of machine learning that can be used to scientifically 
determine the significant coding parameters of a video CODEC. 
These parameters are then used to model the operational behaviour 
of the video CODEC for which machine learning algorithms are 
further utilised. We also show that this model can be used to 
establish the foundations of a multi-objective optimisation 
framework. Optimisations algorithms are widely used to solve 
many difficult optimisation problems in other research areas. 
Although the experiments conducted are limited to H,.264 and 
H.265 standards, the proposed framework can be used in relation 
to any video coding standard.  

For clarity of presentation, the remainder of this paper is 
structured as follows: Related work and the background of H.264 
& H.265 video coding is introduced in section 2. Section 3 presents 
the proposed framework for performance modelling and the 
experiments conducted for establishing the framework. Section 4 
presents a comprehensive analysis of the results of the 
performance modelling of H.264 along with analysis of 
Optimisation. Section 5 presents the results and analysis of H.265 
video codec and Optimisation stages carried out using a Matlab 
based implementation. Finally, section 6 concludes the paper. 

2. Related Work 

A significant amount of research has been conducted in the past 
and presented in literature on the optimization of video 
coding/compression algorithms. Parameter-based optimization 
focuses on the selection of the optimal set of coding parameters 
that will influence the optimal overall performance of the video 
CODEC, given operational constraints such as bandwidth, 
distortion, and CPU. 

In [2] , a joint power-rate-distortion (P-R-D) framework, for 
the analysis, control and the optimization of the behaviour of rate-
distortion (R-D) algorithms of a wireless video communication 
system, under constraints of energy consumption, was proposed. 

In [3] it was shown that the approach presented in [4] cannot 
be easily extended to other video encoders. It presented a novel 
power-rate-distortion (P-R-D) optimization algorithm that can be 
used to minimize energy consumption of delay tolerant 
applications in portable video communication. 

2.1. H.264 video codec. 

A joint power-distortion model was presented in [5] and was 
analysed under two constraints, namely, power consumption and 
video quality. The approach jointly considered the power 
consumption and video quality and analysed the two problems 

within a uniform optimization framework. The work presented in 
[6], proposed a power-rate-distortion (P-R-D) model of a video 
encoding system to maximize its operational lifetime. In [7] a 
novel equation for the prediction of distortion was proposed that 
was used for the optimization of quantization parameter (QP) 
selection. An improvement of image quality as compared to the 
standard rate control algorithm of the H.264 reference software 
JM15.01 was recorded. 

A large number of coding parameters poses a practical 
operational problem of how to best select the set of parameters that 
will ensure the CODECs optimal performance, especially under 
multiple operational constraints. In [8], the challenge to determine 
H.264 parameter settings that have low complexity but still offer 
high video quality was investigated. 

An improvement to the work presented in [8] was proposed by 
the same authors in [4], in which two further algorithms for finding 
additional parameter settings for the GBFOS-basic algorithm were 
presented. However, a significant constraint of the work of [7,3] is 
its limited use only within two constraints namely, complexity and 
video quality. 

The author in [9] presented a detailed study of the importance 
of a multi-objective optimisation framework and the approach 
presented in [10] as a solution. The presented framework focused 
on the development of a joint complexity-rate distortion (C-M-R-
D) optimization framework for a H.264 video CODEC, which 
could be extended to cover any number of constraints and to be 
used within any type of video CODEC. 

2.2. H.265 video codec. 

High Efficiency Video Coding (HEVC) is the next generation 
video coding standard being developed, the newest video coding 
standard of the ITU-T Video Coding Experts Group and the 
ISO/IEC Moving Picture Experts Group [11].  

In [12] it was shown that HEVC provides significantly 
improved compression performance, i.e. an approximately 50% 
reduced bit rate as compared to the best existing video coding 
standards, under the same visual quality. The paper proposed a 
hardware-friendly method for RDO of HEVC intra coding. The 
results of the study showed that the proposed RD cost function 
provides 85.8% area reduction and 1260% throughput 
improvement in hardware design, with slight loss of bitrate and 
PSNR, which is suitable for real-time encoder applications.  

A performance comparison of H.265, VP9 and H.264 encoders 
was presented in [13]. According to the experimental results, 
obtained for a whole test set of video sequences, by using similar 
encoding configurations for all three examined representative 
encoders, H.265/MPEG-HEVC was shown to provide significant 
average bit-rate savings of 43.3% and 39.3% relative to VP9 and 
H.264/MPEG-AVC, respectively. 

 In [14] it was shown that for resolutions of up to HD 
(1920x1080), code optimizations including heavy use of single 
instruction multiple-data (SIMD) instructions are sufficient to 
achieve HEVC real-time software decoding. It was further shown 
that when it came to decoding UHD video (3840x2160), single 
threaded execution with code optimization was not enough. 

 To improve the compression performance of current video 
coding standards by 50%, especially when it comes to transmitting 
high resolution video like 4K over the internet or in broadcast, the 
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50% bitrate reduction is essential. [15] shows that real-time 
decoding of 4K video with a frame- level parallel decoding 
approach using four desktop CPU cores is feasible. 

 Emerging video compression standard H.265/HEVC provides 
up to 2 times better compression efficiency compared to 
H.264/AVC standard. Iterative intra prediction search in [16] was 
proposed for the H.265/HEVC encoder to reduce the number of 
prediction modes for estimation: about 40% encoding time 
reduction for HM 10.1 intra-only coding with negligible bitrate 
increase and PSNR quality degradation. Additional speed-up 
techniques, including fast prediction error estimation, were 
offered. 

3. Proposed Framework for Performance Modelling  

The proposed framework for a MOO Multi-Objective 
Optimisation [2] is developed to determine the optimum coding 
parameters for a H.265 video CODEC, when working under 
multiple constraints as shown in Figure 1. The MOO framework is 
intended to minimize the complexity (CPU utilisation), bit-rate and 
to maximize the quality of the compressed video stream. The MOO 
framework proposed is accomplished by following the steps 
below.  

1) Profiling experiments on the encoder and decoder were 
carried out to determine the coding parameters that have 
a significant impact on each of the objectives/constraints 
related to rate, distortion and CPU utilization. This was 
achieved by measuring the impact of each parameter 
(while being varied) on each of the above aspects. 

2) Developing the objective function for each objective/ 
constraint, based on the above significant parameters, by 
using a suitable regression procedure. 

3) These objective functions can then be used within a 
genetic algorithm (GA) based multi-objective 
optimization framework to determine optimal parameter 
values. 

 In a practical multimedia application scenario a device captures 
a video, encodes it and transmits it via a network to another device 
that decodes and displays the content to a viewer. Assuming that 
the network has bandwidth constraints and the device in which the 
encoder is placed has compute power constraints and the potential 
viewers of content may demand at least meeting minimal quality 
levels, a situation occurs in which the proposed MOO framework 
can be used may arise. 

The significant number of encoder parameters that control the 
encoder’s bit rate, quality and computational power requirements 
can be selected, to ensure the encoder performance is optimal, 
under the given multiple constraints. However this requires the 
modelling of the encoder’s bit-rate, quality and CPU utilisation, 
based on the large number of selectable encoder parameters. If 
mathematical objective functions can be derived for each of the 
above, a standard approach to optimisation can be used. Deriving 
objective functions, for example using mathematical regression, 
will need the determination of the significant coding parameters, 
the key focus of the research presented below. The same 
explanation can be applied to the selection of decoder parameters 
that results in optimal decoder performance. Within the research 
context of this paper, we assume that the data transmission network 
is assumed to be perfect, i.e. no delays, no bit losses, no errors etc. 
Therefore the bit stream generated by the encoder is transmitted 

without any loss or alteration to the decoder, in real-time. The 
following section proposes the experimental process adopted to 
determine the significant coding parameters for both the encoder 
and decoder. 

 
Figure 1:  Proposed Multi-objective Optimisation framework. 

4. Machine Learning based Framework for the analysis of 
significant coding parameters of H.264. 

4.1. Profiling Experiments/ Determining the Significant Coding 
Parameters of H.264. 

This experiment was carried out using a configuration file of 
the encoder software named JM (Joint Model) Reference software 
version 18.6 [17]. Six video sequences were encoded and decoded 
in the H.264 encoder by using a configuration file to set parameters 
of the mentioned video sequences. In this analysis, six QCIF video 
sequences were chosen for the experiment with a QCIF Quarter 
Common Intermediate Format, a videoconferencing format that 
specifies data rates of 30 frames per second (fps), with each frame 
containing 144 lines and 176 pixels per line. This is one fourth the 
resolution of Full CIF. 

The first 30 frames were encoded for each video. Starting with 
Claire, a video sequences have a simple motion foreground and a 
non-moving area in the background, with a news presenter is 
talking by moving her head and eyes and mouth slowly. 
Coastguard video sequences have fast movement; on both regions 
foreground and background simultaneously, a boat is moving fast, 
waving water and a second  boat will come into the scene within 
the final frames. A football video sequence has complicated fast 
motion with many players moving very quickly at the same time. 
Foreman video has a slight movement in the background; the 
Foreman is talking and his head is moving quite  rapidly. 

Mobile video sequences has a fast background and foreground 
movement; simultaneously, with a calendar moving upward, a ball 
and train are moving towards the left side with  background. Tennis 
video sequences have a slow motion foreground and gentle 
movement in the background: the player’s hand is moving and 
bouncing the ball and slightly zooming out of motion in the last 
few frames. The above six videos have different properties and 
motions as shown in Table 1. 

http://www.astesj.com/


M. A. Barwani et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1515-1526 (2017) 

www.astesj.com     1518 

Table 2 also tabulates the sample values used in our 
experiments for each parameter from within their corresponding 
value ranges. The control variable Intra-Period, can take values: 0 
(meaning that the first frame is coded as an I-frame and subsequent 
frames are coded as P-frames), 5 and 8. The search window size is 
assumed to take either of the two values 16 or 32. The control 
variable Quantization Parameter (QP) is assumed to take two 
possible values 17 or 49. The number of reference frames (NRF) 
can take values 2, 5 and 8. 

Table 1: H.264 Selected Video Sequences. 

 
 

 

Claire 494 frames Coastguard 300 frames 
 
 
 

 

Football 260 frames Foreman 300 frames 
 
 
 

 
 

Mobile 300 frames Tennis 150 frames 

Table 2: Significant parameters and value used 

Variables Parameters Values 
Range 

Variable 
Type 

IP= x(1) Intra-Period (0,5,8) Numeric 
SR= x(2) Search-Range (16, 32) Numeric 
QP= x(3) Quantization 

Parameter 
(17,49) Numeric 

NRF= x(4) Number-
Reference- Frames 

(2,5,8) Numeric 

The computer chosen for the experiment has the following 
specification: HP Intel, Microsoft Windows 8.1 (64-bit), Intel® 
Core™ i5 CPU 4200Y @ 1.40 GHz, 4.00GB RAM. 

The total encoding CPU time for each video sequence was 
recorded using Intel VTune Amplifier XE [18]. The following are 
the parameters used, with each video containing 3*2*2*3 = 36 
Total Number of Instances. Table 3 presents 12  Instances out of 
the 36 Instances.  

In each experiment one parameter will be changed while the 
rest of the parameters are fixed. This will help to observe the effect 
all parameters have on each Objective as shown in Table 3.  The 
selected values of each coding parameter, the distortion (as PSNR 
is measured in decibels (dB)), bit-rate in kbps and the encoding 
time in seconds were recorded. Subsequently, the results were fed 
into the Linear Regression Analysis tool of WEKA [19] to 
generate the linear regression function for each objective. 

Table 3: selected set of parameters for foreman sequence. 

𝒙𝒙𝟏𝟏 𝒙𝒙𝟐𝟐 𝒙𝒙𝟑𝟑 𝒙𝒙𝟒𝟒 Bitrate      PSNR     Encoding 
Total Time  

0 16 17 2 44.606 547.62 61.627 

0 16 17 5 44.635 473.74 75.058 

0 16 17 8 44.636 471.7 84.624 

0 32 49 2 22.871 9.98 41.24 

0 32 49 5 23.449 9.21 57.3 

0 32 49 8 23.405 9.38 71.303 

5 16 17 2 45.751 819.97 55.727 

5 16 17 5 45.819 712.66 69.253 

5 16 17 8 45.822 714.2 75.729 

8 16 17 2 44.818 618.74 57.825 

8 16 17 5 44.906 544.33 69.269 

8 16 17 8 44.899 540.87 77.812 
 

Based on the output of the linear regression, only the functions 
of three objectives of the Foreman video sequences are given in 
equation (1), (2) and (3). Following are the obtained models for 
each video sequence, with f(1) representing PSNR, f(2) rate and 
f(3) encoding-time.  x5, representing PSNR as parameter and x6, 
representing Bit-rate. 

Foreman Linear Regression Model 

𝑓𝑓(1)𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = −0.5926 ∗  𝑥𝑥(3) +  0.0798 ∗  𝑥𝑥(4) +
 0.0046  𝑥𝑥(6 ) +  52.0225                   (1) 

𝑓𝑓(2)𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 =  6.8133 ∗  𝑥𝑥(1) −  18.5023 ∗  𝑥𝑥(3) +  890.0319      (2) 

𝑓𝑓(3)𝐸𝐸𝐸𝐸𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  −0.5347 ∗ 𝑥𝑥(1) + 0.1297 ∗ 𝑥𝑥(2) − 0.5646 ∗

𝑥𝑥(3) + 4.0201 ∗ 𝑥𝑥(4) + 60.362                                              (3) 

4.2. H.264 Encoder Analysis 

Experimental analysis was conducted separately for the 
encoder and decoder. Table 4 tabulates the correlation coefficients 
of the objective functions. They range between 0-1. In analysing 
the objective functions above, higher positive coefficients of 
coding parameters indicate higher positive dependency and higher 
negative coefficients represent higher negative dependency. If a 
certain parameter is not present in the objective function that 
means that the objective is independent of that parameter. 

Table 4: Encoder Correlation Coefficient. 

Video PSNR Bit-rate CPU 
Claire 1 0.9424 0.9460 

Coastguard 0.9865 0.9865 0.8917 
Football 0.9997 0.9967 0.9849 
Foreman 0.9998 0.9678 0.9746 
Mobile 0.9999 0.9809 0.9588 
Tennis 0.9998 0.9757 0.9883 
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A careful analysis of the coding parameters that have non-zero 
weighting factors in the objective functions obtained and a 
comparison of relative magnitudes of the coefficients can lead to a 
direct correspondence with the properties of the video. For 
example, the analysis of the linear regression equations obtained 
for the Foreman video sequence identifies all four parameters to 
have significant impact on CPU utilisation (Encoding time) as in 
equation (3), namely: 

• IntraPeriod 

• Searchrange 

• Quantization parameter 

• NumberReferenceFrames 

The most significant impact on CPU utilisation is the number of 
reference frames. This is expected due to the need to repeat the 
motion estimation process when NRF increases. The next 
significant impact is from the Quantization parameter. The impact 
from Search Range (SR) and Intra Period (IP) is relatively 
insignificant. For most videos with fast movement of objects (i.e. 
Football and Mobile) there is no impact from the Search Range. 
This is true given the fact that for videos with fast moving objects, 
best matches will not be found quickly, i.e. without having to scan 
the entire video. 

For the same video, the following parameters were identified 
to have a significant impact on Bit-rate as in equation (2). 

• IntraPeriod 

• Quantization 

In equation (1) the parameters that are identified to have a 
significant impact on PSNR are: 

• Quantization parameter 

• NumberReferenceFrames 

• Bit-rate 

The parameter that has the most significant impact on PSNR is 
bit-rate. It is noted that these two parameters are highly dependent 

4.3. H.264 Decoder Analysis 

 An H.264 decoder takes a .264 file as input and outputs a raw 
YUV video stream. Error! Reference source not found. shows 
the output video artifact of frame 30 with quantization parameter 
(QP) of 49 that gives very low quality with PSNR of 24.189 db and 
5.83 Bitrate compared to QP 17 that has 43.418 db and 979.02 
Bitrate. 

 
Figure 2:  Sample image of frame at (a) QP= 17; (b) at QP= 49 

The more QP is increased during the encoding of the video, the 
more the video lost information and the bitrate reduced.  

Note that the Decoder parameters have no impact on Bit-rate 
and PSNR as these are determined by the encoder. In the proposed 
framework, the quality and the bit-rate received by the decoder are 
the same as the encoder output. 

The computational complexity of the decoder is analysed using 
the same method used at the encoder end. For the six given video 
sequences, experiments were performed in order to find out those 
coding parameters that can significantly influence CPU utilisation. 
The objective functions thus obtained are listed within the 
equations below. 

Claire Linear Regression Model  

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  0.004 ∗  𝑥𝑥(1) + 0.0008 ∗  𝑥𝑥(2)  − 0.0039
∗  𝑥𝑥(3) + 0.373 

Coastguard Linear Regression Model  

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵 =  −0.0042 ∗  𝑥𝑥(2)  − 0.0118 ∗  𝑥𝑥(3) + 0.8945 

Football Linear Regression Model  

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  0.0016 ∗  𝑥𝑥(1) − 0.022 ∗  𝑥𝑥(3) − 0.0033
∗  𝑥𝑥(4)  + 1.3455 

Foreman Linear Regression Model 

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  −0.0146 ∗  𝑥𝑥(3) + 0.9353         

Mobile Linear Regression Model 

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵 =  0.0071 ∗  𝑥𝑥(1) − 0.022 ∗  𝑥𝑥(3) − 0.0059
∗  𝑥𝑥(4) + 1.3396 

Tennis Linear Regression Model 

𝑓𝑓(1)𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  −0.0158 ∗  𝑥𝑥(3) − 0.0072 ∗  𝑥𝑥(4) + 1.0304   (4) 

Table 5 tabulates the correlation coefficients of the decoder 
objective functions. The Football video sequence has the highest 
correlation coefficient closely followed by mobile. From the 
analysis of the linear regression equations obtained to identify 
parameters that have significant impact on CPU utilisation, 
Equation 4 reveals that the quantization parameter has the most 
significant impact. QP has an impact in all the video sequences as 
evidenced by its presence in all objective functions and being the 
parameter having the highest magnitude coefficient. 

Table 5: Decoder correlation coefficient 

Video Sequences Decoder 
Time 

Claire 0.9593 
Coastguard 0.9217 
Football 0.9984 
Foreman 0.9786 
Mobile 0.9958 
Tennis 0.9873 

 

The Encoder and Decoder analysis indicates that the objective 
functions obtained as a result of using the proposed framework is 
able to accurately define the significant coding parameters and 
further detail the level of significance of each parameter. They can 
also be related to the motion and content information of the videos. 

(a) (b) 
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4.4. Multiobjective Optimisation of H.264. 

This section presents a framework for multi-objective 
optimisation of video CODECs. Specifically, an optimization 
scheme is proposed to determine the optimum coding parameters 
for a H.264 AVC video codec in a bandwidth constrained 
environment, which minimises codec complexity and video 
distortion. Solutions to the optimization problem are reached 
through a Non-dominated Sorting Genetic Algorithm (NSGA-II). 
NSGA-II is implemented in the genetic algorithm gamultobj, 
available in the MATLAB optimisation tool-box and the settings 
are fixed as shown in Figure 3.  

4.4.1. Optimising the Encoder of h.264 

The objective functions given in section 4.1 were used to 
optimise the encoder. These functions are then provided to the 
NSGA-II optimization tool along with the fitness function and 
number of variables. The fitness function corresponding to the 
objective function of the encoded videos is computed. Then 
populations are generated by applying the crossover and mutation 
operators described with the settings shown in Figure 3.  

The NSGA-II provides all sets of optimal results that jointly 
minimize complexity, bit-rate and maximize quality. Since a single 
3D graph is complex to visualize the optimality of the results, pairs 
of graphs were plotted. 

Since optimization implemented in MATLAB minimizes the 
objective or fitness function, it solves problems of the form 

min f  (x). 
x 

If you want to maximize f(x), –f(x) should be minimised, because 
the point at which the minimum of –f(x) occurs is the same as the 
point at which the maximum of f(x) occurs. 

 
Figure 3: Set options for the problem 

To obtain a Pareto front for two objective functions, the 
optimization is implemented using the above equations in section 
4.1.  A Pareto plots will appear as shown in Figure 4 – 6. 

Figure 4 shows the Pareto front or set of non-dominated 
solutions for Bit-Rate and PSNR at the final stage of generations 
being used in the optimization process.  One example optimised 
point is defined as: 

IntraPeriod is -14.1153, SearchRange is 4.953125, QP is -
9.39187, NRFrames is 21.66449, PSNR is 8.107256 and Bit-rate 

is 8.700779. Whereas the optimal values for PSNR is -59.357, Bit-
Rate is 967.6315 as shown in Figure 4. Similarly, the results 
showing the Pareto front of non-dominated solutions for PSNR vs. 
CPU in Figure 5 and Bit-rate Vs. CPU time are presented in Figure 
6. 

 
Figure 4:  Pareto points for foreman PSNR vs. Bit-Rate. 

 
Figure 5: Pareto points for foreman PSNR vs. CPU. 

 
Figure 6: Pareto points for foreman CPU vs. Bit-Rate. 

 It is noted that the optimisation procedure described above 
results in a number of optimal solutions. 
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Table 6 Output data describing the results of MOO with GA for Figure 4 
Figure 6. 

 

According to Table 6, population size and Pareto fraction for 
the GA are set at 200 and 0.7, respectively, which are considered 
sufficient to generate a search for optimal solutions.  The solver 
will try to limit the number of individuals in the current population 
that are on the Pareto front to 70 percent of the population size 
since the Pareto fraction is set to 0.7. 

As the MOO algorithm is implemented in MATLAB, and stops 
at 107 generations and 21601 function counts, the GA selected 140 
of the best individuals that are considered as non-dominated 
solutions out of 200 individuals in the population. Average 
distance between individuals is 0.0043, which indicates good 
convergence of the MOO solution, since it has a distance of less 
than 0.05 from the nearest point in the Pareto set.  

4.4.2. Optimising the Decoder. 

The analysis of the decoder is limited to decoder parameters 
that have a significant effect on only the decoder’s computational 
complexity. In the proposed framework, the quality and the bit-rate 
received by the decoder are the same as the encoder output. This 
means the decoder receives all data transmitted by the encoder at 
the same rate. In such cases, the decoder totally depends on 
encoder coding parameters. 

Figure 7 illustrate graphs between Bit-Rate vs. CPU 
complexity and PSNR vs. CPU complexity on the way to final 
generation. 

 
Figure 7: CPU a) Bit-Rate vs. CPU complexity and b) PSNR vs. CPU 

complexity 

5.  A Machine Learning based Framework for Parameter 
based Multi-Objective Optimisation of a H.265 Video 
CODEC. 

5.1. H.265 Profiling Experiments. 

 This experiment was carried out using the Random Access 
(RA) configuration file of the Reference software for ITU-T H.265 
high efficiency video coding named the HEVC test model (HM) 
version 16.8. Different resolutions can be used in each profiling 
experiment: 1080p which is representative for (Full HD) high 
definition systems with  resolution of 1920x1080 pixels in a 16:9 
aspect ratio, 2K Video a display resolution of 2560x1600 pixels 
with a 16:10 aspect ratio and 2160p  (Ultra HD) which is 
representative for the next generation of high quality video. Each 
video sequence was encoded using a selected combination of 
possible parameter values of the initial set of encoder parameters. 

 In other words, each encoding instance corresponds to a 
combination of coding parameter values, selected from the 
possible exhaustive set that can be determined by varying each 
parameter within its entire range. For example, instead of using 
quantization parameter variations between 1-51 (that is the 
exhaustive set), only three sample values, 27, 37 and 45, were used 
(for further examples see Table 7).  The table also tabulates the 
sample values used in our experiments for each parameter from 
within their corresponding value ranges. 

Table 7: Settings for the Encoder in HM. 
Parameter Meaning Values 

Range 
SourceWidth  
SourceHeight  

Specifies the width and height of the 
input video. 
 

1920x1080 

2560x1600 

FrameRate Specifies the frame rate of the input 
video. 

Depends 
on video 

Internal Bit Depth  Specifies the bit depth used for 
coding. When 0, the setting defaults 
to the value of the 
MSBExtendedBitDepth. 

8  

Coding Unit 
Size/Depth  

Maximum coding unit width in pixel  
Maximum coding unit height in pixel 

64/4 
64/4 

IntraPeriod Period of I-frames. Specifies the 
intra frame period. A value of -1 
implies an infinite period. 

(16,32,48) 

GOPSize Specifies the size of the cyclic GOP 
structure.  

8 

FastSearch The use of a fast motion search. 1:TZ 
search 

SearchRange Sets allowable search range for 
motion estimation. 

(64,128) 

Fast 
Encoding  

Fast encoder decision (0 or 1) 

Quantization 
Parameter  

Specifies the base value of the 
quantization parameter. If it is non-
integer, the QP is switched once 
during encoding. 

(27,37,45) 

Asymmetric 
Motion 
Partitioning (AMP) 

Enables or disables the use of 
asymmetric motion partitions. 

1 

Sample adaptive 
offset (SAO)  

Enables or disables the sample 
adaptive offset (SAO) filter. 

1 

Rate Control Rate control: enables rate control or 
not. 

0 
   

Table 8 shows selected sample frames of a set of six video 
sequences with different resolutions. Note that typical resolutions 
used in conjunction with H.265 video coding standard, i.e., 1080p 
and 2K resolution videos are used in all experiments, to carry out 
the analysis and make the relevant conclusions of this research. 
However, without any restrictions the proposed framework can be 
used in relation to a video sequence of any resolution, in particular 
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HD and full-HD 2K, 4k and beyond. The six selected video 
sequences have different properties of object motion, both in the 
foreground and background. Further differences exist in the scene 
content. 

        The experiments were initially conducted on a HP computer, 
running Microsoft Windows 8.1 (64-bit), having an Intel Core i5 
CPU 4200Y @ 1.40 GHz and 4.00GB RAM. However it was 
found that coding HD resolution video is an intensive task that 
required for example, if encoded in the computer with the above 
specification, 10 hours to encode 50 frames of a 1920x1080 video 
at QP 37, intra period 48 and search range 64. Consequently, a 
decision was made to make use of a High Performance Computing 
(HPC) facility. Thus for all the experiments a HPC system using 
Redhat Enterprise Linux v6, with 20 cores of Intel Ivy Bridge 
Xeon E5-2670 containing 64GB RAM was used, significantly 
reducing the execution time per experiment. 

Table 8: HEVC Tested Video Sequences. 

 

 
 

 

 
YachtRide_1920x1080 Traffic_2560x1600 
 

 
 

 

 

BasketballDrive_1920x1080 Jockey_3840x2160 
 

 

 

 
Cactus_1920x1080 YachtRide_3840x2160 

 

A sample of 36 data instances of the Cactus video sequence is 
presented in Table 9.  These were used in the final stage of 
modelling the PSNR, Bit-rate and CPU utilisation. These are the 
inputs to the [19] linear regression based modelling process that 
result in the three objective functions that include the significant 
parameters, Intra Period as 𝑥𝑥1 , Search Range 𝑥𝑥2 , Quantization 
Parameter 𝑥𝑥3 and Fast Encoding 𝑥𝑥4. 

 The resulting objective functions for Bit-rate, PSNR and CPU 
time are the final outcomes of the performance modelling of the 
CODEC. Separate experiments are performed for each of the 
sample test videos. 

Based on the output of the linear regression algorithms applied 
as explained above, the objective functions for the three objectives 
(for the Cactus video) are found as presented in equation (5). These 
functions provide the means to discuss in detail the significance of 
each parameter and how they affect the PSNR, Bit-rate and CPU 
encoding time. The following section provides an analysis of the 
experimental results. In particular the analysis considers the test 
videos separately and discusses the impact of each coding 
parameter given the known properties of the contents of each 
video. [Note that for each video, a different model is generated 
based on the video’s inherent properties.] 

𝑓𝑓(1)𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = −22.4664 ∗ 𝑥𝑥(1) − 386.2482 ∗ 𝑥𝑥(3) + 18066.616 

𝑓𝑓(2)𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃   =  −0.0039 ∗ 𝑥𝑥(1) − 0.4404 ∗  𝑥𝑥(3) +  48.873 

𝑓𝑓(3)𝐸𝐸𝐸𝐸𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵 =  3.9537 ∗  𝑥𝑥(1) +  2.5501 ∗  𝑥𝑥(2)  − 36.2174 ∗

𝑥𝑥(3) +  545.1239 ∗ 𝑥𝑥(4) +  2768.025                    (5) 

Table 9: Selected Set of Parameters for Cactus video Sequence. 

𝒙𝒙𝟏𝟏 𝒙𝒙𝟐𝟐 𝒙𝒙𝟑𝟑 𝒙𝒙𝟒𝟒 Bitrate      PSNR     Encoding 
Total Time  

16 64 27 1 8422.096 36.8076 2000.97 

16 64 37 1 2195.592 32.7418 1612.08 

16 64 45 1 736.12 28.9058 1474.57 

16 128 27 1 8424.696 36.8054 2140.34 

16 128 37 1 2197.152 32.7447 1722.19 

16 128 45 1 735.304 28.9092 1556.66 

16 64 27 0 8414.944 36.8149 2559.02 

16 64 37 0 2196.192 32.7507 2106.38 

16 64 45 0 735.864 28.9111 1925.5 

16 128 27 0 8414.864 36.8149 2778.27 

16 128 37 0 2195.184 32.7516 2287.14 

16 128 45 0 736.728 28.9173 2067.34 

32 64 27 1 6993.976 36.7337 2115.22 

32 64 37 1 1726.648 32.6277 1698.1 

32 64 45 1 561.512 28.7824 1553.63 

32 128 27 1 6991.08 36.7323 2271.37 

32 128 37 1 1725.24 32.6279 1819.83 

32 128 45 1 561.896 28.7877 1634.66 

32 64 27 0 6994.6 36.7419 2684.76 

32 64 37 0 1725.12 32.6325 2198.14 

32 64 45 0 563.04 28.7949 2002.86 

32 128 27 0 6991.312 36.7421 2923.43 

32 128 37 0 1725.536 32.6336 2411.49 

32 128 45 0 561.952 28.7952 2164.01 

48 64 27 1 6914.36 36.7438 2126.42 

48 64 37 1 1722.568 32.6039 1719.68 

48 64 45 1 560.656 28.7335 1556.47 

48 128 27 1 6911.576 36.7428 2295.48 

48 128 37 1 1720.96 32.5996 1867.74 

48 128 45 1 559.032 28.7422 1656.8 

48 64 27 0 6911.616 36.7488 2690.7 

48 64 37 0 1720.944 32.6059 2216.83 

48 64 45 0 562.424 28.742 2018.13 

48 128 27 0 6912.472 36.7515 2962.86 

48 128 37 0 1720.176 32.6066 2437.26 

48 128 45 0 560.872 28.7534 2200.32 
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5.2. H.265 Encoder Analysis. 

The Encoder objective functions obtained as a result of the 
experimental procedure presented in section 5.1 enables one to 
discuss the significance of each of the coding parameters. 
Following are the obtained models for each video sequence, with 
f(1) representing PSNR, f(2) rate and f(3) CPU encoding time. 

Otabulates the correlation coefficients of the objective 
functions. They range between 0-1. A value closer to 1 represents 
the fact that the dependant variable (in this case Bit-Rate, PSNR or 
CPU utilisation) can be predicted very accurately from the coding 
parameters that play a role and have been included within the 
objective functions.  

Table 10: Encoder Correlation Coefficient. 

Video PSNR Bit-rate Enc_Time 
Cactus 0.9989 0.9551 0.988 

YachtRide 0.9981 0.9532 0.9837 
 

In analysing the objective functions (5), higher positive 
coefficients of coding parameters indicate higher positive 
dependency and higher negative coefficients represent higher 
negative dependency. If a certain parameter is not present in the 
objective function, that means that the objective is independent of 
that parameter. A careful analysis of the coding parameters that 
have non-zero weighting factors in the objective functions 
obtained and a comparison of relative magnitudes of the 
coefficients can lead to a direct correspondence with the properties 
of the video; for example, the presence of motion in the foreground 
and background, the speed of movement of objects, sudden scene 
changes, camera pan/tilt/zoom effects and the general 
characteristics of the content of the video as well. 

 For example, the analysis of the linear regression equations 
obtained for the cactus video sequence identifies all four 
parameters to have significant impact on CPU utilisation, namely: 

• IntraPeriod 
• Searchrange 
• Quantization parameter 
• Fast Encoding 

 For the same video, the following parameters were identified 
to have a significant impact on Bit-rate. 

•  IntraPeriod 
• Quantization parameter 

 The parameters that are identified to have a significant impact 
on PSNR are: 

• IntraPeriod 
• Quantization parameter 

A more detailed and video sequence specific analysis can be 
presented as follows. 

• Analysis of the CPU Utilisation Experiment: 

The objective functions obtained for all tested video sequences for 
CPU encoding time indicates that the parameter that has the most 

significant impact on CPU is Fast encoder decision. Further, in the 
selection of the Intra-Period, more I frames (smaller intra period) 
results in a higher processing time. The next significant impact is 
from the Quantization parameter. The impact from search range 
(SR) and Intra Period (IP) is relatively insignificant.  

 When search range increases, encoding time will slightly 
increase. These tests have no major impact on the quality of the 
video. Disabling FEN will also slightly increase encoding 
time.  However it has no major impact on quality.  

• Analysis of the PSNR Experiment:  

 The parameter that has the most significant impact on PSNR is 
QP.  The PSNR results tabulated in 0 indicate that the two videos 
with the least amount of movement/changes, namely Cactus and 
YachtRide have the best correlation coefficients. This is expected 
due to the stability of the CODEC during the encoding of the 
individual frames of the coded sequence. 

• Analysis of the Bit-Rate Experiment: 

 The parameter with the most significant impact is the QP. 
Lower quantisers result in higher bitrate and correspondingly 
higher visual quality as illustrated in Figure 8. (QP) has a very 
important impact on the compression rate of H.265. 

 In cactus, both  PSNR and Bit-Rate have no impact from the 
Search Range. This is true given the fact that for videos with fast 
moving objects, best matches will not be found quickly, i.e. 
without having to scan the entire video. All objective functions 
include a similar constant term indicating that a fixed 
computational cost for encoding is present, which is independent 
of the selection of coding parameters. This is expected given the 
processes that exist, which are independent of the coding 
parameters. 

5.3. H.265 Decoder Analysis  

 The computational complexity of the decoder is analysed using 
the same method used at the encoder end.  Experiments were 
performed in order to find out those coding parameters that can 
significantly influence CPU utilisation. The objective functions 
thus obtained are listed within equation (6). 

𝑓𝑓𝐷𝐷𝐵𝐵𝐸𝐸_𝑇𝑇𝐵𝐵𝑇𝑇𝐵𝐵  =  0.0023 ∗ 𝑥𝑥(2)  − 0.0819 ∗  𝑥𝑥(3)  + 0.1178 ∗
𝑥𝑥(4)  +   8.2928                                                                                            (6) 

Table 11 Decoder Correlation Coefficient 

Video Dec_Time 
Cactus 0.9509 

YachtRide 0.9263 

Table 11 presents the correlation coefficients of the objective 
functions. The cactus video sequence has the highest correlation 
coefficient. The analysis of the linear regression equations is 
carried out to identify parameters that have significant impact on 
CPU utilisation. Equation (6) reveals that the Fast Encoding has 
the most significant impact, being the highest magnitude 
coefficient. 
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 The Encoder and Decoder analyses indicate that the objective 
functions obtained as a result of using the proposed framework are 
able to accurately define the significant coding parameters and 
further detail the level of significance of each parameter. They can 
also be related to the motion and content information of the videos. 
More importantly, these objective functions model the 
behaviour/properties of the encoder and decoder thus allowing 
them to be used in multi-objective optimisation as described in the 
next section.  

 
Figure 8: PSNR versus Bit-rate at QP 27, 37,45. 

The HM encoder/ decoder configuration file takes a .265 file 
as input and outputs a raw YUV video stream as ReconFile. The 
output shown in Figure 9 indicates that the output video artifact 
of yacht video at frame 30 with quantization parameter (QP) of 45 
gives very low quality with PSNR of 28.7877 dB compared to QP 
27, which has 36.7323. 

The more the QP is increased during the encoding of the 
video, the more the video loses information and bitrate reduces. 

 

 

Figure 9: Shows the visual artifact with different QP 

5.4. Optimising the Encoder of H.265 

In this section, the objective functions given in equation (5) were 
used to optimise the encoder performance under multiple 
constraints. The experiment was conducted, and the following 
setting of parameters for the GA were chosen (see Table 12) 

Table 12: Settings for Multiobjective Genetic Algorithm Solver. 

gamultobj settings 
 
Fitness function:  @function 

Number of variables:  4 

Bounds Constraints:   lb = [16,64,27,0]    
 ub = [48,128,45,1] 

Creation Function:  Constraint dependent 

Population Size:  60 

Initial Population:  Default  

Crossover Fraction: 0.8 

Mutation Function: Constraint dependent  

Crossover Function:  Intermediate  

Crossover Ratio: 0.8 

Pareto Front Population 
Fraction: 

0.35 

Maximum Generations:  300 

Plot functions:  Pareto front 
 

The results of Multi-Objective Optimisation (MOO) Pareto 
set analysis are presented in Figure 10 and Figure 11. Figure 10 
shows the Pareto front or set of non-dominated solutions for Bit-
Rate and PSNR. The Pareto front illustrated is within a limited 
range and hence shows that the points lie on a straight line. In 
practice, when the range of testing is increased the shape of the 
curve would represent a typical shape of a Pareto curve. The 
Pareto curve allows one to select optimum performance points 
and hence select the corresponding coding parameters that 
resulted in the objective function optimal values for coding the 
videos. 

 

Figure 10: Pareto front for cactus video sequences PSNR vs. Bit-Rate. 

For one optinal point of operations, the IntraPeriod is 
27.49851, SearchRange is 83.34469, QP is 33.16743, Fast 
Encoding is 0.264558, PSNR. Whereas the optimal value for 
PSNR (X) is -34.1591, Bit-Rate (Y) is 4637.964 as shown in 
Figure 10. Similarly, the results showing the Pareto front of non-
dominated solutions for Bit-rate Vs. CPU complexity are 
presented in Figure 11.
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Table 13: Output data describing the results of MOO with GA for cactus. 

 
Figure 11: Pareto front for cactus video sequences CPU vs. Bit-Rate final 

Generation. 

In Table 13, population size and Pareto fraction for the GA 
are set at 60 and 0.35, respectively, which are considered 
sufficient to generate search for optimal solutions.   

At 259 generations and 13001 function counts, the GA 
selected 35 best individuals considered as non-dominated 
solutions out of 60 individuals in the population. Average distance 
between individuals is 0.0149, which indicates good convergence 
of the MOO solution.  

Conclusion 

In this paper we have proposed a machine learning based 
approach for the determination of significant coding parameters 
of a H265 video CODEC. In particular, we have used multivariate 
regression analysis in defining objective functions for CPU 
utilisation, PSNR and the bit-rate of a video CODEC when a given 
video is being Encoded/Decoded. We have been able to use 
known information about the content and the motion present in 
the test videos to justify the formation of the objective functions. 
We have shown that these regression equations provide the means 
for modelling the performance of a typical H.265 video CODEC. 
Finally, we have used these models to optimise the performance 
of a video CODEC under multiple constraints. For this purpose 
we demonstrated the effective use of a Genetic Algorithm based 
approach.  

The proposed framework for the performance analysis, 
modelling and multi-objective optimisation of a H.265 video 
CODEC can be applied to any video CODEC and provides a 
useful contribution to the video coding community who are often 

faced with the dilemma of selecting values for a large number of 
coding parameters with the intention of obtaining optimal 
performance of the CODEC under multiple performance 
constraints. 
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With the unprecedented wave of Big Data, the importance of 
information visualization is catching greater momentum. 
Understanding the underlying relationships between constituent objects 
is becoming a common task in every branch of science, and visualization 
of such relationships is a critical part of data analysis. While the 
techniques for the visualization of binary relationships are widespread, 
visualization techniques for ternary or higher relationships are lacking. 
In this paper, we propose a 3-D visualization primitive which is suitable 
for such relationships. The design goals of the primitive are discussed, 
and the effectiveness of the proposed visual primitive with respect to 
information communication is demonstrated in a 3-D visualization 
environment.
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Visual data mining 
Visualization
3-D primitive
Many-to-many relationship

1 Introduction

Understanding the relationships between the entities
is an important matter in any type of data analysis
project whether scientific or non-scientific. Visualiza-
tion is generally viewed as complementary to tradi-
tional text-based analysis. Visualization also plays an
indispensable role in data analysis. At times, visual-
ization comes with an unexpected surprise such that
it reveals auspicious patterns that may not be intu-
itive otherwise. In this paper, we address the design
issues of 2-D and 3-D visualization techniques for
many-to-many relationships. This paper is an exten-
sion of work originally presented in the proceedings
of the 19th IEEE International Symposium of Multi-
media (ISM 2016).

Augustus De Morgan insightfully stated, “When
two objects, qualities, classes, or attributes, viewed to-
gether by the mind, are seen under some connexion,
that connexion is called a relation” [1]. It is critical
to understand the relationships between the objects
in order to analyze the full drama played by the ob-
jects. For example, given the information that each
of the two pairs of persons A and B, and A and C
holds a friendly relationship in a social network, it
may be important to know if the friendly relation-
ship “clique” comprising A, B, and C together ex-
ists at a statistically significant level in psychology
or cyber security. The authors of [2] identified two
types of friendship from their study on Facebook. One
type is the sympathy group which consist of approx-

imately 15 close friends. The other type is the sup-
port clique of “friends on whom you would depend
for emotional/social support in times of crisis.” The
size of the second group is approximately 5.

Relationships may be characterized by attributes
such as type (e.g., “co-authorship” [3] and “trust”
in social networks [4], “presidential election”, etc.),
weight (boolean or continuous), direction (directional
or undirectional) and etc. The set of attributes for re-
lationships is determined by the nature of the applica-
tion domain. In our work, relationships are attributed
only by the degree of participation of an object in its
relationships to other objects, defined below, and the
weight of the relationship.

Definition 1.1 (Degree of participation in relationship)
Given a set of objects O = {o1, o2, . . . , on}, the relation-
ship of an arbitrary type t between the members of O
is many-to-many when each oi (1 ≤ i ≤ n) holds a
relationship of the same type t with zero or more other
objects in O simultaneously. Furthermore, we use the
term k-relationship to denote a relationship whose degree
of participation is k.

Among the various degrees of relationships in
terms of participation, binary relationship is the most
common in and the primary target of many data anal-
ysis projects. Examples of binary relationship include
the gravitation between two masses in physics, symbi-
otic organisms in biology, term co-occurrence in infor-
mation retrieval, co-citation [5] in bibliographic cou-
pling studies, spatial co-location [6] in spatial data
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mining, frequent 2-itemsets in association mining,
and friend relationship between two persons in social
networks.

At the same time, we recognize the rise of the re-
lationships of a higher degree where three or more
objects participate in the relationship simultaneously.
Co-authorship [3] is such an example, because a paper
can be published by more than two authors. The “sup-
port clique” of size 5 mentioned above is an example
of relationships of a higher degree. As another exam-
ple, the 34.7% of the papers are coauthored by three
or more authors out of the 5.5 million journal articles,
conference papers, and other publications on com-
puter science listed at the DBLP Computer Science
Bibliography website as of February in 2017. And the
0.5% of them are published by 10 or more co-authors
as shown in Figure 1.

45.7%1

19.6%2

16.5%3

9.7%4

4.5%5

2.0%6

0.9%7

0.4%8

0.2%9

0.5%≥10

0% 10% 20% 30% 40% 50%

Figure 1: The fraction of publications listed in the
DBLP Bibliography by number of coauthors.

Object relationships are commonly represented
using a textual format in accordance with a data struc-
ture specifically designed for the data. A classic exam-
ple is a tuple notation which is widely used in the re-
lational database model. Relationships are also repre-
sented graphically. A graph G = (V ,E) where V is a set
of vertices denoting objects and E is a set of edges rep-
resenting relationships between the objects is a com-
mon example of this kind of representation, which has
a dominant appearance in data/information visual-
ization such as in social network analysis, web graph,
and so forth.

When object relationships are analyzed over a
large volume of data, overall descriptive patterns
manifested in the underlying data is often the primary
objective of the analysis. Individual or local patterns
may or may not be of interest. Visualization helps us
understand both overall and local patterns and offers
a unique added value to data analysis of a large scale
such as big data.

The visualization of binary relationships is conve-
niently and effectively done by drawing a line between

the two related objects. In Figure 2, for example, the
binary coauthorship relationship between Barkerma
and Moursseau is apparent. We can also easily ob-
serve other binary relationships involving Barkerma,
such as (Barkerma, Leeuw) and (Leeuw, Moursseau).
A drawback of this visualization is that the read-
ers are prone to mistakingly derive the ternary rela-
tionship (Barkerma, Leeuw, Moursseau) from (Bark-
erma, Leeuw), (Barkerma, Moursseau) and (Leeuw,
Moursseau), unless noted otherwise.

Figure 2: A visualization of G. Barkerma and collabo-
rators in scientific publication [3].

The purpose of this paper is two-fold.

• We compare the merits of the selected 2-D visu-
alization techniques and present the merits and
challenges they impose for the purpose of data
analysis when the degree of participation or the
number of relationships grows large.

• We propose a geometric primitive which is suit-
able for visualizing ternary or higher-degree
many-to-many relationships in 3-D. A set of de-
sign goals are also discussed. The effectiveness
of the proposed primitive is demonstrated with
various real-world datasets as well as artificial
datasets.

The remainder of this paper is organized as fol-
lows: In Section 2, some selected related works are
presented. We first discuss on the selected popular 2-
D visualization layouts in Section 3. We then present
the proposed visualization primitive along with de-
sign goals and technical details in Section 4. A demon-
stration of the primitive is presented in Section 5. We
conclude our presentation with what we plan to do in
the future in Section 6.

2 Related Works

The topic of our work is generally related to scien-
tific visualization in which a global summary of data
is often the primary interest. On the other hand, local
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details are also important in visual data exploration
and mining to which our work is closely related. A
review on visual data exploration and mining can be
found in [7]. Undirected relationships between enti-
ties are largely visualized as 2-D or 3-D matrices [8, 9]
or undirected graphs [10, 3, 11, 12]. A number of dif-
ferent approaches exist. Determination of which ap-
proach is better than others is largely domain-specific
as observed in [13]. We conveniently categorize most
common approaches in the literature with respect to
the layout of objects and visual cues representing re-
lationships.

Difference in layout. The decision for the layout of
objects is commonly influenced by the number of do-
mains underlying the data objects or the number of
attributes describing the data object. When the ob-
jects are from different domains, their membership to
a different domain should be visually encoded so that
the user may discern their membership easily. Intu-
itively, n orthogonal axes are used to make n domains
distinguishable.

In case of bipartite relationships, for example, one
approach is to arrange the objects in accordance to
two axes that are visually perpendicular or parallel
to each other. Bipartite graphs are examples of this
kind. An alternative approach found in the literature
is to arrange them anywhere in the visual space with
two different object shapes to make them distinguish-
able. This approach can be thought of “zero” axis.

Though the objects belong to a single domain, we
may still need multiple axes when these objects are as-
sociated with multiple attributes. A technique called
parallel coordinates [15] is an example of this kind
where objects are arranged vertically and each object
is attributed by a number of parallel axes which are
spaced out horizontally, each of which represents an
attribute.

In our work, objects belong to a single domain.
Two types of object layouts are commonly found in
the literature and in practice.

1. Single set of objects: Only one set of objects is
rendered in the visualization. The objects are ar-
ranged along the circumference of a circle (Fig-
ure 3a), on a single linear axis (Figure 3b), or
anywhere in the given visual space (Figure 3c).
Notice that the three visualizations in Figure 3
are isomorphic. In other words, they carry the
exact same set of relationships between the same
set of objects though they may produce different
visual impression. Graph is the basis of these
visualization techniques.

2. Two sets of objects: This layout can be thought
of as an Euclidean space where one axis carries
the full set of objects, and the second axis per-
pendicular to the first axis carries the same set
of objects in the same ordering.

In Figure 4a, a set of 19 performance statistics of
baseball players is arranged along both the hori-
zontal and the vertical axes to show the correla-

tion (a particular type of relationship) between
them for the 1986 season. The statistics include
season and career batting averages and so forth,
calculated from “Hits” and “At bats”.

This layout is extended often to capture the cor-
relation between two variables, as illustrated
in the H-R diagram of stars showing star cate-
gories with respect to temperature and luminos-
ity (Figure 4b). The layout is also extended to a
3-D space to amplify the visual effect of the sig-
nificance of relationships as illustrated in Fig-
ure 5b.

Difference in the representation of relationships.

1. Presence or absence of relationship: When the
presence or absence of a relationship between
two entities is what matters, connecting the two
entities by an edge or a marker on a 2-D plot
is sufficient. The three visualizations in Figure 3
and the one in Figure 4b are examples of this cat-
egory. Unweighted graphs and scatter plot-like
visualizations belong to this category.

2. Significance of relationship: In contrast, Fig-
ures 2, 4a, and 5a show the significance of a rela-
tionship using another visual cue such as thick-
ness of edges as in Figures 2 and 5a, color or den-
sity of color (Figure 4), or height of object in a
3-D space (Figure 5b).

As for the visualization techniques designed
specifically for data mining, the authors of [9] chose
to show cluster analysis results in a 3-D matrix such
that the square grid of horizontal axes represent data
objects and the vertical axis represents the similarity
between the two corresponding objects. Visualization
of geospatial point sets presented in [18] is inherently
a similar 3-D matrix visualization since longitude and
latitude values constitute X- and Y -axes. [10] uses
multiple visual cues in a 2-D square matrix to enhance
the visual feedback from a large dataset.

There also exist tools which employs a circle rather
than a rectangle or square as the layout of the data
objects. In [3], coauthorship is represented in a cir-
cular image such that the authors are arranged on
a non-interactive 2-D canvas whose visual feedback
may lose effectiveness as the data size grows large. As
an extension of a circular grid, a concentric 2-D ring
view of a coauthorship network is presented in [12] in
which each ring represents the authors’ contribution
in a particular year, which is useful to show temporal
trends in the underlying information.

We notice that these visualization techniques dis-
cussed above are designed for binary relationships
and we are not aware of a technique suitable for rela-
tionships whose degree of participation is higher than
binary at the time of this writing.

Evaluation of the effectiveness of visualization tech-
niques. Authors of [13] propose evaluation strategies
for the effectiveness of visualization techniques. One
approach is to solicit feedback from users in the form
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(a) Circular layout (b) Kandinski layout (c) Podevsef layout

Figure 3: Various approaches to visualization of relationships using a single set of objects [14]. Objects are
arranged along the circumference of the base circle (a) or along a single linear axis (b), or they can appear
anywhere in the given visual area (c).

(a) 2-D visualization of the performance correla-
tion between baseball players. The strength of a
correlation is expressed by the intensity of color
shade. [16]

(b) Hertzsprung–Russell diagram is a scat-
ter plot of stars showing their relationships
in terms of temperature and luminosity.
(http://www.jb.man.ac.uk/distance/life/sample/stars/)

Figure 4: Matrix-like plots for visualization of relationships using two sets of entities.

(a) “A visualization of the similarities and differences be-
tween the holy books of five world religions: Christianity,
Islam, Hinduism, Buddhism, and Judaism.” [17]

(b) The significance of a relationship is repre-
sented by the height of the relationship as well
as the color of the top surface as a 3-D bar graph.

Figure 5: Line thickness, color and object height are commonly used visual cues for the magnitude of interval
and ratio values.

of qualitative interviews and quantitative usage statis-
tics collected from the access log of the tool. Another

approach is a more formal user study in which they
found that visualization-based instructions help the
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workers complete the assembly task 35% faster with
fewer errors than traditional instructions.

3 2-D Visualization of Many-to-
Many Relationships

In this section, we first compare the three 2-D strate-
gies presented in [14]. The three approaches use a
single set of objects. Our motivation is to see their
suitability for the visualization of many-to-many re-
lationships.

Data set. For an experiment of the visualization of
relationships, we use a social network analysis data
set that we generated from the book of Genesis in the
Bible. The analysis was aimed at analyzing the in-
terpersonal interactions in the book. There are 402
persons appearing in 1,064 interaction events in the
book. The result of the analysis comprises 1,230 bi-
nary relationships and 225 maximal interactions. A
maximal interaction in this study is defined as an in-
teraction which is not contained in another interac-
tion.

In this study, all the relationships belong to the
same domain, namely interpersonal interactions. They
have two attributes: degree of participation, ranging
from 2 to 11, and significance of appearance, ranging
between 0.0 and 1.0. The relationship in this data set
is undirectional.

3.1 2-D Kandinski Layout

The objects are arranged on the single linear axis in
the Kandinski layout illustrated in Figure 3b. The or-
dering of the objects is domain-specific. They can be
arranged in the lexicographical order of the object la-
bels. When the objects are associated with an ordinal
quantity, such as rank or weight, they can be ordered
according to the quantity. We can easily see that there
are n-th factorial number of different arrangements of
n objects and that a different ordering of objects will
yield a different visual impression from the same set
of relationships.

Figure 6: A variation of Kandinski shown in Fig. 3b
where all the arcs are rendered only on the northern
hemisphere of the axis.

The arrangement of arc between objects in the
Kandinski figure is arguably arbitrary. Some arcs are
arranged on the northern hemisphere while some oth-
ers are on the southern hemisphere primarily for the
purpose of the most comfortable visual effect. This

approach may be prone to misinterpretation of the
arcs. Viewers may mistakingly interpret the northern
arcs may be superior to the ones on the south or vice
versa.

Arcs can be rendered on a particular side of the
axis for a specific purpose if relationships are associ-
ated with a bipolar attribute such as male or female
and friendly or antagonistic.

As noted in Section 2, the three common layouts
for a single set of objects shown in Figure 3 are iso-
morphic. In fact, the variation of Kandinski shown in
Figure 6 is also isomorphic to the layout shown in Fig-
ure 3b. The benefit of this variation is to avoid the
probability of misinterpretation of the arcs by the fact
that the objects appear on a particular side of the axis.

Based on this observation, we generated Figure 7
using the Kandinski layout for the 1,230 binary re-
lationships from the 1,064 interaction events in the
book of Genesis. The objects (persons) are arranged
in the order of name. The statistical significance
of an interaction is encoded using the red-orange-
yellow-green-blue-gray color scheme with red being
the most significant level. With this configuration, it
is relatively clear that Abraham has higher interac-
tion with God, Isaac, Sarah and Lot than other asso-
ciates. God has distinctively higher interaction with
Abraham than with anyone else, followed by Joseph.
Most other relationships rendered in gray are equally
insignificant in terms of occurrence frequency.

One drawback of Kandinski is that viewers may
interpret incorrectly that a relationship of a larger arc
may be more significant than the arcs of smaller ra-
dius. However, the significance of a relationship can-
not be expressed by means of the radius or height of
the arc. Hence, if the relationship is not boolean, a vi-
sual cue, such as thickness or color, must be carefully
designed to represent different significance. Note that
Figure 5a uses thickness for the significance of an arc.
We opt out this option for color because thick arcs
tend to mask thin arcs especially as the number of arcs
grows large.

The figure is generated using the TikZ library from
a script produced by a tool developed in-house.

3.2 2-D Podevsef Layout

We experiment the same interaction relationships us-
ing the Podevsef layout. In this layout, objects are
laid out freely anywhere in the visual space. How-
ever, the common objective is to spread the objects
in a “desirable” order to minimize the link distance
and node collision. One practical implementation
of this layout is found in the Sankey plugin (https:
//bost.ocks.org/mike/sankey/) of the d3.js library.

Figure 8 shows the interaction relationships as a
Sankey diagram. The algorithm built in the library
has chosen to place 5 objects as middle layer nodes be-
tween the node on the left and the nodes on the right.
We can see the interactions between a pair of persons
by the link between them and the significance of the
interaction by the width of the ‘cable ribbon’-shaped
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Abraham[5]-God[128]-0.031895
Joseph[199]-Pharaoh[289]-0.025328
Abraham[5]-Isaac[165]-0.02439
Jacob[178]-Laban[215]-0.023452
Esau[112]-Jacob[178]-0.023452
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Figure 7: Interpersonal interactions among the 402 persons found in the book of Genesis, shown in Kandinski
layout

Figure 8: Interpersonal interactions among the 402 persons found in the book of Genesis, shown as a Sankey
graph
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link.
Note that Sankey graphs are generally used to vi-

sualize the flow of communication between the nodes,
usually from left to right. Its application as a Pode-
vsef layout should be used with care. Undirectional
interactions are rendered on both sides of an internal
node. Therefore, the cumulative total interactions of
a person in the figure should be obtained by adding
the width of every ribbon on both sides of a node.
With this constraint, the Sankey visualization shows
the dominating person-to-person interactions and the
dominating persons in the interaction events.

We have observed that the Sankey cannot handle
over 1,230 binary relationships of 406 objects effec-
tively. The result was nearly unreadable, defeating
the primary motivation of visualization, “a picture is
worth a thousand words.” Because of this scalability
issue, it is mainly used with a small number of se-
lected objects.

3.3 2-D Circular Layout

One way to avoid the potential visual bias caused by
the orientation of the edges observed in Kandinski
and Podevsef layouts is to place all the objects on the
equal ground without the orientation of left and right
and all the edges on the same side of the visual space.
This idea is implemented using the circular layout
(Fig. 3a).

In circular layout, the nodes are nominal, but not
ordinal. There is no notion of left-end or right-end.
There is no beginning nor end. Nodes may be placed
in a random order or in the lexicographical order for
the merit of object search visually. Edges are rendered
within the disc.

In our approach, objects are arranged by alphabet-
ical order of the object label. The significance of a
relationship is represented by the color of the corre-
sponding edge. The length of an edge is irrelevant.
Using this configuration, we generated Figure 9 from
the same interaction events found in the book of Gen-
esis.

Circular layout exhibits the similar advantages
and disadvantages of the Kandinski layout. How-
ever, a distinctive advantage of the circular layout
over Kandinski is that it uses a twice larger area than
Kandinski to present the same number of edges when
both layouts use the diameter of the same length. An-
other advantage is that the circumference of a disc is
3.14 times longer than the diameter. Hence, the ob-
jects on a circular layout are 3.14 times more spaced
out than the objects on the Kandinski axis. These dif-
ferences generally make the circular layout more pre-
ferred.

We have presented thus far the visualization of bi-
nary relationships only using the three 2-D layouts
that are commonly used. For the visualization of k-
relationships where k is 3 or larger, we first propose
a geometric shape which is suitable for such a pur-
pose since we are not aware of any one in the litera-
ture. Recall that the ternary relationship (A,B,C) is

not a valid logical consequence of three binary rela-
tionships (A,B), (B,C), and (A,C). Suppose, for exam-
ple, that {(A,B), (B,C), (A,C)} is a set of co-authorship
relationships. It does not necessarily mean A,B, and
C publish an article together. For this reason, we opt
out the traditional approach which connects a pair of
related objects by a line.

4 A Geometric Shape for Many-to-
Many Relationships

We now present a discussion on our strategy for
the visualization of ternary or higher-degree relation-
ships. The heart of the visualization of higher-degree
relationships is to design a visualization primitive
suitable for the purpose. The primitive should not
only be capable of rendering k-relationships (k ≥ 3)
accurately, but it must also guarantee to prevent the
visualized relationship from being interpreted incor-
rectly for any degrees less than k. In our presentation
of the geometric shape, we assume that objects are ar-
ranged along the circumference of a circle using the
circular layout for its advantages discussed in the pre-
vious section.

4.1 k-Relationships as Hyperedges

In developing an effective visual metaphor for k-
relationships where k can be a reasonably large inte-
ger value, we investigated several geometric shapes as
options. In particular, we have considered three ap-
proaches to the design of hyperedges.

The first approach is to connect the constituent ob-
jects to the center point of the objects with k lines
for k-relationships. An example of this approach is
shown in Figure 10a. This approach is computation-
ally efficient. Also, each hyperedge is thin and occu-
pies less pixels on the screen than the other two ap-
proaches in the same figure. Hence, it offers more vi-
sual information on the screen than the others. How-
ever, it presents a challenge to identify the correct
connecting center point of a relationship. When the
number of relationships is large and the degrees of
the relationships are diverse, the problem will become
unbearable.

The next approach is to add a geometric surface to
the hyperdge at the expense of incurring more com-
putation and leaving less visual information space. In
Figure 10b, we add to the edges a polygon which has
k sides for k-relationships. The advantages of this ap-
proach is that higher-degree relationships can be visu-
ally recognized quicker and easier with the aid of the
polygon surface and that it is relatively easy to imple-
ment. However, it has a considerable drawback: each
hyperedge occupies a much larger area than the pre-
vious edge-only approach, leaving less amount of un-
occupied pixels on the screen. Hypothetically, when
the degree of a relationship is close to the maximum
degree of participation, it is possible that the single
hyperedge would block nearly the entire visualiza-
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Abraham[5]-God[128]-0.031895
Joseph[199]-Pharaoh[289]-0.025328
Abraham[5]-Isaac[165]-0.02439
Jacob[178]-Laban[215]-0.023452
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Figure 9: Interpersonal interactions among the 402 persons found in the book of Genesis, shown in circular
layout.

(a) A geometric shape with k legs only. (b) A geometric shape with k legs and
a covering surface.

(c) A geometric shape with k legs and
a smaller covering surface.

Figure 10: A conceptual design of the hyperedge for the visualization of k-relationships where k = 3 and k = 4.

tion space (although such high-degree relationships
are rare in real-world datasets).

Between these two approaches, we take the second
approach, with a modification, mainly because of its
strength in distinguishing relationships and their de-
grees.

The improvement that we made to the second hy-
peredge approach is three-fold: we use smaller hy-

peredge covers as illustrated in Figure 10c, use con-
cave sides for the polygon surface to further reduce
the amount of pixels to use, and spherical edges are
used so that the proposed hyperedges may be used in
a 3-D visualization as well.

For an example of a hyperedge connecting 3 ob-
jects, we can employ a hyperbolic triangle that can
be found in hyperbolic geometry. The characteris-
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tics of a hyperbolic triangles are well studied in a 2-D
space. However, extending the theory of hyperbolic
triangles to a higher-dimensional geometric shape for
the purpose of implementation requires substantially
more effort. The novelty of our work in implement-
ing spherical edges and accompanying concave-sided
polygon surfaces is to use Bezier curves as discussed
below.

4.2 Geometry of hyperedges

As discussed earlier, the proposed hyperedge primi-
tive has edges (we call them “legs”) and a cover that is
well suited in a 3-D metaphor. A k-ary hyperedge has
k legs plus a 3-D surface covering the midpoint of the
legs to make it easier to identify the degree of the un-
derlying relationship and to augment the 3-D look of
the hyperedge. In designing and implementing such
hyperedges, we ought to maximize the separation of
hyperedges from each other for effective data analy-
sis. We begin with the construction of legs.

Each k-relationship is first mapped to a k-ary
hyperedge of k legs, each of which is a second-
order (quadratic) Bezier curve standing vertically. A
quadratic Bezier curve requires three control points
to define, i.e., two line segments between the first and
second points and between the second and the third
points. Given the three control points p0, p1 and p2,
the quadratic Bezier curve is defined as a function of
the parameter t ∈ [0,1]:

Definition 4.1 (Second-order Bezier Curve)

B(t) = (1− t)2 · p0 + 2t(1− t) · p1 + t2 · p2

where t denotes a curve segment.

The polynomial expressed in second-order Bezier
curves can be approximated by the following repeated
steps:

1. Start with a line segment L1 connecting p0 and
p1 and another line segment L2 between p1 and
p2.

2. Place a marker M1 along L1 at distance t from
p0 and another marker M2 along L2 at the same
distance from p1.

3. Draw a line L between M1 and M2, and place a
marker at distance t from M1. Emit the marker
as a point on the Bezier curve.

4. Repeat the steps with respect to the next value
of t.

Notice that the finer the line segments (controlled
by the division of t), the smoother the resulting curve
will be as illustrated in Figure 11. Since the calcu-
lation of the emitting point take a constant amount
of time, the time complexity of drawing a second-
order Bezier curve is proportional to the number of
the curve segments s, i.e., O(s).

p0

p1

p2

0.25

0.25

0.5

0.5

0.75

0.75

Figure 11: The effect of the number of curve segments
on the Bezier curve generated from p0 and p2 with a
control point p1 in between. With 4 line segments at
the interval of 0.25, the Bezier curve is approximated
by the three interpolated points (in blue, green and
red) plus p0 and p2, resulting in the coarse dashed
curve.

Construction of hyperedge. Adapting the quadratic
Bezier curve, we construct hyperedges as follows: Let
I be a k-relationship comprising k objects, i1, . . ., ik ,
which are located on the circumference of a circle in
the circular layout, and let pm be the center point of
the k objects on the x-z plane. Then, we can construct
the hyperedge for the k-relationship as follows: First,
take i1 as p0 of the corresponding quadratic Bezier
curve. We can compute the location of p2 such that p2
is the opposite point of p0 on the circle about pm. Fur-
thermore, set the y-axis value (i.e., the height) of pm
to the statistical significance value of I . Now we can
create a quadratic Bezier curve using the three con-
trol points p0, pm and p2. Take the half of the curve
on the p0 side as the component curve for i1. Repeat
the steps to construct the other k−1 component curves
from the other k−1 objects of I . The resulting hyper-
edge is generated by joining the k component curves
at their peak point (located at the same x−y coordinate
with pm). Figure 12 shows how six half-length Bezier
curves join at the crest in a 3-D space. The resulting
hyperedge is parabolic-shaped, and its height is scaled
by the statistical significance of the corresponding k-
relationship automatically. The hyperedge is further
decorated with a concave-sided polygon cover over
the peak point for visual clarity.

Figure 12: An hyperedge of 6 legs, each of which is a
half-length second-order Bezier curve.

Figure 13a shows examples of hyperedge imple-
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mentations for 3-, 4-, 5-, 6- and 7-relationships.
Hyperedges for 3-relationships are constructed from
three Bezier curve components with a cover at the
joining point of the component curves as shown in the
figure. The figure also illustrates that relationships of
higher degree can also be constructed seamlessly us-
ing the same algorithm. Notice also in Figure 13c that
each side of the polygon cover of a hyperedge is also a
Bezier curve, the exact shape of which is determined
by the locations of the control points.

The length of the portion of a leg which is not cov-
ered by the corresponding cover is about 50% of the
leg length (measured from the bottom to the peak)
by default. If the coverage ratio is larger, it tends to
be easier to inspect the corresponding relationship vi-
sually, and visual ambiguity is reduced. However, it
can easily mask other hyperedges at the same time.
This ratio can be dynamically adjusted for maximum
visual effect in our implementation. We found that
the coverage ratio of 20% yields good visual feed-
back, while not dominantly masking other hyper-
edges. Once the location of each vertex of the hyper-
edge cover is determined on a leg, every pair of adja-
cent vertices (on two neighboring legs) and the peak
point of the hyperedge are used as the three control
points to generate the final hyperedge cover between
the two legs.

Time complexity of hyperedge. As discussed earlier
in this section, the time complexity of the construc-
tion of a second-order Bezier curve is O(s), where s
denotes the number of curve segments. Hence, the
time complexity of the construction of a hyperedge
with k legs without the cover is O(ks). Each hyperedge
with k legs has k−1 cover segments between a pair of
legs. Each cover segment costs additional O(s) oper-
ation when we use the same level of smoothness for
each Bezier curve. Hence, adding the cover to the hy-
peredge will cost additional O(ks), and the total time
complexity of a hyperedge with k legs and a cover is
O(ks). From this analysis, we conclude that the over-
all complexity of the visualization of n relationships
is O(ksn).

Notice that the average value of k is relatively
small in the real-world data when relationships obey
the anti-monotone principle. In our implementation,
n is the dominating factor for the scalability of the
proposed approach. On the other hand, the capabil-
ity of rendering a large number of relationships may
bring an adversary effect, especially when the rela-
tionships are not evenly spaced out; that is, individual
objects become less discernible. This issue is a system
development issue and beyond the scope of this pa-
per.

4.3 Visual cues

Visualization of relationships of arbitrary degrees
would be challenging mainly due to the fact that the
degrees of relationships can vary widely and the num-
ber of relationships, at least in theory, that are dealt

with in data warehouses or in big data can be very
large. Also, users may respond to the visual stimuli
coming from a large number of visual primitives dif-
ferently. For example, one user may be sensitive to
variations in color but not in length, and vice versa.
For these reasons, in designing a visual metaphor for
relationships, we need to utilize visual cues to rein-
force the meaning of each relationship in the context
and to minimize any user-level distortion of the visual
information.

For 3-D visualization of relationships, using mul-
tiple visual cues is generally more effective than us-
ing a single visual cue as long as they are used with
consistency since viewers’ responses to a particular
visual cue may vary. In the proposed visualization
primitive for k-relationships, multiple visual cues are
used to maximize the discriminative power of the
metaphors: shape, color, illumination, height, and
thickness. These visual cues are demonstrated in the
figures throughout this paper.

Relative location Since the peak point of each com-
ponent Bezier curve of a hyperedge is a function of
its associated control points, hyperedges tend to be
spatially clustered when hyperedges are rendered on
the same screen. For example, the four 6- and 7-
relationships in Figure 13c form a clump. This ten-
dency will increase toward the center of the screen as
the degree of relationships increases (in other words,
the distribution of the objects becomes more even on
the base circle).

Color The hue of the legs representing a k-
relationship r is determined by the statistical signifi-
cance of the relationship using the following formula:

hue(r) =
max−weight(r)

max

where max is the maximum significance in the
dataset, and weight(r) is the statistical significance
of the corresponding relationship r. With this color
scheme, the most significant legs are rendered in red
and the least significant ones in blue, with yellow and
green edges in between.

Illumination Shading is a natural phenomenon to
real 3-D objects under illumination. We add a pseudo-
shading effect to hyperedges to augment their 3-D
look by applying varying illumination rather than
uniform illumination.

The leg illumination is defined as a function of t∈
[0,1]

illumination(t) = − (t − 0.5)2

0.52 + 1

where t denotes a curve segment.
The above formula guarantees a leg to be the

brightest at the vertex point (i.e., peak point) and
gradually darker toward both end points, as illus-
trated in Figure 13.

www.astesj.com 1536

http://www.astesj.com


SeungJin Lim / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1527-1539 (2017)

(a) Hyperedges with spherical edges
only.

(b) Hyperedges with spherical edges
and polygons with straight sides.

(c) Hyperedges with spherical edges
and polygons with convex sides.

Figure 13: Implementation of hyperedges for 3-, 4-, 5-, 6- and 7-relationships.

(a) Hyperedges of various degrees and statistical significance from an
artificial dataset. Each distinctive geometric shape with multiple visual
cues help viewers visually inspect the overall and individual trend in
the underlying relationships.

(b) Frequently co-occurring words in the
first four books of the New Testament.
The three outstanding ternary relationships
are (“elders,” “priests,” “chief”), (“priests,”
“scribes,” “chief”), and (“son,” “man,” “je-
sus”).

Figure 14: Hyperedges rendered for artificial and real datasets.

Thickness The thickness of a leg is also propor-
tional to the statistical significance of the correspond-
ing relationship in our approach.

5 Implementation and Demon-
stration in Action

Implementation of the proposed visualization
primitive. The proposed primitive is implemented
in two different 3-D graphics programming environ-
ments, one in Java using the Java 3d library and the
other in C using the C OpenGL library. Both libraries
provide comparable 3-D graphics programming fea-
tures. In our development, it took much longer time
and effort to arrive at the current design from the idea
of hyperbolic geometry than actual implementation.

Hyperedges in action. Figure 14a shows that highly
significant relationships are in red and tall (over other
hyperedges), whereas less significant ones are in blue
and short. Note that the figure is generated from an
artificial dataset to demonstrate the capability of the
proposed visual primitive of various visual cues em-
ployed in our approach.

Figures 14b and 15 are generated using real-world
datasets. Figure 14b shows frequently co-occurring
words in the first four books of the New Testament.
Overall, the visualization tells us that there are only
a few word sets in which 3 or more words occur to-
gether at a statistically significant level. This is a natu-
ral phenomenon because frequently occurring words
obey the principle of anti-monotone. In fact, among
the 165 sets of co-occurring words with a minimum
support of 0.35%, only (“elders,” “priests,” “chief”),
(“priests,” “scribes,” “chief”), and (“son,” “man,” “je-
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Figure 15: Interpersonal interactions found in the book of Genesis. The visualization shows that most inter-
actions of more than 2 persons occur at a relatively low frequency. The binary interaction (God, Noah) shown
in red is the most significant. The interactions between Noah and his three sons shown in yellow is one of the
few outstanding interactions involving more than 2 persons.

sus”) occurs more frequently than the threshold.
Figure 15 shows 402 persons along the circumfer-

ence of the disc and the maximal interactions discov-
ered from the book of Genesis. As these maximal in-
teractions also obey the principle of anti-monotone,
only a handful of relationships of higher degrees
stand out in the visualization. The most significant re-
lationship is the binary interaction between God and
Noah (the red and tall arc). The most significant 4-
relationship in yellow in the figure is between Noah
and his three sons.

6 Conclusion

A 3-D visual metaphor for many-to-many relation-
ships is presented in this paper. The proposed visual-
ization primitive accurately conveys the degree of par-
ticipation of a relationship with its statistical signifi-
cance using multiple visual cues. Each relationship
of ternary or higher degree of participation is mod-
eled as a novel hyperedge having as many legs as the
degree of the relationship and a cover at the junction
point of the legs. The metaphor is implemented as vi-
sual primitives of high-quality graphical objects and
shows a good separation of different degrees of par-
ticipation.

The effectiveness of our model with respect to in-
formation communication is generally demonstrated
through a handful of experiments in this paper. At
the same time, we forewarn the reader that efficiency

in terms of CPU cycles could be a concern in compari-
son to 2-D multivariate visualization techniques since
we render information as high-quality 3-D objects. In
the future, we plan to evaluate the effectiveness of
the proposed visual primitive using quantitative us-
age statistics and a user study to assess how well our
visualizations improve information processing, com-
munication, and decision making as suggested in [13].
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Recent task scheduling algorithms for a generalized workflow job in 
heterogeneous system adopt list-based scheduling. In those algorithms, the 
response time cannot be effectively reduced if the given workflow job is 
data-intensive. If the workflow job is computationally intensive, an attempt 
is made to assign tasks to many processors, which can lead to resource 
starvation. To this end, a task scheduling algorithm that is based on 
clustering tasks, called CMWSL (Clustering for Minimizing the Worst 
Schedule Length) has been proposed. In CMWSL, the lower bound of the 
assignment unit size for each processor is derived in order to suppress the 
total number of executing processors for effective use of processors. After 
the lower bound is derived, the processor as a assignment target is 
determined and then the assignment unit as a task cluster is generated. As 
a final phase of CMWSL, task ordering is performed for every assigned 
task. In this paper, we compare several task ordering methods in CMWSL 
in a real environment to find the best task ordering policy.
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1 Introduction
Recent household computers have high-performance pro-
cessing schemes, e.g., multi-core, hyper-threading tech-
nologies and so on. Such parallel processing schemes en-
able the expansion of conventional applications to scien-
tific and large amount of data processing applications in
household computers. This transition increases the needs
for parallel and distributed processing schemes, e.g., grid
computing[1], utility computing and cloud computing[2].
These computing models require an appropriate execution
method to acquire the optimal value in terms of the response
time or the schedule length, energy consumption, the eco-
nomic cost and throughput. However, to obtain the opti-
mal schedule length has been an NP-complete problem. In
a heterogeneous system where each processing speed and
communication bandwidth is arbitrary, a task assignment
method as well as a task scheduling method are needed be-
cause the actual processing time and communication time
are determined after each task is assigned to a processor.

In various application models, especially for work-flow
type application, called Directed Acyclic Graph (DAG) is
one of currently studied task scheduling fields, also known
as a DAG scheduling problem. DAG scheduling is clas-
sified into two approaches, i.e., list-based scheduling[3, 4,

5, 6] and clustering-based task scheduling[7, 8, 9, 10, 11].
In HEFT (Heterogeneous Earliest Finish Time)[3], which
is the most famous list scheduling for DAG applications
in heterogeneous systems, a scheduling priority is assigned
to each task by using the average processing time and the
average communication time. Then each task is assigned
to a processor by which its completion time is minimized.
Though the critical part of a list scheduling is how to define
the priority for ready tasks, list-based scheduling models
such as HEFT, PEFT[4] and CEFT[5] apply averaged pro-
cessing time and communication time for deriving a priority
value for each task. As a result, a good schedule length can-
not be obtained if the job is data-intensive or has a large dis-
persion among task sizes and data sizes. On the other hand,
in task clustering for heterogeneous systems, each task be-
longs to a task cluster. Each task cluster is assigned to a
processor and each task is scheduled in order to minimize
the schedule length. Though a task clustering method is
known as one of the promising methods in homogeneous
systems, a good schedule length cannot be obtained in het-
erogeneous systems because it assumes a temporal homo-
geneous system for deriving each clustering priority.

We proposed a task clustering method for heteroge-
neous systems for effective use of processors in [12], the
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objective of which was to minimize the schedule length us-
ing a small number of processors. The method proposed
in [12] firstly derives the lower bound of the total execu-
tion time of tasks in a cluster to regulate the number of
processors. Then each task is clustered in order to mini-
mize the schedule length by reducing the Worst Schedule
Length (WSL). According to the literature in [13], mini-
mizing WSL leads to the reduction of both the lower bound
and the upper bound of the schedule length. Then each task
is ordered by Ready Critical Path (RCP) scheduling[14] on
each assigned processor. However, there is no criteria to
minimize WSL in the task scheduling. In this paper, we
propose a task scheduling to minimize WSL after the task
clustering proposed in [12] has been finished. Experimen-
tal results in a real environment show that the proposed task
scheduling outperforms the method in [12] in terms of the
schedule length. This paper is an extension of work origi-
nally presented in the 19th International Conference on Ad-
vanced Communications Technology(ICACT2017)[15].

2 Assumed Model

2.1 Job Model
An assumed job is expressed as a Directed Acyclic Graph
(DAG), which is known as workflow type job. Let
G = (V, E), where V is the set of tasks and E is the set of
edges (data communications among tasks). An i-th task is
denoted as ni. Let w(ni) be the workload of ni, i.e., w(ni)
is the sum of unit times taken for being processed by the
reference processor. We define the data dependency and di-
rection of data transfer from ni to n j as ei, j. And c(ei, j) is
the sum of unit times taken for transferring data from ni to
n j over the reference communication link.

One constraint imposed by a DAG is that a task can-
not be executed until all data from its predecessor tasks ar-
rive. For instance, ei, j means that n j cannot be started until
the data from ni arrives at the processor that executes n j.
And let pred(ni) be the set of immediate predecessors of
ni, and suc(ni) be the set of immediate successors of ni. If
pred(ni) = ∅, ni is called START task, and if suc(ni) = ∅, ni

is called END task. If there are one or more paths from ni

to n j, we denote such a relation as ni ≺ n j.

2.2 System Model
We assume that each computer is completely connected
to others, with non-identical processing speeds and non-
identical communication bandwidths. The set of proces-
sors is expressed as P = {p1, p2, . . . , pn} and let the set of
processing speeds in pi be αi. As for data communication
among computers, let the communication bandwidth of pi

be βi. Since the actual communication speed depends on
the bottleneck in the network path, suppose the communi-
cation speed is the minimum value in the two bandwidths
among pi and p j, i.e., Li, j = min{βi, β j}, where Li, j is the
communication speed among pi and p j.

The processing time in the case that nk is processed on
pi is defined as

tp(nk, αi) = w(nk)/αi. (1)

The data transfer time of ek,l over βi, j is defined as

tc(ek,l, Li, j) = c(ek,l)/Li, j. (2)

This means that both processing time and data transfer time
are not changed with time, and suppose that data transfer
time within one computer is negligible. In general, the com-
munication setup time for the preparation, denoted by Ok

occurs before pk sends the data. If c(ei, j) is sent from pk to
pl, the communication time is defined by Ok and the com-
munication speed Lk,l; in particular, Lk,l = min {βk, βl} and
the communication time is given by

tc(ei, j, Lk,l) = Ok + c(ei, j)/Lk,l. (3)

We assume the communication setup time is negligible, i.e.,
Ok = 0 for ∀pk ∈ P.

3 Related Work
In this section, we discuss existing methods for Directed
Acyclic Graph (DAG) scheduling in heterogeneous sys-
tems. We also clarify their disadvantages when they are
applied to systems with a large number of processors and
when not all processors are used for execution. DAG
scheduling for heterogeneous systems is categorized into
two classes in terms of the task assignment policy: list-
based heuristics [3, 4, 5, 16, 17] and task clustering [7, 8, 9,
10, 11].

For list-based heuristics, both HEFT[3] and Predict Ear-
liest Finish Time (PEFT)[4] use the average processing time
and average communication time to derive the scheduling
priority for each free task whose predecessor tasks have
been scheduled. According to the HEFT algorithm, the
scheduling priority of task nk is based on the path length
from nk to the END task, which is denoted by rank∗u(nk) as
follows:

rank∗u(nk) = tp(nk, αi) + tc(ek,l, Li, j)

+ max
nl∈suc(nk)

{
rank∗u(nl, α j)

}
. (4)

In the set of free tasks, the task with the maximum ranku

value is chosen and assigned to the processor to minimize
the completion time of the task using an insertion-based
policy. PEFT[4] uses an Optimistic Cost Table (OCT); the
OCT value of task nk assigned to pp is the longest path
from nk to the END task in the set of paths starting from
nk, provided that each path length assumes the minimum
length in the processor assignment combinations when nk

is assigned to pp. The scheduling priority of nk in PEFT
is the average OCT value of nk through all of the proces-
sors in P. One difference between HEFT and PEFT is
whether the actual processor assignment is considered dur-
ing the prioritizing phase. Another difference is that PEFT
uses the average value. In Constrained Earliest Finish Time
(CEFT)[5], the pruning phase is performed first. In the
pruning phase, the longest path, called the Constrained Crit-
ical Path (CCP), which is derived from the average process-
ing time and average communication time, is pruned from
the DAG. Then, the pruned DAG is traversed, and the new
CCP is pruned. Pruning continues until all of the tasks are
pruned. Tasks in a CCP are assigned to the same processor
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where their completion times are minimized. The Minimiz-
ing Schedule Length (MSL) algorithm[16] uses Mean Exe-
cution Time (MET) and Total Communication Time (TCT)
for the scheduling priority derived by MET+TCT. They are
calculated based on the average processing time and the
average communication time. The Heterogeneous Selec-
tion Value (HSV) algorithm[17] derives rank∗u values for all
processors for each task. Then the average rank∗u value is
calculated as hranku. The scheduling priority in HSV is de-
rived by the out degree times hranku, which reflects the idea
that a task having larger out degree can have great effect on
the schedule length. Since HEFT, PEFT, CEFT, MSL, and
HSV use the average value calculated from all processor in-
formation, each scheduling priority is not accurate for mini-
mizing the schedule length. Longest Dynamic Critical Path
(LDCP)[6] uses the actual processing time and communi-
cation time for each scheduling priority and outperforms
HEFT in terms of the schedule length. However, LDCP re-
quires a set of DAGs for all processor assignment patterns,
and thus, a high space complexity is required if the system
has a large number of processors.

4 Overview of CMWSL Algorithm
In this section, we present an overview of the clustering-
based task scheduling, called CMWSL (Clustering for Min-
imizing Worst Schedule Length)[12]. CMWSL consists of:
(i) the lower bound of the total processing time is derived to
the processor by which the maximum worst schedule length
(defined as WSL (Worst Schedule Length) in Section 4.1) is
obtained. (ii) several tasks on WSL path are clustered until
the total processing time exceeds the lower bound in order
to minimize WSL. (iii) the execution order for each task on
a processor is decided according to the scheduling priority.
In the following sections, the definition of WSL, the lower
bound, the task clustering procedures, and the task ordering
procedures are presented. For more details, see the litera-
ture in [12].

4.1 WSL (Worst Schedule Length)
Since CMWSL assumes WSL, we present the basics of
WSL. Intuitively, WSL is the maximum execution path
length when each task is executed as late as possible in a
node, provided that there is no data waiting time for each
task once the node starts executing; that is, WSL is the up-
per bound of the schedule length if no data waiting time
occurs for each processor.

Fig. 1 shows an example of WSL derivation. In this
figure, (a) is the state after four tasks have been clustered,
(b) is the meaning for each items in (a), and (c) is the given
system information, where three processors exist, i.e., p1,
p2 and p3. At (a), a virtual processor having the maximum
processing speed (=4) and the maximum communication
bandwidth (=4) is assumed to be assigned to a task. From
this state, WSL is derived by A→ C → F → E → G → H,
i.e., the longest execution path length is obtained when E is
scheduled as late as possible on p2.

If a processor assignment can make WSL smaller, both
the upper bound and the lower bound of the actual sched-

ule length can be made smaller[13]. The schedule length
cannot be obtained until every task execution order is deter-
mined. Thus, at the task clustering phase as a task assign-
ment, the objective is to minimize WSL, not to minimize
the actual schedule length.

4.2 Lower Bound of Total Execution Time
for each Processor

In general, the more tasks are assigned to a processor, the
more data communications can be localized on one proces-
sor. However, to increase the number of assigned tasks on
a processor can lead to the reduction of the degree of par-
allelism. The balance between localization of data com-
munication and parallelism should be considered for min-
imizing the schedule length. Furthermore, imposing the
lower bound can reduce the number of assigned proces-
sors, thereby effective use of computational resources can
be achieved. In CMWSL, the lower bound of the total pro-
cessing time on a processor pp is defined as follows (for
more details, see the literature in [12]):

δopt(αp, βp) =

√√√√√
1
αp

ελ +
wmin

αp

N∑
i=1

∑
nk∈seq≺s−1(i)

w(nk)

, (5)

where

ε =
∑

nk∈seq≺s−1

w(nk) −
N∑

i=1

∑
nk∈seq≺s−1(i)

w(nk),

λ =

(
cmax

βp
−

cmax

βmax
+

wmin

αmax
+

cmin

βmax

)
,

where seq≺s−1 be the set of tasks in a path from a START task
to the END task in the WSL sequence at the workflow after
(s − 1) tasks have been clustered. In seq≺s−1, let seq≺s−1(i) be
the set of tasks that belong to the i-th cluster. In addition,
cmin and cmax are the minimum and maximum data sizes in
seq≺s−1, and wmin is the minimum task size. Finally, αmax

and βmax are the maximum processing speed and maximum
communication bandwidth, respectively.

δopt(αp, βp) means the value when the upper bound of
WSL is minimized. That is, both the lower bound and the
upper bound of the schedule length is minimized by apply-
ing δopt(αp, βp) for each cluster.

Next, we present how the processor to which an assign-
ment unit (we call it as “cluster”) is determined. CMWSL
tries to find WSL path for each clustering procedure. On
WSL path, there are two sub-paths, i.e., clustered path and
unclustered path. Since tasks on a clustered path cannot be
clustered anymore, the only set of tasks by which WSL can
be varied is the unclustered path. Thus, on the unclustered
path, the number of clusters whose total execution time ex-
ceeds δ (the variable for the lower bound), is defined as

N(δ) =
1
αpδ


∑

nk∈seq≺s−1

w(nk) −
N∑

i=1

∑
nk∈seq≺s−1(i),
clss−1(i)<UEXs−1

w(nk)

 , (6)

where δ = δ(αp, βp,Gs), Gs is the DAG after s tasks have
been clustered, and αpδ is the task cluster size of pp. N(δ)
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Figure 1: Example of WSL Derivation

is derived by taking the total workload of tasks on the un-
clustered path. Then, the increase of WSL by generating
clusters by more r clustering steps on the unclustered path,
is defined by

∆WS L∗(M(Gs+r))

≤

N(δ∗)−y∑
i=1

∆LVup
lnr(clss+r(i)) +

N(δ)∑
i=N(δ)−y+1

∆LVup
nlnr(clss+r(i))

+
∑

ek,l∈seq≺s−1 ,

ek,l<seq≺s+r (i)

(
c(ek,l)
Lp,q

−
c(ek,l)
βmax

)

≤ ∆WS L∗up(M(Gs+r)), (7)

where ∆LVup
lnr(clss+r(i)) is the increase of WSL by generat-

ing one linear cluster, i.e., all tasks in the cluster clss+r(i) has
dependencies each other. ∆LVup

nlnr(clss+r(i)) is the increase
of WSL by generating one non-linear cluster, i.e., one or
more tasks in the cluster clss+r(i) has no dependency with
others. WS L∗up(M(Gs+r)) is the upper bound of the increase
of WSL, i.e., ∆WS L∗(M(Gs+r)). δopt in (5), it is obtained by
differentiating ∆WS L∗up(M(Gs+r)) with respect to δ. Then
∆WS L∗up(M(Gs+r)) takes the local minimum value when δ
equals to δopt defined at (5).

From the set of unassigned processors, the processor
having the minimum value of ∆WS L∗up(M(Gs+r)) is selected
as the next assigned target. In this phase, both the lower
bound and the processor to be assigned to a cluster is deter-
mined.

4.3 Clustering Tasks
In the clustering phase, let the selected processor by the
previous section be pp. Then the actual lower bound, i.e.,
δopt(αp, βp) is derived. The unclustered task on WSL path

becomes the start point for clustering. From such a task, the
successor tasks are included in the same cluster until the
total processing time exceeds δopt(αp, βp) in order to mini-
mize WSL.

Fig. 2 shows an example of the task clustering phase in
CMWSL. In this figure, (a) is the state after four tasks have
been clustered, which is the same state as (a) at fig. 1. (b)
in fig. 2 is the path on WSL path, i.e., A, C, E, G, H. In this
path, the clustered path is A→ C → E, and the unclustered
path is G → H. Thus, G becomes the start point for the next
task clustering and p3 is selected as the next assignment tar-
get, because only p3 remained as the unassigned processor.
From this state, the lower bound, i.e., δopt(α3, β3) ≈ 3.96.
Then at (c), G and H are clustered as a cluster cls(G). Since
the total processing time is 3+1 > 3.96, no more task are
included at cls(G). The clustering phase is finished if all
clusters are generated with exceeding each lower bound.

5 Task Ordering
In this section, we present two list-based task ordering cri-
teria in CMWSL. One of the objectives of this paper is to
determine which one is better for minimizing the schedule
length. Thus, the task ordering phase is performed after
the task clustering phase presented in Section 4.3. In this
phase, determining the actual execution order for each task
is performed. Since the assigned processor for each task is
known, the objective in this phase is to minimize the sched-
ule length, not WSL. According to the literature in [18], a
list-based task ordering method was proposed, where the
task in the current WSL sequence is selected from the free
list. Here, “free list” is the set of tasks, whose all immediate
predecessor tasks have already been scheduled. We shall
call the task ordering method as “List maxLV”. The fun-
damental idea behind List maxLV is that the task in WSL
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Figure 2: Example of Task Clustering in CMWSL

sequence can have an effect on the worst schedule length,
i.e., such a task can prolong the actual schedule length de-
pending on the execution ordering. Thus, such a task must
be scheduled as early as possible. The task ordering method
in CMWSL is quite different. The task ordering in CMWSL
selects the task having the minimum DRT (data ready time)
from the free list. DRT of task n j on pq is defined as

DRT (n j, pq) = max
ni∈pred(n j),
pp∈P

{
t f (ni, pp) + tc(c(ei, j), Lp,q)

}
, (8)

where t f (ni, pp) is the finish time of ni on pp, and n j on pq

is supposed to reveive the data from ni on pp. We shall call
the ordering method as “List minDRT”.

Fig. 3 demonstrates behaviors of both List minDRT and
List maxLV. In this figure, A, B, and C are supposed to have
been already scheduled. Thus, the content of the free list is
{E, F,G}. In List minDRT, DRTs of E, F, G are supposed
to be 14, 16, and 6, respectively. Then G, having the min-
imum DRT is selected for assigning an idle time slot. In
List maxLV, the priority is defined as “level”, which is the
longest execution path length when the task is scheduled as
late as possible. In this case, level values of E, F, and G
are supposed to be 24, 12, and 23, respectively. Thus, E is
selected because its level value is the maximum.

6 Experiment
In this section, we present the comparison results in terms
of the response time as the speed-up ratio in a realistic envi-
ronment. The objective of this paper is to confirm the per-
formance of CMWSL in the real environment for practical
use of CMWSL, as well as which list-based task ordering
policy is better in List minDRT and List maxLV. We adopt
Gaussian Elimination DAG and FFT (First Fourier Trans-
form) DAG as target DAGs.

6.1 Comparison Target
As for task ordering methods in CMWSL, we adopt
List minDRT and List maxLV. We name List minDRT in
CMWSL as “CMWSL DRT”, and List maxLV in CMWSL
as “CMWSL LV”. As other comparison targets, HEFT[3],
CEFT[5], HSV[17], and PEFT[4] are adopted, because
these heuristic algorithms are known to derive a good
schedule length with low time complexity, i.e., they are ap-
plicable in a real situation.

6.2 Gaussian Elimination DAG
In this comparison, we prepared 20 nodes that were con-
nected in the local network as a heterogeneous cluster. Ta-
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Figure 3: Example of Task Ordering Methods

Table 1: Specification of the Experimental Environment for Gaussian Elimination DAGs.

Node ] CPU Freq. tproc (µs) αp Bandwidth tcomm (µs) βp

1 300MHz 0.157 1.00 100Mbps 2.27 1.00
2 533MHz 0.136 1.16 1Gbps 0.45 5.04
3 800MHz 0.091 1.74 100Mbps 2.15 1.06
4 1.0GHz 0.057 2.74 1Gbps 0.62 3.66
5 1.2GHz 0.051 3.06 1Gbps 0.33 6.88
6 1.5Ghz 0.038 4.14 100Mbps 2.03 1.12
7 1.5Ghz 0.035 4.45 1Gbps 0.55 4.13
8 2.0GHz 0.032 4.92 1Gbps 0.34 6.68
9 2.4GHz 0.029 5.49 100Mbps 0.38 5.97

10 2.4GHz 0.027 5.76 1Gbps 0.27 8.41
11 2.6GHz 0.025 6.21 1Gbps 0.42 5.40
12 2.6GHz 0.024 6.56 100Mbps 2.2 1.03
13 2.8GHz 0.022 7.15 1Gbps 0.22 10.32
14 2.8GHz 0.021 7.61 1Gbps 0.37 6.14
15 2.8GHz 0.021 7.61 100Mbps 1.89 1.20
16 2.8GHz 0.019 8.43 1Gbps 0.28 8.11
17 3.0GHz 0.016 9.83 1Gbps 0.29 7.83
18 3.0GHz 0.015 10.26 1Gbps 0.39 5.82
19 3.0GHz 0.015 10.26 100Mbps 2.11 1.08
20 3.2GHz 0.013 12.42 1Gbps 0.21 10.81

ble 1 presents the specifications of the environment in terms
of processing and communication performance for Gaus-
sian elimination DAGs. In this table, tproc represents the
time taken to process one arithmetic operation, and tcomm is
the time taken to send one byte from the node to the router
in the local network. In particular, tcomm was derived by
RTT/(] o f bytes ∗ 2) of pinging.

As for the DAG structure, we consider one task as a sec-
ond inner loop, i.e., for( j = k + 1; j ≤ N; j + +) at the k ji
Gaussian elimination without pivoting. That is, the same
as the one in Section 5.5.1. Fig. 4 presents one example
of Gaussian elimination DAG at N = 6. According to the
study in [19], the processing time of a task nk, j and the com-
munication time of a data point c(e(k, j),(k+1,m)) are defined as
follows:

w(nk, j) = (2(N − k) + 1)tproc,

c(e(k, j),(k+1,m)) = Op + (N − k + 1)tcom, (9)

where Op is the setup time of pp performed before
sending data, tproc is the processing time for one arith-
metic operation, and tcom is the communication time per

byte. This model was proved to be asymptotic to a real
environment[19]. Then, we can rewrite (9) using tc(nk, j, αp)
and tc(c(e(k, j),(k+1,m)), Lp,q)), as follows:

tp(nk, j, αp) =
(2(N − k) + 1)tproc

αp
,

tc(c(e(k, j),(k+1,m)), Lp,q) = Op + (N − k + 1)
tcom

Lp,q
,

(10)

where tproc and tcomm are the values obtained by the refer-
ence processor. αp is the processing speed ratio when that
of the reference processor is equal to one, and Lp,q is the
communication bandwidth ratio when the reference com-
munication bandwidth is equal to one.

First, we executed the simulation using the information
listed in Table 1.1 We obtain the mapping of a task and a
processor through the results of the simulation. Then, we
implemented the parallelized MPI (MPICH2[20]) program
with non-blocking communication in the C language by
hand-coding each algorithm. For each algorithm, the pro-
gram was executed 100 times, and we averaged the speed-

1Op depends on many factors, including the program coding style and the processor status at the execution. This makes it difficult to specify Op for
each processor. We fixed the setup time Op=0 in the simulation.
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Figure 5: Comparison of Speed-Up Ratio for Gaussian Elimination DAGs in a Real Environment.

up ratio defined by the schedule length of “node 20” in Ta-
ble 1, divided by that of each algorithm.

Fig. 5 presents the results in cases of N = 50 and
N = 100. CMWSL-DRT and CMWSL-LV outperform the
other algorithms in both cases (N = 50 and N = 100). We
can see that PEFT, CEFT, and HSV output a smaller sched-
ule length than HEFT. In the real environment, the setup
time is nonzero for each processor, and therefore the com-
munication time can have a greater effect on the schedule
length than in the simulation. Even in such a case, both
CMWSL-DRT and CMWSL-LV have a smaller schedule
length than the other algorithms. As for the comparison be-
tween CMWSL-DRT and CMWSL-LV, it is observed that
CMWSL-DRT outputs better speed-up ratio. In CMWSL-
LV, a task, e.g., nk by which WSL is obtained if it is sched-
uled as late as possible, is selected from the free list. How-
ever, even if nk is selected, the actual schedule length cannot
be made smaller if nk is not a critical task, i.e., nk does not
belong to the actually dominating execution path in terms
of the schedule length. In CMWSL-DRT, selecting a task
having the minimum DRT can lead to the actual schedule
length; that is, scheduling a task, e.g., nk having the min-
imum possible start time can reduce the data waiting time
from nk. As a result, the total idle time for each processor
can be suppressed.

6.3 FFT DAG

In FFT DAG, every task size is equal and every data size
is equal. The FFT DAG used in this comparison contains
m log m butterfly operation tasks, where m is the matrix size,

as in Section 5.5.2. Each task contains the following opera-
tions:

y(k) = ye(k) + ωk ∗ yo(k), 0 ≤ k ≤ m/2 − 1,
y(k + m/2) = ye(k) − ωk ∗ yo(k), 0 ≤ k ≤ m/2 − 1,

(11)

where ye is the FFT of even points and yo is the FFT of odd
points. That is, every task involves the same number of op-
erations. Although the data size among all tasks is the same,
it contains both the real and imaginary parts as double type
variables. Thus, we define each data size as 16 bytes.

Table 2 presents the specification of the environment in
terms of processing and the communication performance
for FFT DAGs. In this table, the “Task Size” is measured
by executing (11) for each processor, while the “Data Size”
is defined by multiplying tcomm from Table 1 by 16. From
this information, αp and βp are derived for the simulation.
Similar to the case of Gaussian elimination DAGs, we ob-
tain the mapping of each task and each processor from the
results of the algorithms in the simulation. Then, we im-
plemented the parallelized MPI program with non-blocking
communication in the C language.

Fig. 6 presents the comparison results in cases of
m = 128 and m = 256, in terms of the speed-up ratio. In
both cases, both CMWSL-DRT and CMWSL-LV outper-
form the other algorithms. However, the differences of
the speed-up ratio between CMWSL (CMWSL-DRT and
CMWSL-LV) and the other algorithms are not large com-
pared with the case of Gaussian elimination, as seen in
Fig. 5. As for the comparison between CMWSL-DRT and
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Table 2: Specification of the Experimental Environment for FFT DAGs.

Node ] CPU Freq. Task Size (µs) αp Bandwidth Data Size(µs) βp

1 300MHz 37.540 1.00 100Mbps 36.32 1.00
2 533MHz 17.114 2.19 1Gbps 7.2 5.04
3 800MHz 13.736 2.73 100Mbps 34.4 1.06
4 1.0GHz 8.438 4.45 1Gbps 9.92 3.66
5 1.2GHz 7.757 4.84 1Gbps 5.28 6.88
6 1.5Ghz 6.672 5.63 100Mbps 32.48 1.12
7 1.5Ghz 6.231 6.02 1Gbps 8.8 4.13
8 2.0GHz 4.003 9.38 1Gbps 5.44 6.68
9 2.4GHz 3.822 9.82 100Mbps 6.08 5.97
10 2.4GHz 3.539 10.61 1Gbps 4.32 8.41
11 2.6GHz 3.221 11.65 1Gbps 6.72 5.40
12 2.6GHz 3.183 11.79 100Mbps 35.2 1.03
13 2.8GHz 3.105 12.09 1Gbps 3.52 10.32
14 2.8GHz 2.994 12.54 1Gbps 5.92 6.14
15 2.8GHz 2.944 12.75 100Mbps 30.24 1.20
16 2.8GHz 2.919 12.86 1Gbps 4.48 8.11
17 3.0GHz 2.896 12.96 1Gbps 4.64 7.83
18 3.0GHz 2.863 13.11 1Gbps 6.24 5.82
19 3.0GHz 2.732 13.74 100Mbps 33.76 1.08
20 3.2GHz 2.556 14.69 1Gbps 3.36 10.81
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Figure 6: Comparison of Speed-Up Ratio for FFT DAGs in a Real Environment.

CMWSL-LV, CMWSL-DRT outputs better results in both
cases (m = 128, 256). Similar to the result obtained in Sec-
tion 6.2, selecting a task having the minimum possible start
time can contribute to reduce the data waiting time for each
processor. In general, the data size among tasks in FFT
DAG is smaller than that in Gaussian Elimination DAG.
This means that the effect of the communication delay is
smaller in case of FFT DAG. Thus, the difference of sched-
ule length among algorithms is also small.

From these results, we can infer that CMWSL can be
applied to the FFT in a real environment.

7 Conclusion and Future Works
In this paper, we confirmed the performance and behaviors
of CMWSL in a real environment using Gaussian Elimi-
nation and FFT program. According to the obtained re-
sults, CMWSL outperforms other list-based task schedul-
ing algorithms in terms of the speed-up ratio, i.e., the
schedule length. We also presented the comparison results
among two task ordering methods, i.e., List minDRT and
List maxLV for CMWSL. In CMWSL, List minDRT was
proved to output a better result than List maxLV. That is,
we can say that the task having the minimum possible start
time should be selected for scheduling.

References
[1] I. Foster, “The Grid: A new infrastructure for 21st century science,”

Physics Today, Vol.55(2), pp. 42–47, 2002.

[2] S. Di and C.L. Wang, “Dynamic Optimization of Multiattribute Re-
source Allocation in Self-Organizing Clouds,” IEEE Trans. Parallel
Distrib. Syst., Vol. 24, No. 3, pp. 464-478, 2013.

[3] H. Topcuoglu, S. Hariri, M. Y. Wu, “Performance-Effective and Low-
Complexity Task Scheduling for Heterogeneous Computing,” IEEE
Trans. Parallel Distrib. Syst., Vol. 13, No. 3 pp. 260-274, 2002.

[4] H. Arabnejad and J. G. Barbosa, “List Scheduling Algorithm for Het-
erogeneous Systems by an Optimistic Cost Table,”, IEEE Trans. Par-
allel Distrib. Syst., Vol. 25, No. 3, pp. 682-694, 2014.

[5] M. A. Khan, “Scheduling for heterogeneous systems using con-
strained critical paths, ” Parallel Comput., Vol. 38, No. 4-5, pp. 175-
193, 2012.

[6] M. I. Daoud and N. Kharma, “A high performance algorithm for static
task scheduling in heterogeneous distributed computing systems,” J.
Parallel Distrib. Comput., Vol. 68, No. 4, pp. 399–409, 2008.

[7] A. Gerasoulis and T. Yang, “A Comparison of Clustering Heuristics
for Scheduling Directed Acyclic Graphs on Multiprocessors,” J. Par-
allel Distrib. Comput., Vol. 16, pp. 276-291, 1992.

[8] B. Jedari and M. Dehghan, “Efficient DAG Scheduling with
Resource-Aware Clustering for Heterogeneous Systems,” Comp. Inf.
Sci., Vol. 208, pp. 249–261, 2009.

[9] S. Chingchit et al., “A Flexible Clustering and Scheduling Scheme
for Efficient Parallel Computation,” in Proc. of the 13th Int. Parallel
Distrib. Process. Symp., pp. 500–505, 1999.

[10] C. Boeres et al., “A Cluster-based Strategy for Scheduling Task on
Heterogeneous Processors,” Proc. of the 16th Symp. on Comp. Arch.
High Perform. Comput. (SBAC-PAD’04), pp. 214–221, 2004.

[11] B. Cirou and E. Jeannot, “Triplet: a Clustering Scheduling Algorithm
for Heterogeneous Systems,” in Proc. Int. Conf. on Parallel Process.
Workshops (ICPPW’01), pp. 231–236, 2001.

[12] H. Kanemitsu , M. Hanada, and H. Nakazato, “Clustering-based task
scheduling in a large number of heterogeneous processors,” IEEE
Trans. Parallel Distrib. Syst., Vol. 27, No. 11, pp. 3144–3157, 2016.

www.astesj.com 1547

http://www.astesj.com


H. Kanemitsu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1540-1548 (2017)

[13] Hidehiro Kanemitsu, Gilhyon Lee, Hidenori Nakazato, Takashige
Hoshiai, and Yoshiyori Urano, “On the Effect of Applying the Task
Clustering for Identical Processor Utilization to Heterogeneous Sys-
tems,” Grid Comput., pp. 29 - 46, 2012.

[14] T. Yang and A. Gerasoulis., “List scheduling with and without com-
munication delays,” Parallel Comput., pp. 1321 – 1344, 1993.

[15] S. Hashimoto, E. H. Weyulu, K. Hajikano, H. Kanemitsu, and M. W.
Kim, ”Evaluation of Task Clustering Algorithm by FFT for Hetero-
geneous Distributed System”, in Proc. the 19th Int. Conf. Adv. Comm.
Tech.(ICACT2017), pp. 94-97, 2017.

[16] D. Sirisha and G. V. Kumari, “A new heuristic for minimizing sched-
ule length in heterogeneous computing systems,” in Proc. IEEE Int.
Conf. on Elect. Comput. and Comm. Tech. (ICECCT), pp. 1–7, 2015.

[17] G. Xie et al., “Heterogeneity-driven end-to-end synchronized
scheduling for precedence constrained tasks and messages on net-
worked embedded systems, ” J. Parallel Distrib. Comput., Vo. 83,
pp. 1–12, 2015.

[18] H. Kanemitsu and M. Hanada, ”A Task Scheduling with Response
Time Estimation for Efficient Processing in Heterogeneous Systems,”
in Proc. of 2015 RISP Int. Work. Nonlinear Circuits, Comm. Sig. Pro-
cess. (NCSP 2015), 2015.

[19] A. K. Amoura et al., “Scheduling Algorithms for Parallel Gaussian
Elimination with Communication Costs,” IEEE Trans. Parallel Dis-
trib. Syst., Vol. 9, No. 7, pp. 679–686, July 1998.

[20] MPICH web site: https://www.mpich.org/ .

www.astesj.com 1548

http://www.astesj.com


 

www.astesj.com     1549 

 

 

 
 
Modeling and Control of Collaborative Robot System using Haptic Feedback  

Pawar Mansi Shailendrasingh*,1, Vivekananda Shanmuganatha1, Lad Pranav Pratap2, Pawar Mansi Shailendrasingh3  

1 Vellore Institute of Technology, School of Mechanical Engineering, VIT University, 632014, India 

2Vellore Institute of Technology, Production and Industrial Engineering, VIT University, 632014, India 

3 Vellore Institute of Technology, Electronics and Instrumentation Engineering, VIT University, 632014, India 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 06 April, 2017  
Accepted: 03 May, 2017  
Online: 21 August, 2017 

 When two robot systems can share understanding using any agreed knowledge, within the 
constraints of the system’s communication protocol, the approach may lead to a common 
improvement. This has persuaded numerous new research inquiries in human-robot 
collaboration. We have built up a framework prepared to do independent following and 
performing table-best protest object manipulation with humans and we have actualized two 
different activity models to trigger robot activities. The idea here is to explore collaborative 
systems and to build up a plan for them to work in a collaborative environment which has 
many benefits to a single more complex system. In the paper, two robots that cooperate 
among themselves are constructed. The participation linking the two robotic arms, the 
torque required and parameters are analyzed. Thus the purpose of this paper is to 
demonstrate a modular robot system which can serve as a base on aspects of robotics in 
collaborative robots using haptics. 
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1. Introduction   

The Perception of robot motions is really important. In recent 
years, there has been in increasing interest in distributed robotic 
systems. In such a system, a task is not completed by a single robot 
but instead by a team of collaborating robots. Team members may 
exchange sensor information, may help each other to scale 
obstacles, or may collaborate to manipulate heavy objects. A team 
of robots has distinct advantages over single robots with respect to 
actuation as well as sensing. When manipulating or carrying large 
objects, the load can be distributed over several robots so that each 
robot can be built much smaller, lighter, and less expensive. As for 
sensing, a team of robots can perceive its environment from 
multiple disparate viewpoints. A single robot, on the other hand, 
can only sense its environment from a single viewpoint, even when 
it is equipped with a large array of different sensing modalities. 
There are many tasks for which distributed viewpoints are 
advantageous: surveillance, monitoring, demining, plume 
detection, etc. 

The word “cobot”. “Co” stands for “collaborative”. We can 
find it in “co-working”, “co-design”, “co-development”, and the 
list goes on. Work together, find better solutions together, and 
produce faster together. Here’s the idea. Together. With new 
technologies coming up fast and better ways of communication, 
people and companies start to handle resources and skills in a 
better way. Make people work in open spaces, encourage them to 
interact with different background and culture individuals, try new 
flexible organization processes, are parts of this new collaborative 
mind. The idea is simple: work smarter together for better results. 
Cobots can have many roles — from autonomous robots capable 
of working together with humans in an office environment that can 
ask you for help, to industrial robots having their protective guards 
removed as they can react to a human presence under EN ISO 
10218 or RSA BSR/T15.1. 

Comparing the motions of a robot is very censorious activity. 
Elaborating some motions may be arduous as the operator should 
manage the overall motion; for example, these questions include:  
“ The robots which are designed are with respect to the 
environment. Will the robot work with the same efficiency?”, “Is 
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the operator getting the same outcome?”, “Are the motions of the 
robot constrained to specified trajectories?”, “Will both the 
geometric specifications of the path as well as the velocity at which 
the robot traverses the path be followed?, “What are the control 
issues in the robotic control?” or “What are the fundamental 
problems in mobile robotics?” 

When two robot systems can share understanding using any 
agreed knowledge, within the constraints of the system’s 
communication protocol, the approach may lead to a common 
improvement. This has persuaded numerous new research 
inquiries in human-robot collaboration. We have build up a 
framework prepared to do independently following and 
performing table-best protest object manipulation with humans 
and we actualize two different activity models to trigger robot 
activities. The idea here is to explore collaborative systems and to 
build up a plan for them to work in a collaborative environment 
which has many benefits to a single more complex system. In the 
paper, two robots that cooperate among themselves are constructed. 
The participation linking the two robotic arms, the torque required 
and parameters are analyzed. Thus the purpose of this paper is to 
demonstrate a modular robot system which can serve as a base on 
aspects of robotics in collaborative robots using haptics. The 
primary aim is to design an actively articulated robotic arm and 
dynamically control its orientations i.e. yaw, pitch and roll using 
negative feedback to assure stability or the desired orientation at 
all times. 

The collaborative robots seen so far are based on hard coding 
and are run with respect to each other. This barrier may create 
some issue during the interaction of the robot like if the time gives 
to robotic arm is different than the other after several cycles the 
robot will stop working in a synchronize mode and could create a 
problem. We are planning to an interactive platform that could 
create not only human-robot interaction as well as robot-robot 
interaction. This could reduce the barrier and could work in 
synchronized mode. Even we are able to make the system open 
source that it could be used by the college student and work on the 
background rather working on the fabrication part. We are using 
detailed simulation software only for the simulation, so the student 
could work on the developed CAD model to test the respective 
operation without direct using the provided hardware. This could 
reduce the risk of damage to the fabricated hardware. 

2. Literature Review 

In the previous paper [1], we had introduced how autonomous 
robots would benefit from improvements in haptic intelligence and 
overview of telerobotics systems. In the real world, we want robots 
to help to perform tasks in the remote environment. We have 
demonstrated the design and manufacture of a touch robotic arm 
that is inspired by a motive to increase efficiency.  A multi-robot 
system can investigate an unknown domain speedier than a single 
robot system, even with the imperative of performing meeting to 
permit correspondence. In [2], the author has demonstrated the 
issue of how two heterogeneous robots can mastermind to meet in 
an obscure domain from obscure beginning areas. In [3], the author 
has ideated another approach for two-sided control in delta robot 
which has been proposed so as to lessen gravity impact [4]. In [5], 
[6], the author portrays the advancement of automated innovations 
that empower another vision of shared versatile assembling by 
groups of robots. In [7], the author. concentrates on the 

improvement and combination of the sensor arm used to convey a 
spectrometer from a multi-meter scale robot to centimeter scale 
rocks. The sensor arm joins off the rack equipment for movement 
control, activation, and detection. In [8], the author has tended to 
the inquiries of whether and when a robot ought to step up with 
regards to joint human-robot undertaking execution by contrasting 
three activity models with trigger robot activities: human-started 
help, robot-started receptive help, and robot started proactive offer 
assistance. In [8], [9], the author has clarified a review on 
participation between two master-slave modular robots in the 
paper. Kinematics of the system is contemplated. A tri-
dimensional estimation arrangement of Optotrak 3020 is utilized 
to input the end position of the two robots. He tended to [9] the 
undertaking of organizing the movements of different controllers 
when either their directions or their ways are given. By exploiting 
a principal time scaling law for controllers in light of their elements, 
we distinguish adequate conditions for crash free coordination of 
the robots when the velocity profiles can be consistently time-
scaled and the robot begins times can differ. [10] The 
demonstration of the transportation of numerous things to stations 
that make ask. The collaborative collection technique can 
outperform the individual accumulation strategy with up to 15.4% 
diminishment in maximum traveling cost. At that point [11] 
proposed scientific models for these surmisings in view of 
streamlining cost, attracting the similarity to the guideline of 
objective activity. In [12] and [13], the respective authors 
presented a robot control system which has been particularly 
intended for a subjective robot which offers space and undertaking 
with a human. The approach is productive in light of successful 
individual and collective abilities. In [14], the author looked into 
tactile sensing applications incapable robot hand control. The 
fundamental sorts of material sensors and their reconciliation with 
robot hands are discussed.  Tactile data processing techniques and 
its applications are displayed. 

3. Design 

3.1. Specifications 

 
Figure 1: Robotic Arm Structure (dimensions in mm) 
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Table 1: Specifications of Robotic Arm 

Sr. No. Parameters Specification 

1 DOF 5 axes 

2 L1 175mm 

3 L2 135mm 

4 L3 60mm 

5 Height 440mm 

6 Joint-1 180 degrees 

7 Joint-2 180 degrees 

8 Joint-3 180 degrees 

9 Joint-4 180 degrees 

10 Joint-5 180 degrees 
 

 

Figure 2: The redefined robot imported from the 3 D model into Solidworks 
model. 

 The aim was to build a collaborative robot system that could 
work with a single control unit. The primary aim was to develop a 
single system that could help the robot to communicate with each 
other and work together. There are five degrees of freedom (DOF) 
robotic arm. The entire robotic system was designed in Solidworks 
and manufactured using 3D printing process. The goal was to make 
the control system which could be easily operated and understood 
by the operator. A robot with the same dimension that is going to 
be manufactured is imported in the V-REP software. In this 
method, the robot is made to follow defined paths that are plotted 
using path planning function. The robot is programmed to follow 
the plotted path. Inverse kinematics helps the robot to follow the 
specified path. Individual joints calibrate their own angle and the 
end effector tries to reach the defined path.  While following the 
path the robot joint angle values differ from joint to joint. Absolute 
joint values are obtained in V-REP during operation and even the 
XYZ values of the end effectors can be generated. 

 

Figure 3: 3D printed Hardware model 

4. Math 

4.1. DH Parameters 

The 5-DOF manipulator kinematic parameters are derived using 
Denavit Hartemberg formulation:  

      %   theta   d     a   alpha 

L (1) = Link ([θ   70  -22.2  -pi/2     0]); 

L (2) = Link ([θ  -70.0  175    pi      0]); 

L (3) = Link ([θ  -4.0   135    0       0]); 

L (4) = Link ([θ   0.1    60    pi/2    0]); 

L (5) = Link ([θ   0.80    0    pi      0]); 

L (6) = Link ([gripper    0]); 

All measurements are in centimeters. 

q0 =[0 -pi/3 -pi/3 pi/2 0 0 ]; 

 
Figure 4: Sequential Robot movements of the Collaborative robotic arms for 

the required path. 
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The workspace of the end-effector relies on upon the physical 
furthest reaches of the five joints point, i.e. on the off chance that 
the point scope of the robotic arm joints is changed the 
workspace of the robot changes. So it is critical to consider the 
precision in deciding the edge scope of the robot joints to get the 
required workspace which covers the working range. 

The general form of the Homogeneous Transformation Matrix is: 

      [cos(θ)     -cos(a)*sin(θ)       sin(α)*sin(θ)     A*cos(θ) 

        sin(θ)      cos(α)*cos(θ)     -sin(α)*cos(θ)    A*sin(θ) 

          0               sin(α)            cos(α)        d 

          0                  0                     0         1     ] 

A1 = [ 1.0000         0              0        -22.2000 

   0          0.0000    1.0000             0 

0         -1.0000    0.0000         70.0000 

0              0              0            1.0000  ] 

A2 = [0.5000   -0.8660   -0.0000      87.5000 

         -0.8660   -0.5000   -0.0000    -151.5544 

               0         0.0000   -1.0000    -70.0000 

               0              0             0           1.0000] 

A3 = [0.5000    0.8660         0          67.5000 

          -0.8660    0.5000         0       -116.9134 

                0            0          1.0000      -4.0000 

                0            0               0           1.0000] 

A4 = [0.0000   -0.0000     1.0000     0.0000 

         1.0000      0.0000   -0.0000   60.0000 

              0          1.0000    0.0000      0.1000 

              0               0            0           1.0000] 

A5 =[1.0000         0             0               0 

         0              -1.0000   -0.0000         0 

         0               0.0000   -1.0000    0.8000 

         0                   0             0         1.0000] 

The link transformations matrix can be given as: 

0T5 = A1*A2*A3*A4*A5 
0T5= [0.0000    0.0000    -1.0000    201.0970 

               0        1.0000     0.0000    -66.1000 

         1.0000   -0.0000     0.0000     281.5501 

               0             0              0          1.0000] 

4.2. Working 

The flowchart representing the sequence of generating the CODE 
of the link transformations matrix is shown in Figure 5. 

 
Figure 5: The flow chart of link transformation matrix. 

There are four distinct strategies which are derived from 
figuring the direction arranging of the robot utilizing the code. 
The direction planning in the four techniques requires two 
parameters, specifically the joint point run and the last time 
required to finish the procedure. The first was chosen from the 
workspace expected to finish the procedure. For any situation, this 
subject to the sort of surgical applications and can without much 
of a stretch be distinguished. The final time needed is a vital 
parameter to determine the trajectory of the robotic arm. As every 
one of the outcomes that have been construed from the 
introduction, acceleration speed and torque of the robotic arm 
depend on this parameter. In the event that the time expands the 
speed needed declines and increasing speed i.e. the inertia of the 
arm connect therefore diminishes unintentionally regardless of the 
techniques utilized. The introduction must be seen precisely 
inspected and the conduct ought to increment step by step with 
the time from the underlying edge to the final point. The final time 
needed to finish the procedure for every technique ought to be 
improved and this is referred to as optimal planning. In this study, 
the trajectory planning has been derived and after that, correlation 
of the outcomes a particular joint is made. The best possible time 
which gives tasteful outcomes is obtained. 

 
Figure 6: The flowchart for Robot workspace. 
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4.3. Electronics 

 
Figure 7: Simulink model of the Robot System. 

These Simulink models are created in MATLAB using the 
robotics toolbox. The mechanical and electronic system contains 
the hardware as well as the electronics part. In this, the electronic 
components are the motors. The amount of rotation is given by the 
control system with the means of shaft angle. This shaft angle is 
provided by the robotics toolbox blocks. The motor tries to achieve 
the given shaft angle and provides the feedback to the control 
system. Then the control system provides the proper angle again 
reducing the error. The path planning is done and as shown in 
Figure 7 and the robot tries to move with respect to it. These types 
of feedback make the robot to easily achieve the respective 
position. 

 
Figure 8: Coordination of Robotic arm in V-REP obatined from importing 

simulink model. 

There are two lines appeared in the Figure 9. The blue one 
informs the movement of the end effector joint for the Robot arm 
1 and the other line notifies the movement of Robot arm 2 
regarding the z-axis. The movement of both the end effectors as 
for z-axis and time. The simulation done was the sample study of 
pick and place for corporative manipulators. As shown in the graph 
the robot one end effector moves with respect to z-axis move down 
practically to ground level. The robot tries to pick the object and 
remains there for 20 seconds. The robot picks the object and move 
to the upper level and move linearly in the XY plane. The robot 
achieves a specific position and the other robot arm which was 
very still going to a same position of the Robot arm1 yet the other 

robot is at a lower level to get the object and proceed with the cycle. 
As the robot arm1 drops the question from the gripper the haptic 
feedback recognizes the other robot and makes the other robot to 
get the object as the Robot arm 2 end effector is at a similar z-axis. 
The Robot arm 2 completes the movement. In this system, one 
robot arm communicates with the other robot arm with the sensing 
of the gripped object in the end effector as the object from the 
gripper tries to slip the other robot gripper tries to hold the object. 

 
Figure 9: Position control of end effector with respect to z-axis. X axis is time in 

seconds and Y axis is distance in meters. 

 
Figure 10: Hardware model of Robot System. 

In order to conclude about the project execution, the project 
was carried out successfully and the desired output was obtained. 
Talking specifically about the project, the development of two 
robotic arms was successfully done and our main objective about 
making a single brain that could command both the arm was 
developed. Both the arms receive a command decently and behave 
as a single system. 

4.4. Force Sensitive Resistor for Haptic Feedback 

A force-sensing resistor is a material whose resistance changes 
when a force or pressure is applied. Figure 10 shows a 
demonstration of how to construct an Arduino-based pressure 
sensor that displays the measured pressure on a small LCD screen. 
With a minor adjustment to the code, one can just read the FSR 
values in the Arduino serial window. In that case, none of the 
LCD/potentiometer stuff is needed. Force Sensing Resistors (FSR) 
is a polymer thick film (PTF) device which exhibits a decrease in 
resistance with an increase in the force applied to the active 
surface. Its force sensitivity is optimized for use in human touch 
control of electronic devices. With a minor adjustment to the code, 
one can just read the FSR values in the Arduino serial window. In 
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that case, none of the LCD/potentiometers is needed. The Force 
Sensitive Resistor (FSR) with a sensing area of 0.5” diameter is 
attached to the gripper. The sensor uses a voltage divider. The 
FSRs get a 10k resistor, and the flex resistor gets a 22k resistor. 
The voltage divider works with the changing resistance of the 
sensors. When the resistance is higher for the variable resistor, 
there is a larger voltage drop across the variable resistor. The 
voltage dividers are supplied with +5V, and that drop in 5V is split 
between the two resistors. The Arduino measures the voltage 
between the resistors and returns value between 0 and 1023 based 
on the voltage reading (0 being 0V and 1023 being 5V). 

 

Figure 11: Display variance in pressure. 
Figure 11 shows the interface of FSR with MATLAB. This figure 
demonstrates the calibration of a Force Sensitive Resistor (FSR) 
using the Arduino UNO board and MATLAB. Additionally, the 
UNO board logs real-time FSR data. The input and output data is 
as follows:  

Force: [133g 175g 185g 250g 490g]  

Voltage 1= [0.3955 1.0693 0.69 1.2793 1.330]  

Voltage 2= [0.48 0.87 1.82 1.29 1.48]  

Voltage 3= [0.65 0.94 1.015 1.15 1.41]  

Average voltage= [0.5085 0.9597 1.048 1.406]  

Therefore, plot between Force and Voltage:  

Force_Xaxis= [133,175,183,250,490]  

Voltage_Yaxis= [0.5085,0.9597,1.048,1.2397,1.406]  

The Linear model Polynomial equation:  

J(x) =Ax3+Bx2+Cx+D where, A=1.562x 10-7  

B=-0.000152  

C=0.04677  

D=-3.391 

 
Figure 12: Interface of FSR with MATLAB 

5. Results and Discussion 

Through the processes of conceptualization, design, assembly, 
and final coding, we were required to complete tasks ranging from 
needs assessment, static and dynamic load analyses, design for 
manufacturing, machining, troubleshooting, and finally 
microcontroller coding, to name but a few. Therefore following the 
earlier paper we studied human-machine interaction and works in 
a similar way as the body goes in specific direction or manner and 
shows sensation at the same time. The collaborative robotic arms 
were successfully designed and implemented and lifting of an 
object was attained successfully. The kinematic model is based on 
Denavit-Hartenberg representation and the workspace of the end-
effector is explained by solving the inverse kinematics of the 
robotic arm. It plainly appeared in this work the best technique for 
trajectory planning that gives the smooth set trajectory planning 
and best execution of the robotic arms under examination was the 
delicate movement trajectory planning on the grounds that the 
most vital explanation behind this choice was the torque history 
that has the least number ever of shooting and the shooting was 
dispersed frequently over the timeframe, unlike alternate strategies 
which have a long number of shootings and were circulated 
arbitrarily. 

The collaborative robotic arms are capable of  handling 
various varieties of applications in mining, agriculture, and 
defense. It is a platform provision for various autonomous 
assignments in agriculture comprising cultivation, chemical 
spraying, and mowing. Because of its robustness, in the mining 
sector, the vehicle is operated to survey and map mines. As for 
military use, it can transport autonomously materials to support 
the soldiers. This paper also accentuates the synergy between the 
human operator and a robot and has various applications in 
healthcare, medicines, entertainment, education, graphic arts, the 
industry as well as space. A high level of precision was observed 
in the movement of the robotic arm due to the generation of 
accurate control signals for the servo motors. In collaboration with 
the visual display, haptics can be exploited by people for tasks 
involving hand-eye coordination, essentially Space-ship 
maneuvering, and Robotic Tele- Surgery. It can also be used for 
games in which you feel and at the same time see your Interactions 
with images. The information regarding the different touch forces 
supports the approximation of the contact accomplished by the 
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sensor mounted on the gripper and permit the experiencing the 
slipping of an object. 

6. Future Work 

The machine learning calculations enhance and different 
advances, for example, neuromorphic chips, empower more 
brilliant robots, we'll be seeing them do tasks that no one but 
people can do until now, with the exception of, by and large, they 
will have the capacity to improve. They will have the capacity to 
get to incomprehensible databases, perceive individuals, 
machines and parts, have the capacity to determine bits of 
knowledge and follow up on them. That implies that robots will 
soon have the capacity to do short work, as well as analyze issues 
and devise arrangements. They'll have the capacity to do schedule, 
highly monotonous work like the quality affirmation, assessing 
parts and completed items. Likewise, the cost of all that capacity 
will probably descend significantly as innovation advances and 
the cost of parts decreases. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

The authors would like to thank Dr. Vivekananda 
Shanmuganathan for his long-standing support of this work. We 
would also like to thank the Robotics Laboratory, of School of 
Mechanical Engineering and Vellore Institute of Technology 
University for providing scientific guidance, field expertise and 
excellent logistical support. 

References 

[1] Mansi Pawar, Pranav Lad,”Development of robotic arm using haptic 
feedback”, IEEE International Symposium on Robotics and Manufacturing 
Automation(ROMA), Year 2016, Pages 1-7. DOI: 
10.1109/ROMA.2016.7847815. 

[2] Nicholas Roy, Gregory Dudek, “Collaborative Robot Exploration and 
Rendezvous: Algorithms, Performance Bounds and Observations”, 
Autonomous Robots, September 2001, Volume 11, Issue 2, pp 117–136. 

[3] Chowarait Mitsantisuk, Kiyoshi Ohishi, “Haptic human-robot collaboration 
system based on delta robot with gravity compensation”, IECON 2016 - 
42nd Annual Conference of the IEEE Industrial Electronics Society, Year: 
2016, Pages: 5796 – 5801. 

[4] Glenn Wagner , Minsu Kang, and Howie Choset, “Probabilistic path 
planning for multiple robots with subdimensional expansion”, IEEE 
International Conference on Robotics and Automation (ICRA), , May, 2012, 
pp. 2886--2892. 

[5] David Bourne, Howie Choset, Humphrey Hu, George A. 
Kantor, Christopher Niessl, Zack Rubinstein, Reid Simmons, and Stephen 
Smith, “Mobile Manufacturing of Large Structures”, Proceedings 2015 
IEEE International Conference on Robotics and Automation, May, 2015. 

[6] Christopher Urmson, Benjamin Shamah, James Teza, Michael D. 
Wagner , Dimitrios (Dimi) Apostolopoulos , and William (Red) L. 
Whittaker,” A Sensor Arm for Robotic Antarctic Meteorite Search”, 
Proceedings of the 3rd International Conference on Field and Service 
Robotics, July, 2001. 

[7] Jimmy Baraglia; Maya Cakmak; Yukie Nagai; Rajesh Rao; Minoru 
Asada,“Initiative in robot assistance during collaborative task execution”, 
2016 11th ACM/IEEE International Conference on Human-
Robot Interaction (HRI), Year: 2016, Pages: 67 – 74. 

[8] Liying Su, Lei Shi, Yueqing Yu, Qixiao Xia, “Bolt and Screw Assemblage 
through Collaborative Kinematics Operation of Two Modular Robots Based 

on the Position Feedback”, Proceedings of the 2009 IEEE International 
Conference on Information and Automation, Pages: 1574 – 1579. 

[9]  S. Akella; S. Hutchinson, “Coordinating the motions of multiple 
robots with specified trajectories”. Proceedings 2002 IEEE International 
Conference on Robotics and Automation (Cat. No.02CH37292), Year: 
2002, Volume: 1, Pages: 624 - 631 vol.1. 

[10] S. Akella; Jufeng Peng, “Time-scaled coordination of multiple 
manipulation”, Robotics and Automation, 2004. Proceedings. ICRA '04. 
2004 IEEE International Conference on Year: 2004, Volume: 4, 
Pages: 3337 – 3344. 

[11] Nantawat Pinkam; François Bonnet; Nak Young Chong, 
“Robot collaboration in warehouse”, 2016 16th International Conference on 
Control, Automation and Systems (ICCAS), Year: 2016, Pages: 269 – 272. 

[12] Anca D. Dragan; Kenton C. T. Lee; Siddhartha S. Srinivasa, “Legibility and 
predictability of robot motion”, 2013 8th ACM/IEEE International 
Conference on Human-Robot Interaction (HRI), Year: 2013, 
Pages: 301 – 308. 

[13] Felix Jimenez; Masayoshi Kanoh; Tomohiro Yoshikawa; Takeshi 
Furuhashi, “Effect of collaborative learning with robot that prompts 
constructive interaction”, 2014 IEEE International Conference on Systems, 
Man, and Cybernetics (SMC), Year: 2014, Pages: 2983 – 2988. 

[14] Rachid Alami, “On human models for collaborative robots”,2013 
International Conference on Collaboration Technologies and Systems 
(CTS), Year: 2013, Pages: 191 – 194. 

[15] Zhanat Kappassova, Juan-Antonio Corralesb, Véronique 
Perdereaua, “Tactile sensing in dexterous robot hands — Review”, Volume 
74, Part A, December 2015, Pages 195–220. 

 

http://www.astesj.com/
https://link.springer.com/journal/10514
https://link.springer.com/journal/10514/11/2/page/1
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7782522
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7782522
https://www.ri.cmu.edu/person.html?person_id=2601
https://www.ri.cmu.edu/person.html?person_id=47
https://www.ri.cmu.edu/person.html?person_id=26
https://www.ri.cmu.edu/person.html?person_id=2913
https://www.ri.cmu.edu/person.html?person_id=717
https://www.ri.cmu.edu/person.html?person_id=717
https://www.ri.cmu.edu/person.html?person_id=289
https://www.ri.cmu.edu/publication_view.html?pub_id=8138
https://www.ri.cmu.edu/person.html?person_id=540
https://www.ri.cmu.edu/person.html?person_id=276
https://www.ri.cmu.edu/person.html?person_id=311
https://www.ri.cmu.edu/person.html?person_id=504
https://www.ri.cmu.edu/person.html?person_id=504
https://www.ri.cmu.edu/person.html?person_id=339
https://www.ri.cmu.edu/person.html?person_id=339
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Jimmy%20Baraglia.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Maya%20Cakmak.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yukie%20Nagai.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Rajesh%20Rao.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Minoru%20Asada.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Minoru%20Asada.QT.&newsearch=true
http://ieeexplore.ieee.org/document/7451735/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7446754
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7446754
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7446754
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.S.%20Akella.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.S.%20Hutchinson.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Jufeng%20Peng.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Fran%C3%A7ois%20Bonnet.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Nak%20Young%20Chong.QT.&newsearch=true
http://ieeexplore.ieee.org/document/7832331/
http://ieeexplore.ieee.org/document/6483603/
http://ieeexplore.ieee.org/document/6483603/
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Tomohiro%20Yoshikawa.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Takeshi%20Furuhashi.QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Takeshi%20Furuhashi.QT.&newsearch=true
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6960119
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6960119
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Rachid%20Alami.QT.&newsearch=true
http://ieeexplore.ieee.org/document/6567228/
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6558543
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6558543
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6558543
http://www.sciencedirect.com/science/article/pii/S0921889015001621
http://www.sciencedirect.com/science/article/pii/S0921889015001621#af000005
http://www.sciencedirect.com/science/article/pii/S0921889015001621
http://www.sciencedirect.com/science/article/pii/S0921889015001621#af000010
http://www.sciencedirect.com/science/article/pii/S0921889015001621
http://www.sciencedirect.com/science/article/pii/S0921889015001621


 

www.astesj.com     1556 

 

 

 

 
Lifelong Learning Application: Mobile Application to Promote Lifelong Learning and Introduce 
Educational Institutions 

Wongpanya Nuankaew*,1, Pratya Nuankaew2, Kanakarn Phanniphong3 

1Faculty of Information Technology, Rajabhat Mahasarakham University, 44000, Thailand 

2School of Information and Communication Technology, University of Phayao, 56000, Thailand 

3Faculty of Business Administration and Information Technology, Rajamangala University of Technology Tawan-Ok, 20110, Thailand 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 28 May, 2017  
Accepted: 29 July, 2017  
Online: 21 August, 2017 

 Education is the raising of the thinking process and developing the mind in a broader 
perspective. However, education that is comprehensive and appropriate to the individual 
according to its potential, ability and skill is too hardest to describe. Thus, matching and 
referral institutions, including education model that suits the person's behavior has been 
receiving attention. The purpose of this research is to study and develop the applications 
that support the development of the learner's education process with the highest degree of 
achievement. The material and method are consisting of five main processes, including 1) 
requirement definition, 2) system and software design, 3) implementation and unit testing, 
4) integration and system testing, and 5) operation and maintenance. The data collection 
were collected from 431 samples, which divided into 4 targets; 186 high school students at 
Phadungnaree School, Maha Sarakham province, 191 university students at Rajabhat 
Mahasarakham University, 12 head of institutions at Phadungnaree School and Rajabhat 
Mahasarakham University, and 42 secondary teachers and university lecturers at 
Phadungnaree School and Rajabhat Mahasarakham University. According to the results of 
research, it is indicated that the total satisfaction toward the application are highest, which 
is equal to 4.32, and the groups with the highest levels of satisfaction are university 
students, which is equal to 4.43. It can be concluded that the application is appropriate and 
it is advisable for students who wish to study at university. 
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1. Introduction 

Nowadays, scientific and technological progress than in the 
past, it seems that everything around them with the facilities and 
the living is easy. Technology can provide support and resolve 
problems in every field of knowledge. Transferring of technology 
and know-how is fast and comprehensive for various purposes and 
reasons.  

Even so, justice and equality in accessing development and 
knowledge of the individual remain questions. According to the 
Sustainable Development of the United Nations (UN), it 
mentioned that the need for “A world with equitable and universal 

access to quality education at all levels, to health care and social 
protection, where physical, mental and social well-being is assured 
[1]”. Many questions arise from this mission, such as how to 
achieve the goals, what are the main hurdles, where to solve the 
problem, who to deal with, and many more. 

One of the ways to achieve this, the international community 
has focused on health, education and social reforms involving 
individuals, systems and information enormously. The 2015 
World Education Forum held at Incheon, South Korea, been 
shown that the future education vision is fully taken up with an 
offer of equal and fair quality to educational institutions as well as 
the promotion of lifelong learning opportunities for all learners [2]. 
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These two ideas discuss the relationship with Goal 4 of the 
United Nations Sustainable Development Goal, which is quality 
education and ensures that quality in education is equal and 
promotes equality. Everybody's lifelong learning opportunity [3, 
4]. Based on the importance of the above, the research team studied 
the components of the recommendations for selecting the right 
university for the right student, and developed it as an application 
on the device, which is the intention of the international 
community, as shown in Figure 1. 

 
Figure 1.  The importance of the research 

Figure 1 illustrates the importance and relevance of research 
development to the goals of the international community, which is 
a complex problem when attempting to match the most appropriate 
student to the institution. Moreover, this research is an extension 
of Nuankaew’s research [5], which reflects the research problem 
as shown in Figure 2 and Figure 3. 

 
Figure 2.  The Research Problem [5] 

 
Figure 3.  Using Modern Technology for Lifelong Learning 

Once the research is done, the final step before publishing the 
application to the public is known and applied, the team has 
evaluated the performance and satisfaction of the application, 
which consists of five parts: 1) requirement definition, 2) system 
and software design, 3) implementation and unit testing, 4) 
integration and system testing, and 5) operation and maintenance 

as demonstrated in Figure 4. The details of each topic are clearly 
described in the material and methods sections. 

 
Figure 4.  Research Planning and Research Guidelines 

To complete the research work, the structure of the document 
is as follows: Literary review is compiled and presented in Section 
II. Section III defines and describes the variables, including a 
summary of all operational procedures. Section IV presents the 
results of the operation and discusses. Finally, Section V provides 
conclusions and future works, respectively. 

2. Literature Review 

Research and development tools for educational application 
consist of a combination of disciplines, including science, social 
sciences, education, engineering, and technology that can develop 
potential and success. From the research problem needed to solve 
the problem of matching learners to appropriate institutions. The 
research team summarized and collected relevant literature to 
present the ideas in the following topics. 

2.1. Students’ Academic Achievement  

Measurement of student success can be done in several ways 
and factors. According to the research of Dougherty and Sharkey 
[6], it was found that factors contributing to the improvement of 
student achievement were three parts: grade point averages 
(GPAs), emotional competence, and social support. It offers a 
model of path analysis for mediation models with social support 
and emotional ability that reflects students' impact on GPA and 
achievement.  

While the invisible academic relationship between students 
and institutions is contributing to academic achievement [7]. It 
clearly demonstrates that attitudes toward academia, along with 
their academic achievements, contribute to institutional decision-
making and academic success. Another example of research 
related to academic achievement are dimension of learning styles 
and students’ academic achievement [8]. It is suggested that an 
appropriate learning style could help students to achieve a good 
academic record in any subject they learned.  

Therefore, it is concluded that the development of students to 
attain academic achievement must be in every dimension including 
the students, the learning environment, the education system and 
the stakeholders [9-11]. 

2.2. Educational Technology and Students’ Performance 

Students’ performance refers to the academic performance of a 
student, which encompasses the processes that promote student 
success in education. While technology enables life and education 
is easy. Various tools and methods are used consists in teaching 
and learning in the classroom, including using of a mobile learning 
management system with online students [12], an applications on 
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the mobile to introduce the appropriate institution [5], prediction 
of students' academic failure [13], and using an educational 
computer program to enhance student performance [14]. 

No matter what tools or technologies are used to support 
education. Educational measurement and educational standards 
are still needed as a basis for the student's developmental and 
educational success. Therefore, the choice of tools must take into 
account the learning goals and achievement that will occur with 
the students. 

2.3. Education System and Limitations  

It cannot be denied that education is not only in the classroom, 
although education is attempting to develop a structure or form that 
is appropriate for the learner's age and environment. But, the out-
of-class study and self-learning are surprisingly remarkable. 
Meanwhile, getting the knowledge and answers from the Internet 
can be easy and convenient. But there are few percent verified and 
accepted. Therefore, the education system must integrate modern 
technology and limit the scope of finding the correct and 
appropriate knowledge for the learners.  

Some researches offer a dimension of education related to the 
education system in Thailand. Based on the research report of 
Sitthipon Art-in [15], it was found that the current situation and 
need in learning management for developing the analytical 
thinking of teachers in basic education of Thailand as overall in the 
high level. The problem with the lowest level of performance is 
that teachers have the ability to design and create learning plans to 
develop students' analytical thinking.  

While research on patterns and methods of education affecting 
students has been discussed [16]. It is concluded that the students 
should be allowed to construct the body of knowledge by 
themselves through the Open Approach, which they are interested 
in and motivated to face of the problem situation. Therefore, in 
order to understand Thailand's education system and education 
structure, the following topics are divided into 2 main themes: 1) 
Thailand's formal education system, and 2) lifelong learning style. 

2.3.1. Thailand's Formal Education System 

In the public domain of Thailand, the education system is free 
and takes 12 years to complete. The study structure follows the "6-
3-3" project, with 6 years of primary education, 3 years of lower 
secondary level and 3 years of upper secondary level. As displayed 
in Figure 5, elementary education is classified as Prathom 1-6, 
which correlates to Grades 1-6. While, secondary education is 
classified as Matthayom 1-6 and correlates to Grades 7-12.   

 
Figure 5.  Thailand's Formal Education System 

2.3.2. Lifelong Learning Style 

In view of its success, to learn what love is one of the factors. 
It can be supported by Cabi's research [17]. It is recommended that 
students find out their own learning styles and choose the most 
effective strategies for their learning. It is important to learn for 
lifelong learning. In the definition of learning style, it is a set of 
techniques that make it easy for individuals to learn about yourself 
and learn to make the learning process information in a manner 
that is stable. 

Theories of learning styles are continually evolving from the 
past. One popular theory is that Kolb's learning model, in which 
individual learning styles are cyclical [18]. There are four learning 
style in this cycle, including Abstract Conceptualization (AC), 
Active Experience (AE), Concrete Experience (CE), and 
Reflective Observation (RO). The student learning model is 
represented by four basic types of learning, and the individual's 
score indicates the most appropriate learning style as shown in 
Table I. 

Table I. Four basic types of learning styles 

Types Elements Meaning 

Accommodating AE and CE Engage in real experiences and enjoy learning 
from exploration and application and search. 
They are open for strange thoughts. 

Assimilating AC and RO They like structured and systematic 
knowledge. The knowledge presented must be 
detailed, structured and include visual and 
audio components. 

Converging AC and AE The details are very important for those 
individuals and they are trying to understand 
by studying each section first. They learn to 
new knowledge first, then use it and not be 
afraid to make mistakes while learning. 

Diverging CE and RO They like learning by observing real 
experiences instead of joining them. Need 
systematic presentation of knowledge on 
various topics. These individuals will be 
successful from the perspective of real cases. 

 

Learning styles have a significant relationship to the nature of 
teaching and learning [18]. Therefore, teaching and learning 
management has an impact on the educational system. Laal, et al. 
[19] summarizes a group of lifelong learning and education 
systems, consisting of three main groups: formal learning, non-
formal learning, and informal learning as details are shown in 
Table II. 

Table II. Education systems 

Categories Definitions and Examples 

Formal Learning 
(Formal Education) 

It is learning that takes place in an organized and 
structured context. 
Examples: 
• Study in school or academic institutions 
• Training in a workplace or through an expert 
• Learning with curriculum or structured courses 

Non-Formal 
Learning 
(Non-Formal 
Education) 

It is driven by activities that are not clearly defined. 
Examples: 
• Short course training  
• Training in communities 
• Groups of adjustment according to students’ needs. 

Informal Learning 
(Informal Education) 

It relates to learning from the daily activities of family 
and work. It is often called experiential learning. 
Examples: 
• Family activities 
• Education to improve individuals 
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2.4. Technology Support and Solutions 

This section provides information and literature about applying 
technology related to education in three topics: 1) Data mining in 
education, which refers to the use of data mining technology for 
educational research. 2) Mobile web application technology, 
which offers technology to support and develop research tools. 3) 
Software development methodology, which is a process and step 
to develop an effective and complete application. 

2.4.1. Data Mining in Education 

Data mining technology is searching for patterns and processes 
that have values from a large number of data. In the education 
system, vast amounts of information being analyzed and 
synthesized for the main purpose is to develop the capacity of 
students and learners' potential, to achieve the academic 
achievement of the learner.  

Examples of research such as Costa’s research, which presents 
the results of evaluating the effectiveness of educational data 
mining techniques for early prediction of students' academic 
failure [13]. Natek's research demonstrates the application of data 
mining technologies to the analysis and development of decision 
models for planning and management in higher education 
institutions [20]. And the important example is an institution 
recommender system based on student context and educational 
institution in a mobile environment [5] that extends to this 
research. This work has been carried out to complete the process 
of the System Development Life Cycle (SDLC), which consists of 
seven steps: problem recognition, feasibility study, analysis, 
design, construction, conversion, and maintenance. 

2.4.2. Mobile Web Application Technology 

Nowadays, access to information and the internet is easy with 
the communication device everyone has. It is a mobile phone. 
Many applications have been developed and used to support 
educational systems.  

For example, Briz-Ponce's research [21], which presents 
research findings on different drivers and factors that may affect 
student needs with mobile technology for learning. Yoo and Lee's 
research [22] uses a mobile application technology to develop 
knowledge and teaching for nursing students. Simonova and 
Poulova’s research [23] applied mobile technology for learners’ 
preferences in mobile-assisted higher education.  

From the examples that bring mobile computing technology 
into use in various fields. As well as, the research team was 
interested in developing tools to support education, it developed a 
mobile for introducing appropriate institutions to students [5]. The 
research was extremely interesting, and the research team further 
developed the research that was proposed to assess application 
satisfaction and efficiency, which is presented in the next section. 

2.4.3. Software Development Methodology 

In software engineering, software development methodology is 
software development. It is a different procedure which consists of 
activities that are intentionally planned and managed better. It is 
often perceived as a subset of the development life cycle. Such 
methods may include predefined definitions of deliverables and 
inventions defined by project teams to develop or maintain 
programs. There are several software development methodology 
such as waterfall, prototyping, iterative and incremental 

development, spiral development, rapid application development, 
extreme programming and various types of agile methodology.  

In this research, the waterfall model is used to assemble 
processes to develop applications and software for quality and 
performance, which consisting of five components: requirements 
engineering, design and implementation, testing, release, and 
maintenance as shown in Figure 6. 

 
Figure 6.  The Waterfall Development 

2.4.3.1. Requirements Engineering 

At this stage, the needs and significance of the problem are 
identified and documented at the abstract level. After that the 
specifications will be refined so that they can be used for design 
and operation. Specifications are stored in the required repository, 
and the requirements to be applied are selected from the repository. 
A number of requirements, depending on the resources available 
for the project. The quality will check that all terms are understood 
and agreed upon and documented. It also requires monitoring 
relevant stakeholders and solutions to support strategies and 
objectives. 

2.4.3.2. Design and Implementation 

At the stage of architectural design was created documented. 
After that, system development started. Developers also perform 
basic unit tests before code development during the testing phase. 
The quality checklist verifies that the architecture has been 
evaluated for deviation from the specifications compared to 
predetermined quality decisions. 

2.4.3.3. Testing 

In this period, integration has been tested on quality and 
functionality. In order to decide whether the system is usable, it 
will measure performance in the lab such as throughput. Because 
the goal is to solve the problem perfectly, then the test will be 
performed on a variety of different configurations. Phase results 
will be reviewed according to a checklist to track whether the 
system has been validated.  

2.4.3.4. Release 

In the release phase the product is returned into a shippable 
state. The release documentation is the final step, which contains 
documentation for installation and usage for the user. In addition, 
creating instructions for the system must be programmed. The 
build guide can be used to enable and disable features of the main 
line product to customize the system to meet the specific needs of 
the target. Quality must ensure that the response meets the needs 
of the target. The final result is delivered for the intended purpose 
and meets the quality requirements. 
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2.4.3.5. Maintenance 

After the product has been released, it must be maintained. 
That is, if the user encounters a problem in the product, the report 
is developed and encouraged to solve the problem. If the problem 
is due to an error in the product package, the system update will be 
sent to the user. 

3. Material and Methods 

After gathering the literature and scope of the research area, 
this step details the material and the method. It consists of five 
main stages: 1) requirement definition, 2) system and software 
design, 3) implementation and unit testing, 4) integration and 
system testing, and 5) operation and maintenance as shown in 
Figure 7. 

 
Figure 7.  Steps of Research Methodology 

3.1. Defining Research Problems 

The objective of this step is to identify the factors that affect 
the relationship between universities and students [24]. This 
process was conducted by designing a questionnaire asking for 
opinions and attitudes from 256 students at two universities: 
University of Phayao and Rajabhat Maha Sarakham University. 
After receiving information from the respondents, the text mining 
process was analyzed to model and identify factors that are 
important to students and institutions. 

The results show that the performance of the model employs 
two important factors; education system and interested in study, 
which are used to predict student’s interest in higher education. 
While, the decision tree model with two depth levels was most 
appropriate with 81.46% accuracy as shown in Figure 8. 

 
Figure 8.  Decision Tree Model to Predict Student’s Interest [24] 

3.2. Research Design 

After discovering that the education system and student interest 
have a bearing on the decision to study in higher education, the 
research team studied the characteristics of attitudes that resulted 
in the selection of educational programs, as well as educational 

institutions. Based on the data collected from 885 students of three 
higher educations, including Rajabhat Mahasarakham University, 
Mahasarakham University, and University of Phayao and the 
results of model analysis, the accuracy points out 19 significant 
factors; 15 factors of student context and 4 factors of program 
context, which is appropriate used to introduce institutions for the 
style and attitude of the students as show in Table III.  

Table III. Summary of significant factors 

Characteristics   Features 

Student’s  
Interests 

• Interest in studying 
• Career path 
• Identity of the University 
• Obtained knowledge  
• Education system  

Student’s  
Characteristics 

• Ability  
• Skills  
• Knowledge 
• Learning style 

Student’s  
Environment 

• Social capital and Economic 
• Trust in institutions 
• Personal decision 
• Family income 
• Community 
• Purpose of study  

Programs’  
Context 

• The popularity of the University 
• Curriculum 
• Education standard 
• Quality assurance 

 

In addition, the model has 76.50 % accuracy, showing that the 
generated model represents the appropriate relationship between 
student’s context and programs’ context for the proposed program 
recommendation, with 53 rules as shown in Figure 9.  

 
Figure 9.  Decision Tree Model to Introduce Institutions  

3.3. Implementing Research and Developing Tools 

After knowing and discovering the factors that can be used to 
predict an interest in further education and behavioral 
characteristics that are consistent with, and appropriate educational 
programs and institutions. The application for introducing 
educational institutions based on student’s context and educational 
institution in a mobile environment has been developed, which 
using the mobile web apps function [5]. It was applied to 1,109 
students from 3 campuses; Rajabhat Mahasarakham University, 
Mahasarakham University, and University of Phayao to conduct 
and test the application, which the interface of the application is 
shown in Table IV. 
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Table IV. Application interface 

Interface Function 

 

This page aims to clarify the 
purpose and explain the 
details of the research. 

 

This page store user 
information and ask for 
feedback on the educational 
system. 

 

This page requests the level 
of satisfaction to study at 
university. 

 

This page shows the results 
of interest analysis of users 
who wish to study at 
university. 

Interface Function 

 

This page aims to gather 
attitudes towards additional 
factors in predicting the 
appropriate university for 
respondents. 

 

This page shows results and 
universities that fit the 
respondents. 

 

Thank you page 

 

3.4. Integrating Research and Testing 

To bring the application to the students, institutions and all 
stakeholders. The research team applied the application to the 
university's public relations activities and curriculum promotion 
activities. At the same time, the research team collected the survey 
data on attitudes and academic achievement of students in the 
upper secondary school that represent the academic relationship 
between academic achievement and institutions [7].  

The survey found that the Grade Point Average (GPA), and 
school types had an impact and affects the attitudes toward the 
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selection institutions, which is consistent to student’s attitude, their 
academic achievement and research’s factors. 

3.5. Operations, Maintenance and Evaluation 

This step is the final stage of the research process, which is a 
key topic in the research process. The goal of this step is to publish 
and recommend to relevant organizations, which will provide the 
application and use it in the student's performances development, 
development of learning achievement and promoting lifelong 
learning.  

The process at this stage consists of promoting the application 
and evaluation of applications in all dimensions, including finding 
the level of satisfaction toward the application, and evaluate the 
performance of the application, as elements as shown in Figure 10. 

 
Figure 10.  Process of Promotion and Evaluation of Applications  

From Figure 10, it shows the process of promotion and 
evaluation of applications, which consist of two dimensions, 
including the student dimension and the institution dimension.  

To carry out the full procedure as planned, the research team 
had planned operation consists of four stages: 1) promoting and 
introducing the application, 2) providing results and information 
from the application, 3) collecting feedback and satisfaction from 
the users, and 4) summary of suggestions and analyze the level of 
satisfaction. The details of each step is explained in the next 
section. 

3.5.1. Promoting and Introducing the Application 

The samples were selected to promote the application consists 
of 4 groups, including 186 high school students at Phadungnaree 
School, Maha Sarakham province, 191 university students at 
Rajabhat Mahasarakham University, 12 head of institutions at 
Phadungnaree School and Rajabhat Mahasarakham University, 
and 42 teachers and lecturers at Phadungnaree School and 
Rajabhat Mahasarakham University. 

3.5.2. Providing Information from the Application 

After presenting and introducing the application, when the user 
provides information, attitudes, and level of satisfaction to the 
application. The application performs data synthesis and presents 
all results to the user. 

For example, students enter the attitude toward the key factor. 
After that, the application calculates the predictive function and 
introduces the appropriate institution to the student. Another 
example is that the application provides an overview of the user 
feedback to the university, each of which factors the institution can 
use to improve its potential. At the same time, the research team 
was able to gather information, attitudes and opinions to further 
improve and develop the research. 

3.5.3. Collecting feedback and satisfaction  

Gathering feedback and satisfaction levels on the application, 
the research team has designed and constructed a questionnaire to 
evaluate and ask satisfaction, which consists of four key areas to 
ensure compliance with software quality including 1) functional 
requirement test, 2) functional test, 3) usability test, and 4) security 
test.  

However, user and volunteer participation is strictly voluntary. 
Apart from the results and the predictions of the application, the 
participants do not receive any compensation or items for 
participation. Participants were asked to honestly score statements 
on a 5-point Likert scale, ranging from 1 to 5, with 1 indicating 
little to no agreement and 5 indicating high agreement with 
statements. 

3.5.4. Analyze the Level of Satisfaction 

At this stage, data analysis from the sample is based on simple 
statistical analysis, which includes the average and standard 
deviation. Then analyze the results and summarize key points from 
the recommendations and suggestions. 

4. Results and Discussion 

According to the research team has designed the research 
protocol into five parts, The process has been completed in four 
stages [5, 7, 24]: 1) defining research problems [24], 2) research 
design, 3) implementing research and developing tools [5], and 4) 
integrating research and testing [7]. There is still another important 
step, the final step is operation, maintenance and evaluation.  

Therefore, this section is divided into two parts: reporting on 
the results of the final stage of the research methodology and 
discussion topics. 

4.1. Results of operations, maintenance and evaluation 

The reported results of operations are presented survey results 
were compiled from four sample groups: 1) high school students, 
2) university students, 3) head of institutions, and 4) secondary 
teachers and university lecturers. It has a variety of views and 
opinions as summarized in Table V. 

Table V. Summary of sample groups 

Sample Groups   Number and Source 

Gender  228 female (52.90%) and 203 male (47.10%) 

High School 
Students 

186 students (43.16%) from Phadungnaree School, 
Maha Sarakham province, Thailand 

University 
Students 

191 students (44.32%) from Rajabhat Mahasarakham 
University, Maha Sarakham province, Thailand 

Head of 
Institutions 

12 school administrators (2.78%) from Phadungnaree 
School and 10 administrators, department heads and 
deans from Rajabhat Mahasarakham University. 

Secondary 
Teachers and 
University 
Lecturers 

42 teachers (9.74%) from Phadungnaree School and 
lectures from Rajabhat Mahasarakham University. 

Total: 431 Samples 
 

From Table V, it shows the details of the sample and the data 
collected. The data obtained from the survey is based on a 

http://www.astesj.com/


W. Nuankaew et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1556-1564 (2017) 

www.astesj.com     1563 

questionnaire with questions on four main perspectives as shown 
in Table VI. 

Table VI. Four main perspectives of the questionnaire 

Perspectives and 
Functions   Sub-topics and Details 

Functional 
Requirement 
Test 

• Stage 1:  The system's ability to predict and 
recommend institutions 

• Stage 2:  System capabilities in service and user 
management 

• Stage 3:  System capabilities in data management 
• Stage 4:  System capabilities in reporting and 

performance 
Functional Test • Stage 5:  The accuracy of the results of the 

processing 
• Stage 6:  The speed of processing of the application 
• Stage 7:  Reliability of the program 
• Stage 8:  Coverage of programs developed for the 

enterprise 
Usability Test • Stage 9:  Ease of use and user friendliness 

• Stage 10:  Appropriateness of color, size and font of 
the application 

• Stage 11:  The appropriateness of using text to 
describe and convey meaning 

• Stage 12:  The appropriateness of using the symbols or 
images 

• Stage 13:  Standards and design criteria for the user 
interface 

• Stage 14:  Appropriateness of interaction with users 
Security Test • Stage 15:  Controlling access to systems, authorizing, 

and data access control 
• Stage 16:  System failure prevention and data entry 

 

After designing the questionnaire and conducting the survey on 
selected samples, survey results are analyzed and summarized in 
Table VII. 

Table VII. Overview of application satisfaction 

Perspectives 
and Functions 

Sample Groups   
Total: 

High School 
Students 

University 
Students 

Head of 
Institutions 

Teachers and 
Lecturers 

Functional 
Requirement Test 

     

• Stage 1 
• Stage 2 
• Stage 3 
• Stage 4 

4.36 (0.51) 
3.55 (0.57) 
3.62 (0.55) 
3.95 (0.28) 

4.55 (0.65) 
4.23 (0.76) 
4.42 (0.68) 
4.35 (0.74) 

4.33 (0.49) 
4.00 (0.60) 
4.00 (0.60) 
3.83 (0.39) 

4.31 (0.52) 
3.74 (0.59) 
3.83 (0.58) 
3.93 (0.51) 

4.44 (0.58) 
3.91 (0.74) 
4.00 (0.72) 
4.12 (0.57) 

Functional Test      
• Stage 5 
• Stage 6 
• Stage 7 
• Stage 8 

4.24 (0.44) 
4.81 (0.41) 
3.76 (0.51) 
3.84 (0.42) 

4.42 (0.60) 
4.50 (0.66) 
4.33 (0.76) 
4.33 (0.70) 

4.50 (0.52) 
4.75 (0.45) 
3.50 (0.52) 
3.83 (0.39) 

4.43  (0.50) 
4.71 (0.51) 
3.91 (0.62) 
3.91 (0.48) 

4.35 (0.53) 
4.66 (0.56) 
4.02 (0.70) 
4.06 (0.61) 

Usability Test      
• Stage 9 
• Stage 10 
• Stage 11 
• Stage 12 
• Stage 13 
• Stage 14 

4.90 (0.30) 
4.59 (0.49) 
4.12 (0.38) 
4.00 (0.27) 
4.76 (0.47) 
4.54 (0.54) 

4.61 (0.64) 
4.48 (0.59) 
4.47 (0.60) 
4.38 (0.67) 
4.41 (0.70) 
4.41 (0.67) 

4.92 (0.29) 
4.67 (0.49) 
4.25 (0.45) 
4.00 (0.43) 
4.83 (0.39) 
4.67 (0.49) 

4.98 (0.15) 
4.50 (0.51) 
4.10 (0.37) 
4.14 (0.35) 
4.69 (0.47) 
4.50 (0.51) 

4.78 (0.50) 
4.54 (0.54) 
4.28 (0.52) 
4.18 (0.53) 
4.60 (0.61) 
4.49 (0.60) 

Security Test      
• Stage 15 
• Stage 16 

4.18 (0.51) 
4.21 (0.50) 

4.43 (0.66) 
4.52 (0.64) 

3.92 (0.52) 
4.17 (0.72) 

4.17 (0.49) 
4.19 (0.55) 

4.28 (0.59) 
4.35 (0.60) 

Total: 4.22 (0.61) 4.43 (0.67) 4.26 (0.63) 4.25 (0.60) 4.32 (0.65) 

 

From Table VII, it can be seen that the overall satisfaction of 
the application is at a high level (4.32). The highest satisfaction 
level was the student in the University, with the satisfaction level 
at 4.43. The second highest satisfaction level was the group of head 
of institutions, with the satisfaction level at 4.26. And the lowest 
level of satisfaction was high school student’s satisfaction, at 4.22. 

However, the recommendations from the survey can be 
summarized as important issues, such as how to publish the 
information to the stakeholders, how to use of data and the results 
of research into concrete action, future research will be carried out 
commercially or not, and how to monitor and evaluate learners in 
the long term. 

4.2. Discussion 

Refer to research process and research objectives, this research 
has completed all the stages from problem study to research 
evaluation. At every stage, the research team publishes the results 
in a step-by-step manner. All the published research, it has been 
expertly investigated and reviewed by a specialist. So the research 
results are truly qualitative, beneficial and useful. However, in the 
research discussion, the results were based on recommendations 
from experts who had received research feedback and comments 
from the participants from the survey to the discussions.  

From the feedback and comments, it was found that the 
recommendations of the experts encouraged the research team to 
develop in-depth research that related to the research in education 
data mining. Because, most educators use knowledge-based 
learning processes for learners, there is a lack of tools that support 
and track student achievement. While the viewpoint of the general 
user, it is consistent with the ideas of the experts who need the tools 
and technology that can support, monitor, and predict students’ 
achievement. 

In future research, the research team clearly recognizes the 
required for substantial studies and development into concrete 
actions. Research focused on tracking the educational achievement 
of students at all levels, including the connections and relationships 
between the boundaries of each education level, resolving dropout 
rates during education, and increasing the promotion and 
development of lifelong learning. 

5. Conclusions 

After the research team has implemented and completed five 
main processes, including 1) the process of requirement definition, 
2) the process of system and software design, 3) the process of 
implementation and unit testing, 4) the process of integration and 
system testing, and 5) the process of operation and maintenance. 

The information that has been used in the research is composed 
of four groups: 186 high school students at Phadungnaree School, 
Maha Sarakham province, 191 university students at Rajabhat 
Mahasarakham University, 12 deans at Phadungnaree School and 
Rajabhat Mahasarakham University, and 42 secondary teachers 
and university lecturers at Phadungnaree School and Rajabhat 
Mahasarakham University.  

The results indicated that the total satisfaction are highest, 
which is equal to 4.32, and the group with the highest level of 
satisfaction is group of university students, which is equal to 4.43. 
It can be concluded that the application is appropriate and it is 
advisable for students who wish to study at university. 

By referring to the purpose of the research, the team can 
conclude that this research has been very successful. The 
developed applications are appropriate and should be widely 
disseminated. In the future, the research team has the idea to use 
this application to promote sustainable learning that is consistent 
with the personality of the individual. 

http://www.astesj.com/


W. Nuankaew et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1556-1564 (2017) 

www.astesj.com     1564 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

This article has received financial support, research information, 
experts and resources from Phadungnaree School, Rajabhat 
Mahasarakham University, the University of Phayao, and Siam 
Crystal Consulting Co., Ltd. Bangkok, Thailand. The authors 
would like to thank the researchers, participants, and technicians 
for their efforts toward the completion of this research.  

References 

[1] H. B. Olaiya, “Transforming our world: The 2030 agenda for sustainable 
development & international decade for people of African descent,” 2016. 

[2] J. Castaño Muñoz, C. Redecker, R. Vuorikari, and Y. Punie, “Open Education 
2030: planning the future of adult learning in Europe,” Open Learning: The 
Journal of Open, Distance and e-Learning, vol. 28, no. 3, pp. 171–186, 2013. 

[3] M. Tight, “Lifelong learning: opportunity or compulsion?,” British Journal of 
Educational Studies, vol. 46, no. 3, pp. 251–263, 1998. 

[4] M. Sharples, “The design of personal mobile technologies for lifelong 
learning,” Computers & Education, vol. 34, no. 3, pp. 177–193, 2000. 

[5] K. Pupara, W. Nuankaew, and P. Nuankaew, “An institution recommender 
system based on student context and educational institution in a mobile 
environment,” in Computer Science and Engineering Conference (ICSEC), 
2016 International, 2016, pp. 1–6. 

[6] D. Dougherty and J. Sharkey, “Reconnecting Youth: Promoting emotional 
competence and social support to improve academic achievement,” Children 
and Youth Services Review, vol. 74, pp. 28–34, 2017. 

[7] W. Nuankaew, P. Nuankaew, S. Bussaman, and P. Tanasirathum, “Hidden 
academic relationship between academic achievement and higher education 
institutions,” in Digital Arts, Media and Technology (ICDAMT), International 
Conference on, 2017, pp. 308–313. 

[8] N. Omar, M. M. Mohamad, and A. N. Paimin, “Dimension of Learning Styles 
and Students’ Academic Achievement,” Procedia - Social and Behavioral 
Sciences, vol. 204, pp. 172–182, Aug. 2015. 

[9] M. M. Hernández et al., “Elementary students’ effortful control and academic 
achievement: The mediating role of teacher–student relationship quality,” 
Early Childhood Research Quarterly, vol. 40, pp. 98–109, rd 2017. 

[10] E. C. M. van Rooij, E. P. W. A. Jansen, and W. J. C. M. van de Grift, 
“Secondary school students’ engagement profiles and their relationship with 
academic adjustment and achievement in university,” Learning and 
Individual Differences, vol. 54, pp. 9–19, Feb. 2017. 

[11] M. Yavuz and F. B. Kiyici, “Teachers’ Opinions Regarding the Effects of the 
Usage of out-of-school Learning Environments on Students’ Academic 
Achievement and Anxiety towards Science,” Procedia - Social and 
Behavioral Sciences, vol. 106, pp. 2532–2540, Dec. 2013. 

[12] I. Han and W. S. Shin, “The use of a mobile learning management system and 
academic achievement of online students,” Computers & Education, vol. 102, 
pp. 79–89, Nov. 2016. 

[13] E. B. Costa, B. Fonseca, M. A. Santana, F. F. de Araújo, and J. Rego, 
“Evaluating the effectiveness of educational data mining techniques for early 
prediction of students’ academic failure in introductory programming 
courses,” Computers in Human Behavior, vol. 73, pp. 247–256, Aug. 2017. 

[14] S. H. Chan, Q. Song, L. H. Rivera, and P. Trongmateerut, “Using an 
educational computer program to enhance student performance in financial 
accounting,” Journal of Accounting Education, vol. 36, pp. 43–64, Sep. 2016. 

[15] S. Art-in, “Current Situation and Need in Learning Management for 
Developing the Analytical Thinking of Teachers in Basic Education of 
Thailand,” Procedia - Social and Behavioral Sciences, vol. 197, pp. 1494–
1500, Jul. 2015. 

[16] N. Satchakett and S. Art-in, “Development of Heuristics Problem Solving, 
and Learning Achievement of Grade 9 Students by Using Learning 
Management Focusing on Heuristics Approach in Thailand,” Procedia - 
Social and Behavioral Sciences, vol. 116, pp. 1011–1015, Feb. 2014. 

[17] Cabi and S. Yalcinalp, “Lifelong Learning Considerations: Relationship 
Between Learning Styles and Learning Strategies in Higher Education,” 
Procedia - Social and Behavioral Sciences, vol. 46, pp. 4457–4462, Jan. 2012. 

[18] P. Nuankaew and P. Temdee, “Online Mentoring Model by Using Compatible 
Different Attributes,” Wireless Pers Commun, vol. 85, no. 2, pp. 565–584, 
Nov. 2015. 

[19] M. Laal, A. Laal, and A. Aliramaei, “Continuing Education; Lifelong 
Learning,” Procedia - Social and Behavioral Sciences, vol. 116, pp. 4052–
4056, Feb. 2014. 

[20] S. Natek and M. Zwilling, “Student data mining solution–knowledge 
management system related to higher education institutions,” Expert Systems 
with Applications, vol. 41, no. 14, pp. 6400–6407, Oct. 2014. 

[21] L. Briz-Ponce, A. Pereira, L. Carvalho, J. A. Juanes-Méndez, and F. J. García-
Peñalvo, “Learning with mobile technologies – Students’ behavior,” 
Computers in Human Behavior, vol. 72, pp. 612–620, Jul. 2017. 

[22] I.-Y. Yoo and Y.-M. Lee, “The effects of mobile applications in 
cardiopulmonary assessment education,” Nurse Education Today, vol. 35, no. 
2, pp. e19–e23, Feb. 2015. 

[23] I. Simonova and P. Poulova, “Learners Preferences in Mobile-Assisted 
Higher Education,” Procedia Computer Science, vol. 104, pp. 174–182, Jan. 
2017. 

[24] P. Nuankaew, W. Nuankaew, and T. Thamma, “ The Recommended System 
for the Relationship between Educational Programs and Students’ Interests,” 
in Digital Arts, Media and Technology (ICDAMT), International Conference 
on, 2016, pp. 308–313. 
 

http://www.astesj.com/


 

www.astesj.com     1565 

 

 

 

 
Planning an Availability Demonstration Test with Consideration of Confidence Level 

Frank Müller*, Bernd Bertsche 

Institute of Machine Components, University of Stuttgart, 70569 Stuttgart, Germany 
 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 30 May, 2017  
Accepted: 29 July, 2017  
Online: 21 August, 2017 

 The full service life of a technical product or system is usually not completed after an initial 
failure. With appropriate measures, the system can be returned to a functional state. 
Availability is an important parameter for evaluating such repairable systems: Failure and 
repair behaviors are required to determine this availability. These data are usually given 
as mean value distributions with a certain confidence level. Consequently, the availability 
value also needs to be expressed with a confidence level. 

This paper first highlights the bootstrap Monte Carlo simulation (BMCS) for availability 
demonstration and inference with confidence intervals based on limited failure and repair 
data. The BMCS enables point-, steady-state and average availability to be determined with 
a confidence level based on the pure samples or mean value distributions in combination 
with the corresponding sample size of failure and repair behavior. Furthermore, the method 
enables individual sample sizes to be used. A sample calculation of a system with Weibull-
distributed failure behavior and a sample of repair times is presented. 

Based on the BMCS, an extended, new procedure is introduced: the "inverse bootstrap 
Monte Carlo simulation" (IBMCS) to be used for availability demonstration tests with 
consideration of confidence levels. The IBMCS provides a test plan comprising the required 
number of failures and repair actions that must be observed to demonstrate a certain 
availability value. The concept can be applied to each type of availability and can also be 
applied to the pure samples or distribution functions of failure and repair behavior. It does 
not require special types of distribution. In other words, for example, a Weibull, a 
lognormal or an exponential distribution can all be considered as distribution functions of 
failure and repair behavior. 

After presenting the IBMCS, a sample calculation will be carried out and the potential of 
the BMCS and the IBMCS investigated. 
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1. Introduction 

This paper is an extension of work originally presented in the 
course of the Annual Reliability and Maintainability Symposium 
(RAMS 2017) [1]. 

Availability is an important parameter for describing a 
repairable system. This system metric shows the quality of both of 
its major influences: reliability and maintainability. High 
availability is typically demanded from the customer, e.g., if 
capital goods are concerned. The required availability target is 

frequently specified in combination with a certain confidence 
level. The confidence level defines the probability that the actual 
population availability is at least the specified availability. 

To demonstrate that the system or product will operate at a 
certain performance level under specified operating conditions, a 
demonstration test is required. Several reliability demonstration 
tests have been proposed, such as in [2] or [3]. For the 
demonstration of a repairable system's quality, an availability 
demonstration test needs to be carried out. This test shows that the 
system or product will operate with the stated level of availability. 

Descriptions of failure and repair behavior, in addition to their 
demonstration through tests, are important topics for specifying 
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availability. Reliability and maintainability are usually 
demonstrated on the basis of limited sample sizes within a 
reliability test. The evaluation of the test thus yields a mean-value 
failure or repair distribution with a certain confidence level. The 
availability based on this limited information also includes a 
confidence level. Consequently, the confidence level of 
availability also needs to be considered within the course of an 
availability demonstration test. 

Several methods which allow for the availability inference with 
confidence level have been published. Relatively recent 
approaches can be found in [4] and [5]. However, these works 
either require special types of distribution, or are restricted to 
steady-state availability. In [6], the author published three methods 
for availability prediction with confidence level which are not 
restricted to special distribution types and which allow for the 
prediction of time-dependent and steady-state availability with a 
confidence level. 

Many different reliability demonstration tests have been 
proposed to demonstrate that a system will operate with a certain 
reliability [2]. However, only limited work has been conducted to 
develop an availability demonstration test. As a first publication, 
Coppola [7] provided an overview of the topic of availability 
demonstration. In [8], the authors proposed confidence limits on 
availability for exponentially distributed failure and repair times 
and a non-parametric approach. The approach put forward by [9] 
also requires exponentially distributed failure and repair times. In  
[10], the researcher present an initial procedure for conducting an 
availability demonstration tests under the assumption that the 
failure and repair behavior are both exponentially distributed. 
However, all of these works require special distribution types, e.g., 
exponential distribution, or they only allow for the demonstration 
of steady-state availability. Ref [1] provided initial concepts and 
methods for the availability demonstration of time-dependent and 
average availability with confidence level. In [11], [12], the 
authors provided further approaches for availability assessment 
based on Monte-Carlo simulation. These works does not require 
confidence levels and the number of samples are not predefined in 
advance. 

To the authors’ knowledge, no complete procedure has been 
published so far concerning the availability demonstration test 
with consideration of confidence levels for a specific point in time 
or time interval that provides a test plan. The known methods only 
demonstrate availability based on a predefined number of given 
failure and repair times or do not include confidence levels at all.  

In this paper, we present a new procedure named the "inverse 
bootstrap Monte Carlo simulation" (IBMCS) which facilitates the 
availability demonstration with consideration of confidence levels, 
which is based on the basic concept for availability demonstration 
published in [1]. The procedure yields a test plan consisting of the 
required number of failures that must be observed in order to 
demonstrate a certain availability value for a point in time or as an 
average value for a specific time interval. Furthermore, the ratio of 
total observed repair times to total observed failure times will be 
provided. The new procedure is not restricted to special 
distribution types and has the potential to be applied to general 
availability scenarios. 

Firstly, several methods for calculating availability are briefly 
introduced: the Markov process as an analytical method, the 
renewal process as a numerical method and the Monte Carlo 
simulation which provides approximate solutions. Several 

methods for determining confidence levels are also briefly 
outlined. Furthermore, the bootstrap Monte Carlo simulation 
(BMCS) for availability inference and the availability 
demonstration are described in greater detail. The bootstrap 
Markov process (BMP) and the bootstrap renewal process (BRP) 
are also named briefly. A sample calculation of BMCS is presented 
for a system with Weibull-distributed failure behavior and a given 
sample of repair times. All three methods are in the field of 
simulation-based methods like the Monte Carlo simulation based 
approaches. 

After this, the new procedure for conducting availability 
demonstration tests with consideration of confidence levels is 
presented on the basis of the BMCS. The procedure yields a test 
plan comprising the required number of failures that must be 
observed in order to demonstrate a certain availability value. The 
availability value can be given as a specific availability for a point 
in time or as an average availability – specified in combination 
with a confidence level. Furthermore, the procedure yields the 
required ratio of total observed repair times to total observed 
failure times. 

Finally, a sample availability demonstration test is presented 
that takes confidence levels into consideration. In the presented 
example, the failure behavior conforms to a Weibull distribution, 
whereby the repair times are lognormally distributed. Finally, the 
potential of the BMCS and the IBMCS alike is investigated. 

2. Fundamentals of Reliability Engineering 

In this section, several fundamentals of reliability engineering 
are summarized. Firstly, the basic definitions of statistics and 
probability theory are presented before the most common lifetime 
distributions for a reliability description are outlined. 

2.1. Reliability and Failure Probability 

The failure probability 𝐹𝐹(𝑡𝑡)  is the complement of the 
reliability with 𝐹𝐹(𝑡𝑡) = 1 − 𝑅𝑅(𝑡𝑡) . The reliability 𝑅𝑅(𝑡𝑡)  of a 
component or system is defined as the probability that the 
component or system will not fail prior to time 𝑡𝑡 when operating 
under prescribed functional and environmental conditions [13].  

Besides the reliability and the failure probability as the 
cumulative distribution function (cdf), the probability density 
function (pdf) 𝑓𝑓(𝑡𝑡)  and the failure rate 𝜆𝜆(𝑡𝑡) = 𝑓𝑓(𝑡𝑡)/𝑅𝑅(𝑡𝑡)  are 
often required. The mean lifetime 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 (Mean Time To Failure) 
is defined as the expected value of lifetime 𝜏𝜏 [13]: 

 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 = 𝐸𝐸(𝜏𝜏) = ∫ 𝑡𝑡 𝑓𝑓(𝑡𝑡) 𝑑𝑑𝑡𝑡∞
0 = ∫ �1 − 𝐹𝐹(𝑡𝑡)� 𝑑𝑑𝑡𝑡∞

0   (1) 

Equation (1) yields the 𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅 (Mean Time To Repair) if the 
distribution is based on repair times instead of failure times. 

2.2. Lifetime Distributions 

Several lifetime distributions are available in reliability 
engineering for describing the reliability or failure behavior of a 
system or component. In the following section, the most 
commonly used lifetime distributions are described: the 
exponential distribution and the Weibull distribution. 

The exponential distribution is often used for electronic 
components [13]. Its pdf is defined as [14]: 

 𝑓𝑓(𝑡𝑡) = 𝜆𝜆 ∙ 𝑒𝑒−𝜆𝜆∙𝑡𝑡, 𝑡𝑡 ≥ 0 and 𝜆𝜆 > 0 (2) 
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The only parameter of the exponential distribution is the 
constant failure rate 𝜆𝜆. Starting from an initial value, the density of 
the exponential distribution decreases constantly according to an 
inverse exponential function. The mean lifetime described is given 
as [13]: 

 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 = 1/𝜆𝜆 (3) 

The Weibull distribution is the most common lifetime 
distribution used in mechanical engineering. The pdf for the three-
parameter Weibull distribution is defined as [14]: 

 𝑓𝑓(𝑡𝑡) = 𝑏𝑏
(𝜂𝜂−𝑡𝑡0)

�𝑡𝑡−𝑡𝑡0
𝜂𝜂−𝑡𝑡0

�
𝑏𝑏−1

𝑒𝑒−�
𝑡𝑡−𝑡𝑡0
𝜂𝜂−𝑡𝑡0

�
𝑏𝑏

, 𝑡𝑡 ≥ 𝑡𝑡0 ≥ 0 (4) 

Here, 𝑏𝑏  is the shape parameter and 𝜂𝜂  the scale parameter 
(characteristic lifetime). The failure-free time 𝑡𝑡0  determines the 
point in time from which failure occurs. It is called referred to as a 
two-parameter Weibull distribution, if 𝑡𝑡0 = 0 . The failure rate 
𝜆𝜆(𝑡𝑡) of a Weibull distribution is a function in time. 

3. Maintenance and Availability 

The following section outlines the fundamentals of repairable 
systems. Firstly, the basic definitions of availability and repairable 
systems are summarized. Afterwards, three methods for 
calculating repairable systems are presented: the Markov process, 
the renewal process and the Monte Carlo simulation. Whereas the 
Markov process provides an analytical solution, the renewal is a 
numerical method. The Monte Carlo simulation as a simulation-
based method provides approximate solutions. 

3.1. Availability and Repairable Systems 

Availability is an important parameter for evaluating repairable 
systems. A repairable system can be returned to a function state 
following a failure. Considering a stochastic point process with 
two possible states, the operational state is assigned number 1. If 
the system fails, the state is assigned number 0. A state indicator 
can be established with these definitions: 

 𝑐𝑐(𝑡𝑡) = �1 if the system is "operational" at time 𝑡𝑡
0 if the system is "failed" at time 𝑡𝑡            (5) 

Here, the pdf 𝑓𝑓(𝑡𝑡) describes the transition from 1 to 0 (failure) 
and the pdf 𝑔𝑔(𝑡𝑡) the transition from 0 to 1 repair. Table 1 presents 
further descriptions of the failure and repair behavior. 

The availability is defined as the probability that the system 
will operate satisfactorily at time 𝑡𝑡 [13]. The time-dependent or 
point-availability is defined as the expected value of the state 
indicator according to (5). The following applies [13]: 

 𝐴𝐴(𝑡𝑡) = 𝑃𝑃(𝑐𝑐(𝑡𝑡) = 1) = 𝐸𝐸(𝑐𝑐(𝑡𝑡)) (6) 

Table 1. Description of the failure and repair behavior. 

Failure behavior Repair behavior 

Failure density 𝑓𝑓(𝑡𝑡)  Repair density 𝑔𝑔(𝑡𝑡)  

Failure probability 𝐹𝐹(𝑡𝑡)  Repair probability 𝐺𝐺(𝑡𝑡)  

Failure rate 𝜆𝜆(𝑡𝑡)  Repair rate  𝜇𝜇(𝑡𝑡)  

Reliability 𝑅𝑅(𝑡𝑡)  -----  

Expected lifetime  𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹  Expected repair time 𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅  
 

The asymptotic value 𝐴𝐴∞ with 

 𝐴𝐴∞ = lim
𝑡𝑡→∞

𝐴𝐴(𝑡𝑡) = 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀+𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

 (7) 

is referred to as steady-state availability. Finally, the average 
availability 𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡) can be calculated using [13]: 

 𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡) = 1
𝑡𝑡 ∫ 𝐴𝐴(𝑥𝑥)𝑑𝑑𝑥𝑥𝑡𝑡

0  (8) 

3.2. Markov Process 

The Markov method (also called Markov model) is a method 
for analyzing repairable systems. It provides as an analytical 
method exact calculation results. The objective of the model is to 
determine the availability of the repairable system or component. 
The method is subject to a number of requirements [15]. These 
assumptions limit modelled maintenance actions and simplify 
calculations [13]: 

• The unit to be observed switches continually between the 
states of "operational" and "repair", i.e., the state of the 
system or component can only be "operational" or "repair". 

• After each maintenance action or repair, the repaired unit 
is as good as new. 

• The times required for operation and repair for each unit 
observed are continuous and stochastically independent. 

• The influence of any switch devices is not taken into 
consideration. 

The Markov method is based on the Markov process [15], a 
stochastic process with a limited number of states. As a direct 
result of the Markov property, only systems whose elements 
possess constant failure and repair rates can be investigated. Thus, 
the failure and repair behavior need to be exponentially distributed. 

For an individual system or component with the failure rate 𝜆𝜆 
and repair rate 𝜇𝜇, the availability 𝐴𝐴(𝑡𝑡) can be determined as the 
probability that the item assumes the state "operational". The 
following applies [13]: 

 𝐴𝐴(𝑡𝑡) = 𝜇𝜇
𝜇𝜇+𝜆𝜆

+ 𝜆𝜆
𝜇𝜇+𝜆𝜆

∙ 𝑒𝑒−(𝜆𝜆+𝜇𝜇)∙𝑡𝑡 (9) 

If 𝑡𝑡 tends to infinity (𝑡𝑡 → ∞), the availability converges with 
the steady-state availability 𝐴𝐴∞: 

 𝐴𝐴∞ = lim
𝑡𝑡→∞

𝐴𝐴(𝑡𝑡) = 𝜇𝜇
𝜇𝜇+𝜆𝜆

= 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀+𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

 (10) 

3.3. Renewal Process 

One additional method for evaluating repairable systems is the 
renewal process. If the time for renewal, i.e., the repair duration, is 
not disregarded, it is termed an alternating renewal process. In this 
case, the life and repair time succeed each other alternately (see 
Figure 1). The associated graph of the state indicator of an 
alternating renewal process of a single item switches alternately 
between 1 (operational) and 0 (repair) [13]. At time 𝑡𝑡 = 0, the item 
begins operating in a new condition. When the lifetime 𝜏𝜏1,𝑖𝑖 comes 
to an end, it is called the point of failure 𝑀𝑀1,𝑖𝑖. In the ensuing repair 
status, the component is either repaired or replaced. The point of 
renewal 𝑀𝑀0,𝑖𝑖  ends the repair duration τ0,𝑖𝑖 . All points of failure 
constitute the embedded 1-renewal process and all points of 
renewal the embedded 0-renewal-process [15]. 
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Figure 1. Alternating renewal process [13]. 

The renewal density function (rdf) ℎ0(𝑡𝑡)  and ℎ1(𝑡𝑡)  for the 
renewal points described by 𝑀𝑀0,𝑖𝑖 and 𝑀𝑀1,𝑖𝑖 are given as [16]: 

 ℎ0(𝑡𝑡) = 𝑓𝑓 ∗ 𝑔𝑔(𝑡𝑡) + ∫ 𝑓𝑓 ∗ 𝑔𝑔(𝑡𝑡 − 𝑡𝑡′)ℎ0(𝑡𝑡′)𝑑𝑑𝑡𝑡′𝑡𝑡
0  (11) 

 ℎ1(𝑡𝑡) = 𝑓𝑓(𝑡𝑡) + ∫ 𝑓𝑓 ∗ 𝑔𝑔(𝑡𝑡 − 𝑡𝑡′)ℎ1(𝑡𝑡′)𝑑𝑑𝑡𝑡′𝑡𝑡
0  (12) 

Here, the operator ∗  denotes convolution. The renewal 
functions can be determined by integration of the rdfs [17]: 

 𝐻𝐻0(𝑡𝑡) = 𝐹𝐹 ∗ 𝑔𝑔(𝑡𝑡) + ∫ 𝑓𝑓 ∗ 𝑔𝑔(𝑡𝑡 − 𝑡𝑡′)𝐻𝐻0(𝑡𝑡′)𝑑𝑑𝑡𝑡′𝑡𝑡
0  (13) 

 𝐻𝐻1(𝑡𝑡) = 𝐹𝐹(𝑡𝑡) + ∫ 𝑓𝑓 ∗ 𝑔𝑔(𝑡𝑡 − 𝑡𝑡′)𝐻𝐻1(𝑡𝑡′)𝑑𝑑𝑡𝑡′𝑡𝑡
0  (14) 

There are several possibilities for describing availability with 
the aforementioned definitions [17]. The time-dependent 
availability can be determined as: 

 𝐴𝐴(𝑡𝑡) = 1 + 𝐻𝐻0(𝑡𝑡) − 𝐻𝐻1(𝑡𝑡) (15) 

The difference between the renewal functions is equal to the 
unavailability. The steady-state availability can be determined 
according to (7) by applying the expected values 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹  and 
𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅 of the life and repair distributions. 

The alternating renewal process has no restrictions with regard 
to the failure and repair rates. Both constant and time-dependent 
failure or repair rates, e.g., with Weibull- or lognormally 
distributed failure and repair times, are allowed. In general, the 
point-availability can only be calculated numerically based on the 
renewal process. An analytical solution can only be derived for 
special types of cdfs like the exponential or Erlang distribution 
[16]. 

3.4. Monte Carlo Simulation 

Besides the Markov process and the renewal process, the 
availability of a system or component can be calculated with the 
help of the Monte Carlo simulation. The Monte Carlo simulation 
is based on the principle of random sampling. It is a numerical 
method for the approximate solution of an analytical problem [18]. 
Thus, no exact values can be determined by Monte Carlo 
simulation but approximate values. The Monte Carlo simulation is 
frequently used for reliability analysis and facilitates the 
calculation of reliability parameters of very complex systems. In 
contrast to the Markov process, the Monte Carlo simulation has no 
restrictions with regard to the distribution functions or parameters 
[19]. The basic principle for calculating the point-availability with 
the help of the Monte Carlo simulation is illustrated in Figure 2 
based on [20]. 

 
Figure 2. Monte Carlo simulation of (point-) availability [20]. 

Firstly, random failure and repair times are generated based on 
the given cdfs of failure and repair behavior. Correspondingly, 
pseudorandom numbers within the bounds 0 and 1 are generated. 
These random numbers are interpreted as the failure 𝐹𝐹(𝜉𝜉) or repair 
𝐺𝐺(𝜉𝜉)  probabilities. The failure and repair times 𝑡𝑡∗  can 
subsequently be determined based on these random failure and 
repair probabilities and using the inversion method [21]: 

 𝑡𝑡∗ = 𝐹𝐹−1(𝜉𝜉) ορ 𝑡𝑡∗ = 𝐺𝐺−1(𝜉𝜉)            (16) 

By alternatively selecting one of the randomly generated 
failure and repair times 𝑡𝑡∗, one trajectory of the state indicator is 
established. As for the renewal process, the starting condition 
𝑐𝑐(𝑡𝑡 = 0) = 1 is assumed: The component is thus starting in a new 
condition at time 𝑡𝑡 = 0. 

After establishing one state indicator throughout the entire 
observation time, the procedure is repeated 𝑛𝑛 times. 𝑛𝑛 is given as 
the number of Monte Carlo replications. As a result, 𝑛𝑛 trajectories 
of the state indicator are calculated. Finally, the time-dependent 
availability 𝐴𝐴(𝑡𝑡)  can be derived as the arithmetic mean of all 
generated state indicators for each time. 

It should be mentioned that the calculated availability 
represents an approximate solution. The statistical quality of the 
values determined by means of the Monte Carlo simulation can be 
estimated. According to the central limit theorem [21], (17) is valid 
for the random number 𝜏𝜏̅ according to (18) [22]. 

 lim
𝑛𝑛→∞

𝑃𝑃 ��𝜏𝜏̅ − 𝐸𝐸(𝜏𝜏) ≤ 𝑥𝑥𝑥𝑥
√𝑛𝑛
�� = 1

√2𝜋𝜋
∫ 𝑒𝑒−�

𝑢𝑢2
2 �+𝑥𝑥

−𝑥𝑥 𝑑𝑑𝑑𝑑 (17) 

where −∞ < 𝑥𝑥 < ∞ 

 𝜏𝜏̅ = 1
𝑛𝑛
∑ 𝜏𝜏𝑖𝑖𝑛𝑛
𝑖𝑖=1  (18) 

This means that the estimated random number normally 
follows an asymptotic distribution, with the expected value 𝐸𝐸(𝜏𝜏) 
and the variance 𝜎𝜎2/𝑛𝑛. Based on this thesis, the statistical quality 
of the mean value determined with the help of the Monte Carlo 
simulation can be specified as a level of statistical quality. 
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4. Confidence Intervals 

Selected fundamentals for determining confidence levels are 
presented in this chapter. After the basic definition, the bootstrap 
method is presented in greater detail. 

4.1. Basic Definition of Confidence Level 

The confidence level 𝑃𝑃𝐴𝐴 of availability 𝐴𝐴𝐿𝐿 can be determined 
in an analogous manner to the reliability [23]. According to (19), 
it can be calculated using the integral of the density with the 
considered value 𝐴𝐴𝐿𝐿 as a lower limit: 

 𝑃𝑃𝐴𝐴 = 𝑃𝑃(𝐴𝐴𝐿𝐿 ≤ 𝐴𝐴 ≤ 1) = ∫ 𝑓𝑓(𝐴𝐴′)𝑑𝑑𝐴𝐴′1
𝐴𝐴𝐿𝐿

 (19) 

The calculation is based on the density 𝑓𝑓(𝐴𝐴) of the availability. 
The confidence level describes the fact that a minimum availability 
value 𝐴𝐴𝐿𝐿  is reached with a probability of 𝑃𝑃𝐴𝐴 = 1 − 𝛼𝛼 . One 
inherent part of a certain confidence level is the specification of the 
probability 𝑃𝑃𝐴𝐴. As a sample, the 95% confidence level implies that 
the observed value is at least the certain value 𝐴𝐴𝐿𝐿 in 95 out of 100 
cases. Usually, a confidence interval lies symmetrically to the 
median. This means that a 90% confidence interval is bounded by 
the 5% and 95% confidence level. 

There are several methods for determining the confidence 
intervals of a distribution function. Table 2 shows the most 
commonly used methods, which can be divided into “analytical 
methods”, “approximate methods” and “simulation-based 
methods”. The table itself is based on [24]. 

An analytical description of the availability function is required 
in order to determine a confidence interval with analytical or 
approximate methods. However, if general scenarios are 
considered or the Monte Carlo simulation is used, this analytical 
description is not present or modelled implicitly into an algorithm. 
Even in the case that the analytical formulation is absent, the 
bootstrap methods are suitable for determining confidence levels 
of availability. However, the confidence level determined by 
bootstrapping is also an approximate solution. 

Table 2. Most commonly used methods for determining a confidence interval. 

Analytical 
methods 

Approximate 
methods 

Simulation-based 
methods 

• Beta-binomial 
distribution 

• Likelihood ratio 
Interval 

• Bayes confidence 
interval 

• Fisher matrix 

• Wald method 

• Wilson score 
interval 

• Bootstrapping: 

Non-parametric 
bootstrapping 

Parametric 
bootstrapping 

4.2. Bootstrapping 

Bootstrapping [25] is a method of resampling and suitable for 
statistical evaluation, especially if the parameters of a given sample 
cannot be determined using other analytical methods [26]. The 
method was first introduced by Bradley Efron [27]. There are two 
different types of bootstrapping according to Figure 3: non-
parametric and parametric bootstrapping. 

Non-parametric bootstrapping starts with a given sample 
𝑀𝑀 = {𝑡𝑡1, 𝑡𝑡2, …, 𝑡𝑡𝑛𝑛} with sample size 𝑛𝑛. First, a bootstrap sample 𝑀𝑀�  
is established by drawing 𝑛𝑛  random numbers from 𝑀𝑀  with 
replacement and without regard to the order. Afterwards, using 

well-known standard parameter estimators such as the Maximum 
Likelihood Method (MLE) [13], the parameters 𝜃𝜃 of the bootstrap 
sample are estimated so that the cdf obtained by bootstrapping 
Φ�(𝑡𝑡), named as realization, can be identified. 

 
Figure 3. Non-parametric (left) and parametric (right) bootstrapping [28]. 

In contrast to non-parametric bootstrapping, the parametric 
bootstrap method is based on a given distribution function Φ(𝑡𝑡). If 
this cdf is not given in advance, it can be estimated using well-
known estimators such as the MLE or by employing the non-
parametric bootstrap method. The first step of parametric 
bootstrapping is to generate 𝑛𝑛 random failure times from the given 
distribution function. This is performed in the same manner as for 
the Monte Carlo simulation: with the help of pseudorandom 
numbers and the inversion method. The distribution function by 
means of bootstrapping Φ�(𝑡𝑡) will subsequently be determined in 
the same manner as non-parametric bootstrapping, i.e., using 
standard parameter estimators. 

Several bootstrap confidence intervals are available for 
analyzing the confidence level by bootstrapping [2]. The 
evaluation can be carried out as [29]: 

• An empirical bootstrap confidence interval 

• A standard bootstrap confidence interval 

• A percentile bootstrap confidence interval 

• A bootstrap-t-confidence interval 

• A BCα confidence interval 

• etc. 

Irrespective of the type of bootstrap confidence level, the 
bootstrap method needs to be carried out 𝐵𝐵 (number of bootstrap 
replications) times. As a consequence, 𝐵𝐵  realizations of the 
distribution function Φ�𝑖𝑖(𝑡𝑡) , 𝑖𝑖 = 1(1)𝐵𝐵  can be identified. This 
array of trajectories subsequently has to be evaluated. Figure 4 
shows the procedure for determining a confidence level using the 
bootstrap method. 

 
Figure 4. Determining a confidence level using bootstrapping. 
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In the following, only the “empirical bootstrap confidence 
interval”, the “standard bootstrap confidence interval” and the 
“percentile bootstrap confidence interval” are presented in greater 
detail. If an empirical bootstrap confidence interval is calculated, 
the trajectories are evaluated by performing an empirical bootstrap 
density function 𝜑𝜑 �Φ��𝑡𝑡𝑗𝑗��  for each time 𝑡𝑡𝑗𝑗 . Based on the 
percentiles of these density functions, the confidence level of the 
original distribution function can be determined. 

It is likewise possible to calculate a “standard bootstrap 
confidence interval”. Under the assumption that the realizations 
Φ�𝑖𝑖(𝑡𝑡)  are roughly normally distributed, the upper and lower 
confidence limit of the 100(1-2α)% standard bootstrap confidence 
interval can be calculated for each time 𝑡𝑡𝑗𝑗 as: 

 �Φ��𝑡𝑡𝑗𝑗� − 𝑧𝑧𝛼𝛼 ∙ 𝑠𝑠𝑑𝑑 �Φ��𝑡𝑡𝑗𝑗�� , Φ��𝑡𝑡𝑗𝑗� + 𝑧𝑧𝛼𝛼 ∙ 𝑠𝑠𝑑𝑑 �Φ��𝑡𝑡𝑗𝑗��� (20) 

Φ�(𝑡𝑡𝑗𝑗) is the arithmetic mean value of the 𝐵𝐵 realizations Φ�𝑖𝑖(𝑡𝑡), 
where 𝑠𝑠𝑑𝑑 �Φ��𝑡𝑡𝑗𝑗��  is given as the standard deviation of these 
realizations. 𝑧𝑧𝛼𝛼  is the αth quantile of the standard normal 
distribution. 

On the other hand, the percentile bootstrap confidence interval 
can be selected based on the given 𝐵𝐵 realizations Φ�𝑖𝑖(𝑡𝑡). They have 
to be sorted in ascending order. Consequently, the Φ𝑖𝑖

∗(𝑡𝑡𝑗𝑗) is the ith 
smallest element. Afterwards, the 100(1-2α)% percentile bootstrap 
confidence interval can be determined according to (21). Here, [𝑥𝑥] 
equals the largest integer less than or equal to 𝑥𝑥. 

 �Φ[𝛼𝛼∙𝐵𝐵]
∗ �𝑡𝑡𝑗𝑗�, Φ[(1−𝛼𝛼)∙𝐵𝐵]

∗ (𝑡𝑡𝑗𝑗)� (21) 

In general, the input parameters of the bootstrap parameter can 
be variously interpreted as failure or repair times. As an example, 
the given cdf Φ(𝑡𝑡) can either be a failure or a repair distribution 
function. The confidence interval calculated using the bootstrap 
method can thus be the confidence interval for a failure distribution 
function or a repair distribution function. The confidence level of 
a reliability function or other distribution functions using the 
bootstrap method is calculated in the same way. 

5. Bootstrap Monte Carlo Simulation 

This section presents the bootstrap Monte Carlo simulation as 
a new method for availability inference and demonstration with a 
confidence level. Using this highlighted method, the confidence 
level of point-availability as well as the confidence level of average 
and steady-state availability can be determined. 

5.1. Basic Concept 

The bootstrap Monte Carlo simulation (BMCS) combines 
bootstrapping as a method for determining confidence levels with 
the Monte Carlo simulation. Figure 5 shows the basic principle of 
BMCS for calculating point-availability with a confidence level. 
With this basic principle, it is possible to use the information 
concerning the confidence level of the input data, i.e., of the failure 
and repair distributions. 

The BMCS can be carried out based on pure samples or on the 
distribution functions (cdfs) of failure and repair behavior. It is also 
possible to shuffle both types of input data, such as by providing 

the failure behavior as a cdf and the repair behavior as a sample of 
repair times or vice versa. The basic procedure also facilitates 
individual sample sizes for lifetime and repair data. In other words, 
the sample sizes do not have to be equal. 

In the first step of the BMCS, one realization 𝐹𝐹�𝑖𝑖(𝑡𝑡)  of the 
failure behavior and one realization 𝐺𝐺�𝑖𝑖(𝑡𝑡) of the repair behavior 
are generated using the bootstrap method and based on the input 
data. Depending on the type of input data, non-parametric or 
parametric bootstrapping is employed. After this, these realizations 
are used to calculate one realization of the point-availability �̃�𝐴𝑖𝑖(𝑡𝑡) 
using the Monte Carlo simulation, according to Figure 2. After 
repeating the entire calculation 𝐵𝐵  times, 𝐵𝐵  realizations of point-
availability �̃�𝐴𝑖𝑖(𝑡𝑡), 𝑖𝑖 = 1(1)𝐵𝐵 can be calculated. 𝐵𝐵 corresponds to 
the predefined number of bootstrap replications. Finally, this array 
of trajectories of point-availability subsequently has to be 
evaluated. 

As shown in the previous chapter, it is possible to determine an 
empirical bootstrap confidence interval, a standard bootstrap 
confidence interval, a percentile bootstrap confidence interval or 
another type of bootstrap confidence interval. If an empirical 
bootstrap confidence interval is chosen, an empirical bootstrap 
probability density function 𝜑𝜑𝑗𝑗(�̃�𝐴�𝑡𝑡𝑗𝑗�)  is derived from the 
individual function values of the realizations of point-availability.  

 
Figure 5. Basic procedure of bootstrap Monte Carlo simulation (BMCS) for 

calculating point-availability with a confidence level. 

The confidence interval can be derived based on the percentiles 
of these density functions. Figure 6 illustrates this step of the 
statistical evaluation. On the other hand, the standard bootstrap 
confidence interval can be determined according to (20) or the 
percentile bootstrap confidence interval according to (21). 
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Figure 6. Statistical evaluation of the realizations of point-availability. 

The BMCS is an approximation method as the Monte Carlo 
simulation is used: The calculated confidence interval is thus also 
an approximation. The BMCS can only provide accurate 
approximations from a certain threshold number of replications. 
As shown in [28], the number of bootstrap replications should not 
be fewer than 200. If at least 200 bootstrap replications are carried 
out, the approximation of the BMCS is very thorough. On the other 
hand, the number of Monte Carlo replications should be chosen in 
the range of 1,000-10,000 Monte Carlo replications. Generally 
speaking: The higher the numbers of replications, the better the 
approximation of BMCS. It should be mentioned that the 
simulation time increases sharply in line with higher numbers of 
replications. 

If the Markov process is used in place of the Monte Carlo 
simulation to calculate point-availability within the basic 
procedure according to Figure 5, the bootstrap Markov process 
(BMP) is established (see [1] or [6], for example). The BMP 
combines the bootstrap method with the calculation of availability 
using the Markov method. The BMP therefore has the same 
restrictions as the Markov process. In other words, the failure and 
repair behavior needs to be exponentially distributed. 

Besides the BMCS and the BMP, the bootstrap renewal process 
(BRP) [6] combines the bootstrap method with the renewal process 
[1]. In other words, the availability calculation of the basic 
procedure according to Figure 5 is carried out using the alternating 
renewal process. All three methods – the BMCS, the BMP and the 
BRP – facilitate the availability prediction and demonstration with 
confidence level, whereby the BMCS has the highest potential to 
be extended to more general scenarios of availability prediction 
and demonstration. 

5.2. Steady-State and Average Availability with Confidence Level 

It is likewise possible to estimate a confidence interval for 
steady-state and average availability using the bootstrap Monte 
Carlo simulation provided in Figure 5. The basic concept needs to 
be amended so that steady-state or average availability is 
determined for each bootstrap replication 𝑖𝑖  with 𝑖𝑖 = 1(1)𝐵𝐵 , as 
opposed to point-availability. The calculation of steady-state 
availability is performed using (7), whereas the average 
availability is calculated according to (8). In total, 𝐵𝐵 realizations 
of the value of steady-state availability �̃�𝐴∞,𝑖𝑖  or 𝐵𝐵 realizations of 
the curve of average availability �̃�𝐴𝐴𝐴𝐴𝐴,𝑖𝑖(𝑡𝑡) are generated.  

Exactly as with point-availability, both the 𝐵𝐵  realizations of 
steady-state availability and the 𝐵𝐵  realizations of average 
availability are evaluated statistically. An empirical, standard or 
percentile bootstrap confidence interval can thus be constructed.  

5.3. Sample Calculation 

In the following section, a sample calculation using the BMCS 
is presented. The sample calculations determine point-availability, 
steady-state availability and average availability with a confidence 
level. The availability values are calculated with a 90% confidence 
interval for the sample failure and repair behavior listed in Table 
3. 

Table 3. Sample failure and repair behavior. 

Failure behavior 𝑭𝑭(𝒕𝒕) Repair behavior 𝑮𝑮(𝒕𝒕) 

• Weibull-distributed 

• 𝑏𝑏 = 3.0 

• 𝜂𝜂 = 1,119.85 h 

• 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 = 1,000 h 

• 𝑛𝑛𝑓𝑓 = 10 

• Sample (𝑛𝑛𝑔𝑔 = 20) of repair 
times [h]: 

154.0 
171.5 
183.0 
193.0 
201.5 

209.5 
217.0 
224.0 
231.0 
239.0 

246.0 
254.0 
262.0 
271.0 
280.5 

291.5 
304.0 
320.0 
342.5 
382.0 

The failure behavior 𝐹𝐹(𝑡𝑡) is given as a cdf, whereby the repair 
behavior 𝐺𝐺(𝑡𝑡) is based on a given sample. As shown in Table 3, 
the sample sizes of the failure and repair behavior are not equal. 
The BMCS is carried out with 200 bootstrap and 10,000 Monte 
Carlo replications. Within the last step of the BMCS, an empirical 
bootstrap confidence interval is determined. 

To begin with, Figure 7 shows the 𝐵𝐵 = 200 realizations of the 
point-availability calculated during the BMCS. Furthermore, the 
mean availability and the 90% confidence interval of the time-
dependent availability are illustrated. Some empirical density 
functions 𝜑𝜑(�̃�𝐴) of the confidence interval are also plotted on the 
graph. The color of the pointed density functions clarifies the 
frequency 𝑛𝑛𝐵𝐵. In other words, this color illustrates the number of 
availability curves going through the point (𝑡𝑡𝑖𝑖,𝐴𝐴(𝑡𝑡𝑖𝑖)) in absolute 
terms. 

 
Figure 7. Point-availability with 90% confidence interval and selected density 

functions of confidence level. 

Figure 8 builds on Figure 7 to show the steady-state availability 
as well as the average availability. Both availability graphs are 
clarified with a 90% confidence interval. The confidence interval 
of all graphs expands slightly with shorter durations and converges 
to a constant range at longer ones. For long operation times, the 
confidence intervals of all types of availability coincide with each 
other and lead to a constantly wide range. 
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Although it is not necessary to carry out this investigation 
because non-parametric bootstrapping is applied to the sample of 
the repair behavior, the analysis of the repair times using the 
Maximum Likelihood method provides a lognormally distributed 
repair behavior (𝜇𝜇 = 5.4902, 𝜎𝜎 = 0.25, 𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅 = 250 h). 

As shown in [1] and [6], the confidence interval of all types of 
availability becomes narrower or smaller as the sample sizes 
increase. Independently of the sample sizes, the confidence 
interval of point-availability, steady-state availability and average 
availability harmonizes very well within a constantly wide range 
for long operation times. A first verification of the BMCS as well 
as an investigation about the accuracy of the BMCS is provided by 
Müller et al. [30]. If the numbers of bootstrap and Monte Carlo 
replications are high enough, the BMCS provides acceptable 
results as an approximate method. First parameter studies of the 
input parameters of the BMCS are carried out in [1], [20] or [30]. 

 
Figure 8. Point-availability, steady-state availability and average availability with 

90% confidence interval. 

6. Availability Demonstration Test with Consideration of 
Confidence Level 

In this section, the inverse bootstrap Monte Carlo simulation 
(IBMCS) as a new procedure is presented. The IBMCS enables an 
availability demonstration test with consideration of confidence 
levels to be conducted. Firstly, the basic concept of IBMCS is 
presented in detail before a sample calculation is carried out. 

6.1. Inverse Bootstrap Monte Carlo Simulation 

An availability demonstration test needs to be carried out in 
order to demonstrate the quality of a repairable system. This test 
provides the demonstration that the system will operate with a 
stated level of availability. As a consequence of the availability 
description with confidence level using the BMCS, the availability 
demonstration tests also need to be specified with a confidence 
level. The inverse bootstrap Monte Carlo simulation (IBMCS) 
enables such availability demonstration tests with consideration of 
confidence levels. The new procedures provide a test plan 
comprising the required number of failures that must be observed 
to demonstrate a certain availability value 𝐴𝐴(𝑡𝑡∗) at a specific point 
in time 𝑡𝑡∗. The IMBCS can be seen as the inversion of the BMCS. 

Figure 9 shows the basic concept of the inverse bootstrap Monte 
Carlo simulation. 

The procedure begins by defining the input data. The objective 
is to determine the required number of observed failure and repair 
times, i.e., the required sample size 𝑛𝑛𝑓𝑓 and 𝑛𝑛𝑔𝑔 of failure and repair 
behavior to demonstrate the availability value 𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗)  at 
time 𝑡𝑡∗ with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 . It is assumed that the 
failure behavior 𝐹𝐹(𝑡𝑡) and repair behavior 𝐺𝐺(𝑡𝑡) of the repairable 
system or product is known, but not its corresponding sample 
sizes. Furthermore, the ratio of sample sizes of failure and repair 
behavior is predefined: 

 𝑛𝑛𝑟𝑟𝑟𝑟𝑡𝑡𝑖𝑖𝑜𝑜 = 𝑛𝑛𝑓𝑓
𝑛𝑛𝑔𝑔

  

Besides the ratio of the sample sizes, the minimum 𝑛𝑛𝑓𝑓,𝑚𝑚𝑖𝑖𝑛𝑛 and 
maximum number of observed failure time 𝑛𝑛𝑓𝑓,𝑚𝑚𝑟𝑟𝑥𝑥  are also 
predefined. These numbers correspond with the minimum and 
maximum number of reliability tests that could be carried out. 
Frequently, the maximum number of possible tests is fixed by 
other limitations, e.g., the number of available test benches. The 
minimum number is usually fixed by the corporate strategy or 
normative rules. These requirements frequently require a certain 
minimum number of reliability tests to be carried out. 

Finally, the calculation parameters 𝐵𝐵  (number of bootstrap 
replications of the BMCS) and 𝑛𝑛𝑀𝑀𝑀𝑀  (number of Monte Carlo 
replications of the BMCS) are required. 

In the first step of the IBMCS, a BMCS is carried out based on 
the input data. In other words, an availability value 𝐴𝐴𝑚𝑚𝑖𝑖𝑛𝑛(𝑡𝑡∗) with 
confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  is calculated using the BMCS and 
under the assumption of the minimum sample size of failure 
behavior 𝑛𝑛𝑓𝑓,𝑚𝑚𝑖𝑖𝑛𝑛 . The same calculation is carried out under the 
assumption of the maximum sample size 𝑛𝑛𝑓𝑓,𝑚𝑚𝑟𝑟𝑥𝑥 , so that the 
availability value 𝐴𝐴𝑚𝑚𝑟𝑟𝑥𝑥(𝑡𝑡∗) with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  can 
be determined. 

It should be noted that the corresponding sample size of the 
repair behavior can be calculated for each step of the IBMCS using 
the predefined value of ratio 𝑛𝑛𝑟𝑟𝑟𝑟𝑡𝑡𝑖𝑖𝑜𝑜  according to (22) using the 
actual sample size of failure behavior. 

After determining both values 𝐴𝐴𝑚𝑚𝑖𝑖𝑛𝑛(𝑡𝑡∗) and 𝐴𝐴𝑚𝑚𝑟𝑟𝑥𝑥(𝑡𝑡∗), it must 
be verified whether the objective availability value 𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗) 
lies within these ranges. In other words, a check is conducted as to 
whether (22) is valid or not. 

 𝐴𝐴𝑚𝑚𝑖𝑖𝑛𝑛(𝑡𝑡∗) ≤ 𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗) ≤ 𝐴𝐴𝑚𝑚𝑟𝑟𝑥𝑥(𝑡𝑡∗) (22) 

There is no solution if (22) is not valid, since the objective 
availability value does not lie within the interval of possible 
availability values [𝐴𝐴𝑚𝑚𝑖𝑖𝑛𝑛(𝑡𝑡∗),𝐴𝐴𝑚𝑚𝑟𝑟𝑥𝑥(𝑡𝑡∗)]. Values which are not 
included in this interval cannot be achieved with the predefined 
limitations of minimum and maximum failure time figures. 

If the calculation can be advanced further, as (22) is valid, a 
binary search is performed to determine the required number of 
observed failure and repair times. Therefore, in the first step, 
a new sample size number is chosen according to (23), where 
𝑛𝑛1 = 𝑛𝑛𝑓𝑓,𝑚𝑚𝑖𝑖𝑛𝑛  and 𝑛𝑛2 = 𝑛𝑛𝑓𝑓,𝑚𝑚𝑟𝑟𝑥𝑥. 

  𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛 = 𝑛𝑛1+𝑛𝑛2
2

         (23)
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Figure 9. Basic procedure of the inverse bootstrap Monte Carlo simulation (IBMCS).

The new value 𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛  is derived as the mean of the previous 
sample sizes due to the binary search. After this, a new calculation 
using the BMCS gives the availability value 𝐴𝐴𝑛𝑛𝑜𝑜𝑛𝑛(𝑡𝑡∗)  with 
confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  based on the new sample size 𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛 . 

If this value is not approximately equal to the required demanded 
availability value 𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗), the sample size requires further 
adaptations. Therefore, two case distinctions have to be made. 
One distinction investigates if the objective availability value 
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𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗)  with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  is greater than 
the actual calculated availability value 𝐴𝐴𝑛𝑛𝑜𝑜𝑛𝑛(𝑡𝑡∗) with confidence 
level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 . 

Furthermore, the second distinction has to be made with 
regard to the demanded confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 . As shown in 
Figure 10, the availability value with a constant confidence level 
increases in line with increasing sample sizes if the confidence 
level is lower than 50%. On the other hand, if 𝑃𝑃𝐴𝐴 > 50%, the 
availability value decreases as sample size 𝑛𝑛 increases. 

 
Figure 10. Confidence intervals with varying sample sizes. 

After performing both case distinctions, the sample size of the 
failure behavior is adapted according to the equations shown in 
Figure 9. The corresponding number of observed repair times is 
calculated according to (22). A new availability value 𝐴𝐴𝑛𝑛𝑜𝑜𝑛𝑛(𝑡𝑡∗) 
with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  based on the new sample sizes is 
subsequently determined using the BMCS. 

These calculation steps are repeated until the actual determined 
availability value 𝐴𝐴𝑛𝑛𝑜𝑜𝑛𝑛(𝑡𝑡∗) with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  and 
corresponding sample sizes 𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛   and 𝑛𝑛𝑔𝑔,𝑛𝑛𝑜𝑜𝑛𝑛 = 𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛/𝑛𝑛𝑟𝑟𝑟𝑟𝑡𝑡𝑖𝑖𝑜𝑜   
is approximatively equal to the objective availability value 
𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗) with confidence level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 . If this is the case, 
the required number of failures and repair actions that must be 
observed in order to demonstrate a certain availability value is 
determined as: 

 𝑛𝑛𝑓𝑓,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 = 𝑛𝑛𝑓𝑓,𝑛𝑛𝑜𝑜𝑛𝑛  (24) 

 𝑛𝑛𝑔𝑔,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 = 𝑛𝑛𝑓𝑓,𝑛𝑛𝑛𝑛𝑛𝑛
𝑛𝑛𝑟𝑟𝑟𝑟𝑡𝑡𝑟𝑟𝑟𝑟

 (25) 

As a derivation of the IBMCS, it is possible to conduct an 
availability demonstration test with consideration of the 
confidence level. It is therefore possible to demonstrate a specific 
availability value for a point in time and a given confidence level. 
The procedure yields the required number of failures as well as the 
required number of repair actions that must be observed within a 
reliability test of the investigated repairable system or product with 
a known failure and repair behavior type. The availability test plan 
can subsequently be conducted and several availability 
requirements can be demonstrated with a confidence level. 

The IBMCS can be adapted further so that it is not the value of 
point availability 𝐴𝐴𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗)  at time 𝑡𝑡∗with confidence level 
𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜  is demanded within the objective, but rather the value 
of average availability 𝐴𝐴𝐴𝐴𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜(𝑡𝑡∗) at time 𝑡𝑡∗with confidence 
level 𝑃𝑃𝐴𝐴,𝑜𝑜𝑏𝑏𝑗𝑗𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝐴𝐴𝑜𝑜 . In this case, the point-availability value is not 
calculated, but rather the average availability value within the 
inherent steps of BMCS. The IBMCS procedure is carried out in 
the same manner. 

If the BMP or BRP is used within the basic procedure 
according to Figure 9 as opposed to the BMCS, the inverse 
bootstrap Markov process (IBMP) or the inverse BRP (IBRP) are 
established. 

6.2. Sample Calculation 

In the following section, a sample calculation of the IBMCS is 
presented. The procedure is applied to the system already 
investigated in the previous sample calculation. In other words, 
the failure behavior of the system is given from 
previous investigations as being Weibull-distributed with 𝑏𝑏 = 3.0, 
𝜂𝜂 = 1,119.85 h  and 𝑀𝑀𝑀𝑀𝑀𝑀𝐹𝐹 = 1,000 h . The repair behavior 
is given as being lognormally distributed with 𝜇𝜇 = 5.4902 , 
𝜎𝜎 = 0.25 and 𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅 = 250 h. 

The IBMCS is carried out with 200 bootstrap replications and 
10,000 Monte Carlo replications. It is assumed that an availability 
of 75% should be present at an operating time of 5,000 h. The 
availability should be indicated with a confidence level of 95%. It 
is possible to carry out a maximum of 100 reliability tests. In other 
words, the maximum number of sample sizes for the failure 
behavior is 100. The ratio between both sample sizes is predefined 
as 2, i.e., the sample size of the repair behavior should be half of 
the sample size of the failure behavior. 

On the basis of the IBMCS, it is possible to determine the 
required sample size of failure behavior to 𝑛𝑛𝑓𝑓 = 16 and the sample 
size of the repair behavior 𝑛𝑛𝑔𝑔 = 8 . Assuming that the failure 
behavior is known and constant as given, 16 failures need to be 
observed during the reliability test in order to demonstrate the 
demanded availability of 75% with a 95% confidence level at a 
time of 5,000 h. In other words, the analysis of the given failure 
behavior must be based on 16 failure times. Conversely, the 
analysis of the repair behavior must simultaneously be based on 8 
observed repair times. 

Figure 11 shows point-availability with a 90% confidence 
interval. The confidence interval is determined with input data 
from 𝑛𝑛𝑓𝑓 = 16  and 𝑛𝑛𝑔𝑔 = 8 . As illustrated in this figure, the 
requirements of 75% availability with a 95% confidence level at 
an operating time of 5,000 h can be demonstrated with the given 
sample sizes. 

 
Figure 11. Point-availability with 90% confidence interval based on 16 failure and 

8 repair times. 
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7. Potential of the Bootstrap Monte Carlo Simulation and 
the Inverse Bootstrap Monte Carlo Simulation 

Both the bootstrap Monte Carlo simulation (BMCS) and the 
inverse bootstrap Monte Carlo simulation (IBMCS) have a high 
potential to be applied to more general availability scenarios. 
Beyond the consideration of preventive maintenance, the BMCS 
and the IBMCS are not restricted to selected maintenance 
strategies. It is possible to investigate technical systems with 
general maintenance strategies. 

As given in [31], different maintenance strategies are 
conceivable. In general, the maintenance strategy defines the type 
and planning of the intended maintenance activities [31]. Possible 
strategies include corrective, preventive or condition-based 
maintenance actions. Furthermore, combined strategies are 
possible. Besides the aspect of maintenance, the BMCS and 
IMBCS have a high potential to take system aspects, failure 
dependencies or limited maintenance resources into consideration. 

The BMCS and the IBMCS are very innovative in terms of the 
possibility of applying them to more general scenarios. This also 
includes transferring the procedures to predict and demonstrate 
reliability with a confidence level, e.g., for systems with periodical 
maintenance (see [28] or [30]). 

8. Summary & Conclusions 

In this paper, the bootstrap Monte Carlo simulation (BMCS) is 
highlighted as a new method for availability inference and 
demonstration with a confidence level. Besides the BMCS, the 
bootstrap Markov process (BMP) and the bootstrap renewal 
process (BRP) are briefly outlined. The BMCS facilitates analysis 
based on a sample of failure and repair times or on a mean value 
distribution with corresponding sample sizes of failure and repair 
behavior. The BMCS has no restrictions concerning the 
distribution function. 

The inverse bootstrap Monte Carlo simulation (IBMCS) is 
presented in detail alongside the BMCS. The IBMCS enables the 
planning of availability demonstration tests with consideration of 
confidence levels. The procedure is based on the BMCS. Using the 
IBMCS, it is possible to determine the required number of failures 
and repair actions that must be observed in order to demonstrate a 
certain state of availability with a predefined confidence level. 

Firstly, the fundamentals of reliability engineering and a basic 
definition of repairable systems and availability were given. After 
this, the bootstrap method for determining a confidence level of a 
distribution function was shown in more detail. After describing 
the BMCS in detail, a sample availability calculation with a 
confidence level was carried out. Based on the BMCS, the IBMCS 
was derived. The basic procedure was outlined on the basis of a 
sample calculation, too. Finally, the potential of the BMCS and the 
IBMCS was investigated. 

The BMCS and the IBMCS have high potential for application 
to more general scenarios concerning general systems. Besides 
corrective maintenance actions, other maintenance strategies can 
be included within the procedure. Both the BMCS and the IBMCS 
are very innovative. In addition to availability with a confidence 
level, further parameters of reliability engineering, e.g., reliability, 
can be integrated into the BMCS and IBMCS. 
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 Recent standards, legislation, and best practices point to data center infrastructure 
management systems to control and monitor data center performance. This work presents 
an innovative approach to address some of the challenges that currently hinder data center 
management. It explains how monitoring and management systems should be envisioned 
and implemented. Key parameters associated with data center infrastructure and 
information technology equipment can be monitored in real-time across an entire facility 
using low-cost, low-power wireless sensors. Given the data centers’ mission critical nature, 
the system must be reliable and deployable through a non-invasive process. The need for 
the monitoring system is also presented through a feedback control systems perspective, 
which allows higher levels of automation. The data center monitoring and management 
system enables data gathering, analysis, and decision-making to improve performance, and 
to enhance asset utilization. 
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1. Introduction 

There is significant room for improvement in current practices 
that address data center performance relative to benchmarks. A 
novel data center infrastructure monitoring approach was 
introduced in a paper originally presented at the 7th IEEE Annual 
Computing and Communication Workshop and Conference 
(CCWC) in 2017 [1], for which this work is an extension. 

A data center is defined as a facility with all the resources 
required for storage and processing of digital information, and its 
support areas. Data centers comprise the required infrastructure 
(e.g., power distribution, environmental control systems, 
telecommunications, automation, security, fire protection) and 
information technology equipment (e.g., servers, data storage, and 
network/communication equipment). Data centers are complex 
and highly dynamic. New equipment may be added, existing 
equipment may be upgraded, obsolete equipment may be removed, 
and both prior and current generation systems may be in use 
simultaneously. Increasing reliance on digital information makes 

data centers indispensable for assuring data is permanently 
available and securely stored.  

Data centers can consume 40 times more energy than 
conventional office buildings. IT equipment by itself can consume 
1100 W/m2 [2], and its high concentration in data centers results in 
higher power densities. By 2014, there were around 3 million data 
centers in the U.S., representing one data center for every 100 
people [3]. These data centers consumed approximately 70 billion 
kWh, or 1.8% of total electricity consumption [4]. Data center 
energy consumption experienced a nearly 24% increase from 
2005-2010, 4% from 2010-2014, and is projected to grow by 4% 
from 2014-2020. In 2020, U.S. data centers are projected to 
consume about 73 billion kWh [4]. Emerging technologies and 
other energy management strategies may reduce projected energy 
demand. 

Technical issues and human errors may threaten a data center. 
Power and environmental issues are especially important, and 
might affect performance. Human errors can be diminished 
through monitoring, automation, and control systems. Intangible 
losses, such as business confidence and reputation are difficult to 
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quantify. When problems arise, data centers may shut down for a 
period of time. The cost of downtime depends on industry, 
potentially reaching thousands of dollars per minute. The average 
cost associated with data center downtime for an unplanned outage 
is approximately $9,000 per minute, an increase of 60% from 2010 
to 2016 [5]. 

According to legislation, standards, best practices, and user 
needs, data centers must satisfy stringent technical requirements in 
order to guarantee reliability, availability, and security, as they 
have a direct impact on asset utilization and data center 
performance. In order to comply with such requirements, 
equipment needs continuous monitoring, control, and maintenance 
to assure it is working properly. A data center infrastructure 
management (DCIM) system can be summarized as collectively 
comprising a suite of tools that can monitor, manage, and control 
data center assets [6].  

The emerging Internet of Things (IoT) makes it possible to 
design and implement a low-cost, non-invasive, real-time 
monitoring and management system. IoT can be understood as a 
global infrastructure enabling the interconnection of physical and 
virtual “things” [7]. Gartner forecasts more than 20 billion 
connected things by 2020 [8]. According to Cisco, 50 billion 
devices will be connected to the internet by 2020, and 500 billion 
by 2030 [9]. Each device includes sensors collecting and 
transmitting data over a network. These new trends help to 
reevaluate how to monitor and manage data center infrastructure 
and IT equipment. IoT makes it possible for a data center 
monitoring and management system to be deployed rapidly 
through a non-invasive process, helping to establish an integrated 
strategy towards performance improvement, while lowering risk. 

2. Background 

Since the deregulation of telecommunications in the U.S. 
(Telecommunications Act of 1996), a number of standards and 
best practices related to telecommunications, and more recently to 
the data center industry have emerged. Appropriate standards are 
essential in designing and building data centers, including national 
codes (required), local and country codes (required), and 
performance standards (optional). Governments have enforced 
regulations on data centers depending on the nature of the business. 
Different entities have also contributed to generate standards, best 
practices, and recommendations for the industry. These 
organizations include: U.S. Department of Energy; U.S. 
Environmental Protection Agency; U.S. Green Building Council; 
European Commission; Japan Data Center Council; Japan’s Green 
IT Promotion Council; International Organization for 
Standardization; International Electrotechnical Commission; 
American National Standards Institute; National Institute of 
Standards and Technology; the Institute of Electrical and 
Electronics Engineers; National Fire Protection Association; 
Telecommunication Industry Association; Building Industry 
Consulting Service International; American Society of Heating, 
Refrigerating and Air-Conditioning Engineers; the Green Grid; 
and the Uptime Institute. 

Recent standards for data centers make general 
recommendations that should be taken into consideration for data 
center infrastructure management. The ANSI/BICSI 002 standard 
“Data Center Design and Implementation Best Practices” [10] 
provides a chapter for DCIM with general recommendations for 
components, communication protocols, media, hardware, and 
reporting. The ISO/IEC 18598 standard “Information Technology 

- Automated Infrastructure Management (AIM) Systems - 
Requirements, Data Exchange and Applications” [11] includes a 
section on DCIM. Intelligent Infrastructure Management systems 
comprise hardware and software used to manage structured 
cabling systems based on the insertion or removal of a patch (or 
equipment) cord. This standard should increase operational 
efficiency of workflows, processes, and management of physical 
networks, helping to provide real-time information related to 
connectivity from cabling infrastructure (e.g., switches, patch 
panels). 

Legislators have been increasingly concerned about how data 
centers perform. Federal data centers alone consume about 10% of 
total U.S. data center consumption. The Energy Efficiency 
Improvement Act of 2014 (H.R. 2126) [12] forces federal data 
centers to review energy efficiency strategies, with the ultimate 
goal of reducing power consumption and increasing efficiency and 
utilization. Likewise, in 2016, the Data Center Optimization 
Initiative required federal data centers to reduce their power usage 
below a specified threshold by September 2018, unless they are 
scheduled to be shutdown as part of the Federal Data Center 
Consolidation Initiative. To help data centers comply with 
legislation faster and more effectively, manual collection and 
reporting must be eliminated by the end of 2018. Automated 
infrastructure management tools must be used instead, and must 
address different metric targets, such as energy metering, power 
usage effectiveness, virtualization, server utilization, and facility 
monitoring [13]. The U.S. Data Center Usage Report of June 2016 
[4] highlights the need for future research on performance metrics 
that better capture efficiency. Most recently, the Energy Efficient 
Government Technology Act (H.R. 306) [14] of 2017 required the 
implementation of energy efficient technology in federal data 
centers, including advanced metering infrastructure, energy 
efficient strategies, asset optimization strategies, and development 
of new metrics covering infrastructure and IT equipment. 

Data center infrastructure management systems have been 
driven mainly by private industry. Previous experience in building 
automation systems, building management systems, energy 
management systems, facilities management systems, and energy 
management and control systems have enabled private industry to 
deploy similar solutions for the data center sector. However, these 
are not solutions explicitly designed for data centers. The leading 
companies who offer data center infrastructure management tools 
include Nlyte Software, Schneider Electric, and Emerson Network 
Power [15]. In addition, there are several reports from private 
industry with general guidelines and recommendations [16-24]. 

 Academic work in data center infrastructure management 
includes research for specific areas, such as energy management 
systems [25]; distribution control systems [26]; modeling and 
control [27]; power efficiency [28-29]; power consumption 
models [30-31]; power management [32]; data center networks 
[33]; wireless network optimization [34-36]; thermal and 
computational fluid dynamics models [37-38]; wireless sensors for 
environmental monitoring [39]; power monitoring [40]; corrosion 
detection [41]; and improvement strategies, such as big data [42], 
genetic algorithms [43], and machine learning [44]. No previous 
work presents guidelines to develop a comprehensive data center 
monitoring and management system, considering recent advances 
in technology and the mission critical nature of this highly dynamic 
sector. 
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3. Data Center Monitoring and Management 

3.1. Concept of Operations 

This section describes quantitative and qualitative 
characteristics and objectives of the data center monitoring and 
management system. The system is envisioned to be reliable, non-
invasive, wireless, sensor-based, low-cost, and low-power. It 
provides real-time measurements that enable the creation of a real-
time data map for each parameter. It measures power usage across 
equipment, environmental and motion parameters across the 
physical space of the data center, and IT resource usage. This 
underscores the need for developing innovative approaches to 
reliable and non-invasive real-time monitoring and management. 

Data center performance analysis requires understanding of 
facilities and IT equipment. Table 1 outlines the main components 
of a data center, categorized by power delivery and power 
consumption (e.g., IT equipment, environmental control systems, 
and other). 

Table 1: Components of a data center 

Component Description 
Power delivery 
systems 

Different sources of energy 
Generators 
Switch gear 
Automatic transfer switches 
Electrical panels 
UPS systems 
Power distribution units 
Remote power panels 
Distribution losses external to IT equipment 

IT equipment Servers 
Storage systems 
Network / communication equipment 

Environmental 
control systems 

Chillers 
Cooling towers 
Pumps 
Ventilation 
Computer room air handling units 
Computer room air conditioning units 
Direct expansion air handler units 

Other Structured cabling systems 
Automation systems 
Lighting 
Security 
Fire systems 

Real-time data collection can add value in several areas, 
including data center infrastructure control and management; 
performance optimization; enhancement of availability, reliability 
and business continuity [45]; reduction of total cost of ownership 
[46]; optimization of asset usage; and predictive analytics. A real-
time monitoring and management system can highlight areas to 
reduce energy consumption, increase efficiency, improve 
productivity, characterize sustainability, and boost operations. The 
practice may also help to avoid or defer expensive facility 
expansion or relocation, via optimization of the current facility. 

At least two classes of sensing devices are needed for data 
gathering: power sensing devices and environmental / motion 
sensing devices. For power sensing, we focus on non-invasive 
methods. Environmental data such as temperature, humidity, 
airflow, differential air pressure, lighting, moisture, motion, 
vibration, and cabinet door closure measurements are also 
required. Table 2 summarizes the requirements for these sensing 
devices. 

Table 2: Requirements for sensing devices 

Requirement Description 
Reliability Due to the dynamic nature of data centers, the equipment 

shall be reliable and easy to install, relocate, or replace. 
Wireless Wireless data transmission using a radio transceiver 

reduces the use of cables in the data center. To avoid 
interference with existing equipment in the data center, 
wireless monitoring devices should have low-power 
transmissions, low data transmission rates, and non-
overlapping frequency ranges [47]. 

Real-time Sensing data in real-time helps to build situational 
awareness tools, such as reports and dashboards, which 
lead to immediate and more informed actions, reducing 
downtime and operating expenses. 

Low-power Low-power sensing devices enable an extended lifecycle 
before replacing batteries, reducing maintenance. 

Battery 
operated 

Battery operated devices eliminate the risk of connecting 
devices to an outlet, which could conflict with critical 
loads. 

Low-cost Low-cost microcontrollers and sensors make monitoring 
technologies available to all data centers. 

 Obtaining real-time data can be challenging, especially in 
existing data centers that lack adequate instrumentation [48]. For 
sampling purposes, several factors must be considered. If the 
sampling rate is too high, excessive data could be collected. 
Conversely, if the sampling rate is too low, relevant data for real-
time monitoring and prediction may be lost. Collecting the right 
data and understanding its nature is more important than simply 
collecting more data [45]. We must ensure that required 
information is not lost. In many cases, new data may be required; 
the system should be flexible, allowing addition of new sensors 
and retrieval of additional data from equipment. After sensing and 
gathering the required data, it must be stored, locally or remotely, 
for real-time processing and future analysis. Data analysis leads to 
more informed decisions. 

3.2. Data Collection and Transmission 

For data collection, different classes of sensing devices are 
required. It is also necessary to gather IT equipment resource 
utilization data through processor measurements. 

Power Measurements: 

For power consumption measurements, all data center IT 
equipment and its supporting infrastructure must be considered. 
This task could be accomplished in many ways, but we are 
interested in reliable and non-invasive methods. Most data center 
components, such as uninterruptible power supplies, power 
distribution units, remote power panels, electrical panels, and 
cooling systems offer real-time data through existing 
communication interfaces. To avoid additional cabling, the use of 
wireless transmission must be the first option. 

A standard protocol should be used to access data on remote 
devices, such as the Simple Network Management 
Protocol (SNMP) over TCP/IP. In addition, appropriate security 
measures must be implemented, since the data retrieval feature 
could create a security vulnerability. For equipment without a 
communication interface, one option is to install a specific power 
meter with the required communication interface. It will be an 
additive component, applicable across different device types, 
reducing operational risk. Another alternative is to replace existing 
equipment with new units that include metering and 
communication interfaces. 
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Software developed for data collection must gather and filter 
data collected from sensing devices and transmit the data to one or 
more storage devices. All monitored devices must be evaluated to 
define the required parameters and sampling rates. 

Environmental / Motion Measurements: 

The described system measures environmental and motion 
parameters across the physical space of the data center. Equipment 
cabinets, and various measurement points at different heights must 
be considered to capture relevant environmental variables. 
Different areas without equipment, such as below the raised floor, 
the aisles, and other points, must also be taken into consideration. 

Table 3. Parameters to be monitored 

Parameter Description Sensing 
Temperature Acceptable range required by 

equipment, and to optimize 
cooling systems and enhance 
efficiency. 

Across the data center. 
In each IT cabinet: front 
of the cabinet (bottom, 
middle, and top) may be 
sensed for cold air inlet, 
and back or top for 
exhaust. 

Humidity Acceptable range required to 
reduce electrostatic discharge 
problems (if humidity is low), 
and condensation problems (if 
humidity is high). 

Across the data center. 
In each IT cabinet: in 
the middle of the air 
inlet. 

Airflow Equipment and infrastructure 
require airflow, as specified. 

Below the raised floor. 
Above perforated tiles. 

Differential 
air pressure 

Differential air pressure analysis 
could help to optimize airflow 
and cooling systems. If 
differential pressure between 
two areas is low or high, it 
indicates the airflow rate is also 
low or high.  

Across the data center. 
Sensors are installed 
between two areas with 
varying air pressure 
(e.g., below and above 
the raised floor, inside 
and outside air plenum 
areas, between hot and 
cold aisles). 

Water Water sensing is required to 
prevent failures from cooling 
equipment, pipes, or external 
sources. 

Near cooling system, 
water pipes, equipment, 
or potential risk areas. 

Vibration In case of earthquakes or 
excessive vibration, vibration 
sensors can trigger appropriate 
alerts. The sensors could also 
detect unauthorized installation, 
removal, or movement of 
equipment. 

In each cabinet. 

Lighting Different levels of lighting 
according to human occupancy 
or security requirements. 

Across the data center. 

Security Motion sensors could detect 
movement around cabinets. 
Contact closure sensors to 
enhance security systems. 
Airflow, temperature, and 
humidity in equipment could be 
affected if a cabinet door is 
opened, or if people are around 
the perforated tiles. Contact 
closures for access doors may be 
checked and tied to temperature 
variations nearby. 

Door contact closures 
for cabinets and access 
doors, motion sensors, 
and surveillance 
cameras located nearby. 

Fire systems Fire alarms must be considered. Data from fire system. 

Each sensed parameter covers a specific range, and depending 
on the equipment, the range varies. Newer technologies allow a 
broader range of environmental parameters. ASHRAE Technical 
Committee 9.9 has created a set of guidelines regarding the optimal 

and allowable range of temperature and humidity set points for 
data centers [49-51]. Manufacturers have also established the 
environmental optimal operating ranges for their equipment, 
which enables a more detailed analysis of operational ranges. The 
standard ANSI/BICSI-002 [10] recommends three different 
lighting levels (level 1 for security purposes, level 2 when 
unauthorized access is detected, and level 3 for normal conditions). 

The parameters to be monitored across the data center are 
described in Table 3. All parameters must be analyzed to define 
sampling rates. Contingent on specific requirements, additional 
inputs or sensors may be added.  

 As shown in Figure 1, after sensor data is acquired, transmitters 
are responsible for relaying data from all sensing devices to a 
storage device. The transmitter must be capable of storing data for 
an established period of time in case transmission problems occur, 
to avoid losing data. 

 
Figure 1: Data collection and transmission workflow 

Given the limited (battery) energy available to each device, one 
data acquisition challenge is to maximize network lifetime, and to 
balance the use of energy among nodes. Network lifetime can be 
defined as the time the network is able to perform tasks, or as the 
minimum time before any node runs out of energy and is unable to 
transmit data. A multihop routing protocol should be used, 
ensuring there is an active path between each network device and 
the network’s sink [52]. 

The following aspects associated with the wireless sensor 
nodes deserve attention: device location, which depends on data 
center layout; new device additions or relocations, where 
communication is not disrupted; failure diagnostics (e.g. energy 
problems, disconnections); and redundancy requirements across 
critical tasks. 

 Processor Measurements: 

Enhancements by some IT equipment manufacturers include 
the ability to directly access some measurements related to power, 
surrounding environment, and resource utilization for each device. 
These measurements could include parameters such as power 
utilization, air inlet temperature, airflow, outlet temperature, CPU 
usage, memory usage, and I/O usage. Platform level telemetry 
helps transform data center monitoring and management, allowing 
direct data access from the equipment processor. Comparison of 
processor measurements to environmental and power 
measurements, as well as analysis of the IT resource usage, can 
improve decision-making [53]. 

With IT resource utilization data available, IT resource 
optimization through workload allocation and balancing, as well 
as through other control strategies, is feasible. These 
measurements may not be available for all equipment. Querying 
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this information is unlikely to interfere with IT equipment’s 
primary tasks. 

3.3. Redundancy 

Redundancy can be understood as the multiplication of systems 
to enhance reliability. Since data center components require 
maintenance, upgrade, replacement, and may fail, redundancy is 
required to reduce downtime. Critical components of the 
monitoring and management system may also fail, and sensitive 
data could be lost. To evaluate the need for monitoring and 
management redundancy, several factors must be considered. 

The data center monitoring and management system should be 
designed according to the reliability tier of the data center and its 
related redundancy level [54]. If the data center presents 
redundancy (e.g., N+1, 2N, 2N+1), the monitoring and 
management system should provide the same redundancy level to 
preserve reliability. Conversely, if a data center has no redundancy 
in its IT equipment and supporting infrastructure (e.g., electrical, 
mechanical), redundancy may not be required. In addition, for the 
evaluation of the required redundancy of monitoring and 
management devices, mission critical IT equipment in the data 
center should be identified. 

Data centers can use thousands of sensors to gather required 
data. For that reason, it is convenient to have general estimations 
of the number of sensing devices required for a given data center. 
Although the best way to calculate this is to analyze each data 
center in detail, there are guidelines to make preliminary estimates. 

The first step is to estimate how many cabinets fit in the data 
center layout. Initially, the data center layout and information 
about the equipment must be examined. Most IT equipment is 
installed in a cabinet or open rack, with supporting rails 19in wide 
(Electronic Industry Alliance industry standard); adding space 
required for panels, doors, wiring and airflow increases the width 
to between 24in and 30in. The typical depth ranges from 36in to 
48in, depending on the equipment. Standalone equipment may 
require special cabinets, which can increase the previous estimates. 
Considering a raised floor grid of 24in x 24in (industry standard), 
the cabinet’s area can be estimated as 24in x 48in, or 8 ft2. A 
similar area per cabinet is required for hallways, infrastructure 
facilities, and other non-IT equipment. The second step is to 
estimate how many sensing devices are required. Based on the 
previous step, for each cabinet, or for each 16 ft2, at least one 
environmental / motion sensing device will be required. Power 
sensing devices must also be considered; the total count can be 
estimated as the total number of elements (e.g., electrical facilities, 
cooling and ventilation systems) that support IT equipment. In 
addition, depending on spatial distribution, at least one transmitter 
should be in place to gather and transmit sensed data for storage 
and further processing. The final step is to review redundancy 
requirements and to estimate the total number of sensing and 
transmitter devices needed. 

3.4. Data Storage, Processing, and Management 

As shown in Figure 1, after gathering data, it is sent to the 
storage device, locally or remotely, to support future processing 
and reporting. The large amount of data collected must be 
organized to guarantee that it can be integrated, shared, analyzed, 
and maintained. A metadata management system is suggested. 
Metadata is understood as structured information that describes an 

information resource. It is, in effect, data about data. A metadata 
management system ensures that metadata is added correctly and 
provides mechanisms to optimize its use. A software interface 
must be developed to process and manage the information. Figure 
2 shows a diagram of the different elements involved in data 
storage, processing, and management. 

 
Figure 2: Storage, processing, and management 

The use of an IoT enablement platform is a viable option to 
connect monitoring devices anywhere to the cloud. The key added 
value of these platforms is to simplify connectivity, data collection, 
and device management. 

Reports and dashboards help to visualize a data center’s past 
and present performance. Dashboards are graphical user interfaces 
customized to user requirements, used to display key performance 
indicators to make them easier to read and interpret. Visualizing 
results in real-time supports responsive improvement. Warnings 
may be used for undesirable events. Furthermore, forecast reports 
can be used to predict how the data center will perform in the 
future. 

Numerous reports can be generated from the data gathered by 
the monitoring and management system, such as real-time data 
reports for existing conditions; historical reports showing behavior 
with baselines and trends; statistical reports; and analytical reports 
showing asset utilization, performance, and other key indicators. 
In summary, different reports and dashboards translate data into 
information and strategic knowledge. 

Proactive strategies are more desirable than reactive actions. 
Strategies may be undertaken based on what has been learned. 
Results will be measured as the system continues to collect data, 
reflecting the effectiveness of prior actions. This feedback often 
constitutes the basis for new actions [45]. 

3.5. Metrics 

Data centers can be evaluated in comparison to the goals 
established or to similar data centers through the use of different 
metrics, as the performance cannot be understood with the use of 
a single metric [48]. Inconsistencies or variations in measurements 
can produce a false result for a metric, and for that reason, it is very 
important to standardize metrics. After thoroughly reviewing 
existing data center metrics, four areas are identified through 
which data center performance can be measured: efficiency, 
productivity, sustainability, and operations [55]. Table 4 presents 
general concepts for these metrics. 
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Table 4. Performance measurements 

Metric Concept 
Efficiency Due to the high-energy consumption of the data center sector, 

efficiency has been given substantial attention. Efficiency 
indicators show how energy efficient site infrastructure, IT 
equipment, environmental control systems, and other systems 
are. 

Productivity It gives a sense of work accomplished and can be estimated 
through different indicators, such as the ratio of useful work 
completed to energy usage, or useful work completed to the 
cost of the data center. Useful work can be understood as the 
sum of weighted tasks carried out in a period of time, such as 
transactions, amount of information processed, or units of 
production. The weight of each task is allocated depending 
on its importance. 

Sustainability It is defined as development that addresses current needs 
without jeopardizing future generations’ capabilities to 
satisfy their own needs [56]. Measurements for sustainability 
include carbon footprint, the greenhouse gas footprint, and 
the ratio of green energy sources to total energy. 

Operations Measurements gauge how well managed a data center is. This 
must include an analysis of operations, including site 
infrastructure, IT equipment, maintenance, human resources 
training, and security systems, among other factors. 

The process to gather data to calculate metrics can easily be 
automated, as many parameters are updated automatically through 
the monitoring and management system. This allows some key 
indicators to be updated in real time. Other parameters are not 
easily automated. Instead, they derive from audits, human 
observation, evaluation, and analysis, and must be updated if and 
when a process changes. This is the case for some aspects of 
sustainability and operations. In addition, new variables will be 
measured, and new metrics will be created, as needs and 
technologies evolve. 

Data center performance is the basis for designing and 
implementing plans aimed at improving key indicators. Asset 
usage is an important component of performance measurements, 
as it reflects how adequately the different data center assets are 
being used at specific points in time. Improving specific 
performance indicators leads to asset usage optimization. 

3.6. New Tools for Data Analytics 

Considering the large amount of data collected, new tools must 
be developed to help users employ historical and real-time data, 
together with know-how, to undertake assertive actions. Predictive 
modeling enables simulation and forecasting of how a data center 
will perform in the future. As shown in Figure 3, combining real-
time data from the monitoring and management system, know-
how, and new tools (e.g., simulation, modeling, machine/deep 
learning) will lead to predictive analytics for the data center and its 
components. Simulations show how different components could 
perform or fail, allowing more time to evaluate and mitigate 
problems. 

Simulation is an important tool for model validation, and for 
analyzing different scenarios. Models are safer, faster, and more 
affordable than field implementation and testing. Simulations help 
to explore how systems might perform under specific scenarios, 
including disturbances, equipment failure, different layout 
configurations, or specific control strategies. Historical data must 
be used to validate and calibrate the models developed for each 
specific data center. To transform data center predictive 
modeling from probabilistic to physics-based, tools such as 
computational fluid dynamics models for airflow, temperature, 
humidity, and other parameters must be used. Simulations can also 

help to understand how adaptive and resilient a data center is. 
Resiliency can be understood as the ability of a data center and its 
components to adapt existing resources to new situations. 

 
Figure 3: Predictive Analytics 

To recognize new insights or predict future behavior, tools 
such as predictive analytics and machine/deep learning are needed. 
These tools involve algorithms that can learn from and make 
predictions about data without being explicitly programmed. 
Models should be constantly updated with real-time data to make 
predictions based on new realities. These tools lead to planned 
scenarios, rather than emergencies or failures, enabling more 
proactive decision-making. 

3.7. End-to-end Resource Management 

Data center optimization strategies should include all assets - 
power and cooling equipment, and IT equipment resources - to 
support end-to-end resource management. Resource management 
is iterative, enabling data center managers to plan and make 
adjustments. Examples include physical space planning for 
replacing, upgrading, or relocating equipment; detection of unused 
or idle IT equipment; capacity planning; optimization of cooling 
systems; power system optimization; IT resource optimization, 
including servers, storage, and networking equipment; workload 
allocation to control power and environmental parameters; 
workload balance among IT equipment; and virtualization. 
Comprehensive control strategies allow performance optimization. 

4. Data Center Modeling and Control Systems 

With increasing levels of automation in the data center, the role 
of control systems is growing. Data center monitoring systems are 
the main components of any such feedback control system; they 
deliver the required information so the control system can take 
appropriate actions. The control system comprises components or 
processes interconnected to achieve a function with multiple inputs 
and outputs. Optimization is a desirable objective, considering data 
center components are dynamic and change continuously with 
time, or with any other independent parameter. 

From a control systems point of view, the data center can be 
described as a closed loop system with multiple inputs and 
multiple outputs, controllers and actuators, as shown in Figure 4. 
The desired values are generally based on standards, best practices, 
and/or user requirements. The system or process to be controlled 
is the IT equipment in the data center. Various devices and sensors 
are required to measure the variables to be controlled, such as 
power, temperature, humidity, air flow, differential air pressure, 
closure, motion, vibration, and IT equipment resource utilization. 
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The actuator represents infrastructure equipment (e.g., cooling 
system, ventilation, security, fire system) and IT equipment 
resource management (e.g. virtualization, workload transfer, load 
balancing). The actuator will influence the process, and by 
consequence, the associated outputs / controlled parameters. The 
controller, as its name suggests, computes the control signals. The 
multiple outputs / controlled parameters are compared to the 
multiple inputs or desired values. Based on the error signal, or the 
difference between the desired values and the outputs, the 
controller takes corrective actions, affecting the actuators, so that 
the output values track the reference values within a desired 
margin. 

 
Figure 4: Data center feedback control loop block diagram 

Disturbances that can affect the behavior of the processes, 
undesired or unforeseen, should be taken into consideration. 
Feedback is required for adaptive and robust control. Feedback 
control allows corrective action regardless of the disturbance 
sources and decreases the sensitivity of the controlled parameters 
to process changes and other disturbances. 

Each of the different data center components can be modeled 
through a mathematical description using a macro level approach, 
with inputs and outputs. After identifying all the measurements and 
parameters required, the data center monitoring and management 
system must gather all data inputs and outputs from various 
components, from which the key indicators will be calculated. The 
monitoring and management system allows reliable feedback 
control, measuring the controlled variables to adjust the 
manipulated variables; and also enables validation and calibration 
of the proposed models. 

5. Conclusions 

The described data center monitoring and management 
approach allows rapid deployment of a reliable, real-time 
monitoring system to improve operations, to enhance 
performance, and to reduce risk of failures. Using battery operated, 
low-power, wireless sensing devices, and retrieving data directly 
from equipment, information is collected through a non-invasive, 
continuous process. 

Collected data can be used in many ways to make more 
informed decisions, to reduce downtime and cost of operations, to 
improve performance and key indicators, to optimize asset usage, 
to implement more informed actions and strategies, and to develop 
predictive behavior models. Data center professionals must think 
critically to determine what data is needed for each particular case, 
also considering future scenarios. This practice prevents missing 
important measurements and helps to avoid collecting unnecessary 
data. 

Going forward, data center monitoring and management 
systems must include end-to-end resource management, covering 

both the IT equipment and supporting infrastructure. The ability to 
directly access measurements related to power, environment, and 
IT resource utilization opens new windows for optimization. 
Future data centers may avoid full time on-site staff, by relying on 
monitoring and management systems. 
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 Technological tools such as Semantic Web and ontologies have contributed immensely to 
the reduction of most managerial complexities on daily basis. However, most resolved 
complexities are solely dependent on the emerging issues which are not general enough to 
accommodate some specific domain challenges. Temporal scheduling complexities occur 
in several domains including timetabling, but inter-departmental courses allocation on a 
general institutional timetable has not been considered. This poses serious managerial 
concerns and threats to the academic performance of any institution. This paper is aimed 
at formalizing an ontology model for analyzing temporal scheduling complexities in an 
existing schedule and giving optimal possible time scheduling resolutions showing their 
reduction rates for efficient and intelligent knowledge management. Protégé was used in 
modeling the domain ontology described in the resulted ontograf. The semantics of the 
formal ontology model is described based on Allen’s interval temporal relations. The use 
of ontologies make way for easy and intelligent reasoning with knowledge and exposes the 
need for such knowledge management tool to manage the influx of the numerous data.   
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1. Introduction  

This paper is an extension of work originally presented in the 
Future Technologies Conference 2016 [1], where the use of 
ontologies in semantic web was established as an efficient and 
intelligent tool for managing timetabling knowledge [2]. Domain 
specific concepts and some complexities were presented in 
figures 2, 3(a) and 3(b) of the conference paper. The Allen’s 
interval-based temporal relations [3] were considered suitable and 
introduced for inferencing [4] in the sample rules used to describe 
possible resolutions to the highlighted complexities in the 
conference paper. Allen’s interval-based temporal relations were 
introduced to handle time durations and is adapted or reused for 
formal description of time periods for complex knowledge 
management as seen in the timetable domain. However, this paper 
extends works done in the conference paper as it aims at 
formalizing an ontology model for analyzing temporal scheduling 
complexities in an existing schedule and providing optimal 
possible time scheduling resolutions showing their reduction rate 
for efficient and intelligent knowledge management.  

In recent years, the explicit formal specifications of terms in 
any given domain and relations among them have gradually 
moved from the realm of Artificial Intelligence (AI) laboratories 
to the desktops of domain experts. The representation of domain 
concepts in structural ways - definition of concepts (classes and 
properties) and mapping the relationships among the defined 
concepts, form the basis of Ontology [5]. From the computer 
science perspective, it is a formal naming and definition of the 
types, properties, and interrelationship of the entities that really or 
fundamentally exist for a particular domain of discourse [6] [7]. 
For example, in a lecture timetable domain, courses, timeslots, 
students, lecturers, venues and lectures are some of the concepts 
from which the timetabling application domain can be described. 
These concepts and their meanings together constitute ontology 
for timetable and can be used as common knowledge for 
communication among educational stakeholders and provides 
information for the development of a timetable information 
system. 

Ontologies exist in diverse forms - lexicons, dictionaries, 
thesauri, and logical models described in languages such as first 
order logic (FOL). Lexicons provide standard lists of words 
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(vocabulary) in a language with corresponding knowledge of how 
each word is used.  Hence a lexicon can be seen as an index for 
mapping written form of a word with the information about that 
word [8]. Dictionaries can be organized to form hierarchies- 
taxonomies, meronomies, mereologies and merons, according to 
specific relations. Related terms, linguistics objects are added to 
any given collection of terms through thesauri. Ontologies 
provide standardization of the terms used to represent knowledge 
about a domain in any of these forms. They can as well support 
inference with FOL or its subset, by deriving new facts from a 
collection of facts and enforcement of consistency. It also allows 
for sharing common understanding of the structure of information 
among people or software agent; reuse of domain knowledge; 
making domain assumption explicit; separating domain 
knowledge from operational knowledge; and analyzing domain 
knowledge. These considerations are clearly useful for knowledge 
management, especially when large amounts of knowledge are 
being processed. Ontology is increasingly used in various fields 
such as Knowledge Engineering, Artificial Intelligence(AI) and 
computer science, in applications related to knowledge 
management (KM), natural language processing.   

KM involves the acquisition, creation, use, representation, 
organization and advancement of knowledge in its many forms. As 
a requirement for effective KM, an understanding of how 
individuals, groups and organizations use knowledge is needed. 
One major aspect of an organization that require effective 
management of knowledge is timetable scheduling. This is because 
an organization’s general timetable exhibit different levels of 
temporal scheduling complexities depending on the available 
resources. The threats posed by these complexities ranges from 
poor organization performance as seen in the domain of discourse 
(poor academic performance). Knowledge management is thereby 
required in attempt to reduce these complexities.  Automation of 
timetabling process as seen in existing systems [9] [10] [11] does 
not resolve these complexities. This paper demonstrates the 
application of ontologies in timetable KM. It is aimed at analyzing 
any existing temporal schedule to discover all complexities and 
providing possible temporal schedules with reduced complexities 
(in time and space requirement) that tends towards optimality. This 
is achieved by utilizing Allen’s temporal interval relations 
described in the following sections and evaluating the resulting 
optimal temporal schedule for proof and the need for adoption. 

2. Formal Ontologies and Temporal Interval Relations 

The time ontology has been considered by several authors 
with unique contributions to issues relating to temporal (time) 
representation and reasoning among others. Hobbs and Pan [12] 
considered temporal relations (TR) involving two subclasses of 
time— time instant and time interval. Allen’s interval relations 
[13, 3] centers on various time intervals and possible reasoning 
involving co-operating concepts. As proposed by Allen [3], a 
framework for temporal reasoning, and all the relations proposed 
dealt with the directionality of time. In his proposal, intervals are 
the only temporal primitives in the temporal logic. Allen aimed at 
illustrating natural language sentences and to represent plans. To 

achieve the thirteen (13) basic relations between time intervals, 
with six of the intervals being the inverse of the other six: before, 
after, finishes, finished-by, overlaps, overlapped-by, starts, 
started- by, during, contains, meets, met-by and equal [3]. The 
basic interval temporal relations (Figure 1). These temporal 
relations depict and relate the actions and plans described in this 
paper.   

 

 
Figure 1: Allen’s interval based temporal relations 

 
This paper is targeted at formalizing the basic temporal 

ontology model for reasoning and inference towards an optimal 
time scheduling, after an analysis of an existing timetable to 
unravel all the complexities and evaluating feasible solutions 
towards achieving optimality. An illustration of how moment and 
point works on interval-based temporal logic is given in “moment 
and point in an interval based temporal logic”. Moment is a non-
decomposable period where the time is corresponding to 
instantaneous events while a point (a zero duration time) is where 
reasoning about the beginning and ending of event do arises. The 
axiomatization of the stated theory of time was done in terms of 
the simple relationship “meets” and subsumes the interval-based 
theory proposed in [3] thereby extending the theory to point-like 
time periods.  
 
3. Timetabling Complexities 

Timetable analysis reveals the major concepts - departments, 
timeslots, courses, students, venue and lecturers as objects 
responsible for complexities in timetable implementations. Three 
categories of courses exist in any typical higher institution; 
departmental, faculty-based and university-based courses. This 
paper considers the complexities arising from their inter-
dependencies in scheduling the intra-departmental and inter-
departmental (faculty-based and university-based) courses. 
Amongst other timetabling competency questions, are the 
following in the optimization of the general temporal scheduling 
ontology. They include: 

http://www.astesj.com/


P. U. Usip et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1585-1591 (2017) 

www.astesj.com     1587 

i. Is the course offered by other departments, other than the host 
department? 

ii. Are other courses for the same level in all cooperating 
departments allocated to the same time? 

iii. Are students in higher levels in the cooperating departments 
also offering the course? 

iv. Is the course lecturer teaching another course allocated at the 
same time? 

v. Is the venue for course far apart from venue of the preceding 
or succeeding courses (courses before or after)? That is, are 
the respective venue for teaching the courses on different 
campuses? or are they within the same campus but widely 
separated? 

 Each of these concepts has peculiar attributes. These concepts 
relate in diverse ways and some of the relations exist in reverse 
form. The relations include owns, has, can-be, offers, teaches, 
holds-in, lectures-in, and are-assigned-to. In consideration of the 
fact that most resources of the university (such as lecturer, venue, 
and courses) are shared and in some other cases limited, 
departments compete for these resources. A university has a given 
number of programmes running on specified number of campuses. 
Campuses or lecture venues widely separated far apart from each 
other will exhibit a high level of complexity with numerous inter-
dependencies. A sample model in fig. 1 with the departmental 
general timetable ontology for each department was described in 
[1] and shown in the resulting ontograf (Figure 2) from protégé. 
Almost all the components of the ontology are shared, making it 
needful for interoperability amongst relating departments. An 
attempt to link the ontologies for all the relating departments will 
make the resulting ontology cumbersome and more complicated 
largely because components of the ontology are not owned by a 
department, the number of inter-dependencies will generate some 
form of conflict of interest. 
 

 
 

Figure 2: An Ontograf of a Departmental Timetable Ontology  

 Suppose course ci is to be taught by lecturer Ll, scheduled to 
hold at venue v1 at time ti and another course cj to be taught be the 
same lecturer Ll at same time ti in another venue v2, exposes some 
form of complexities. Again, suppose ci and cj are both scheduled 
to hold at v1 at the same time ti bring to bear another level of 
complexity that is predominant in the domain. That is a groups of 
students offering a particular course holding at time t1 at campus 
U1, and also offering another course cj holding at time t2 at campus 
U2, where time t1 meets time t2. The meeting time does not give 

allowance for the participating students to travel from campus U1 
to campus U2 (or from venue vi to venue v2 with campus Ui). A 
general model of these complexities is shown in Figure 3.  
 
 A view of the various complexities based on the Allen’s 
interval relations results in the following temporal complexity 
types: overlapping time (which also includes starts, ends and 
during relations) for courses taught by same lecturers and offered 
by same level of students.  Meeting time complexity also results 
for courses offered by inter campus students. Other complexity 
types, not handled in this paper, include venue-clash and carrying 
capacity check.  

 
Figure 3: A course allocation complexity model 

where d is the department’s code, l is the level of students, t 
represents the timeslot, s is the lecturer, r the room number while 
U is the campus. i,j,n,m>0 are instances of the various objects 

From the general course allocation complexity model in 
Figure 3, several levels of complexity are defined to include:  

• Departmental Complexity (Regular) 
• Departmental Complexity (Carryover) 
• Faculty-Based (Inter-Departmental) Complexity 

(Regular) 
• Faculty-Based (Inter-Departmental) Complexity 

(carryover) 
• Inter-Faculty/Same Campus Complexities (Regular) 
• Inter-Faculty/Same Campus Complexities (Carryover) 
• Inter-Faculty/Inter-Campus Complexities  

A generalized timetable ontology will expand the 
departmental timetable ontology is obtained from a mapped 
departmental timetable ontology as modeled in [1].  This require 
the mapping of domain resources ranging from, past results, 
course registration list, departmental brochure for details of all 
level courses and lecturers, campus location (or distance apart), 
etc. 

Table 1 gives a justification of complexities in all the cases 
in consideration and the possible resolution based on interval 
temporal relations. 

4. System Framework 

Figure 4 gives the architecture of the proposed Ontology-
Based Temporal Scheduling Framework showing the relevant 
components for the achievement of its set goal of producing an 
optimal time schedule.  

http://www.astesj.com/


P. U. Usip et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1585-1591 (2017) 

www.astesj.com     1588 

Table 1: Complexity description by type and possible time scheduling resolution 
 

Case 
number 

Case description Complexity 
type 

Resolution 

   1. Carryover 
/repeating students 
in the host 
department. 

Overlappin
g- Time 

If carryover students are 
offering course ci at time t1, then 
time t2 for course cj (time for 
their level course should not 
overlap). 

2. Carryover / 
repeating 
students in the 
serviced 
department. 

Overlappin
g- Time 

If carryover students are 
offering course ci at time t1, then 
time t2 for course cj (time for 
their level course should not 
overlap). 

3. Regular students 
(students at that 
level) in the 
services 
department. 

Meeting-
Time 

If course ci is scheduled at time 
t1 in campus U1, (for e.g 10-12) 
and course cj  is also scheduled 
at time t2 in campus U2, where 
the end-time of course1 ci meets 
with the start-time of course cj, 
the course should be 
rescheduled. 

4. Assigning the 
same lecturer to 
teach at different 
campuses, 
without giving 
sufficient time 
interval. 

 
Meeting-
Time 

A lecturer assigned for course c1 
at time t1 in campus U1, and also 
assigned for course cj at time t2 
in campus U2, where the end-
time of course ci meets with the 
start-time of course cj, should be 
rescheduled. 

5. students at same 
level and 
carryover/repeate
rs student in the 
services 
department. 

 
Starts/ 
Finishes 

If course ci and course cj  are of 
different department, then 
course cj  should not start at the 
same time with course1 and 
finishes after course ci 

6. Students in their 
regular year of 
studies and 
carryover student 
of different 
department, but 
the same faculty.  

During If course ci and course cj are of 
different department , di and dj  
respectively, but of the same 
faculty, then course ci should not 
hold during  course cj 

7. Students (both 
regular students 
and carryover 
student) at 
another campus, 
offering a course 
holding at a 
different campus. 

Location 
Campus 
location  
(distance 
apart) 

If course  ci is scheduled for time 
t1 in campus U1, and course cj  is 
also scheduled for time t2 in 
campus U2, then time t1 should 
not meet t2 

8. The class size 
and the carrying 
capacity of the 
lecture venue. 

Space  
(carrying 
capacity)  

If the number of students 
offering course ci is greater than 
the venue assigned, then course 
ci should be re-scheduled for a 
bigger venue. 

     

 
 

Figure 4: Architecture of the Proposed Ontology-Based Time Scheduling System 

The major components of the system as depicted in Figure 4, 
are described as follows: 

(i)  Universe of Discourse: the universe of discourse where the 
domain knowledge under consideration is obtained. It 
consists of all the domain concepts — courses, venues, 
universities, timeslots, lecturers, students, students’ status, 
departments, faculties, levels, campuses, locations, timetable 
and other aspects of the timetabling domain 
 

(ii)  Fact Database: this includes the values and instances of the 
domain concepts, the resources, relations and a mapping of 
facts to concepts and resources. It also has the hard and soft 
constraints. 
 

(iii) Time Ontology; this component stores the domain specific 
rule (owns, has, offers etc.) which will be considered while 
mapping the resources. 
 

(iv) Allocation Reasoner: this is where reasoning and inferencing 
take place based on the Allen's interval-based temporal 
relations. The sets of rules arising from the competency 
questions and some already established constraints, are also 
part of this component. the Allocation Reasoner works in 
collaboration with the domain specific rules. 
 

(v) Ontology Evaluation Approach: Criteria from the gold or 
golden ontology evaluation standard helps in assessing the set 
of feasibilities obtained from the Allocation Reasoner 
towards optimality of the timetable. 
 

(vi) Optimal Time Schedule: This gives the resulting possible 
time schedule showing the resolutions made towards 
optimality. 

To manage the complexities called for the optimized general 
time schedule with an allocation reasoner with interval-based 
temporal relations operating in-between the cooperating 
departmental timetable ontologies. Shared components of the 
optimized general timetable ontology. The interval-based 
temporal relations/rules serve as the instrument for managing the 
identified complexities in the timetabling system. With the 
interval-based temporal relation allocation of courses to venues, 
allocation of courses to timeslots (time duration), and assignment 
of lecturers to courses/venues are efficiently done. 

4.1 Proposed Complexity Reduction Rules  

From competency questions (i) to (v) identified in section 3.0, 
rules R1 to R12 addresses the complexities as well as adopting the 
Allen’s interval relations in the proposed resolutions. It is 
assumed that all departments within the same faculties are 
domicile in the same geo-location: 

R1: IF student of department di offers course ci AND 
department di NOT owns course ci THEN time t1 for course 
ci NOT overlaps time t2 for course cj in department d2. 

R2: IF course ci holds at time t1 and course cj holds at time t2 
AND t1 equals t2 AND students offer ci and cj THEN t1 and 
t2 overlaps. 
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R3: IF course ci holds at time t1 and course cj holds at time t2 
AND time t1 is during time t2 AND students offer course 
ci and course cj THEN t1 and t2 overlaps. 

R4: IF course ci holds at time t1 and course cj holds at time t2 
AND t1 starts with t2 AND students offer ci and cj THEN 
t1 and t2 overlaps. 

R5: IF course ci holds at t1 and course cj holds at time c2 AND 
t1 finishes at t2 AND students offer ci and cj THEN t1 and 
t2 overlaps. 

R6: IF ci and cj belongs to the same department, d1, THEN 
scheduled cj to ti AND cj to tj such that ti ≠ tj (NOT 
overlaps). 

R7: IF ci and cj are of different department, di and dj 
respectively, but of the same faculty, THEN time for ci 
should NOT overlaps with cj or ci NOT during cj. 

R8: IF ti for ci and t2 for cj meets, THEN tj for cj will be changed 
and scheduled for another time (NOT meets) 

R9: IF ci and cj are courses of different faculty, THEN their 
time NOT meets and NOT overlaps 

R10: IF time for ci and cj are equals AND venue assigned for ci 
is the same venue assigned for cj, THEN (ci OR cj ) should 
be rescheduled for different time. 

R11: IF time for ci and cj are equals or meets, AND the lecturer 
assigned for ci in campus U1 is also assigned for cj in U2 
within the time interval of one hour, THEN cj should be re-
scheduled for another time. 

R12: IF ci is scheduled for ti in U1 AND cj scheduled for tj in U2 
THEN ti NOT meets tj. 

R13: IF carryover/repeating students are offering ci scheduled 
for time ti THEN tj, time for their level course, cj NOT 
overlaps ti. 

R14: IF ci in campus U1 and course cj in U2, THEN time ti for ci 
and tj for cj NOT meets or NOT overlaps. 

R15: IF number of students offering ci is greater than the venue 
carrying capacity, THEN re-schedule ci. 

Formally expressing the above rules in FOL results in 
axioms A1 to A15. Recalling from the conceptualization of the 
domain concepts: student, lecturer, time, venue and campus 
with domain-specific relations: owns, has, offers, holds and 
teaches does not resolve time scheduling complexities when 
considering inter-departmental course allocation. This called for 
the adoption of the Allen’s interval relations which includes 
temporal relations such as overlaps. meets, equals, during and 
their negations for a more explicit representation. Axioms A1 to 
A15 constitute the core of the ontology reasoner that results in the 
optimal time scheduling process.  

A1: ∀Student, Course1, Time1, Dept1 ∃ Course2, Time2, Dept2. 
offers(Student, Course1) ∧ owns(Dept1, Course1) 
 ∧ offers(Student, Course2)∧ owns(Dept2,Course2)  
⇒ cooperates(Dept1, Host,Dept2, Serviced). 

A2: ∀Student, Course1, Time1,Course2, Time2. 
holds(Course1, Time1) ∧ holds(Course2, Time2) ∧ 
equals(Time1, Time2) ∧ offers(Student, Course1) ∧ 
offers(Student, Course2) ⇒ overlaps(Time1, Time2). 

A3: ∀Student, Course1, Time1, Course2, Time2. 
holds(Course1, Time1) ∧ holds(Course2, Time2) ∧ 
during(Time1, Time2) ∧offers(Student, Course1) ∧ 
offers(Student, Course2) ⇒ overlaps(Time1, Time2). 

A4: ∀Student, Course1, Time1, Course2, Time2. 
holds(Course1, Time1) ∧ holds(Course2, Time2) ∧ 
starts(Time1, Time2) ∧offers(Student, Course1) ∧ 
offers(Student, Course2)⇒ overlaps(Time1, Time2). 

A5: ∀Student, Course1, Time1, Course2, Time2. 
holds(Course1, Time1) ∧ holds(Course2, Time2) ∧ 
finishes(Time1, Time2) ∧offers(Student, Course1) ∧ 
offers(Student, Course2) ⇒ overlaps(Time1, Time2). 

A6: ∀ Course1, Time1, Dept1,Course2, Time2. 
owns(Dept1, Course1) ∧owns(Dept1, Course2) 
∧holds(Course1, Time1) ∧ holds(Course2, Time2) 
∧equals(Time1, Time2) ∧equals(Level1, Level2) 
⇒ ¬overlaps(Time1, Time2). 

A7: ∀ Course1, Time1, Dept1, Fac1, Course2, Time2, Dept2. Fac2. 
owns(Dept1, Fac1, Course1) ∧owns(Dept2, Fac2, Course2)  
⇒ ¬overlaps(Time1,Time2) ∨ ¬during(holds(Course1, 
Course2)) . 

A8: ∀ Course1, Time1, Course2, Time2, ∃ t. 
holds(Course1, Time1) ∧holds(Course2, Time2) ∧ 
finishes(Time1, t)∧ starts(Time2, t) ⇒ meets(Time1, Time2). 

A9: ∀ Course1, Time1, Dept1, Fac1, Course2, Time2, Dept2. Fac2. 
owns(Dept1, Fac1, Course1) ∧owns(Dept2, Fac2, Course2) 
∧¬ equals (Fac1, Fac2)  
⇒ ¬meets(Time1, Time2)∧¬overlaps(Time1, Time2). 

A10: ∀ Course1, Time1, Venue1, Course2, Time2, Venue2. 
holds(Course1, Time1) ∧holds(Course2, Time2) ∧equals 
(Venue1, Venue2) ⇒ ¬equals(Time1, Time2). 

A11: ∀ Course1, Time1, Let, Camp1, Course2, Time2, Camp2. 
holds(Course1, Time1, Camp1) ∧holds(Course2, Time2, 
Camp2) ∧equals (Time1, Time2)∧equals (Camp1, Camp2) 
∧teaches (Let, Camp1)∧teaches (Let, Camp2) 
⇒ ¬overlaps (Time1, Time2)∨¬meets (Time1, Time2) 

A12: ∀ Course1, Time1, Camp1, Course2, Time2, Camp2. 
holds(Course1, Time1, Camp1) ∧holds(Course2, Time2, 
Camp2) ∧equals (Time1, Time2)∧ equals (Camp1, Camp2) 
⇒ ¬ meets (Time1, Time2) 

A13: ∀Student, Course1, Time1, Dept1, Course2, Time2. 
offers(Student, Course1, Time1) ∧offers(Student, Course2, 
Time2) ∧owns(Dept1, Course1) ∧ equals(Time1, Time2) ∧ 
equals(Level1, Level2) ⇒ ¬overlaps(Time1, Time2). 

A14: ∀Student, Course1, Time1, Dept1, Course2, Time2. 
offers(Student, Course2, Course2) ∧ holds(Course1, Camp1) ∧ 
holds(Course2, Camp2) ⇒ ¬meets(Time1, Time2)¬ overlaps 
(Time1, Time2). 
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A15: ∀Student, Course1,Venue1, Time1, nos, ∃ Venue2, ccap. 
offers(Student, Course1, Venue1) ∧ holds(Course1, Venue1, 
Time1) ∧ (nos > ccap) ⇒ holds(Course1, Venue2) 

4.2 Weighting of Complexities 

The severity levels of complexities are denoted by 0%, 50% 
70% and 100% respectively based on the sources of complexity 
(time, space and location). 

1. Overlapping Time: 

Overlapping time complexities includes five relations in 
Allen’s Interval-based Temporal Relations: starts, finishes, 
overlaps, during and equals. In this paper, these five temporal 
relations are classified into two levels of complexities namely 
complete and partial. Complete overlap occurs if two or more 
courses offered by a group of Students begins and ends at the same 
time (Equals Relation – See Table 2) or the Start and End times 
of these course is within the start and end time of cj (During 
Relation – See Table 3), then a complete overlap of weight 100% 
has occurred. However, the During relation will not apply in this 
domain since the university system does not have 4-hour lecture 
period. For example, instances of equals and during relations are 
given in Tables 2 and 3 respectively.  

 
Table 2: equals Relation 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00–12:00 
NOON 

ci   
cj   

 

Table 3: during Relation 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00– 12:00 
NOON 

ci 
 cj  

 

A partial overlap is described using Allen’s Interval-based 
Temporal Relations as follows; overlaps, starts and finishes 
shown in Tables 4, 5 and 6 respectively. These relations under 
partial overlap are assigned a complexity of 50%. Examples of 
partial overlaps are given in Tables 4, 5 and 6 

 

Table 4: overlaps Relation 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00– 12:00 
NOON 

ci   
 cj  

 

Table 5: starts Relation 

8:00 – 9:00 
AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00–12:00 
NOON 

ci   
cj    

 

Table 6: finishes Relation 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00– 12:00 
NOON 

ci   
 cj   

In the resolved overlap, the desired Allen’s interval-based 
temporal relation for the resolution of overlapping time 
complexity is before in Table 7 and Table 8. When course ci is 
before course cj a 0% complexity is recorded. 

 

Table 7:  before Relation (A) 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00– 12:00 
NOON 

ci   
  cj 

 

Table 8: before Relation (B) 

8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00– 12:00 
NOON 

ci   
   cj 

 

2. Meeting Time Complexity 
If courses ci and cj hold in geographically dispersed Venues (RnUm, 
Rn+1Um+1) and it takes a student time tn to move from venue RnUm 
to Rn+1Um+1, there exist a time complexity if course cj starts 
immediately course ci ends as shown in Table 9.  

Table 9: Meeting Time Complexity (100%) 

 8:00 – 
9:00 AM 

9:00 – 10:00 
AM 

10:00 – 
11:00 AM 

11:00 – 12:00 
NOON 

    
ci   

  cj 
The 70% is for time to reach the venue and 100% is if there is 
additional time for the student to settle in the class before the 
actual lecture start time, an additional 30% weight is added. A 70% 
and a 100% resolution of the Meeting time complexity is as shown 
in Tables 10 and 11 

 

Table 10: 70% Resolved Meeting Time Complexity 

8:00 – 9:00 
AM 

9:00 – 10:00 
AM 

10:00 – 11:00 
AM 

11:00 – 12:00 
NOON 

ci   
   cj 

 
Table 11: 100% Resolved Meeting Time Complexity 

8:00 – 9:00 
AM 

9:00 – 10:00 
AM 

10:00 – 11:00 
AM 

11:00 – 12:00 
NOON 

ci    
   cj 

 
5. Implementation Results and Discussions 

The timetable showing schedules for two departments 
located at different campuses are used for the implementation of 
the proposed system.  

These two departments offer common courses — CSC 211, 
STA 211, CSC 111. The natures of complexity are (meeting and 
overlapping times) clearly. Analysis of existing system shows the 
course under study, CSC 211 with Geo-informatics students in 
300 level, who may be carrying over the course. It also handles 
the distance apart between the two campuses, being the venue for 
these two courses. Another case considers a complete overlap 
where CSC 211 and STA 211 from two different departments at 
two different venues, though in the same campus. Here, students 
of both departments are offering CSC 211. The analysis of these 
complexity levels with given assigned weights on the identified 
complexities is as shown in Table 12. 
 

Table 12: Complexity weights of the existing time schedules 

Case No Complexity Type Complexity Weight (%) 
1 Meeting Time 100 
2. Overlapping Time 

(equals) 
100 
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Figure. 5: Active Resolution of Meeting Time Complexity. 
 
5.1 Resolutions with proposed Time Scheduling system  

To resolve the time schedules, the complexity weights of the 
two cases should be 30% and 0% for meeting time and 
overlapping time respectively. The screen shots in Figure 5 gives 
the resolution of the meeting time complexity for the scheduled 
GEO 211 and CSC 211. The screen shot also shows a prompt to 
reschedule the STA 212 course as shown on the white pop-up 
window.  That is the overlapping time complexity resolution, 
where the prompt calls for the relocation of the statistics (STA) 
course resulted. This is because CSC 211 is offered by many other 
departments, thereby having increased level of inter-dependency 
than the STA 212 course. 
 
6. Conclusion 

The proposed optimized time scheduling system analyzes 
any given existing time schedule and identifies the complexity 
types in existence. It provides the users the window to reschedule 
any time with identified complexity to obtain an optimized time 
schedule as shown in this paper. The rules in the reasoner are 
based on Allen’s interval-based temporal relations as well the 
domain specific relations. Knowledge management as seen in the 
university timetabling complexities is possible with the mapping 
of the departmental timetable ontologies shown in the ontograf 
with all other required resources in the databases of fact. As a 
further work, the formal model that describes how the embedded 
semantics in the given rules are used for inferencing will be 
implemented on the ontology. 
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 Radiation hardened devices are mostly extremely expensive. The continuously downscaling 
of microelectronic structures and the unavoidable presence of particle radiation on ground 
and in space leads to unwanted failures in electronic devices. Furthermore it is expected 
that in the next few years around 8000 new satellites will be launched around the world. 
Due to the enormous increasing need for Rad-Hard devices, there will be more focus on 
Commercial Of The Shelf (COTS) devices, which costs are lower. Also nowadays 
microelectronics for automotive systems are tested to withstand radiation especially SEU-
single event upsets. It is clear that SEU cannot be ignored anymore especially in the 
application of unmanned autonomous vehicles and systems. Reliability testing is expensive 
and extremely time consuming. The use of COTS-Commercials of the shelf is the ultimate 
goal to reach. In this paper, an overview of radiation effects on different CMOS 
technologies used in COTS devices is given. These effects can be considered while selecting 
different functional equivalent COTS devices implemented with different technologies. 
Moreover, an overview of software techniques used in programmable commercial devices 
to reduce the radiation effects is also described. 
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1. Introduction 

This paper is an extension of work originally presented at the 
SMTA Pan Pacific Symposium [1].  

It is well known, that CMOS components are radiation 
sensitive and mostly have a variability concerning radiation 
response. The most commercial devices can withstand doses in the 
order of 5-10 krad and a minority can survive up to 100 krad [2]. 
To identify the more Rad-Hard Components radiation tests are 
needed. To get information about the radiation response especially 
single event upsets (SEU), the influences of the technology node, 
metallization scheme, new materials as well as package and 
shielding materials have to be investigated and evaluated. It has to 
be said, that concerning packaging materials, design and 
technology many steps were taken to avoid radiation sensitivity. 

The procurement of COTS parts for use in a radiation 
environment is a problem. Technically the same components are 
produced in different foundries of the companies. A product can 

be changes without the knowledge of the consumer if the datasheet 
is not affected. 

Ideally, the purchaser would like to have a homogeneous 
quantity for the purchase of several components, which originate 
from the same process line produced simultaneously. Then the 
characterization of the radiation behavior of a small sample of parts 
is representative for the whole lot. In cases where the contract 
volume is interesting for the trader or manufacturer, it may be 
possible to negotiate a better traceability with the manufacturer / 
trader. Another possibility is the use of qualified automotive 
components for space applications. Here the problem is that air and 
space applications have almost smaller quantities compared to 
automotive and the manufacturers only deliver big quantities.  

The increase of high integration of chip and package influences 
the costs and the time-to-market in parts negatively. The system 
complexity results in integration of analog and digital components 
on a single chip and the use of new packaging concepts. 

The environment as well as new materials like Pb-free solder 
or Platinum as metallization material, the use of organic materials 
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and new dielectrics influence the reliability and quality of the 
devices and systems and can yield, in the worst case, to a complete 
re-design (Figure 1). 

 
Figure 1. Reliability, quality and layout dependence of some physical failures in 

the devices and components. 

In this paper several considerations about radiation effects are 
given in Section 2. After the description of the different CMOS 
related failures and a discussion of the different technology and 
materials, some simulation ideas will also be considered in the 
frame of high temperature application. Furthermore migration 
effects resulting from harsh conditions are discussed. Looking to 
ultra-scaled memories, it is found that the sensitivity against 
radiation is directly coupled with the reduction of the size and the 
distance between two circuits. This leads directly to a reduction of 
the critical charge which can induce a bit flip [3]. Then section 3 
introduces different methods used in programmable COTS devices 
to reduce or mitigate the harsh condition effects. Finally this paper 
is concluded in Section 4. 

2. Technology Node and Material 

The quantity of products from the different technology nodes 
is shown in Figure 2. It is found, that a big portion of the products 
is still manufactured in 180 nm and 130nm technology node [4]. 

 
Figure 2. Quantity of products in (%) of the different technology nodes. 

Generally the number of the materials used in the Front-End 
manufacturing of the devices is in the two-digit range. Every 
material and processing step can have more or less influence on 
the radiation sensitivity of the device. A look on the semiconductor 

processing as well as the materials and the packaging for the 
technology nodes beyond the 65nm node is necessary caused by 
the fact that materials etc. change. In the 22nm technology node 
with Hafnium as gate material new possible radiation risks may 
occur. 174Hf is an alpha particle emitter. Materials used in the 
semiconductor industry with their natural occurrence are shown in 
Table 1. An investigation of SEU related to these materials shows 
that due to the high half-life there should not be a problem. 
However, due to the ultra-high integration the portion of these 
material increases drastically and therefor an SEU risk cannot be 
excluded anymore. 

Table 1. Alpha-Emitter with half-live and natural occurrence. 

Alpha Emitter Half-live (a) Natural 
occurrence [%] 

174Hf 2.0 x 1015 0.162 
152Gd 1.08 x 1014 0.2 
144Nd 2.29 x 1015 23.8 
148Sm 7.0 x 1015 11.3 
147Sm 1.06 x 1011 15.0 
90Pt 6.5 x 1011 0.01 

2.1. Alpha Particles and Packaging 

The emissivity of alpha particles in the different package 
materials are given in Table 2 [4-8]. Especially in Flip-Chip 
applications the emissivity’s as well as the range in the materials 
are important. The highest emissivity is found in Pb based solder 
followed by Sn based solder material.  

 

 
Figure 3. Schematic view of the interaction between particles emitted from the 

solder with the transistor level. 

In Figure 3 the interaction between particles emitted from the 
solder with the transistor level is shown schematically. The risk for 
alpha emission from the Sn is not eliminated due to the fact that 
trace contamination of Pb in Sn occurs which cannot eliminated 
easily [9]. 
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Table 2. Emissivity (α/cm²-hr) of different materials. 

Material Emissivity (α/cm²-hr) 
Mold Compound 0.024 < 0.002 
Underfill Flip Chip Pb 0.004 0.0007 
Eutectic Pb based Solder 7300 < 0.0009 
DIP Leadframe 0.00677 
Alloy 42 (Hitachi) 8 
Au-plated Alloy 42 4 
Sn  >1000  <1 
AlSiC (Lanxide) 215 
ZIP Leadframe 0.00258 
256K DIP 0.00124 
64K DIP 0.00109 
Metal package lid 0.030 
Ceramic package lid 3.10 
Plastic (Epoxy) 0.00080 
Ceramic DIP 0.03230 
Ceramic LCC 0.02530 

With concern to alpha particle induced SEU several conditions 
must be fulfilled so that an alpha particle causes a soft error. These 
are:  

• An alpha particle-emitting radioisotope must be present in 
the packaging material and at a distance within 50μm. 

• The alpha particle must be emitted in the direct direction to 
the active layer. 

• The alpha particle must have enough energy or exceed the 
critical charge in order to influence the active layer in such 
a way that a bit flip occurs. 

Alternatively, the influence of the alpha particles can be 
eliminated by: 

• a better design, i.e. more distance to the active layer 

• shielding material such as die coatings or thin polyimide 
films 

• the choice of Ultra-Low-Alpha housing materials 

There are different package categories defined related to 
radiation. The categories are given in Table 3 [10]. 

Table 3. Categories of the different packages related to radiation. 

Category Emissivity (α/cm²-hr) 
Standard 10 – 0.01 

Low-alpha (LA) < 0.01 
Ultra-low-alpha (ULA) < 0.001 
Hyper-low-alpha (HLA) < 0.0005 

2.2. CMOS Related Failure Mechanism 

The following error mechanisms can be distinguished in 
CMOS devices: 

• SEU: Single Event Upset as a singular event temporarily 
interfering with the system, e.g. wrong calculation 
information or a bit flip in a memory. If the bit is corrected, 
the system continues to operate normally. 

• SEFI: Single Event Functional Interrupts occurring in 
control loops and bringing the system to an undefined state, 
a test mode, or a standstill that should be reset by a reset. 

• SEL: In a single-event latch-up of a parasitic PNPN 
structure, a high-energy particle can cause a short between 
two transistors. This remains as long as the system is 
connected to the power supply. If the current is switched 
off and the system is restarted, the SEL is over. The energy 
for an SEL at the processor is 80 MeV/cm²/mg and in the 
CMOS-RAM 50 MeV/cm²/mg. 

• SET: A single-event transient is a high-energy particle that 
induces a surge current that travels through the circuit and 
can disturb the module in a manner similar to an 
electrostatic discharge (ESD). 

• Single event snapback, which can occur similarly to the 
SEL but does not require a PNPN structure. 

• TID total ionizing can as a long-term impact on CMOS 
chips by trapping holes near the boundary layer between 
the dielectric (SiO2) and silicon. 

2.3. Simulation of Iteration 

A precise prediction of the radiation response in the new 
technologies and circuits is crucial to ensure a trouble-free 
operation. Simulation may support this and help to reduce the costs 
in terms of stress tests. Three dimensional physical simulations of 
ionizing radiation effects in the semiconductor structure, which are 
coupled to an external circuit simulator are one way to do so [11]. 

The reaction on a radiation event is in technology nodes 
beyond 100nm closely related to the structure of the device caused 
by the presence of interconnects, bias, and different metallization 
layers affecting the performance [11-13]. 

A physical-based modeling approach that includes detailed 
high-energy physics-based simulations of nuclear reactions 
coupled with advanced component and circuit simulators is a need 
here. With tools such as e.g. GEANT4, a refinement of TCAD 
simulations with e.g. SILVACO can be done. Approaches to this 
are described in [14, 15]. 

GEANT4 is an on C++ based open source software package 
composed of tools that can be used to simulate the interaction of 
particles with matter. This software package was developed at 
CERN. The calculation of decay, track, energy of the particles, 
elastic and inelastic bumps etc. is possible. Furthermore beside 
NIST (National Institute of Standards) materials user materials can 
be defined. 

A Monte Carlo simulation using GEANT4 to determine the 
path of the particles through the transistor as well as the deposited 
energy was carried out. This data was then used to determine the 
generation rate for electron hole pairs (3.6 eV) and the radial 
distribution. The radial distribution is energy-dependent and 
complex analytical models can be used for their determination 
[16]. In the following simulation with the TCAD Tool SILVACO, 
the resulting characteristics can then be determined. In Figure 4 the 
simulation flow in terms of radiation using GEANT4 and 
SILVACO TCAD is shown. 

It has to be remarked that GEANT4 is highly complex and 
requires a long training period and knowledge about the physics 

http://www.astesj.com/


K. W. Zaage et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1592-1598 (2017) 

www.astesj.com     1595 

and coupling. All user interfaces have to be programmed for the 
special needed cases. This makes it’s use for a fast application 
uncomfortable.  

Figure 4. Simulation flow in terms of radiation. 

2.4. Multilevel Metallization for Harsh Application 

In CMOS devices used under harsh temperature environment 
tungsten metallization is used. To determine the reaction of the 
tungsten metallization layer on neutron radiation a metallization 
scheme was modeled (Figure 5). A B-doped active layer with a 
thickness of 100nm followed by a 500nm SiO2 including a 
Tungsten interconnect was positioned on the silicon substrate. The 
thickness of the first two Tungsten metallization and the dielectric 
was set to 500nm as well. The third level was set to 750nm 
followed by 2µm Aluminum power line covered with SiO2 
passivation. 

Figure 5. Model in GEANT4 with tungsten metallization and aluminum power 
line. 

In Figure 6 the reaction after neutron radiation is shown. It was 
found that a lot of reactions occur in the Tungsten interconnects. 
This corresponds to observations in [17]. 

Under high temperature exposure coupled with high voltage or 
current, beside radiation effects migration effects also play an 
important rule. Depending on the stress conditions 
electromigration (EM) or stress migration (SM) are the main 
driving forces for these failures. 

In the case of migration in metallization electro- and stress 
migration are the main failure mechanism. In the case of solder 
bumps thermomigration can occur as well [18, 19]. Stress 
migration occurs preferred at locations with high stress gradients, 
with a high concentration of vacancies or microstructure defects 
and at locations with active diffusion pathways with a low 
activation energy [20]. 

Figure 6. Reaction after neutron radiation with 2.4MeV. 

It appears from the literature that the choice of relevant 
materials is the most discussed issue to enhance device 
performances as the reduction of interconnect is the “standard” 
evolution of all systems and cannot be prevented. In particular, the 
choice of the conducting material has a high influence on the 
specific resistance, on the homogeneity of thermal gradients, and 
on hot spots [18]. 

Migration effects are strong depending on local current 
densities, heating and stress gradients and the processing 
temperatures have to be considered [21, 22]. The mass flux 
describes the strength of the electromigration effect in the 
metallization structure. The mass flux represents the mass that 
flows through unit area per unit time. The mass flux of the different 
mechanisms are given in equation 1-3. 
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In equation 1-6, j is the local current density, jth the threshold 
current density N is the number of the activated particles, kB the 
Boltzmann constant, T the temperature, eZ* the effective charge, 
ρ the resistivity, D0 the self-diffusion constant, Q* the heat of 
transport, grad T the temperature gradient, Ω the atomic volume, 
grad σH the stress gradient and EA the activation energy for the 
specific mechanism. The resulting divergences are given in 
equation 4-6. 
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For divergences bigger than zero a void can occur and for 
divergences smaller than zero a hillock can grow. 

The different material properties for metallization materials as 
well as SnAgCu (SAC) as solder material are given in table y. It 
can be seen that the activation energy for tungsten as well as for 
platinum is higher compared to Al or Cu. The migration process is 
in the range of x magnitudes smaller compared to aluminum. The 
use of tungsten helps in this case to decrease migration effects due 
to the high activation energy for that process. 

Table 4. Material properties for the different metallization materials [23-25]. 

Material ρ[µΩcm] κ[W/mK] EA[eV] Z* Q*[eV] 
Al 3.16 237 0.7 -10 -0.104 
Cu 1.74 395 0.9 -5.5 -0.312 
W 5.5 174 1.7 12.4 0.009 
Pt 10.5 73 1.0 0.3 0.677 
SnAgCu 13.2 58.7 0.863 20 -0.009 

2.5. SILVACO TCAD 

With SILVACO TCAD the behavior of a transistor after SEU 
exposure with different energies as well as different LET Doses 
and a radius of 5nm with a cylindrical way through the transistor 
were calculated. In Figure 7 the dimensions of the transistor is 
shown. 

The incidence of the SEU began at the drain vertical trough the 
transistor. The drain current depending on the transient time is 
shown in Figure 8. The higher the LET dose the sharper the profile 
of the drain current occurs. Once the onset of the SEU, a prompt 
charge collection will occur followed by the diffusion charge 
collection. 

Electron-hole pairs with high carrier concentrations are 
created. If the ionization track traverses or comes close to the 
depletion region, carriers are rapidly collected by the electric field 
creating a large current/voltage transient. The ‘prompt’ collections 
phase follows, indicated in Figure 8. A funnel is created which 
enhances the efficiency of the drift collection by extending the 
depletion region deeper into the substrate. The size of the funnel is 
a function of the substrate doping. This phase is completed within 
a nanosecond and followed by a phase where diffusion begins to 
dominate the collection process. Additional charge is collected as 
electrons diffuse into the depletion region in a time scale of 
hundreds of nanoseconds until all excess carriers have been 
collected, recombined, or diffused away from the junction area [26]. 

Figure 7. Dimensions of the transistor in SILVACO. 

Figure 8. Drain current depending on the transient time for different LET. 

2.6. Stacked Dies in 3D-Integration 

In 3D integration several memories are stacked one by the 
other. In Figure 9 a possible scenario of a SEU interaction in 3D 
integration is shown. This might be an additional problem caused 
by the fact, that not only one silicon die (die 4) is exposed by alpha 
emitters from the solder. The die below (die 3) will also be affected 
due to the strong silicon thinning for stacking the IC’s. Due to the 
high penetration rate of alpha particles in silicon SEU’s can occur 
in die 3.  

Figure 9. Scheme of stacked dies in 3D integration with possible scenario of 
SEU interaction. 

2.7. SRAM in Different Technology Nodes 

After dispensing with boron phosphorus silicate glass (BPSG) 
in the production processes below the 0.25μm technology node, 
the proportion of the soft error rate could be reduced by a factor of 
10 [27]. From literature it is found that BPSG is also used for 
technology nodes below 250nm [28]. As a conclusion, it can be 
seen that thermal neutrons have an influence on the SEU even in 
small technology nodes. It is well known that commercial of the 
shelf (COTS) SRAMs were investigated regarding their radiation 
hardness. 

The SRAMs differ concerning the transistor processing in the 
different technology node of 90nm and 130nm in the gate length 
as well as the number of the wiring planes. The neutron-induced 
failure on eight different SRAM components with different 
neutron energy was investigated and the single event upset (SEU) 
rate was measured. The test set up and the measurement results are 
described in [29]. It was found that various sources deal with the 
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analysis of conventional SRAMs of these technology nodes. In 
[30] SRAMs of the technology nodes 90nm to 350nm are reported. 
The components were not designated, so that a conclusion 
regarding manufacturers is not possible. A comparison between 
the different technologies with respect to their critical charge, 
shows no linearity between the technology nodes and the critical 
charge. The consideration of the cell size also shows no linearity 
with respect to the critical charge. This finding is relevant for the 
possible establishment of a standard model for checking on the 
basis of the critical charge. 

3. Harsh Condition Effects Mitigation on Programmable 
COTS Devices 

The use of programmable COTS devices in systems for 
satellites and space missions [31] implies the use of fault tolerant 
mechanisms at different levels (i.e., system, application, and 
instruction level) capable of detecting and correcting the 
previously mentioned (see Section 2.2.) CMOS related failure 
mechanisms.  

In the system level, the duplication or triplication of 
programmable COTS devices is the most usual technique [32]. Bi-
Modular Redundancy (Bi-MR) architectures are mainly used in 
fail-stop systems, since a duplex mechanism cannot intrinsically 
correct failures, requiring extra mechanisms that use time 
redundancy at the application level for diagnostic and recovery. 
The telemetry module of the Ariane 5 uses a Bi-MR based on 
COTS digital signal processors [31]. When results on both DSP 
differ, the results of one DSP are used and the second one is 
reinitialized. Tri-Modular Redundancy (Tri-MR) architectures 
also enable the correction of SEUs by reinitializing, for example, 
this processor which results differ. The Proton100K computer used 
by Space Micro [33] extended the concept of Tri-MR by applying 
time redundancy at the application level. The SCS750 space-
qualified board [35] implements three IBM PowerPC 750FX 
working in triplex mode and includes a Radiation Tolerant FPGA, 
which is in charge of comparing the results among the PowerPC 
processors. Increasing the number of duplicated modules can 
increase even more the failure correction rate. For example, the 
flight control system implemented by Airbus A320/A330/A340 
made use of eight computers [34] 

In the application level, time redundancy is mostly used 
consisting in executing two consecutive times the target 
application on the same processor. Then, the failures are detected 
when the results of both executions differ. This technique is 
commonly used in conjunction with Bi-MR or Tri-MR 
architectures as it is mentioned above. 

Replication techniques can also be applied at instruction level. 
In this case, each instruction is executed twice sequentially on the 
same processor, followed by a conditional branch. In case the 
results mismatch, the condition of the following branch instruction 
is true and the corresponding recovering subroutine is executed. 
This technique requires a huge memory and can drastically reduce 
the processing performance. A first software implementation of 
this technique was presented in [36] and tested on an Intel 8051 
microcontroller. In [37], the authors present a new methodology 
that permits  easy combination of hardware and software soft errors 
mitigation techniques and allows the automatic generation of 
protected source code, called hardened code. 

4. Conclusion 

Influences concerning radiation hardness on the components 
were discussed. The ultra-high integration with new materials and 
processes influences the SEU risk. For many applications the 
transition from Pb-free to Sn-based solder materials is done. The 
risk for alpha emission from the Sn is not eliminated due to the fact 
that trace contamination of Pb in Sn. Different metallization layers 
and Tungsten as local interconnect influences the radiation 
sensitivity. Simulation investigations with tools such as e.g. 
GEANT4 with a refinement of TCAD simulations e.g. SILVACO 
can help to understand the radiation impact on the devices. The 
availability as well as the utilization of such a tool is difficult. 
BPSG should be history below the 250nm nodes. It is reported, that 
in 250nm and beyond BPSG is still or again present. 

In the case of high temperature and high voltage or current, 
application migration effects can occur in the metallization or 
solder material. Migration effects are strong depending on local 
current densities, heating and stress gradients and the processing 
temperatures have to be considered by simulation. 

Finally examples how to mitigate harsh condition effects on 
programmable COTS devices are presented on three different 
design levels. 
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 In this paper, a secure elevator handling system is presented to enable a flexible movement 
of wheeled mobile robots among laboratories distributed in different floors. The automated 
handling system consists mainly of an ADAM module which has the ability to call the 
elevator to the robot’s current floor and to request the destination floor. The LPS25HP 
pressure sensor attached to an STM32F411 microcontroller is utilized as a height 
measurement system to estimate the robot’s current floor inside the elevator. The ultrasonic 
sensor is used to recognize the elevator’s door status. Many challenges have to be solved 
to realize a stable height measurement system based on pressure sensor readings. The 
difference of the pressure sensor readings before and after soldering is realized by 
comparing the reading after soldering with an accurate barometric reading. In addition, 
the sensor output signal shows oscillation and wide variation of the same floor pressure 
sensor readings at different times. The oscillation in the output signal has been handled 
using a first order FIR smoothing filter. The first order filter was selected to balance 
between the stability and the elapsed time to receive the updated values. An auto-calibration 
stage is established to maintain the wide variation in the atmospheric pressure readings by 
calibrating the sensor readings with the robot’s current floor before entering the elevator. 
An error handling management system is utilized to guarantee a stable automated elevator 
management system performance. Many experiments to assess and verify the performance 
of the automated elevator management system and robot’s current floor estimation are 
reported. The experimental results show that the proposed methods and sub-systems 
developed for the mobile robot are effective and efficient in providing a transportation 
service in multiple-floor life sciences laboratories.  
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1. Introduction  

This paper is an extension of work originally presented at the 
International Conference on Mechatronics - Mechatronika (ME 
2016) [1]. 

Over the last years, mobile service robots have played critical 
roles in many applications, including (but not limited to) medical 
[2, 3] and cleaning services [4, 5], agriculture [6, 7], operations in 
hazardous environments [8, 9], construction and demolition [10], 
space [11] and military applications [12], materials transportation 

[13], support services for the elderly and handicapped [14], and 
entertainment [15]. In contrast to certain service mobile robots 
used for surveillance and cleaning services, which can utilize 
random movement in performing their tasks, the majority of 
mobile robot applications requires a sophisticated navigation 
ability in order to move in the desired manner. Thus, an 
autonomous navigation system is a fundamental functional 
requirement. Mobile robots in automated laboratories are usually 
used for the transportation of samples and other material between 
sub-systems located in different places. The mobile robot has to 
solve four basic problems in order to achieve highly effective 
autonomous navigation, which are mapping, localization, path 
planning, and action. The mobile robot must either climb stairs or 
use an elevator to deal with complex building structures with 
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multiple floor working environments. Legged robots and special 
designs of wheeled mobile robots [16] can climb stairs. However, 
climbing stairs during transportation tasks adds further challenges 
to the robot movement related to load capacity and balance 
preservation. Thus the elevator offers a suitable solution to this 
problem. An elevator handling system (EHS) includes many 
operations which must be accomplished in order to travel 
successfully on an elevator. The elevator entrance door and its 
status (open or closed) need to be recognized, the entry button must 
be detected, the destination floor button distinguished, and the 
current floor identified. Chen et al. presented a mobile service 
robot which has the abilities to both plan its own path as well as to 
call the elevator at each floor[17]. For the elevator calling 
operation,  wireless control was designed. An Xbee module is 
employed to control the servo motor to push the elevator entry 
button. An RFID is utilized to approximate the current floor when 
the robot is inside the elevator. Experimental results demonstrated 
that the proposed mobile robot can ride the elevator and complete 
delivery tasks. This technique has many constraints, which would 
prevent its employment in life sciences laboratories. Firstly, each 
floor requires an electronic circuit consisting of an Xbee module, 
servomotors, microcontroller and power supply positioned beside 
the elevator for the call button pressing operation. Also, an RFID 
antenna would be required on each floor for current floor 
estimation, and finally this technique does not handle destination 
floor calling. Maneerat et al. presented a simple method for current 
floor estimation [18]. It is based on received signal strength (RSS) 
which is acquired from the number of wireless network sources 
installed on every floor. The main limitation of this method is the 
costs since it requires at least four wireless network sources on 
each floor to realize an acceptable success rate. Chen et al. 
presented a height measurement system using the MS5534B 
pressure sensor [19]. This sensor was attached to an LPC1114 
microcontroller with the necessary peripherals attached to build 
the hardware platform. An experiment was conducted in a hotel 
covering 37 floors to examine the stability of the proposed system. 
However, this system does not take into consideration the wide 
variation in pressure sensor readings for one location at different 
times. Xia et al. presented a pedestrian floor estimation for 
smartphones [20]. A multi-reference barometer floor positioning 
method used multiple barometer sensors in each floor to determine 
a floor reference, and then the smartphone reading was compared 
with the floor reference to identify the current floor accurately. The 
method can overcome the problem of daily changes in pressure but 
the system will be expensive since it needs extra sensors for each 
floor,  especially when applied with the highest number of floors 
and Floor-positioning servers. Frank et al. developed a motion 
estimation system to identify motion types, including walking, 
elevator, escalator, and stairs  [21]. They use a Bayesian network 
to classify  motion based on IMU and pressure sensors. The system 
estimates the kind of movement with value from 73.8 for falling 
detection to 95.5 for jumping. At CELISCA, researchers are 
working to develop the automated life science laboratory of the 
future. For a facility such as a laboratory, a system consisting of 
several H20 mobile robots has been established which allows 
samples, labwares and materials to be transported between 
individual automated sub-systems as support for laboratory staff 
or to replace them outside of working hours. In multi-floor 
transportation systems for mobile robots, the elevator aspect is a 
major topic to be handled. Two different working strategies are 
developed to guarantee secure glass elevator handling using 
automated and vision detection algorithms. Orders are sent to the 
elevator over Wi-Fi signals using the former, while the latter deals 

with the detection of entry and internal buttons and elevator door 
status, and controls the kinematic arm for the button-pressing 
operation. A pressure sensor is utilized as a stable floor estimation 
approach for both the automated and vision-based elevator 
handling. 

In this paper, a new method is presented to provide a 
transportation mobile robot with a secured elevator facility to 
move in a multi-floor building environment. The automated 
elevator with its management system uses a Wi-Fi signal for data 
transmission (order/status exchange). The automated elevator 
management system translates the number of the called floor into 
a specific pin and port. Then the pin and port number with the “on” 
order are sent to the ADAM module. After 100ms, an “off” order 
is sent. The selected ADAM module has four digital inputs and 
four relay outputs. The module is connected to the elevator entry 
button of four floors in a laboratory building. The main limitation 
of the automated elevator is that it does not provide any feedback 
about the elevator's current floor or its door status, and thus 
pressure sensor based current floor estimation and an ultrasonic 
sensor based elevator door status reader are used. To utilize  
pressure as a current floor reader, many challenges must be 
considered. Firstly, differences in pressure sensor readings may 
occur before and after soldering. This problem is solved by 
applying a one-point calibration technique. Secondly, readings of 
the same floor pressure sensor vary at different times. A smoothing 
filter with an FIR structure is utilized to overcome small variations 
in sensor readings, while an adaptive calibration method handles 
wide variations during the week. Finally, the integration of the 
proposed elevator operation handling system in a real mobile robot 
transportation system in life sciences laboratories is initialized. 
Figure 1 shows the installed pressure sensor with its 
microcontroller board on the H20 Mobile robot.    

 

Figure 1 Installed Pressure Sensor with its Microcontroller board 

This paper is organized as follows: the system structure is 
described in section 2, while section 3 explains the automated 
elevator management system, floor estimation based on the 
pressure sensor and the related smoothing filter, calibration stages, 

http://www.astesj.com/


A. A. Abdulla et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1599-1608 (2017) 

www.astesj.com     1601 

and integration into a real transportation system. The hybrid 
method to select a suitable elevator handling method is detailed in 
section 4. Section 5 describes four experiments conducted for 
system validation. The final section summarizes the results.  

2. System Structure 

At celisca, Rostock, Germany researchers have been developed 
a hierarchal management system to handle the processes of 
establishing a fully automated life science laboratories. This 
system has four control layers. The first layer has been divided into 
the Transportation and Assistance Control System (TACS), and 
Process Control Adapter System (PCAS). The TACS has a middle 
control layer which is the Robot Remote Center (RRC). This layer 
was established to manage the transportation tasks of mobile 
robots. It manages the robot by receiving a transportation order 
from the TACS then forwarding it to the Robot Board Computer 
(RBC) of an available robot which has the highest battery voltage. 
The Multi-Floor System (MFS) is the core component of the RBC 
level, and was developed to perform  transportation tasks in 
multiple floor environments. As shown in Figure 2 the MFS is 
established to realize the functions of a multiple floor navigation 
system with a Robot Arm Kinematic Module (RAKM), Elevator 
Handling System (EHS), and Collision Avoidance System (CAS). 

A multiple floor navigation system including mapping, indoor 
localization, path planning, an Internal Management Automated 
Door Controlling System, as well as the communication system, 
and Internal Battery Charging Management System has been 
reported earlier [22]. The MFS is integrated with the Elevator 
Handling System (EHS) to control elevator operation. The EHS 
consists of two sub-systems to handle the elevator operation as 
follows: elevator handling based computer vision [23] with 
kinematic arm solution for pressing operation [24]; and an 
automated elevator management system (AEMS). The Automated 
Elevator (AE) utilizes a WISE 4060 ADAM socket to call the 
elevator. An LPS25HB pressure sensor and STM32F411 
microcontroller are used in the current floor estimation system 
hardware platform and are configured and programmed to 
overcome the inability of the AE to give any feedback about 
elevator’s current floor. The LPS25HB sensor is employed to 
measure the atmospheric pressure and the STM32F411 
microcontroller to receive the raw data from the pressure sensor 
board, to filter them, and to send them to the MFS over USB cable. 

Multi-Floor Transportation System

Elevator 
Handler

Automated 
Door Controller

Multi-floor Navigation

Mapping Localization

Path Planning

Motion Controller

Universal Serial Bus

Pressure 
Sensor

LPS25HB

Micro 
Controller

STM32F411

Elevator 
Controller

ADAM 
Socket

Figure 2 System Structure 

3. Method Description 

3.1. Automated Elevator Management System 

The elevator is the key for the wheeled mobile robot to move 
among laboratories distributed on different floors in a complex 
building structure. Thus, it is necessary to establish a secure system 
to deal with the elevator. The system developed earlier was based 
on computer vision to deal with elevator operations (entry button 
detection, internal buttons recognition, and current floor 
estimation) [22], and the H20 arm solution [24] was developed for 
the button pressing operation. The weakness of the H20 arm joints 
can decrease the usability of this system. Thus, the AEMS is 
developed as a secure solution. This system controls the AE over 
Wi-Fi socket. The AE consists mainly of an ADAM module for 
calling the elevator and requesting the destination floor. WISE 
4060 ADAM socket is a digital acquisition and control system over 
a computer network. It has the ability to collect data, and to 
remotely control the devices required to accomplishing integration 
between automated and enterprise systems through network 
technology. The ADAM mmodule consists mainly of a 
microcontroller, power circuit, Wi-Fi adaptor, four insulated 
digital inputs and four insulated high-speed relay outputs, and two 
watchdog timers (one for communication and the other for the 
system). It can be accessed using the IEEE 802.11b/g/n WLAN 
network either directly to the device (outdoor coverage area: 
110m) or through a router/repeater to extend the coverage area. 
This module is embedded inside the elevator cabin and is 
connected directly to the elevator controller of the required floors 
to establish the AE as demonstrated in Figure 3. The AEMS is 
developed to connect the MFS with the AE. It translates the 
required elevator destination floor into a specific hardware port 
and pin numbers.  

 
Figure 3 Automated Elevator with Adam Socket and Automated Elevator 

Management System 

The AEMS calls the elevator to the robot’s current floor when 
the mobile robot needs the elevator to move to another floor during 
a transportation task. To identify the robot’s current floor outside 
the elevator, the indoor localization system developed earlier is 
utilized [22]. Inside the elevator, the MFS needs a logical solution 
to specify the destination floor. At this level, the movement core 
depends on the transportation task status (Grasp Position Done, 
Place Position Done, and Charge Position Done) to determine the 
current destination. When the robot enters the elevator, the 
movement core checks the current destination floor based on the 
current intermediate goal, as clarified in Table 1. For example, if 
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the grasping operation has been completed, the placing operation 
floor has to be requested. Then the elevator is directed to go to the 
required destination. 

Table 1 Destination Floor Selection Strategy. 

Grasp 
Position 

Done 

Place 
Position 

Done 

Charge 
Position 

Done 

Entry 
Button 

Internal 
Button 

Not yet Not yet Not yet Current Floor Grasp Floor 

Done Not yet Not yet Current Floor Place Floor 

Done Done Not yet Current Floor Charge Floor 
 

The reconnection function is developed to handle the weakness 
of the Wi-Fi signal which connects the AEMS with the AE. As 
mentioned above, the AE is embedded in the elevator passengers 
cabin while the AEMS is a part of MFS which is the core of the 
RBC. Thus, the weakness in the Wi-Fi signal is related to the 
mobile robot’s large navigation area. This function starts to receive 
the updated elevator status. In case of missing data, the function 
closes the socket to AE and then initializes the connection again 
till a stable connection is realized. 

3.2. Current Floor Estimation 

The elevator is shared with human users in the building. Many 
people can use it simultaneously, and the elevator controller will 
respond to all requests based on the priority for moving direction 
(up/down).  

For mobile robots, the current floor estimation technique is a 
topic aspect to consider. This technique is employed to inform the 
robot about its current floor inside the elevator. Earlier a vision 
system is utilized to recognize the current floor number. This was 
installed in the glassy elevator shaft for each floor to estimate the 
current floor [23]. This method has a high success rate in 
recognizing the correct floor in cloudy weather conditions. 
However, in some situations (such as a human forming an obstacle 
between the robot and the floor number indicator, or the disability 
of the vision sensor to recognize the floor number indicator at some 
times of the sunny day because of sunlight reflecting over the 
number mark) the robot completely fails to estimate its current 
floor. These limitations make this method an inappropriate 
solution for multiple floor transportation task since incorrect 
current floor estimation can make the robot lose its way to the 
destination. Thus, a new innovative method based on a height 
measurement system is developed to estimate the elevator current 
floor for mobile robot applications to enable a secure navigation 
system.  

As a hardware platform for the height measurement system, the 
LPS25HB pressure sensor and STM32F411 microcontroller were 
configured and programmed to sense the environment and detect 
the current floor position. Many challenges have to be solved to 
use the pressure sensor as a floor estimation system. A soldering 
drift, which is defined as the difference between the accuracy of 
the sensor before and after soldering, appeared when the pressure 
sensor was attached to the STM32F411 microcontroller. A one-
point calibration technique was used to solve the soldering drift 
problem by comparing the pressure sensor readings after 
attachment with a precision barometer. The difference was 
calculated and added as an offset to each pressure sensor reading. 
In addition, absolute digital barometer (pressure sensor) readings 
at the same floor of the building keep changing during the day due 
to various weather conditions. The oscillation in the output signal 

and the wide variations in barometric readings would reduce the 
applicability of this technique for floor detection. Two methods 
were applied to deal with the variations in pressure. Firstly, a 
smoothing filter with a finite impulse response (FIR) structure was 
used to solve the problem of small variations in pressure sensor 
readings. The FIR design diagram is shown in Figure 4, and 
equation (1). 

 
Figure 4 Finite impulse response filter 

[ ] [ ] [ ] [ ]Nnpb....npbnpbnPs n −++−+= 110               (1) 

Where: 

p[n]: is the input pressure reading. 

Ps[n]: is the output smooth pressure value after the filter. 

bi: Filter coefficient. 

N: Filter order. 

 The FIR filter waschosen due to its stability, linearity, and 
simplicity. A practical analysis was performed to choose the filter 
in order to achieve a balance between the time required and the 
stability of pressure readings. While the stability of the sensor 
readings is enhanced by increasing the filter order, the time 
required to complete the smoothing filter is also increases. In real 
transportation task applications, the elapsed time to estimate the 
current robot’s floor is an essential aspect to manage since the 
robot must estimate its current floor, distinguish the elevator door 
status, and leave the elevator before the elevator door closes. Thus, 
a first order smoothing filter has been selected. The smoothing 
filter is embedded inside the microcontroller and the MBED 
development environment is used to program the microcontroller 
using the C language. Figure 5 shows the implemented flowchart 
for a microcontroller which starts by initializing it with the 
necessary setting, then collecting the pressure sensor data, 
applying the smoothing filter to these data with a special procedure 
on the first occasion to stabilize the output, and finally sending it 
over USB to the robot computer every 1s. Secondly, an adaptive 
calibration method is used to calibrate the sensor readings to the 
robot’s current floor before entering the elevator in order to 
overcome the wide variations in daily pressure readings. 
According to an experiment conducted over one week (the second 
experiment reported in the results section), the variation can reach 
up to approximately one hundred meters. The indoor localization 
method developed earlier, which is based on passive landmarks for 
a multi-floor environment, was utilized to identify the robot’s 
current floor number outside the elevator.  

The calibration value is calculated as follows. Firstly, the 
multiple floor localization method developed earlier is used to find 
the current floor information outside the elevator based on the 
landmark ID located near the elevator. Then the pressure sensor 
reading is converted into the height using equation 2. The extracted 
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height is calibrated with the current floor height to realize a 
constant number which is the calibration value. Then the 
calibration value is added to current floor height. Finally, the 
extracted height is compared with the height range of each floor to 
identify the current robot’s floor (see Figure 6 ). The reconnection 
function is developed to maintain a stable connection to the sensor 
board by continuously checking the incoming message. In the case 
of missing data, the serial port will close and initialize again till 
receiving the updated data. 

MicroController ( µC)

Initialize the UC 

Get sensor data

First TimeY

Fill the smooth 
filter queue 
with current 

reading

Queue[i]=curre
nt read

Pressure=Average(Queue)

Generate Stream 
Data

Send stream to the 
robot PC over com port

 

Figure 5 Microcontroller flowchart 

 
Figure 6 The Range of Height Measurements for each Floor 

The MFS is embedded with the required GUI and coded with 
C# to handle the connection to the microcontroller; the incoming 
data and calibration stage are shown in Figure 7. 

 During a multi-floor transportation tasks, the ultrasonic sensor 
is used to recognize the elevator door’s status. When the 
destination floor matches the estimated robot’s current floor and 
the elevator’s door status is recognized as “open”, the robot leaves 
the elevator to complete the transportation task process.  
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(a) Developed graphical user interface 
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(b) Floor estimation flowchart inside multi-floor system 
Figure 7 Embedded floor estimation inside MFS 

4. Elevator Handling Error Management System 

The proposed detailed robot-elevator interface control strategy 
is illustrated in Figure 8. The EHS classifies the error according to 
its appearance space as either outside or inside elevator error 
handling. The elevator handling system has two methods for 
handling outside elevator errors. If the mobile robot fails to reach 
the required elevator button pushing area accurately which is 
usually due to wheel slip, the position and orientation correction 
function checks the robot's position after movement and tries to 
correct it three times. Next, the elevator handling system based on 
computer vision and an arm solution starts. After the robot has 
found the button's position as X, Y, Z coordinates, the values are 
then passed to the robot arm kinematic module for button pressing 
operation. The ultrasonic sensor is then utilized to distinguish the 
elevator door status. If the door is recognized as closed, the EHS 
controls the robot kinematic arm again to press the detected button. 
If previous attempts have failed, the EHS selects the AEMS over 
the Wi-Fi socket to open the door. If the functions listed above 
have failed in handling the elevator correctly, the MFS reports to 
the higher level controller RRC, terminates the current 
transportation operation, and directs the robot to the charging 
station.  

The error handling system inside the elevator starts by 
monitoring whether or not the destination floor has been reached 
by continuously checking the current floor reader. If it does not 
reach the destination floor after a specified number of attempts, the 
MFS sends a warning alarm to the RRC to initiate the appropriate 
procedures. After finding the destination floor, the next stage of 
error handling is enabled to check the elevator door status, and 
another warning alarm is sent to the RRC if the door is still closed 
after a defined number of attempts. The final error handling 
maneuver is to check if the floor reached matches the required 
destination floor based on the landmarks installed outside the 
elevator. If the landmark is missing or a wrong floor number 
landmark is read, the error handling system returns the robot back 
to the elevator and chooses the destination floor again. Finally, if 
the robot fails to reach the destination floor after reaching the 
maximum allowed number of attempts, an error message is sent to 
the RRC. These steps are arranged as a flowchart in Figure 9. 
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Figure 8 Outside Elevator Error Handling Flow Chart. 
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Figure 9 Inside Elevator Error Handling Flowchart 

 

5. Results 

Four sets of experiment have been performed to prove the 
efficiency of the developed system. The first experiment was 
conducted to check the stability of the pressure sensor before and 
after smoothing filter application. The smoothing filter was applied 
with different parameters to find an acceptance performance level 
to achieve a balance between filter performance and elapsed time. 
The second experiment was executed to validate the stability of 
atmospheric pressure readings over time. Then the integration into 
a real mobile robot-based transportation system was examined, and 
finally the system's extension for multiple robots was verified as 
follows. 

The IKS01A1 MEMS inertial and environmental sensor board 
has the pressure sensor LPS25HB. This board was attached to the 
STM32F411 microcontroller board as shown in Figure 10, and the 
developed system for data acquisition was written in the C# 
language. Pressure sensor readings were collected from five floors 
with one hundred pressure readings for each floor. The pressure 
sensor data before applying smoothing are shown in Figure 11. 
Next, the smoothing filter with first order was applied to the 
acquired pressure sensor readings (see Figure 12), and finally the 
second order smoothing filter was applied to the collected data to 
validate performance (see Figure 13). Table 2 shows the average 
and possible tolerance for pressure sensor readings before and after 
smoothing filter application. From Table 2, it can be seen that the 
oscillation of the pressure sensor readings for the same floor at 
different times can exceed the distance between two floors, which 
makes decisions about floor identification impossible. Thus, the 
acquired data has to be filtered, and the second order filter gives 

higher smoothing performance than the first order smoothing filter, 
but the required time can cause the robot to miss the destination. 
Thus the first order smoothing filter was chosen to determine the 
floor within an acceptable time. 

  
(a) Microcontroller and Sensor 

Board 
 (b) Installation Inside Mobile 

Robot 

Figure 10 Floor Estimation Hardware 

 
Figure 11 Pressure Raw Data 
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Figure 12 First Order Smoothing Filter 

 
Figure 13 Second Order Smoothing Filter 

Table 2 Height measurement in meter with different filter order 

Floor 
Raw First Order Second Order 

Average +- Average +- Average +- 

4 27.696 1.29 27.694 0.81 27.694 0.768 

3 24.032 0.965 24.03 0.71 24.038 0.52 

2 20.108 1.015 20.11 0.83 20.116 0.73 

1 16.211 1.245 16.208 1.097 16.209 0.928 

e 12.586 1.59 12.598 1.09 12.609 0.803 

 

 
Figure 14 Daily Pressure 

The second experiment was conducted to check the variance in 
daily pressure and the possibility of using the developed floor 
estimation method directly. During five working days, pressure 
sensor readings were taken and recorded. Three hundred readings 
were taken each day distributed equally among three times 
(morning, midday, and afternoon). From Figure 14, it can be 
noticed that the pressure sensor gives wide variation even on the 
same day, and thus the pressure data require an adaptive calibration 
stage. 

The third set of experiments was conducted in order to evaluate 
the performance of the AEMS and current floor estimation 
technique based on the height measurement system. A 
transportation task between laboratories located on the second and 
third floors was executed one hundred times in the CELISCA 
building. The transportation task started from the second floor, 
moving to the third floor for placing and finally returning to the 
second floor for charging. The AEMS calls the elevator to the 
robot’s current floor for it to move to the third floor.  

 

  

 

  

(a) Robot Reaches Elevator Before Calibration  (b) After Calibration 
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(c) Elevator in movement  (d) Wrong Floor 

  

 

  

(e) Leave the elevator at 3rd flor  (f) Call the elevator from 3rd floor 

  

 

  

(g) Wrong Floor  (h) Leave the elevator at 2nd floor 

Figure 15 Transportation Experiment 

Inside the elevator, the ground floor was chosen by another 
passenger before the robot called the 3rd floor. This stage was 
included to examine the current floor estimation method. At first, 
the elevator controller directed the elevator to the ground floor and 
the elevator’s door opens. At this stage, the robot stays in the 
elevator since the detected current floor estimation does not match 
the destination floor. The robot waits until the detected current 
floor matches the destination floor and the elevator’s door is 
recognized as open. Also, the same procedures were repeated when 
the robot had to return to the 2nd floor for charging, where the 4th 
floor was selected by another passenger before the robot called its 
destination. Each time, the robot succeeding in leaving the elevator 
at the correct floor. The developed system's stability and reliability 
is proven with a 100% success rate. Figure 15 demonstrates the 
experiment steps in detail. 

The final experiment was executed to validate the possibility 
of extending the method of current floor estimation based on the 
height measurement system to other mobile robots. The same kind 
of sensor board with the same processing stages (a one-point 
calibration stage, first order FIR smoothing filter, and an adaptive 
calibration stage) was embedded for three other mobile robots. The 
procedures used in the third experiment were repeated ten times 
for each robot to validate their ability to estimate the current floor. 

Each robot succeeded in estimating its current floor inside the 
elevator without any change needed in the sensor board or the 
processing stages. 

6. Conclusion 

In this paper, a secured method for the elevator handling 
system based automated elevator is presented. To handle the 
elevator, four main operations should be considered which are 
elevator requesting, destination floor calling, current floor 
estimation, and elevator’s door status recognition. The automated 
elevator handling system mainly consists of WISE 4060 ADAM 
modules. A Wi-Fi socket is established to connect the automated 
elevator management system with the ADAM module. This 
module can call the elevator to the current floor and request the 
current floor when the robot enters the elevator. However, this 
module does not provide any feedback about the robot’s current 
floor inside the elevator which may make the robot lose its way to 
the destination. Thus, an innovative and stable current floor 
estimation based on a height measurement system is presented. 
The height measurement system consists of the LPS25HB pressure 
sensor attached to the STM32F411 microcontroller. To utilize the 
pressure sensor as a height measurement system many aspects 
must be considered which as follows: firstly, a soldering drift, 
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which is defined as the difference between the accuracy of the 
sensor before and after soldering. A one-step calibration stage is 
employed to solve this problem. This technique compares the 
pressure sensor reading after soldering with a precision barometer. 
The difference is added to each pressure reading. Secondly, the 
oscillation of the output signal and the wide variations in 
barometric readings during the week. The first order FIR 
smoothing filter is employed to overcome the oscillation in the 
pressure sensor output signal while an adaptive calibration stage is 
used to handle the wide variation. The ultrasonic sensor is used to 
recognize the elevator’s door stats. An error management system 
is developed to guarantee a secured elevator handling system. A 
series of experiments has been conducted to evaluate the variation 
in the pressure sensor readings and to validate the performance of 
the presented systems. The results of the experiments prove the 
efficiency of the automated elevator management sensor and 
robot’s current floor inside the elevator with a success rate reaches 
to 100% for each. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

The authors would like to thank the Ministry of Higher 
Education and Scientific Research in Iraq for the scholarship 
provided by Mosul University, as well as the Federal Ministry of 
Education and Research Germany for the financial support (FKZ: 
03Z1KN11, 03Z1KI1).  

References 

[1] A. A. Abdulla, H. Liu, N. Stoll, and K. Thurow, “An automated elevator 
management and multi-floor estimation for indoor mobile robot 
transportation based on a pressure sensor,” in 2016 17th International 
Conference on Mechatronics - Mechatronika (ME), 2016, pp. 1–7. 

[2] A. V. Savkin and C. Wang, “A framework for safe assisted navigation of 
semi-autonomous vehicles among moving and steady obstacles,” Robotica, 
vol. 35, no. 5, pp. 981–1005, 2017. 

[3] V. Subbian, J. J. Ratcliff, J. M. Meunier, J. J. Korfhagen, F. R. Beyette Jr., 
and G. J. Shaw, “Integration of new technology for research in the 
emergency department: Feasibility of deploying a robotic assessment tool 
for mild traumatic brain injury evaluation,” IEEE J. Transl. Eng. Health Med., 
vol. 3, 2015. 

[4] D. Leidner, A. Dietrich, M. Beetz, and A. Albu-Schäffer, “Knowledge-
enabled parameterization of whole-body control strategies for compliant 
service robots,” Auton. Robots, vol. 40, no. 3, pp. 519–536, Mar. 2016. 

[5] A. Ravankar, A. A. Ravankar, Y. Kobayashi, and T. Emaru, “On a bio-
inspired hybrid pheromone signalling for efficient map exploration of 
multiple mobile service robots,” Artif. Life Robot., vol. 21, no. 2, pp. 221–
231, Jun. 2016. 

[6] J. Zhang, D. Chen, S. Wang, X. Hu, and D. Wang, “Design and experiment 
of four-wheel independent steering driving and control system for 
agricultural wheeled robot,” Nongye Gongcheng XuebaoTransactions Chin. 
Soc. Agric. Eng., vol. 31, no. 18, pp. 63–70, 2015. 

[7] J. Bell, B. A. MacDonald, H. S. Ahn, and A. J. Scarfe, “An Analysis of 
Automated Guided Vehicle Standards to Inform the Development of Mobile 
Orchard Robots,” IFAC-Pap., vol. 49, no. 16, pp. 475–480, Jan. 2016. 

[8] L. Cragg, H. Hu, and N. Voelker, “Modularity and mobility of distributed 
control software for networked mobile robots,” Springer Tracts Adv. Robot., 
vol. 30, pp. 459–484, 2007. 

[9] B. Siemiatkowska, B. Hrasymowicz-Boggio, and M. Wisniowski, “The 
application of mobile robots for building safety control,” J. Autom. Mob. 
Robot. Intell. Syst., vol. 10, no. 2, pp. 9–14, 2016. 

[10] D. Schmidt, C. Hillenbrand, and K. Berns, “Omnidirectional locomotion and 
traction control of the wheel-driven, wall-climbing robot, ” Robotica, vol. 29, 
no. 7, pp. 991–1003, Dec. 2011. 

[11] M. Yim, K. Roufas, D. Duff, Y. Zhang, C. Eldershaw, and S. Homans, 
“Modular Reconfigurable Robots in Space Applications,” Auton. Robots, 
vol. 14, no. 2–3, pp. 225–237, Mar. 2003. 

[12] D. Culler and J. Long, “A Prototype Smart Materials Warehouse 
Application Implemented Using Custom Mobile Robots and Open Source 
Vision Technology Developed Using EmguCV,” Procedia Manuf., vol. 5, 
pp. 1092–1106, Jan. 2016. 

[13] K. Kashiwazaki et al., “A car transportation system using multiple mobile 
robots: iCART II,” in 2011 IEEE/RSJ International Conference on 
Intelligent Robots and Systems, 2011, pp. 4593–4600. 

[14] S.-N. Yu, J.-H. Jang, D.-H. Kim, J.-Y. Lee, and C.-S. Han, “A gait-
assistive mobile robot based on a body weight support and autonomous 
path tracking system,” Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci., 
vol. 226, no. 3, pp. 828–841, Mar. 2012. 

[15] I.-H. Kuo, C. Jayawardena, E. Broadbent, and B. A. MacDonald, 
“Multidisciplinary Design Approach for Implementation of Interactive 
Services,” Int. J. Soc. Robot., vol. 3, no. 4, pp. 443–456, Nov. 2011. 

[16] T. He, M. Bando, M. Guarnieri, and S. Hirose, “The development of an 
autonomous robot system for patrolling in multi-floor structured 
environment,” Int. J. Autom. Technol., vol. 6, no. 1, pp. 13–21, 2012. 

[17] Chen, L.-K. and Hsiao, M.-Y., “Control of service robot by integration of 
multiple intermittent sensors,” in AMPT 2013, Taipei; Taiwan, 2014, vol. 
939, pp. 609–614. 

[18] K. Maneerat, C. Prommak, and K. Kaemarungsi, “Floor estimation 
algorithm for wireless indoor multi-story positioning systems,” in 2014 
11th International Conference on Electrical Engineering/Electronics, 
Computer, Telecommunications and Information Technology (ECTI-
CON), 2014, pp. 1–5. 

[19] L. Chen, B. Sun, and X. Chang, “MS5534B Pressure Sensor and Its Height 
Measurement Applications,” in 2011 International Conference on 
Information Technology, Computer Engineering and Management 
Sciences (ICM), 2011, vol. 1, pp. 56–59. 

[20] H. Xia, X. Wang, Y. Qiao, J. Jian, and Y. Chang, “Using Multiple 
Barometers to Detect the Floor Location of Smart Phones with Built-in 
Barometric Sensors for Indoor Positioning,” Sensors, vol. 15, no. 4, pp. 
7857–7877, Mar. 2015. 

[21] K. Frank, E. M. Diaz, P. Robertson, and F. J. F. Sánchez, “Bayesian 
recognition of safety relevant motion activities with inertial sensors and 
barometer,” in 2014 IEEE/ION Position, Location and Navigation 
Symposium - PLANS 2014, 2014, pp. 174–184. 

[22] A. A. Abdulla, H. Liu, N. Stoll, and K. Thurow, “A New Robust Method 
for Mobile Robot Multifloor Navigation in Distributed Life Science 
Laboratories,” J. Control Sci. Eng., vol. 2016, Jul. 2016. 

[23] A. A. Abdulla, H. Liu, N. Stoll, and K. Thurow, “A Robust Method for 
Elevator Operation in Semioutdoor Environment for Mobile Robot 
Transportation System in Life Science Laboratories,” in International 
Conference on Intelligent Engineering Systems (INES), 2016 IEEE 
International, Budapest, Hungary, 2016, pp. 45–50. 

[24] M. M. Ali, H. Liu, R. Stoll, and K. Thurow, “Intelligent Arm Manipulation 
System in Life Science Labs Using H20 Mobile Robot and Kinect Sensor,” 
in IEEE International Conference on Intelligent Systems (IS’16), Sofia, 
Bulgaria, 2016, pp. 382–387. 

 

http://www.astesj.com/


 

www.astesj.com   1609 

 

 

 
Call Arrival Rate Prediction and Blocking Probability Estimation for Infrastructure based Mobile 
Cognitive Radio Personal Area Network 
Neeta Nathani*1, Gopal Chandra Manna2 
1Research Scholar, Department of Electronics Engineering, G.H. Raisoni College of Enginnering, Nagpur, Maharashtra, 440016, 
India 
2Retd. Chief General Manager, Indian Telecommunication Service, BSNL, Jabalpur, Madhya Pradesh, 482002, India 
 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 16 June, 2017  
Accepted: 29 July, 2017  
Online: 24 August, 2017 

 The Cognitive Radio usage has been estimated as non-emergency service with low volume 
traffic. Present work proposes an infrastructure based Cognitive Radio network and 
probability of success of CR traffic in licensed band.  The Cognitive Radio nodes will form 
cluster. The cluster nodes will communicate on Industrial, Scientific and Medical band 
using IPv6 over Low-Power Wireless Personal Area Network based protocol from sensor 
to Gateway Cluster Head. For Cognitive Radio-Media Access Control protocol for 
Gateway to Cognitive Radio-Base Station communication, it will use vacant channels of 
licensed band. Standalone secondary users of Cognitive Radio Network shall be considered 
as a Gateway with one user. The Gateway will handle multi-channel multi radio for 
communication with Base Station. Cognitive Radio Network operators shall define various 
traffic data accumulation counters at Base Station for storing signal strength, Carrier-to-
Interference and Noise Ratio, etc. parameters and record channel occupied/vacant status. 
The researches has been done so far using hour as interval is too long for parameters like 
holding time expressed in minutes and hence channel vacant/occupied status time is only 
probabilistically calculated. In the present work, an infrastructure based architecture has 
been proposed which polls channel status each minute in contrary to hourly polling of data. 
The Gateways of the Cognitive Radio Network shall monitor status of each Primary User 
periodically inside its working range and shall inform to Cognitive Radio- Base Station for 
preparation of minutewise database. For simulation, the occupancy data for all primary 
user channels were pulled in one minute interval from a live mobile network. Hourly traffic 
data and minutewise holding times has been analyzed to optimize the parameters of 
Seasonal Auto Regressive Integrated Moving Average prediction model. The blocking 
probability of an incoming Cognitive Radio call has been assessed as a function of 
instantaneous occupancy and the blocksize of trunk servers. 
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Cognitive-Radio Base Station 
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Grade of Service  
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1. Introduction 

The mobile communication network is faced with serious 
challenges to ensure optimum Quality of Service (QoS). In order 
to survive in this present economic situation, the network 
operators must put into consideration that the available resources 
must be effectively used with optimum QoS. This leads to design 
of effective network and effective network planning. It can be 
achieved through parameters like call arrival rate, optimum 
holding time, blocking probability, etc. These parameters are 

based on available resources and traffic load in the mobile 
communication network. The proposed work is aimed at 
developing a traffic model that will predict blocking probability 
for voice calls in Global System for Mobile Communication 
(GSM) network.  

To have interference free communication, it is imperative that 
the SUs are able to distinguish between the channels those are 
currently occupied by PUs and transmit result to Cognitive Radio-
Base Station (CR-BS). The CR-BS predicts the availability of 
vacant channels depending on the past sensing results which 
directs a channel requesting Secondary User (SU) to associate 
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with vacant channels accordingly. The proposed model shall 
assess daily traffic pattern based on monthly observation, hourly 
traffic pattern based on daily observation and minutewise traffic 
pattern based on hourly traffic observation particularly in and 
around Primary User (PU) busy minutes when scarcity for PU 
channels are at peak.   

Assume the SUs in the area are covered through ISM band 
and available with sufficiently high Carrier-to-Interference and 
Noise Ratio (CINR) so that this part of the network is not a 
bottleneck. The procedure for initial selection of channel is 
described as follows: 

(a) The Gateway (GW) node scans the area where SU allocation 
is to be made. It informs to CR-BS about the PU’s activities in the 
area along with their activities like idle/dedicated and since when 
it was dedicated.  

(b) Listing of all the GWs under the CR-BS is done.  

(c) The coverage of the GWs is estimated from different CR-BS’s 
and is updated in the CR-BS table. The coverage, signal strength, 
signal quality, etc. are also to be noticed in the table. 

(d) Hourwise prediction of weekly occupancy is done at day = dd, 
hour = hh using static database from dd = 1 to (dd-1) that holds 
occupancy records of PU on monthly basis. The estimated value 
of occupancy obtained at hour = hh helps to estimate minutewise 
occupancy of PU at time t, i.e., at minute = mm.  

(e) A dynamic database for minutewise occupancy of PU is 
obtained and updated. Whenever SU initiates a call request at an 
instant, the computation of blocking probability is done for each 
channel.  

(f) The list of channels are available for use by the SU at minute 
= mm+1 which have blocking probability < 0.5. 

Blocking probability (BP) at a moment of call demand can be 
assessed by channel occupancy rate amid last clock hour, e.g., 
9am-10am for call request at a moment between 10am-11am, and 
so on, as in traditional teletraffic hypothesis. This estimation has 
been additionally enhanced through expectation models taking 
9am-10am hour information for a few earlier days. The CR-BS 
might keep up and occasionally refresh database of channel 
occupancy during (a) every hour of a day, and (b) minutewise 
channel occupancy during each hour. Spectrum detecting is a key 
capacity of intellectual radio to keep the unsafe impedance with 
PUs and recognize the accessible range for improving utilization 
of spectrum use. However, the performance in detection 
techniques is regularly traded off with multipath blurring, 
shadowing and recipient instability issues. To alleviate the effect 
of these issues, cooperative spectrum sensing (CSS) has been 
appeared to be a viable technique to enhance the detection 
performance by exploiting spatial diversity [1,2]. 

The CSS is grouped into three classifications as; centralized, 
distributed, and relay-assisted [3]. In the centralized CSS, the 
master node collects the sensing information from all the other 
nodes within the network and the information is shared with all 
the CR nodes. In distributed CSS, each CR node acts as an 

independent node for sharing information between various users. 
Relay assisted nodes are helpful for extending the coverage area 
of the network. 

In all the three detecting techniques listed above, the agreeable 
CR nodes with fusion centre takes decision about vacant channels. 
It doesn't unequivocally specify which SU might get benefit from 
which CR node in its physical range. Likewise, CR node takes 
choice of channel accessibility relying upon the then circumstance 
which may not be sane. Further, CR nodes are not anticipated that 
would keep up a database for choice support on the selected 
channels. To comprehend these restrictions in the adhoc CSS, a 
CR-BS design is proposed. In the CR-BS engineering, a Cognitive 
Radio- Base Station Controller (CR-BSC) is provisioned which is 
relied upon to pronounce the channel accessibility in view of the 
present channel occupancy and the previous history of occupancy 
of the channels. In this architecture,  

(i) SU works as probe for occupied primary and secondary 
channels accessible in the environment with location data through 
GPS and transmit to CR–BS for intermittent updation of channel 
status database.  

(ii) To decide if a channel is involved or not, a filtering recurrence 
is set and for all useful purposes, this examining recurrence is set 
as one minute. Consequently, when a SU makes a channel demand 
to CR-BS, CR-BS surveys the accessibility of each channel as a 
combination of current occupancy in addition to expected vacant 
time in future from its occupancy history. In this way, occupancy 
history is atomized in minutes.  

(iii) A database is set up in CR-BSC which stacks information in 
minutes, collected in hours and in days.  

A thorough forecast model is utilized to assess the normal 
vacant time from the time of demand by SU. This count is done at 
CR-BSC for all accessible vacant channels and the best one is 
chosen for allocation to the SU. 

Several researchers have recommended methods for spectrum 
sensing, filtering and dynamic spectrum access for use in CR. 
Probability of channel availability, duration etc. has also been 
modeled. These models do not identify individual channels 
available for cognitive radio use effectively. These aspects have 
been discussed in section 2 viz. Literature Survey. The CR network 
architecture modeled in the present work is based on observation 
of 50 cells data for 36 days of PU network. The background study 
for present work include channel occupancy during a typical day 
and holding time distribution and has been discussed in Section 3.  
Section 4 discusses about architecture for infrastructure based CR. 
Collection of PU data and its call arrival rate prediction has been 
discussed in Section 5 followed by the blocking probability in 
Section 6. The relevance of the proposed work is concluded with 
results in Section 7 followed by the future work in Section 8. 

2. Literature Survey 

http://www.astesj.com/


N. Nathani et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1609-1615 (2017) 

www.astesj.com   1611 

Cognitive Radio SUs accesses unallocated channels to PUs in 
licensed bands. Secondary users need to dynamically detect and 
access unused channels of PUs. Spectrum sensing consumes 
considerable energy, and hence, predictive methods for concluding 
gross availability of spectrum holes and idle channels can be used 
to schedule scan frequency and optimize energy consumption of 
secondary users. 

The authors of the paper [4] propose a CR network 
architecture made out of an arrangement of SUs with or without a 
secondary Base Station in which CSS is utilized. At the point when 
environment is highly dynamic, the detected data may not be 
valuable because of user’s mobility, channel blurring, and so on. 
The CSS is not an ideal strategy, as individual sensor nodes may 
encounter heterogeneous false alarm and missed detection because 
of their diverse locations. 

Xiukui Li and Seyed A. (Reza) Zekavat [5] have accepted that 
different channels which are licensed to PUs, from which SUs can 
choose any idle channel for correspondence. A method is 
recommended that empowers SUs to assess direct accessibility in 
cognitive radio systems when SUs exist together with PUs. The 
call arrival s of PUs is monitored by the SUs. The simulations are 
done with the PU data to study the effect of the proposed prediction 
technique on the communication and have been compared with 
Seasonal Auto Regressive Integrated Moving Average (SARIMA) 
model. This model does not specify about the channel updation 
technique. 

The author in [6] discusses about an infrastructure-based CR 
network architecture integrated in a PU network operating in 
licensed spectrum band where, the CR network has a centralized 
network entity such as a base station and associated CR nodes. The 
proposed architecture overcomes the drawbacks of the Poisson’s 
modeling.  

A two phase joint power and spectrum allocation scheme for 
a Cooperative Cognitive Radio Network (CCRN) has been 
discussed in [7]. The PU leases unused licensed spectrum to 
various SUs utilizing Frequency Division Multiple Access 
(FDMA) technique. This paper considers the design with respect 
to PU-SU. This paper lacks spectrum sensing and is, thus, not a 
pure CR situation. 

The authors [8,9] have presented different traffic forecast 
procedures and have discussed about the process of assessing 
channel accessibility through predicting traffic patterns of PUs for 
cognitive radios in an infrastructure of CR network as clarified in 
[5] above. In this model, SUs can forecast the call arrival rate and 
call holding time of primary users that utilized this channel. At that 
point, as per the prediction as well as estimation results, secondary 
users can assess the probability that the channel would be 
accessible for a given time period or not. By comparing the 
assessed probability with some threshold, secondary users can 
choose whether to utilize this channel. This model doesn’t 
unequivocally express the need of infrastructure. The sensing, 
computation and prediction needs high processing ability and more 
power and are thus hard to implement in practice. 

An infrastructure based CR network that empowers 
cooperative spectrum sharing over different service providers  by 
means of static CR nodes have been proposed in [10,11]. At the 
point when all the channels of a service provider are accessed or it 
is over-burden, it can utilize the available channels that are 
authorized to the service providers that are under loaded. This is 
not a pure CR subject. 

In this manner, it is seen from above literature surveys that no 
document is sufficiently complete to quantify the availability of 
vacant channels with adequately free holding time to 
accommodate a secondary user call. In the present work, the 
prediction of availability of vacant channels for the proposed 
holding time of the secondary user is done. These aspects have 
been incorporated into the present review and results are required 
to be very helpful to CR building architects. 

3. Background Studies 

3.1 Daily Traffic Pattern of PU 

Conventionally, a telecom operator analyzes the total traffic on 
hourly basis and identifies the busy hour where total traffic is 
maximum. Hourly data arranged on weekly basis does not give a 
clear picture of the peak hour as it contains many peaks. The 
traffic variations within a clock hour are not predictable in weekly 
analysis. Thus, data arranged on daily basis is taken to estimate 
the behavior of hourly traffic. The minutewise collected 
occupancy data was taken on hourly basis for 50 cells of different 
channel numbers. Figure 4.3 depicts daily occupancy pattern for 
the locations with 60 channels (8 RFs) and differently loaded at 
various traffic places. The results are similar for other Radio 
Frequency (RF) counts also. The figure indicates double heaps in 
the channel occupancy. The heap pattern shows near parabolic 
nature from 05:00 to 15:00 hours and 19:00 to 23:00 hours. 

In this analysis, minutewise gathered occupancy information 
was figured on hourly basis for 50 cells of varying channel 
numbers, e.g., each cell with 7channels/14 channels/28 
channels/60 channels for 1/2/4/8 Radio Frequencies (RFs) of GSM 
framework. Channels with same number of RFs are some where 
lightly loaded and highly loaded in some different areas. Areas 
with 8 RFs (60 channels) and distinctively stacked at various 
activity areas are shown in figure 1. The outcomes shown are 
comparable for other RF counts also. The figure shows double 
heaps in the channel occupancy. The heap design appears near to 
parabolic in nature from 07:00 to 15:00 hours and 17:00 to 22:00 
hours. An observation of instant occupancy together with last two 
observations might show peak time location along with the 
occupancy at peak time. This will help to regulate scanning 
frequency to optimize battery life of the SU. Based on the channel 
occupancy pattern, SU shall work in three scan states for power 
consumption optimization given below: 

(i) State-I: This is part of the day during which primary traffic is 
too low, hence any SU request for channels can be serviced by 
CR-BS system without blockage. The State-I is depicted in 
figure 1 from 00:00 to 05:00 hours (from points A to B), and 
from 15:00 to 19:00 hours (from points D to E). During these 
periods the occupancy is very less and hence, the SU can save 
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its battery power as no scan (scan frequency =0) is required. The 
SUs may go to sleep mode keeping only its receiver active for 
receiving paging message from CR-BS system only. In this state, 
SU RF is active in paging Listen mode from CR-BS but scanner 
remains inactive. GPS remains inactive while SU is static but 
restarts when SU is in motion. Manual interrupt is active for 
switching to dedicated mode for SU.  

(ii) State-II: This is part of the day during which primary traffic 
goes on increasing, hence any SU request for channels can be 
serviced only when vacant PU channels as are sufficient. As 
depicted in Figure 1, from 05:00 to 11:00 (from points B to C) 
and from 19:00 to 20:00 hours (from points E to F), the channel 
occupancy shows a positive slope at the beginning which 
requires SUs to periodically scan the environment and update to 
CR-BS at highest rate to support channel hopping to active SUs. 

(iii) State-III: In this state, the scanning frequency becomes 
active after every few seconds as specified by CR-BSC. The 
State-III is depicted in figure 1 from 11:00 to 15:00 hours (from 
points C to D) and 20:00 to 23:00 hours (from points F to G).  

 
Figure 1.    Daily Channel Occupancy Pattern for Three Cells With 60 
Channels 

(iii) State-III: In this state, the scanning frequency becomes 
active after every few seconds as specified by CR-BSC. The 
State-III is depicted in figure 1 from 11:00 to 15:00 hours (from 
points C to D) and 20:00 to 23:00 hours (from points F to G).  

3.2.Holding Time Distribution 

The data was collected at busy hour for 60 channels and 
minutewise occupancy was computed. An analysis of 60 minutes 
calls is practically taken for calculation purpose. The holding time 
distribution is shown in figure 3. It is observed that 58.5% calls 
are lying within 1 minute, 75% calls within 2 minutes, 82.9% 
calls within 3 minutes and 86.4% calls within 4 minutes 90.3% 
calls within 5 minutes. It is observed that holding time is nearly 
zero for a large number of calls which are due to transaction of 
Short Message Service (SMS) and Unstructured Supplementary 
Service Data (USSD) calls. 

Study of figure 2 reveals that holding time of 86.4% calls are 4 
minutes and the peak occupancy is 173. So, traffic carried is 
173*(8/60) = 23 Erlangs, whereas total traffic maximum traffic 
carrying capacity is 60 Erlangs, i.e., actual loading is (23/60)*100 
= 38.4%. Hence, there is enough vacant space to accommodate SU 
calls even in busy hour. 

 
Figure 2.  Holding Time Distribution Pattern in Busy Hour 

4. CR Architecture and Model 

The present document shall use the SU and Cognitive Radio-
User Equipment (CR-UE) interchangeably. In previous study 
[12,13], it has been established that more than 20% of the 
completely licensed bandwidth is practically vacant in a saturated 
market environment. This is well above the requirement of 1/8th 
part of the band to get access to the whole of the bandwidth at a 
time and adequate to take additional Media Access Control(MAC) 
level overhead required for C. There is no immediate necessity of 
these channels by the licensed operators which can be safely 
deployed as common control channel for cognitive radio purpose. 
This paper also assumes that the communication shall take place 
in licensed band channels only so that the UEs can be used as SUs 
with little modification in access protocol. 

The evolved network architecture as shown in figure 3 
contains CR nodes which may be combined in exclusive clusters 
or Personal Area Networks (PANs). The clusters will have a 
Cluster Head (CH) or GW. The CR-GW shall internally 
coordinate with sensor nodes using standard 6LowPAN based 
protocols and CR-MAC protocol for GW to CR-BS 
communication where it will use the vacant channels of licensed 
band. The GW will be able to handle multi channel multi radio for 
communication with BS. It will also have a dedicated RF scanner 
for monitoring licensed channels and inform channel status 
change to BS. Unique code will be assigned to all CR-BS. 
According to capacity of CR-BS in radio side, CR-BS can control 
number of SUs. In the backbone side, it provides interface to 
Mobile Switching Center (MSC) through Media Gateway 
(MGW).  

At the time of access for traffic data, GW-SU transmitter 
ensures that the access of PU channel do not interfere with PU 
functioning and CINR at BS. Network operators define various 
traffic accumulation data counters at BS. These parameters are 
polled at regular intervals for dynamic record of various RF 
parameters usually on hourly basis (T) and stored in Operations 
and Maintenance Center for Radio (OMC-R) [fusion centre in 
present case]. One hour time is too long for critical ON/OFF 
activity observation. Hence, channel status acquisition 
information need to be polled and updated at fusion centre at 
rate >> λ (call arrival rate) of the channels, or, in other words, 
polling time (τ) <<1/ λ, i.e. channel occupancy repetition time. 
In addition to periodic polling, both (i) the status of the channel 
change from free state to occupied state and, (ii) SU channel 
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allocation request should be interrupt driven and get instantly 
registered in Fusion Centre. Channel allocation shall be made 
by fusion centre from available list of channels for each channel 
based on: a) instantaneous channel status i.e. free state; b) 
amount of time passed since the channel was free; c) channel 
free time behavior prediction during the hour from data 
warehouse and d) User call holding time prediction during the 
hour from data warehouse. Eligible list of channels is thus 
prepared in order of merit and allocation is made by the 
switching centre depending upon the user service type request 
and QoS eligibility of the user. 

 
  Figure 3. Cognitive Radio Cellular and Sensor Network 

The proposed architecture also assumes that the communication 
shall take place in licensed band channels only so that the UE 
can be used as SUs with little modification in access protocol.  
PUs will communicate through BSC whereby SUs are located in 
between different PUs. The SU shall communicate through CR-
BSC. The CR-BSC contains transceiver assembly based on 
Software Defined Radio (SDR) architecture, an exclusive 
wideband RF receiver and a Global Positioning System (GPS). 
Also it is expected that every SUs need to have in built GPS 
facility. The job of SU transceiver is to monitor channel 
occupancy information and the signal levels for all PUs. The CR-
BS receiver collects the information such as channel occupancy 
from SUs. Thus the CR-UE shall take the role of static CR node 
for cooperative sensing with exception that it is mobile. On the 
other hand, the idea of swapping the dynamic database among 
CR nodes is missing. Instead, the database acquired by an SU 
during a specific duration is sent to a central node i.e., CR-BSC 
through CR-BS. 

 Secondary infrastructure might stay associated with CR-BSC for 
cognitive call handling function. CR-BSC shall hold the tables and 
decision logic for allocation of channels to SUs. In like manner, 
the spare channels and the assigned frequencies are distributed by 
CR framework in order to have minimum interference.  

5. Call Arrival Rate Prediction 

 CR infrastructure and CR users are same as licensed user 
framework with the exception of that CR frameworks needs to 
follow the mandatory guideline that: (a) exclusive vacant channels 
of PU are to be utilized and returned when PU is active on this 
channel, (b) it won't cause any noise to PU framework. In this way, 
SU design might contain some extra logic than PU framework; else 
they are basically the same. Accordingly, it is basic to examine 
altogether the PU behavior for drawing conclusions about CR 
traffic handling effectively. 

A review was completed for 42 days for 7 channels of various 
geographic and business significance of the city e.g., local location, 
market, play area and so forth, out of which 35 days (7 weeks) 
information was utilized for development of the model and one 
week (7 days) information was forecasted and verified with actual 
days information from 36th day to 42nd day to guarantee goodness 
of fit. 

In this analysis, 35 days information of every cell was gathered 
and arranged on hourly basis and one specific hour was chosen. It 
was expected that hourly information might follow a weekly 
pattern and then a period of 7 days was taken after. SARIMA 
model was applied to forecast 7 days information for that specific 
hour in view of 35 days observed information of that hour. The 
prediction of traffic pattern for a week follows the following 
relationship: 

Forecast Occupancy = Fi = Si * Tj 

where, i = 1 to 7 as one week is considered as a seasonal unit,  

j = 1 to n,  

n= number of days of observation = 35 in present analysis. 

Ti ={A0-A1*Dj},  

Si = Seasonal Coefficients;  

A0& A1= Intercept Coefficients obtained from SARIMA modeling. 

A lag of 7 was observed to be ideal fit for predicted data with 
actually obtained result. In this way SARIMA model of (7,7,7) was 
found to be best fit after application on 7 channels. Such perception 
for an estimated busy hour has been plotted in Figure 4. 

 
Figure 4.Forecast of Channel Availability during Busy Hour: 13:00 PM of Each 

Day of Five Weeks Observation Using SARIMA Approach 

Investigation of the plots for week after week observation 
demonstrates reliable conduct from week to week as shown by 
digits 1 to 7 in the figure 4. This information is stored and updated 
in data warehouse of the CR-BSC for long term forecast.  

The prediction of availability of vacant primary channels or in 
other words, occupancy of primary channels during the holding 
time of SU is essential, in particular, in and around peak occupancy. 
Despite the fact that, the parabolic model gives an idea of peak 
occupancy time and peak occupancy count from static perception 
however it can't be completely depended upon [14]. Thus, 
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prediction mechanism is essential about busy hour and at least for 
the duration of the holding time.  

The probability that no call arrives (Pi(0)) during the holding 
time of SU (τ) was calculated using the relation: 

Pi(0) = exp –[(λ/60)* τ] 

where, λ = call arrival rate of PU,  

τ = holding time of SU 

It is found in figure 5, even if we assume that call arrival rate 
of PU = 8 with τ = 3 minutes, the SU call will mature with 
probability of 0.67. 

6. Blocking Probability  

The determination of QoS provided by a particular network 
configuration is required for an efficient design of communication 
networks [15]. Whenever a customer makes a telephone call, the 
routing equipment will decide to reroute the call to alternative 
equipment, to receive the call or to reject it entirely. Call rejection 
is occurred because of heavy traffic loads (congestion) on the 
system which results in either call being delayed or lost. The 
blocking probability is defined as the probability that the call 
attempts cannot be handled successfully due to unavailability of 
the radio resources (i.e. unavailability of free circuits or other 
switching equipments).  

 
 Figure 5.  Graph of Probability of No Call Arriving Of PU, Pi(0) vs Number 

of Vacant Channels with Different Holding Time Of SU (τ) 

Efficient design of communication networks requires the 
ability to determine the quality of service provided by a particular 
network configuration. A common quality of service measure is 
the blocking probability, which is the probability that a new call 
will not be admitted to the network due to insufficient network 
resources [16]. 

Using the Poisson theorem, the probability that a call will be 
blocked can be calculated as: 

P(c, a) = 1 −�
ak

k!

c−1

k=0

e−a 

where, P(c,a) = the proportion of offered load that is blocked using 
the Poisson model given “c” servers and “a” offered load. 

For a Lost Call system, the Grade of Service (GoS) for CR shall be 
measured by using modified Poisson’s Model, as proposed in this 
work is given by the equation: 

P(c, N) = 1 −�
Nk

k!

c−1

k=0

e−N 

where, k = 0 to (c-1) with c =  total number of trunked channels, 
N=Np+Ns, Np = Count of PUs in the system, Ns = σNp + offset = 
Count of  SUs in the system, where, 0 < σ ≤1. A portion of the 
PU, σ (known as SU factor) can be considered for the calculation 
of the blocking probability of a secondary call combined with 
PUs traffic in the system. Also, 0<offset<1 such that Ns is an 
integer of higher value. These values of GoS help to determine 
whether the channel allocation to SU shall be successful or fail.  

At the point when a cellular system is planned, the blocking 
probability P should be less than some pre-determined value. An 
observation for varying channels was made with c= 60 servers 
and is depicted in figure 6. 

 
  Figure  6.Call Blocking Probability with Trunk Servers (c) = 60 using Poisson’s 

Model 

7. Discussions on Results and Conclusion 

The study establishes that there are scanty occupancy of PU 
channels about 16 hours of a day during which large quantum of 
SU can be allocated without problem. The performance of SU can 
be further improved in case, the traffic holding time is less than 1 
minute. The SARIMA prediction model with a periodicity of 7 
ideally fits the predicted data. It is also established that when the 
PU channel occupancy is 50%, the CR-BS shall provide voice 
channel to SU with blocking probability ≤ 0.02, where industry 
standard for blocking is 0.02. 

8. Future Work 

The SARIMA method is a better method for prediction of 
channel occupancy rate which takes into account the auto 
regression and moving average method along with the seasonal 
parameters. But still there is a scope of further improvement in the 
results of prediction by including three exponential smoothening 
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factors viz. (a) the level (or mean) that can be smoothed to give a 
local average value for the series of data, (b) the trend that can be 
smoothed, and (c) each seasonal sub-series (i.e., all the values of 
Monday, all the values of Tuesday, etc. for weekly data) that can 
be smoothed separately to give a seasonal estimate for each of the 
seasons. Some other methods like Holt-Winters (HW) additive 
technique may provide more predictive results. 
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 The increased motivation (by service providers) to offer user-centric and seamless 
communication services – that satisfies users’ quality of experience (QoE), has manifested 
a myriad of challenges in the field of wireless communication; and given the increased 
traffic capacity and sudden explosion of cellular devices, communication systems are 
constantly threatened by performance related issues – including soft handoff. Although 
intelligent techniques have evolved to provide solutions to these issues, they are yet to 
flourish in the area of soft handoff. This contribution therefore proposes a framework that 
integrates two components: (i) machine learning methodologies: self-organizing map 
(SOM) and pattern classification – for robust performance evaluation of available soft 
handoff data; (ii) multiple attribute decision making mechanisms (MADM): the Analytical 
Hierarchy Process (AHP) – which result feeds the Technique for Order of Preference by 
Similarity to the Ideal Solution (TOPSIS) – for efficient access network selection. 
Implementation of component one of the design revealed that SOM enabled a precise 
visualization of handoff features that influenced the system performance; and the error 
levels of training, validation and test dataset, with number and percentage of correct and 
incorrect classifications, were obtained from our pattern classifier. 
Implementation of component two of the design for four heterogeneous (access) networks 
indicated that although network two (N2) was selected as best access network by TOPSIS 
and network three (N3) by Synthetic Extent Analysis (SEA) – a method adopted in a related 
paper, for a particular application; both TOPSIS and SEA selected N1 as second best 
alternative access network and network four (N4) as third best alternative network, despite 
the issue of ranking abnormality in TOPSIS. Further, AHP and TOPSIS can effectively be 
applied as MADM algorithms in handoff decision framework for selecting the best 
available network for handoff.   
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1. Introduction 

Handoff is an essential element of cellular communications, 
as efficient handoff algorithms are a cost-effective way of 
enhancing the capacity and quality of service (QoS) of cellular 
systems. Traditional handoff mechanisms are mostly based on 
received signal strength (RSS) from current access point (AP) or 
base station (BS). The method to decide handoff based on RSS is 
considered as the simplest method to handoff decision [1], but on 
the other hand, it may not have sufficient reliability because of 
RSS fluctuation [2]. Further, each network in a heterogeneous 

network has different RSS threshold; hence, RSS-based method 
results in inefficient handoff, unbalanced load, and frequent 
service interruption. The heterogeneous network concept was 
introduced to satisfy the demands of network traffic capacity and 
data rate [3], and consists of multiplatform networks with various 
radio access technologies. Conventionally, a mobile user may 
roam and accomplish handoff using single criteria such as RSS, 
but the co-existence of different networks with different RSS 
thresholds degrades the network performance. As such 
researchers exploit other parameters such as signal to interference 
and noise ratio (SINR), current location of mobile user, and 
network conditions for initiating handoffs. 
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The  integration of diverse but complementary cellular and 
wireless technologies in the next generation wireless networks 
requires the design of intelligent handoff decision algorithms to 
enable mobile users equipped with contemporary multi-interfaced 
mobile terminals to seamlessly switch network access and 
experience uninterrupted service continuity anywhere and 
anytime. Recently, various schemes have been implemented to 
enhance the quality of multimedia traffic [4], but such schemes 
are yet to offer good estimates of the traffic load and throughput.  

The continuous developments and evolving generations of 
the cellular network technologies are  influenced heavily by 
increased traffic capacity; high data consumption; and demand for 
better service quality – sufficient to satisfy end-users’ quality of 
experience (QoE), but, state-of-the-art solutions are yet to parallel 
these challenges. Next generation cellular systems are expected to 
leverage the challenges of previous generations and provide 
ubiquitous connectivity, zero latency and high-speed connection. 
It is also expected (in the future) that devices should integrate 
heterogeneous radio access technologies (RATs) in order to 
improve the network performance as well as satisfy users’ quality 
of experience. 

Vertical handoff which occurs between base stations (BSs) 
with diverse wireless network interfaces, enables mobile 
subscribers to seamlessly make connections with the new BS 
before terminating with the previous BS. Network selection for 
subscribers with multiple connection interfaces however, creates a 
huge challenge for heterogeneous wireless environment. This 
raises the concern for innovative approaches to access network 
selection to ensure: seamless and always best connected (ABC) 
service to mobile subscribers, maximized resource utilization, and 
increased revenue to network operators. One promising solution is 
the use of multiple attribute decision making (MADM) 
methodology to handle the multiple attribute requirements of each 
access network for efficient handoff.  

In this paper, we engage the prioritization of various handoff 
decision variables – to improve on the overall network 
performance. The current work is an extension of our FTC’16 
paper [5]. First, we subject the available (handoff) input data to 
two machine learning procedures: (i) unsupervised analysis of 
inherent patterns; and (ii) supervised classification of the system 
performance. We then proceed further to demonstrate the use of 
two MADM techniques – analytic hierarchy process (AHP) and 
Technique for order of Preference by Similarity to the Ideal 
Solution (TOPSIS) – for the network selection problem. The AHP 
is used to determine the weights of decision criteria, which are later 
fed into TOPSIS and used to assist the network to rank the access 
networks. Our focus is on the handoff decision phase and aimed at 
satisfying mobile subscriber through the ABC concept. Further, 
the performance of TOPSIS in network ranking is compared with 
the synthetic extent analysis using decision criteria values obtained 
in [5]. 

This paper is structured as follows: A critical review of 
literature on related works is done in section 2; Section 3 presents 
the materials and methods required for accomplishing the study; 
Section 4 discusses the results obtained; and Section 5 offers 
conclusion to the study.  

2. Related Works 

Macro-diversity can change the transmission power required 
to service a mobile station with regards to its location. Although 

this contributes to improving the system performance, it can also 
cause unexpected call-dropping after handoff. For multimedia 
traffics which require high data rates, macro-diversity is necessary. 
In [6] an analytical soft handoff model considering macro-
diversity effect was developed. Using analytic and simulation 
method, a performance evaluation of blocking probability, 
handoff failure probability and the region-transition failure 
probability was carried out. Their results were also compared with 
previous analytic models to illustrate the effect of macro-diversity 
on the system performance. The system was found to be useful 
for managing the determination of optimal resource allocation, 
cell configuration, and admission strategy. In a similar research, 
Chung and Cho [7], had proposed an analytical model of soft 
handoff when multimedia services are served in CDMA based 
intelligent transport system (ITS). They evaluated the 
performance of soft handoff scheme using analytical and 
simulation method, and considered key performance metrics such 
as blocking probability, handoff failure probability and carried 
traffic – obtained for the system management parameters 
considered in [6]. Ma, Cao, Liu and Trivedi [8] investigated the 
features of cellular geometry in CDMA systems with soft handoff, 
which distinguishes the controlled area of a cell from the cell 
coverage area. Important characteristics of the cellular 
configuration were used to propose a new design for efficient call 
admission control (CAC) in CDMA systems and the construction 
of a continuous-time Markov chain (CTMC) model for CAC in 
CDMA with soft handoff queue. Closed-form solutions were also 
obtained with algorithms that provide stability in loss 
probabilities computation and the determination of the optimal 
number of guard channels. To apply the loss formulas, their 
proposed modelling techniques were used to evaluate and 
compare the performance of conventional and proposed soft 
handoff schemes. Numerical results showed the effectiveness of 
the proposed Markov chain models as well as benefits of the new 
soft handoff scheme. A neural network (NN) approach was 
proposed in [9] to optimize the operation of cellular networks, 
where an analytical equation was derived to establish the effect of 
essential handoff contributory factors, with data obtained from 
base stations of an operational network carrier, and trained using 
a back-propagation NN algorithm. Their results showed that the 
network performance improved with large data size. A self 
organizing map was then used to visualize the existing system for 
the purpose of improving further, its performance.  

Heterogeneous multi-radio networks are emerging with 
architectures that compromise hierarchical deployments of 
increasingly smaller cells [10]. These deployments may employ 
multi-radio access technologies to communicate with the network 
infrastructure, and calls for a dynamic access network selection. 
Various schemes have been implemented for access network 
selection during handoff in heterogeneous wireless networks, but 
most of them are usually optimization procedures and only useful 
for the reduction of handoff latency instead of improving QoS. 
One of the important aspects of seamless communication for 
ubiquitous computing is the dynamic selection of best access 
network. Ajuja, Singh and Khanna [11] considered bandwidth 
availability as the dynamic parameter for network selection in 
heterogeneous environments. A bootstrap approximation based 
algorithm is deployed in temporal and spatial domains to check 
its robustness. Numerical results showed that their algorithm 
reduced the estimation error, overhead, and improved reliability, 
compared to the existing algorithm.  
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To assure the required QoS for various applications run by 
the mobile user (MU) and avoid frequent handoff errors in 
heterogeneous networks, an AHP method for network selection 
was introduced in [12]. AHP performs decision selection on the 
basis of different handover parameters such as QoS, 
communication cost, availability and reputation of a network, etc, 
and combines the average of each criterion to decide an 
appropriate network for handoff. The AHP method has been 
employed by different researchers for efficient network selection 
in WLANs, but the method has not achieved the desired success 
in cellular networks [12]. A similar scheme was proposed to 
enhance the QoS of a network through the optimization of 
different handoff parameters such as data rate and handoff latency 
[1], and the decision for handoff was performed using a hybrid of 
fuzzy logic and analytic hierarchy approaches. A hierarchal 
scheme for discovering network selection rule based on media 
independent handoff (MIH) optimization has been proposed in 
[13]. In their experiment, a number of APs/BSs in a particular 
zone were connected to a zone media independent information 
system (MIIS) server attached to both the local and global MIIS 
servers. The energy consumption rate of a MU directly depends 
on the available networks scanned during a handoff process. 
Different schemes based on the energy efficient network selection 
for multimedia based applications have been proposed in [14, 15]. 
The schemes adopted the concept of adapt-or-handoff for 
balancing the multimedia traffic during a handoff process, thereby 
saving energy consumed due to the insignificant degradation in 
quality. Hence, energy consumption during the selection of 
networks is important and should be considered carefully. In order 
to optimize the energy consumption of multiple interfaces, 
Doppler, Ribeiro and Kneckt [16] have proposed a two-step 
scanning mechanism for obtaining band/channel information 
within a specific area. In their scheme, the MU scans highly 
reachable channels and provides each MU with the network 
density information as it enters a new area.  

One major issue in handoff is how to optimize the decision time 
in selecting the access network with the best signal quality among 
the available one at the exact time needed by the mobile users. It 
is therefore necessary that mobile network operators provide good 
control and decision-making algorithms that optimize the soft 
handoff process – to avoid false initiation alarm, and select the 
best available network. Various MADM techniques for handoff 
decision optimization abound in the literature (c.f. [17-20]). 
However, no one technique is superior as there exist drawbacks in 
them such as ranking abnormality, subjective experts’ judgment, 
uncertainties in human preference and penalizing behaviour 
towards poor attributes. In this paper, AHP and TOPSIS are 
combined for performance evaluation of network selection in 
heterogeneous wireless environment during handoff. Furthermore, 
the selection of these models is based on the following evaluation 
criteria [21]: internal consistency and logical soundness, 
transparency, ease of use, data requirements are consistent with 
the importance of the issue being considered, realistic time and 
manpower resource requirements for the analytical process.  

The idea with AHP is to form a comparison matrix for each 
pair of criteria or alternatives such that the paired comparisons 
produce weighting scores that measure how much importance the 
criteria or alternatives have with each other. It begins by 
decomposing a complex decision problem into a hierarchical 
structure comprising the goal to be achieved at the top of the 
hierarchy, followed by criteria needed to achieve the goal and 
possibly the alternatives for each criterion at the bottom of the 

hierarchy. The major steps in AHP hierarchal structure are 
presented in [22-23]. The method tries to optimize decision 
making when decision makers are faced with conflicting 
qualitative and quantitative data. It optimizes decision making by 
enabling decision makers, in its final ranking, to choose the best 
solution among several alternatives across multiple criteria to 
attaining a specific goal. The ability of the method to capture both 
subjective and objective data in a quantitative manner for 
evaluation as well as the provision of a mechanism for checking 
the consistency ratio of the evaluation measurements makes it a 
veritable tool for decision making. The use of TOPSIS as a 
classical MADM algorithm is aimed at identifying an alternative 
that will have the shortest distance from the positive ideal solution 
and the farthest distance from the negative ideal solution [24]. The 
algorithm calculates positive and negative ideal solutions based 
on the attribute values available for each alternative. 

In [25] a modified ‘‘ELECTRE’’ algorithm that provides 
complete ranking of the networks in application scenarios where 
the utility of some attributes is non-monotonic was presented. In 
[26], they compared the performance of “PROMETHEE” with 
“AHP” in terms of consistency, ranking abnormality, robustness, 
and accuracy.  In [27], a comparison among different decision 
making techniques was made to check their pros and cons in terms 
of selection of network for sensor based applications. Results 
indicate that AHP appears more stable, less prone to risk and 
penalizing judgment behaviour. Also, more than 80-85% of the 
time, the results made by AHP, TOPSIS, Simple Additive 
Weighting (SAW) and Multiplicative Exponent Weighting 
(MEW) were the same. In [28], an access network selection 
algorithm that uses AHP and TOPSIS was proposed, but crucial 
QoS parameters such as RSS and available bandwidth resources 
were not considered in the selection process. However, it has been 
shown that the available bandwidth, received signal quality, 
battery life of the MT, security level, cost of service per byte, and 
distance between MT and BS are important parameters when 
considering vertical handoff decisions [29-31].  

A QoS mechanism was proposed in [5] for improved handoff 
decisions in mobile communication networks. The proposed 
design adopted a hybrid channel perception tool to train observed 
key performance channel characteristics for system channel 
behaviour discovery. A HMM framework was adopted to ensure 
that the available channels were not completely consumed during 
handoffs. Estimates obtained from the training were then passed to 
a Fuzzy-based model to select the appropriate access network or 
base station. Their results showed that the proposed system could 
sustain handoffs at an average of 80%, compared to the empirical 
system, which average gave 50%. Further, two multiple attribute 
decision making (MADM) methods: fuzzy AHP and synthetic 
extent analysis (SEA) were used to assign weights to certain 
criteria influencing handoff decision, and the alternative access 
networks ranked based on weight priority scores in order to select 
the most optimal access network for a particular application. 

3. Materials and Methods 

The methodology adopted for the soft handoff evaluation 
integrates two machine learning tools. The self organizing map 
(SOM) – an unsupervised classifier is first used to cluster the input 
data in order to observe the inherent patterns exhibited by the 
existing system. The stipulated threshold for handoff success rate 
set by the Nigerian Communications Commission (NCC) – the 
communication regulatory body in Nigeria, was then used to 
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generate the target class. Both data classes (input and target) are 
later fed into a (supervised) feed-forward pattern classifier, to 
explain the performance of the classification algorithm. The 
system framework is shown in Figure 1. 

 
Figure 1. Proposed system framework 

To ensure effective comparison between SEA and TOPSIS, the 
most promising values generated from the membership functions 
of the triangular fuzzy numbers in the fuzzy-AHP method in [5] 
were used to construct the AHP pair-wise comparison matrix for 
the considered criteria necessary for handoff decision. The AHP 
process in the end assigns weights to criteria which are used by 
the TOPSIS method to perform final ranking of the access 
networks. The alternative access network is the one with the 
highest value of relative closeness to ideal solution. We also 

compare the access network selection results of SEA technique – 
obtained in [5] with TOPSIS, to evaluate the efficiency of both 
selection techniques, in selecting the best access network for 
handoff.  

3.1. Key Performance Dataset 

Dataset for the soft handoff evaluation experiment consists of 
the input class and the target class. Sample data points for the input 
and generated target classes are presented in Table 1. The input 
data are real-time measurements acquired from 49 base station 
controllers (BSCs) of an operational cellular network carrier, at 
busy hours. These data were gathered over a period of one month, 
and are required for evaluating the existing system.  

 The input data extracted for this experiment include: drop call 
rate (DR); cell availability (CA); base station controller availability 
(BSCA); carried traffic (CT); block call rate (BR); up-link 
throughput (UL_TH); down-link throughput (DL_TH); and 
handoff success rate (HOSR). The target class is made up of three 
features namely, not satisfactory (C1: class 1); satisfactory (C2: 
class 2); and very satisfactory (C3: class 3). Data for the target class 
were obtained through the following classification rule: (if 
HOSR<90, C1=1, else, C1=0); (if 91≤HOSR≤95, C2=1, else, 
C2=0); (if 95≤HOSR≤100, C3=1, else, C3=0). 

 After generating the target class, 7 samples (about 14% of the 
data) were not satisfactory (fell into class 1), 42 samples (about 86% 
of the data) were satisfactory (fell into class 2), and none (0% of 
the data) was very satisfactory (fell into class 3). The analysis 
indicates that the handoff performance of the existing system was 
not optimal, as no data fell into the third class. 

 
Table 1. Sample input data points and generated target classes 

Input class Target class 
SN DR CA BSCA CT BR UL_TH DL_TH HOSR C1 C2 C3 

1 1.1200 99.8700 93.3800 402.0800 0.1200 11.7000 33.8100 88.6600 1 0 0 
2 0.9000 99.8900 97.5900 569.1900 0.2100 11.3200 30.3200 91.2100 0 1 0 
3 1.1800 99.7700 93.7800 507.7200 0.3300 10.7400 28.8800 92.3300 0 1 0 
4 0.7400 99.7300 97.9400 645.3700 2.1900 7.1700 23.6100 93.6600 0 1 0 
5 0.9000 99.6600 90.7800 615.9900 0.7900 9.7200 25.6600 91.7300 0 1 0 
6 0.9700 99.5900 96.1000 889.1500 0.3500 8.4000 22.2700 93.5100 0 1 0 
7 1.0300 95.3500 96.0200 1065.5200 0.7700 3.5600 11.8400 92.8100 0 1 0 
8 0.6800 95.5000 94.0200 1030.3100 0.3800 8.0200 24.0500 93.6300 0 1 0 
9 1.0700 98.0400 91.3200 647.5300 0.9500 8.5000 24.8200 93.3300 0 1 0 

10 1.2300 98.0000 97.4600 423.2100 0.0600 10.8300 29.1200 88.9600 1 0 0 
11 1.4300 97.9500 95.6100 455.8500 0.3700 14.0200 36.1900 92.0900 0 1 0 
12 1.0800 99.8400 95.1700 395.0600 0.1200 8.5200 26.1800 92.7000 0 1 0 
13 1.0300 99.9700 92.7100 250.8900 0.0300 10.8900 33.1200 90.3900 0 1 0 
14 1.3200 99.7800 96.1300 151.9700 0.3800 12.2700 35.9600 88.6500 1 0 0 
15 1.4600 94.6700 96.1900 990.6200 2.9700 9.0700 25.4800 88.5500 1 0 0 
16 1.0500 98.5000 98.3300 685.7000 0.1700 10.7900 26.9600 91.4000 0 1 0 
17 0.8500 98.4800 95.0300 346.4200 0.1500 11.5300 28.7300 93.4300 0 1 0 
18 1.4900 97.3500 97.4300 239.4500 0.0200 11.6200 30.0000 92.3300 0 1 0 
19 1.1200 97.3100 65.4500 106.7000 0.0300 6.5600 21.8100 91.5700 0 1 0 
20 0.6600 97.3500 94.7300 556.2900 0.0500 9.6000 30.4300 95.2700 0 1 0 
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3.2. SOM Methodology 

One major feature of artificial neural networks (ANNs) is its 
ability to adapt to an environment by learning to improve its 
performance at emulating behaviourial characteristics of an object 
in an unsupervised manner. The basic SOM is as a nonlinear, 
ordered, smooth mapping of high-dimensional data manifolds 
onto the elements of a regular, low-dimensional array, and the 
mapping is implemented as follows: 

(i) define the set of input variables 𝑥𝑥𝑗𝑗  as a real vector, 
𝑥𝑥𝑗𝑗 = {𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛}𝑇𝑇 ∈ ℝ𝑛𝑛; 

(ii) associate with each element in the SOM array a 
parametric real vector: 𝑚𝑚𝑖𝑖 = {𝑚𝑚1,𝑚𝑚2, … ,𝑚𝑚𝑛𝑛}𝑇𝑇 ∈ ℝ𝑛𝑛 
– also called a model; 

(iii) define a distance measure between 𝑥𝑥 and 𝑚𝑚𝑖𝑖, denoted 
as 𝑑𝑑(𝑥𝑥,𝑚𝑚𝑖𝑖) . 

In this paper, we adopt the incremental SOM algorithm with 
a rectangular map topology, as shown in Figure 2.  

 
Figure 2. SOM topology; Source [32] 

The image of an input vector x on the SOM array is then 
defined as the array element 𝑚𝑚𝑐𝑐 that best matches with 𝑥𝑥, where 
the index arg𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 (𝑑𝑑(𝑥𝑥,𝑚𝑚𝑖𝑖)). The main task here is to define mi 
in such a way that the mapping is ordered and descriptive of the 
distribution of 𝑥𝑥. The process in which such mappings are formed 
is defined by the SOM algorithm. This process is then likely to 
produce asymptotically converged values for the models mi, the 
collection of which will approximate the distribution of the input 
samples 𝑥𝑥(𝑡𝑡) , even in an ordered fashion. Vector 𝑥𝑥  may be 
compared with all the 𝑚𝑚𝑖𝑖  in any metric. In many practical 
applications, the smallest of the Euclidian distance |𝑥𝑥 −𝑚𝑚𝑖𝑖| can 
be made to define the best matching node (BMN), defined by the 
subscript:  

c = arg𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖||𝑥𝑥 −𝑚𝑚𝑖𝑖|| ≡ �|𝑥𝑥 − 𝑚𝑚𝑐𝑐|� = |𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖|. 

3.3. Pattern Recognition Methodology 

Pattern recognition is the process of classifying input data into 
classes based on key features. Two classification methods to 
pattern classification are identified in the literature and include: 
supervised and unsupervised classification. This paper adopts the 
supervised method to pattern classification. The need for pattern 
recognition in handoff algorithms is essential for evaluating the 
robustness of communication systems. Pattern recognition 
application to the handoff process assumes that mobile users 
travel along same paths within the radio coverage area, and their 
movements follow the topological structure of the road 
infrastructure or the architectural structure of the environment. 
These patterns are then exploited to make handoff decisions and 

to define the locations where handoff executions are desirable 
through training of the network – to identify such locations. 
Pattern recognition can be implemented in a variety of ways and 
algorithms, and the setting up of a complete pattern recognition 
based handoff decision system should consider the following 
tasks: 

(i) Handoff location determination: defining the location 
depends on the choice of criteria for what an optimal or 
good enough position a handoff should occur; 

(ii) Pattern formation: generating pattern trace of the street, 
path, etc., with the collected metric samples. The 
components of the pattern trace are feature matrices 
associated with the surrounding BSs/APs, which are 
often referred to as class representatives.  

(iii) Data sample collection: using data samples of a chosen 
metric around the chosen handoff location to train and 
validate the recognized patterns.  

In this paper, a two-layer feed-forward network, with sigmoid 
transfer function in the hidden layer, and a soft-max transfer 
function in the output layer is proposed. The number of hidden 
and output neurons are set to 10 and 2, respectively, and the 
number of elements in the target vector (the number of categories 
or classes) is 3 (see Table 1). The input data were randomly 
divided such that 70% of the samples were for training, 15% for 
validation, and 15% for testing. The neural network architecture 
showing the pattern recognition components is presented in 
Figure 3. 

 
Figure 3. Pattern recognition network architecture 

3.4. AHP Methodology 

The application of the AHP method to a complex problem usually 
involves the following major steps [22-23]: 

(i) Define the unstructured problem by describing the 
hierarchy with the goal at the top, followed by criteria at 
the lower levels and then alternatives at the bottom.  

(ii) Construct a set of pair-wise comparison matrices among 
decision elements (criteria and alternatives) by 
establishing priorities among them based on a preference 
scale of 1 to 9 as shown in table 2. 
 

Table 2. AHP preference scale 
 

Scale Definition 
9 Extreme importance 
7 Very strong importance 
5 Strong importance 
3 Moderate importance 
1 Equal importance 
2, 4, 6, 8 Intermediate values 

(iii) Estimate the relative weights (wk) of the decision 
elements using eigenvector method; where 𝑤𝑤𝑘𝑘 =

𝐺𝐺𝐺𝐺𝑘𝑘
∑ 𝐺𝐺𝐺𝐺𝑘𝑘
𝑛𝑛
𝑘𝑘=1

, where 𝐺𝐺𝐺𝐺𝑘𝑘  is the geometric mean of the kth 
row. 

(iv) Aggregate these relative weights and synthesize them for 
the final measurements of the decision alternatives.  
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(v) Compute the consistency ratio (CR) to determine the 
acceptability or otherwise of the chosen criteria or 
alternative; where 𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶

𝑅𝑅𝐶𝐶
 (CI is the consistency index, 

and RI is the random index). 

3.5. TOPSIS Methodology 

The final weight measurements from AHP are used by TOPSIS 
for ranking of alternatives. In the TOPSIS method two artificial 
alternatives are hypothesized, i.e. the positive and negative 
alternatives. The basic rule behind these hypotheses is that the 
chosen alternative should have shortest distance from positive 
ideal solution and longest distance from negative ideal solution. 
TOPSIS makes the decision of alternative that is very near to the 
best result and very far from pessimistic alternative. The first step 
transforms attribute dimensions into non-dimensional attributes, 
which allows comparisons across criteria. The following steps 
describe the TOPSIS algorithm for network selection. 

(i) Compute root of sum of squares to standardized the 
overall decision matrix of weights of criteria 𝑑𝑑𝑖𝑖𝑗𝑗  
obtained from AHP method; 

(ii) Normalize the decision matrix of criteria 𝑑𝑑𝑖𝑖𝑗𝑗  acquired 
from the four candidate networks as listed in Table 1 
using  (1). 

 𝑧𝑧𝑖𝑖𝑗𝑗 =  𝑑𝑑𝑖𝑖𝑗𝑗 ∑ 𝑑𝑑𝑖𝑖𝑗𝑗𝑛𝑛
𝑖𝑖=1⁄      (1) 

(iii) Generate the weighted normalized matrix by 
multiplying the normalized decision criterion 𝑧𝑧𝑖𝑖𝑗𝑗  with 
its assigned weight 𝑤𝑤𝑘𝑘 as in  (2) 

 𝑟𝑟𝑖𝑖𝑗𝑗 =  𝑧𝑧𝑖𝑖𝑗𝑗𝑤𝑤𝑘𝑘      (2) 

(iv) Determine the positive ideal solution 𝑉𝑉+  and the 
negative ideal solution 𝑉𝑉−  as in s (3) and (4) 

 𝑉𝑉+ = (𝐶𝐶1+,𝐶𝐶2+, … ,𝐶𝐶𝑛𝑛+)     (3) 

 𝑉𝑉− = (𝐶𝐶1−,𝐶𝐶2−, … ,𝐶𝐶𝑛𝑛−)      (4) 

However, for beneficial criteria, 𝐶𝐶𝑖𝑖+ = max(𝑟𝑟𝑖𝑖𝑗𝑗) and 
𝐶𝐶𝑖𝑖− = min(𝑟𝑟𝑖𝑖𝑗𝑗) while for non-beneficial criteria, 𝐶𝐶𝑖𝑖+ =
min(𝑟𝑟𝑖𝑖𝑗𝑗) and 𝐶𝐶𝑖𝑖− = max(𝑟𝑟𝑖𝑖𝑗𝑗).  

(v) Determine separation from ideal solution by 
calculating the similarity distance as expressed in (5) 
and (6), 

 𝑆𝑆𝑗𝑗+ = �∑ �𝐶𝐶𝑖𝑖+ −  𝑟𝑟𝑖𝑖𝑗𝑗�
2𝑛𝑛

𝑗𝑗=1 , 𝑗𝑗 = 1,2, … ,𝑚𝑚   (5) 

 𝑆𝑆𝑗𝑗− = �∑ � 𝑟𝑟𝑖𝑖𝑗𝑗 −  𝐶𝐶𝑖𝑖−�
2𝑛𝑛

𝑗𝑗=1 , 𝑗𝑗 = 1,2, … ,𝑚𝑚   (6) 

(vi) Determine the relative closeness to the ideal solution 
by calculating 𝐶𝐶𝑗𝑗∗ as in  (7) 

 𝐶𝐶𝑗𝑗∗ =  𝑆𝑆𝑗𝑗− �𝑆𝑆𝑗𝑗+ + 𝑆𝑆𝑗𝑗−�⁄ ,  𝑗𝑗 = 1,2, … ,𝑚𝑚  
 (7) 

(vii) Rank the access networks according to the descending 
order of 𝐶𝐶𝑗𝑗∗. 

4. Results 

4.1. SOM Visualization 

We visualize the feature component planes of the SOM in 
Figure 4. The component planes show which features has a 

significant influence on the clustering results. Dark colors 
represent relatively small values while light colors represent 
relatively large values. Hence as expected, CA, BSCA, CT and 
HOSR have high range values, whereas DR, BR, UL_TH, and 
DL_TH have low range values, as predicted. Interestingly, (DR 
and BR); (UL_TH and DL_TH); and (BSA and HOSR); exhibit 
similar patterns, and thus signifying strong correlation between the 
component planes. In practice, we can say that these variables 
occur in sequence. For instance, block calls usually occur before 
drop calls, uplink transmission must occur before downlink 
transmission, and base station controller availability determines 
the handoff success rate. Cell availability and carried traffic show 
dissimilar patterns, indicating in practice that one component 
cannot determine the other – i.e., the carried traffic does not 
determine cell availability, or vice versa.  

 
Figure 4. SOM component planes for selected features 

4.2. Pattern Classification 

Figure 5 shows the performance plots of the neural network for 
training, validation and test data. We observed that although the 
error reduced rapidly after the third epoch of training, the 
validation and test errors were still high even up till the ninth 
epoch. But the degradation did not cause an over-fit in the training 
data, and the best validation performance was 0.0559. 

 
Figure 5. Neural network performance plot for handoff feature data 
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In Figure 6, the confusion matrix plots for training, validation 
and test performances of our classifier are shown. We observed 
that the data were well trained, but some validation and test errors 
were noticed, as evidenced in Figure 5. The first three diagonal 
cells in Figure 6 show the number and percentage of correctly 
classified observations. We concentrate on the overall confusion 
matrix that takes into account the overall performance of the 
training, validation and test cases. Hence, 5 BSCs were correctly 
classified as not satisfactory, corresponding to 10.2% of the 
overall BSCs within the study area. Similarly, 42 BSCs were 
correctly classified as satisfactory, corresponding to 85.7% of all 
BSCs under study. None of the satisfactory cases were incorrectly 
classified as not satisfactory, 2 of the not satisfactory cases were 
incorrectly classified as satisfactory – representing 4.1% of all 
BSCs. Now, out of the 7 not satisfactory predictions, 100% were 
correct. Also, out of 42 satisfactory predictions, 95.5% were 
correct, while 4.5% were wrong. Out of 7 not satisfactory cases, 
71.4% were correctly predicted as not satisfactory, and 28.6% 
were predicted as satisfactory. Out of 42 satisfactory cases, 100% 
were correctly classified as satisfactory and none as not 
satisfactory. The overall prediction was 95.9%, with 4.1% wrong 
classifications. 

The Receiver Operating Characteristic curve (or ROC curve) 
shows the tradeoff between sensitivity and specificity (any 
increase in sensitivity will be accompanied by a decrease in 
specificity), and is presented in Figure 7. It plots the true positive 
rate against the false positive rate for the different possible cut-
points of the classifier. As can be seen, the distortion in the test 
data plot is not unconnected with the high total misclassification 
of not satisfactory cases as satisfactory (see Figure 7). Even with 
this distortion which came as a result of validation and test errors 
(see Figure 6), the overall ROC seems a more accurate test, as 
evidence in the closeness of the curves to the left hand border are 
noticed, except for the third class (C3) which had no recorded data.   

 
Figure 6. Confusion matrix plots for evaluating our pattern classifier 

 
Figure 7. ROC curves showing sensitivity and specificity tradeoffs 

4.3. AHP Analysis 

To evaluate the performance of synthetic extent analysis and 
TOPSIS algorithms in network selection, an application scenario 
of four heterogeneous networks N1, N2, N3, N4 is considered 
which typically denotes 4G-LTE, 3G-UMTS1, 3G-UMTS2, and 
WiFi. In such a scenario a MS is assumed to be connected to N1 
network and is traversing through an area overlapped by three 
more networks N2, N3, and N4. So, four networks are available 
simultaneously to the MS. The MS has to select the best network 
from the available networks for handoff. For selection process, 
AHP and TOPSIS algorithms are applied using the most 
promising values in the membership function of the triangular 
fuzzy numbers of the Fuzzy AHP method in [5], as AHP values 
for assignment of weights to criteria. The essence is to 
comparatively evaluate the performance of synthetic extent 
analysis with TOPSIS in terms of best network selection. 
Decision is based on assessing various criteria from each network: 
Quality of Service (QoS), Available Bandwidth (AB), Security, 
Cost, Battery Life, Distance between Mobile Node and Base 
station (DMNBS. The overall decision matrix for the criteria 
values for network selection are shown in Table 3. 
 

Table 3. Decision matrix showing criteria values 
 

Criteria       N1    N2    N3    N4 
QoS 0.29 0.12 0.41 0.18 
AB 0.45 0.18 0.27 0.09 
Security 0.40 0.13 0.20 0.27 
Cost 0.33 0.17 0.39 0.11 
B. Life 0.12 0.41 0.18 0.29 
DMNBS 0.33 0.13 0.20 0.33 

 
Assignment of Criteria Weights by AHP 

Weights are measures of relative importance of criteria. Most 
of the existing network selection algorithms have employed AHP 
methodology for assigning weights to the criterion. In AHP, 
weights are assigned according to the knowledge and perception 
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of the decision maker. It performs measurement through pair-wise 
comparisons and relies on the judgment of experts to derive 
priority scales. The AHP procedure for weight determination 
consists of the following steps: 

(i) Construct pair-wise comparison matrix for the criterion 
at each level. For each pair, within each criterion award 
a score, on a scale between 1 and 9 to the better option, 
and a reciprocal of this value to the other option in the 
pair. The pair wise comparison matrix of the criteria for 
handoff calls is shown in Table 4. 
 

Table 4. Citeria-by- criteria pair-wise comparison matrix 
 

Scale 5 7 4 2 3 4 
Criteria QoS AB Security Cost B.Life DMNBS 
QoS 1.00 0.71 1.25 2.50 1.67 1.25 
AB 1.40 1.00 1.75 3.50 2.33 1.75 
Security 0.80 0.57 1.00 2.00 1.33 1.00 
Cost 0.40 0.29 0.50 1.00 0.67 0.50 
B.Life 0.60 0.43 0.75 1.50 1.00 0.75 
DMNBS 0.80 0.57 1.00 2.00 1.33 1.00 
Total 5.00 3.57 6.25 12.5 8.33 6.25 

 

(ii) Determine the geometric mean of each row for each 
matrix and normalize the results to obtain the weights for 
each criterion. This results in table 5. 
 

Table 5. Normalized criteria-by-criteria comparison matrix and 
weights 

 
 QoS AB Security Cost B.Life DMN

BS 
Wei-
ghts 
(wk) 

QoS 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
AB 0.28 0.28 0.28 0.28 0.28 0.28 0.28 
Security 0.16 0.16 0.16 0.16 0.16 0.16 0.16 
Cost 0.08 0.08 0.08 0.08 0.08 0.08 0.08 
B.Life 0.12 0.12 0.12 0.12 0.12 0.12 0.12 
DMNBS 0.16 0.16 0.16 0.16 0.16 0.16 0.16 

 

(iii) Check the consistency of the pair-wise comparison in the 
normalized matrix. The original comparison matrix is 
considered not consistent if the columns in its 
normalized matrix are not identical. Ideally, if 𝐶𝐶𝐶𝐶 is less 
than or equal to 0.1, the pair-wise comparison is 
considered acceptable; otherwise the subjective 
judgment is revised. TOPSIS algorithm requires weights 
to be assigned to each criterion for further computation 
of positive and negative ideal alternatives, where the 
positive ideal alternative is considered to be one with the 
best value for all attributes. 
 

4.4. TOPSIS Analysis 

From the steps in TOPSIS method (see section 3.4), the following 
results were obtained: 

Step 1: Root of sum of squares computation (see Table 6) 
 

Table 6: Root of Sum of Squares for each Criteria 
 

Criteria N1 N2 N3 N4 RSS 
QoS 0.29 0.12 0.41 0.18 0.46 
AB 0.45 0.18 0.27 0.09 0.56 
Security 0.40 0.13 0.20 0.27 0.54 
Cost 0.33 0.17 0.39 0.11 0.55 
B. Life 0.12 0.41 0.18 0.29 0.55 
DMNBS 0.33 0.13 0.20 0.33 0.52 

 

Step 2: Decision matrix normalization (see Table 7) 
Table 7. Normalized decision matrix of criteria 

 
Criteria N1 N2 N3 N4 
QoS 0.63 0.26 0.89 0.39 
AB 0.80 0.32 0.48 0.16 
Security 0.74 0.24 0.37 0.50 
Cost 0.60 0.31 0.71 0.20 
B. Life 0.22 0.75 0.33 0.53 
DMNBS 0.63 0.25 0.38 0.63 

 

Step 3: Weighted normalized decision evaluation (see Table 8) 
 

Table 8. Weighted normalized decision matrix 
 

Criteria N1 N2 N3 N4 
QoS 0.13 0.52 0.18 0.08 
AB 0.22 0.09 0.13 0.05 
Security 0.12 0.04 0.06 0.08 
Cost 0.05 0.03 0.06 0.02 
B. Life 0.03 0.09 0.04 0.06 
DMNBS 0.10 0.04 0.06 0.10 

 

Steps 4 and 5: Determination of/and separation from positive and 
negative ideal solutions (see Tables 9 and 10) 
 

Table 9. Separation from positive ideal solution 
 

Criteria N1 N2 N3 N4 
QoS 0.15 0.0 1.16 0.19 
AB 0.0 0.02 0.0081 0.03 
Security 0.00 0.0064 0.0036 0.0016 
Cost 0.0001 0.0009 0.0 0.0016 
B. Life 0.0036 0.0 0.0025 0.0009 
DMNBS 0.0 0.0036 0.0016 0.0 
 �(0.1537) �(0.0309 �(1.1758) �(0.2241) 

𝑆𝑆𝑗𝑗+ 0.392 0.176 1.084 0.473 

Table 10. Separation from negative ideal solution 

Criteria         N1        N2           N3          N4 
QoS 0.0025 0.1936 0.01 0.0 
AB 0.0289 0.0016 0.0064 0.0 
Security 0.0064 0.0 0.0004 0.0016 
Cost 0.0009 0.0001 0.0016 0.0 
B. Life 0.0 0.0036 0.0001 0.0009 
DMNBS 0.0036 0.0 0.0004 0.0036 
 �(0.0423) �(0.1989 �(0.0189) �(0.0061) 
𝑆𝑆𝑗𝑗− 0.2057 0.4459 0.1375 0.078 

Step 6: Computation of relative closeness (see Table 11) 
Table 11. Relative closeness to ideal solution 

 
Criteria N1 N2 N3 N4 

𝑆𝑆𝑗𝑗+ 0.392 0.176 1.084 0.473 
 𝑆𝑆𝑗𝑗− 0.2057 0.4459 0.1375 0.078 

𝑆𝑆𝑗𝑗+ + 𝑆𝑆𝑗𝑗− 0.5977 0.6219 1.2215 0.551 

𝑆𝑆𝑗𝑗−/(𝑆𝑆𝑗𝑗+ + 𝑆𝑆𝑗𝑗−) 0.344 0.717 0.113 0.142 
 
Step 7: Access network ranking (see Table 12) 
 

Table 12: TOPSIS Ranking of the access networks 
 

S/N Network TOPSIS Rank 
1 N1 2 
2 N2 1 
3 N3 4 
4 N4 3 
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4.5. Performance Comparison 

From [5], the SEA ranking placed the four networks in the 
following order as shown in table 13. 
 

Table 13. Access Network ranking by synthetic extent analysis 
 

S/N Final weight Access Network Ranking 
1 0.33 N1 2 
2 0.11 N2 4 
3 0.34 N3 1 
4 0.21 N4 3 

The results indicate that for the same set of network decision 
criteria values, the selected network significantly varies for some 
reasons. The ranking order of Synthetic Extent Analysis is 
different from that of TOPSIS for handoff decision in 
heterogeneous networks. Both methods have similar ranking 
results for selecting N1 access network and N4 access network as 
second and third best alternative for roaming by mobile 
subscribers. Whereas TOPSIS considers N3 as negative ideal 
solution since if selected presents the user with minimum benefit 
attributes and maximum cost attributes, synthetic extent analysis 
considers N2 as least network to switch connection to. 

5. Conclusion 

Diverse technologies deployed by individual operators in 
heterogeneous wireless environments require innovative network 
selection methodologies for provision of always best connected 
(ABC) services to mobile subscribers. Handling multiple 
attributes or parameters with different relative importance from 
each network during handoff decision phase is a huge challenge 
in such network environment. This paper has exploited two 
machine learning techniques to visualize the performance of 
handoff in an existing system; and report on the error levels 
experienced by the network. It also proposed the use of two 
multiple attribute decision making (MADM) methods – Analytic 
Hierarchy Process (AHP) and Technique for Order of Preference 
by Similarity to the Ideal Solution (TOPSIS) for access network 
selection and compares the performance of TOPSIS and Synthetic 
Extent Analysis (SEA) [5] – in ranking the alternatives after 
assignment of weights to network criteria by AHP.  
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 This work is an extension of the Proceedings of the International Conference on Industrial 
Engineering, Management Science and Applications, which presented some of the phases 
of Reengineering applied to Bamboo Panel Company; the results were Strategic planning, 
Systemic Diagnosis and Performance Indicators through the Balanced Scorecard. Now, the 
main purpose of this article is to present a methodology that embedding Organizational 
Diagnosis and Reengineering, which emphasizes the incorporation of culture, context, 
management style, and knowledge as well as inner and outer actors. The results of the 
proposed methodology applied to the case study are included, up to the moment of the 
writing of this article. Future work consists on the development of strategies for Innovation 
as a strategy planned in the Balanced Scorecard and derived from the embedded 
methodology. 
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1. Introduction 

This paper shows a subsequent development of the work 
“Systemic Diagnosis and Strategy-Based Performance Indicators. 
Bamboo Panel Company Case” exposed at the 6th International 
Conference on Industrial Technology and Management [1]. The 
paper came from the project called “Product Development of 
Modular Components with Prefabricated Bamboo, Phase II”. It 
was part of the Program for Research Stimulation, Technological 
Development and Innovation of the NATIONAL COUNCIL OF 
SCIENCE AND TECHNOLOGY (CONACYT, in Mexico). This 
project was developed by the Autonomous University of Hidalgo 
in Mexico and a private Enterprise. 

The project was carried out from March 2016 to April 2017. It 
included physical prototypes, procedure manuals, mapping of 
facilities distribution, simulation of the production systems as well 
as performance indicators systems, among others. 

The paper focuses on the section of methodology, especially, 
the one that concerns Strategic Planning: Systemic Diagnosis and 
Performance Indicators following the basis of the Balanced 
Scorecard, since them conflux to the main perspectives of this 
stage of development: embedding organizational diagnosis and 
reengineering processes. Other deliverables include prototypes and 
development of technology, but they shall not be exposed since 

that is confidential information. For the same reasons, the name of 
the company is not disclosed. The company, in which the case 
study was carried out, designs and constructs structures using 
bamboo as a raw material. This company creates and executes 
innovative projects, products and services, from the perspective of 
sustainability, combining artisan techniques with technologies that 
allow low environmental impact seeking also, a high social impact. 
A highlight is that the tool of reengineering was followed for the 
development of the bamboo prefabricated panel processes. 

An organizational diagnosis was performed under the systemic 
approach, in order to identify the problems of the organization and 
for the creation of performance indicators. For this, it was 
necessary to create the so called embedded methodology 
combining reengineering and organizational diagnosis tools 
considering the enterprise as a system. 

There are many diagnostic tools, however, the methodological 
design for the diagnosis was the one proposed by Ortega [2], which 
embeds a systemic perspective and incorporates ad hoc tools 
according to the situation of the organization, in this case, 
technology, organization, production, environmental conditions 
and regulatory frameworks. Additionally, the diagnosis comes to 
be a component of the Strategic Planning that serves to make 
decisions. 

The first step consisted on stablishing the scope of the 
diagnosis. For this purpose, the different areas of the organization 
were analyzed following the methodology proposed by Ortega [2] 
shown in Figure 1. 
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Figure 1. Dimensions and useful techniques. Source: Author’s elaboration 

The second step was to define the dimensions and useful 
techniques of the intervention which were also defined following 
this author (Figure 2). 

 
Figure 2. Organizational diagnosis.Source: Author’s elaboration 

The resultant was a diagnostic map divided into External and 
Internal, aspects that were also included in the methodological 
proposal (Figure 3). 

Then the tool of the Balanced Scorecard (BSC) was used to 
integrate the areas of the research process in a Strategic Map [1]. 
The BSC is a model that becomes a very useful tool for strategic 
management. It is based on the definition of strategic objectives, 
indicators and strategic initiatives, establishing relationships by a 
strategic map in four basic perspectives: financial, clients, internal 
processes and learning and growth, then the strategy should be 
translated directly into objectives; where it will be measured 
through indicators and aligned with initiatives. Success at 
implementing the BSC depends on the participation of people from 
different levels and areas of the organization. Kaplan and Norton 

[3] designed the Balanced Scorecard as an instrument to measure 
results, based on the establishment of financial and non-financial 
indicators derived from the company's vision, mission and 
strategy, making it a tool to manage the strategy. 

 
Figure 3. Diagnostic map. Source: Author’s elaboration 

Some of the benefits of implementing the BSC in organizations 
are: aligning employees to the company's vision, improving 
communication to all the staff and compliance, redefining the 
strategy based on results presented, a translation of the vision and 
the strategy into actions, which are oriented towards the creation 
of value; it is integrated with the information of all the areas of the 
organization and also the capacity of analysis and the decision 
making is improved. A strategic map as a resultant outcome [4], 
presents in a simple and coherent way the description of an 
organization's strategy, in order to establish the objectives and 
indicators in the financial, customer, internal processes and 
learning and growth perspectives. 

The financial perspective describes the tangible results of the 
strategy in traditional financial terms, indicators such as the 
profitability of the investment, shareholder value, revenue growth, 
unit costs, among others; thus, measuring the creation of value for 
the organization. The customer perspective, reflects the 
positioning of the organization in the market, identifying the 
customer segments and, defines the value proposition for the target 
customers. Rodiles and Fuentes [5] mention the indicators which 
are generally considered: customer satisfaction and retention, as 
well as the acquisition of new customers, customer profitability 
and market participation where the organization participates. The 
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internal process perspective identifies internal processes that will 
have a greater impact on customer satisfaction. Some indicators of 
this perspective are: productivity, quality and innovation of 
products and services. The perspective of learning and growth is 
based on the fact that the formation and growth of an organization 
come mainly from people, systems and processes. According to 
Altair Consulting Group [6], the objectives of this perspective are 
to identify the human capital, systems and organizational climate 
required to support value creation processes. 

Balanced Scorecard has evolved from its early use as a simple 
performance measurement framework to a full strategic planning 
and management system. Balanced Scorecard is used by many 
successful businesses all around the world [7], [8]. 

2.   The Bamboo Industry in Mexico 

According to Estrada [9], the Mexican manufacturing industry 
is investing little in Research and Development activities and the 
poor resultants of these investments are concentrated in few sectors 
as: cars, glass, cement as well as office and electronic equipment. 
Therefore, there is a huge need to encourage new technologies in 
alternate areas of the economy, so the industrial platform can take 
off.  

In the case of the industry of Bamboo in Mexico the general 
situation reflects the opportunity for this sector to grow. Nowadays 
the use of bamboo in Mexico is not very exploited and companies 
that use it as raw material are limited to decorative purposes only 
such as walls, floors and partition panels in simple constructions. 
Nevertheless, there are some states in Mexico with the optimal 
conditions to have bamboo plantations such as Veracruz, Chiapas 
and Puebla. Bamboo is known as “one of the most surprising plants 
in nature”, known as "the plant of the thousand uses" because from 
it, food, clothing, construction material, pulp for paper and 
medicines, among others can be obtained. In Mexico, bamboo is 
used in the construction of rural dwellings, in the manufacture of 
handicrafts, furniture and home accessories, also for medicinal and 
ornamental purposes. 

For this study, the enterprise was a local producer of Bamboo 
constructions such as cabins, docks, pergolas, storage rooms and 
specialized designs which are manufactured in this medium 
company. The business was created in 2011 and has participated 
in several government programs with the purpose of developing 
the technology of its processes and improving its quality and 
profitability. One of the supports the company received was a 
special funding from the Mexican National Council of Science and 
Technology with the participation of a public university, in order 
to aid the enterprise to create an innovative process for the massive 
production of bamboo panels. This is the framework that budgeted 
and allowed the development of this project, which started with an 
organizational diagnosis process and included a reengineering 
purpose, embedding both perspectives in the creation of innovative 
production processes. 

3. Problem situation 

Nevertheless the organizational diagnosis, was intended to 
identify the difficulties and opportunity areas of the company, 
there were some symptoms which pointed to specific problems: 
lack of a well-defined organizational structure, lack of clarity about 
the product benefits and its uses, an inexistent trading strategy, 
non-structured procedures which led the production to artisan and 

non-standardized products, organizational ends not clearly 
established, an inappropriate layout, and confusing management 
styles. 

So, the problem statement for this study was that, at the 
moment of the project, the company did not have formal 
procedures, documents and a business strategy which allowed it to 
develop its operations under a quality and innovation style that 
responded to the requirements of its sector and market. 

Therefore, it was necessary to set a way to identify, analyze and 
combine tools of problem solving, work improvement and 
processes engineering such as organizational diagnosis and 
reengineering. Reengineering is a methodology whose principles 
are used to implement other philosophies such as Total Quality 
Control [10]. 

4. Reengineering 

Reengineering is “the notion of discontinuous thinking –of 
recognizing and breaking away from the outdated rules and 
fundamental assumptions that underlie operations” [11]. 
Reengineering processes require analysis of managerial efficiency. 
Welsch, Hilton, Gordon and Rivera mention that the efficiency of 
an entity is generally recognized as the single most important 
factor in long-term success. The success of the organization is 
measured in terms of achieving its goals. For this, it is necessary 
to implement the activities through the efficient use of human, 
material and financial resources. That is why it is important to 
develop and implement the process of planning, organizing, 
directing and controlling. “Business process improvement is about 
analyzing the current behavior of process execution in order to 
identify the process inefficiencies such as agent assignment, 
resource utilization, and control flow” [12].   

To begin with the administrative process, the first phase is 
planning, which consists of defining what will be done, how to do 
it and who will. It implies defining the vision, mission, strategies, 
objectives, goals, actions and initiatives, as well as the allocation 
of human, material and financial resources for the implementation, 
monitoring and continuous improvement of the organization. In 
order to achieve this, it is necessary to develop the strategic plan. 
This document demands the consideration of the current and 
desired situation for its construction and defines the strategy. 

The holistic view of this managerial approach was understood 
following the spots of organizational diagnosis. 

5. Organizational diagnosis 

There have been many scholars who have defined the concept; 
however, the following definitions were suitable for the theoretical 
framework of this study. According to Vidal [13], it is “the process 
of comparison between two situations: the present, which we have 
come to know through inquiry, and another already defined and 
supposedly known that serves as a guideline or model”. Porter 
[14], points out that the competency analysis consists of four 
diagnostic components: future goals, current strategy, assumptions 
and capabilities. Savall and Zardet [15] highlight that a socio-
economic diagnosis aims “to make the inventory of the 
dysfunctions and calculate the hidden costs that they originate”, 
and add that the diagnosis is based on three sources of information: 
interviews, direct observations, and document analysis. Audirac, 
et. al. [16] refer that “the diagnosis consists of obtaining valid 
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information about the organization. It involves collecting and 
analyzing information about the culture, processes, structure and 
other essential elements of the organization”. Finally, the 
definition of Ortega [2], established the organizational diagnosis 
as “the action and effect of specifying the state that an organization 
keeps from the identification and understanding of its signs and 
symptoms”. 

From these definitions and theoretical framework, it was 
possible to propose a methodological design to diagnose and 
reengineer the company of this study. 

6. Embedded Methodology for the organizational diagnosis 
in the bamboo industry 

The methodological design started from considering the 
situation of the company as a unique case study. Each case study 
presents its own features due to its culture, context, management 
style, knowledge as well as inner and outer actors, which altogether 
lead to the application of discerned, adjusted analyzes that 
incorporate these characteristics. Therefore, the methodological 
design was sustained by different approaches and techniques 
which have been successfully used in different areas. So, to 
describe the current conditions of the company, this research used 
observation, documentary revision, survey and interview, as data 
collection techniques, with the instruments of field diary, data 
sheets, questionnaire, focus groups and semi-structured guides 
[17]. Also, the investigation was considered non-experimental 
since there was no variables manipulation, and only the facts as 
they were developed, were observed and described [18]. 

Therefore, we started form a holistic methodological approach 
based in the general system theory and particularly in the 
methodology of soft systems of Checkland [19], that sets the status 
of a given problem situation, to be then contrasted with the ideal 
state though the systemic thinking. We designed the diagnostic 
intervention and we also used benchmarking for the contextual 
analysis and systemic diagnosis, in order to perform an internal and 
external auditing of the company. To be able to understand the 
problems of the organization, a Balanced Scorecard setting was 
useful in order to align the vision and strategy of the company with 
the objectives and initiatives. For the application of techniques, a 
team of five observers was formed, who used audio and video 
recording equipment as well as observation rooms. The 
methodological strategy considered a qualitative design applied on 
March 2016 at the enterprise, which is located in Mexico City, 
where we worked with local suppliers of this company. The actions 
performed were: 

1. Documentary analysis to formulate a sectorial context at 
international, national levels through information sources 
such as sectorial indexes, web pages of companies and 
videos on internet. 

2. Field work through “in situ” inspections that included the 
applications of the following techniques: 

• Observation guide about planning, organization, 
management aspects and control of the 
enterprise. 

• Focus group with the main suppliers of the 
enterprise to determine the competitiveness of an 
organization and its productive chain. 

• Technique of Nominal Groups for the revision of 
the mission and vision, creation of the policies, 
strategies, objectives and initiatives [20]. 

• A focus group with the employees of the 
company, who also answered the tool of 
Organizational Health Checkup. 

3. Cabinet study for the integration, analysis and synthesis of 
information collected with the following phases: 
 

• Design of a cluster for the enterprise. 
• Writing the mission and vision, creating policies, 

strategies, objectives and initiatives. 
• Drafting of the Balanced Scorecard and creation 

of the Strategic Map for the Company. 

Following these settings, an organizational proposal of the 
methodology was established dividing the involved elements into 
endogenous and exogenous, considering the actions of 
organizational diagnosis as inner activities and the reengineering 
processes as strategic tasks. These, allowed us to include the 
perspective of intrinsic and extrinsic influence factors in the 
activity of the enterprise, and embed the theoretical aspects of 
reengineering and organizational diagnosis as shown in Figure 4. 

 

Figure 4.Embedded Methodology for the organizational diagnosis in the bamboo 
industry. Source: Author’s elaboration 

Following this design, data gathering and data analysis led us to 
the following results and discussion. 

7. Results and discussion 

7.1. Diagnostic Results 

To begin with the diagnosis, an evaluation of the environment 
is required. Environment refers to the set of people, organizations, 
institutions, objects or elements of any nature, which are outside 
the company, have some significance for it. For this purpose, the 
production chain of the enterprise was identified by conducting a 
focal group interview where suppliers, subcontractors, distribution 
channels, transport, communication technologies, direct 
competitors, sector barriers and customers were required. 

The mission of the Company is to: Minimize environmental 
impact and maximize social impact, taking up vernacular 
construction techniques and enhancing them with innovative 
technologies. 
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In general, it is observed that the mission is structured in an 
appropriate way, although it is to point out that the enterprise 
should review its geographical scope and develop strategies at 
local, regional or international levels.  As a conclusion, it is clear 
they are still working in a stage of growth. 

The vision of the enterprise is: To be in 2020 a leading 
company in the sustainable construction market, through the 
fusion of vernacular techniques with innovative technological 
developments. 

The vision and mission were reviewed. In addition, the 
establishment of strategies and policies was done using a nominal 
group technique. This session was attended by executives and 
employees of the Company.  The Technique of Nominal Groups 
allows a working group to reach a consensus on some subject, 
according to their level of importance and according to priorities 
established by the group [20]. 

The vision remained the same; but the mission, was adjusted 
as follows: To minimize environmental impacts and maximize 
social impacts, taking up vernacular construction techniques and 
enhancing them with innovative technologies, where our 
employees carry out a specialized monitoring in each of the stages 
of the cycle life of products. 

After applying the technique of nominal groups the generic 
strategy for the enterprise was précised as the differentiation since 
it is desired to: 

• Create a product and / or service that is perceived as 
unique. 

• Work in design, brand image, technology, customer 
service, dealer chain, high quality, etc. 

• New product design with high quality materials. 
• Intense customer support by providing specialized follow-

up at each stage of the product life cycle. 

7.2. Balanced Scorecard results 

Some specific aspects that were taken into account for the 
creation of the Integral Chart of the Company contemplating 
important aspects defined during the Systemic Diagnosis included: 

• The alignment of the personal goals of all employees 
should have with the company's strategy [21]. So 
employees were asked to write their goals according to the 
company strategy. 

• The value of intangible assets such as knowledge and 
technology that have a direct impact on income and 
profits. In this case the investment which is making 
innovation and technology is of vital importance. 
Innovation focused companies must offer products and 
services whose performance exceeds the competitors in 
which the customer values. 

Since the Company is starting with mass production, in the 
manufacturing aspect, simple indicators such as on-time delivery, 
customer waiting time, number of reworks, defect rates, cycle 
times, etc., were presented. 

The Balanced Scorecard remained for the company to align the 
objectives of the employees and directors with the strategy, and to 
carry out the plan of operation and revision. With this strategy in 

mind, and the important aspects to consider, the strategic map, the 
objectives and the initiatives of the Balanced Scorecard, the results 
and the initiatives developed are in [1] considering the proposal of 
[4]. 

7.3. Management style 

The Pareto principle establishes a distinction between the 
aspects that require greater attention and that have greater impact 
in the organization, discriminating those with less impact. It allows 
to discriminate the few vital issues of the trivial many. After data 
gathering with surveys and interviews, a Pareto graphic was 
formulated showing the most important problems in the 
management style in Table 1 and Figure 5. This was one of the 
reasons why the use of Reengineering in the case study is justified 
because one of the strongest problems they face is organizational 
and this factor has been shown to have a very strong relationship 
with reengineering aspects [22]. 

Table 1.  Data for the Pareto Chart, Source: Author’s elaboration. 

 

 

Figure 5. Pareto Chart. Source: Author’s elaboration. 

Thus, according to the graph of the total of problems detected 
and confirmed by different techniques, those of greater weight for 
the correct operation of the company were the organization, the 
communication and the decision making. 

7.4. SWOT Matrix 

In addition to the Benchmarking carried out in [1], the SWOT 
(strengths, weaknesses, opportunities, and threats)is a structured 

Problems 
mentioned 

Sort  
Data 

Number of  
Accumulated 

Defects 

% 
Total 

% 
Accumulated 

Organization 10 10 23.80952381 23.80952381 

Communication 10 20 23.80952381 47.61904762 

Decisions 7 27 16.66666667 64.28571429 

Time 6 33 14.28571429 78.57142857 

Management of 
staff 

3 
36 7.142857143 85.71428571 

Planning 2 38 4.761904762 90.47619048 

Commitment 2 40 4.761904762 95.23809524 

Work  

environment 

2 

42 4.761904762 100 

  
42 
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planning method that evaluates those four elements in the 
organization. It was built with all the elements of the Diagnosis, in 
this sense 10 employees of the company were asked to vote for the 
most significant aspects. The results are shown below: 

Table 2.  SWOT Matrix. Source: Author’s elaboration. 

Forces Weaknesses 
1. The company is concerned about 
the environment, which means that it 
has sustainable products 
2. The constant innovation in 
products. 
3. Their products are unique in our 
country. 
4. The architectural projects that 
have been carried out so far have a 
harmonious design. 
5. The structural and seismic tests 
performed on constructions with 
bamboo panels are favorable. 
6. Its management for the search of 
economic funds is good. 
7. The presence of the company in 
associations dedicated to sustainable 
construction 

1. The shared leadership and the 
different ideas of the owners of 
the organization. 
2. The lack of market certainty 
for this type of constructions. 
3. The lack of customer follow-
up. 
4. The company do not have 
defined processes, nor 
standardize. 
5. Its processes of production are 
handicraft which makes massive 
production impossible. 
6. There is high turnover in staff, 
which causes them to waste time 
in training them. 

 

Threats Opportunities 
1. Supplier relationships are not 
narrow, making it difficult to 
implement some manufacturing 
systems. 
2. The company has no market 
share. There is not even a market for 
what is intended to be 
commercialized. 
3. There are companies that are 
already manufacturing other 
products with bamboo, especially 
decorative walls and floors that 
could venture into the design and 
construction of houses. 
4. Creation of microenterprises with 
the same turnaround due to 
unemployment, since the 
unemployment rate in the country 
during the second quarter of 2016 
was 3.9% of the Economically 
Active Population and although it is 
lower than in 2015 with 4.3% , This 
one is in constant dynamism. 
5. The annual inflation rate, which 
currently stands at 2.88%, and 
because it is rising, makes it difficult 
each day to buy its inputs as well as 
the stability of the prices of its 
products. 

1. The support that many 
institutions grant to companies 
that minimize environmental 
impact (CONACYT and public 
universities). 
2. Currently, until the moment of 
the investigation, no other 
company located in Mexico was 
found on the Internet to do the 
same. 
3. The company has strived to 
develop sustainable technology 
and products for the construction 
of its products. 
4. Mexico in many states is 
suitable for planting bamboo, 
which could benefit the company 
by having high quality raw 
material. 
5. The closeness with the United 
States of America that accepts 
well the construction with 
prefabricated wood panels. The 
possible devaluation of the peso 
may facilitate exports. 
6. Manufacture other bamboo 
products that are already 
accepted as decorative walls, 
partition panels, floors. 
7. Carry out a cluster with civil 
associations and municipal 
governments that carry out 
decent housing in marginalized 
areas. 
8, The company is behaving 
adequately for the business phase 
in which it is: Growth, dedicating 
itself to the development and 
identification of new products 
and services, expanding facilities 
and investing in infrastructure 
8. Increased demand for housing 
at the national level, in 2015 was 
1 159,480 households and during 
the current year is estimated to be 
1'166,872 households. 

This served to evaluate if the strategy of the organization and the 
objectives set out in the Balanced Scorecard, are correctly defined, 
in addition to identifying aspects such as management style and 
influence of the environment. 

8. Innovation 

The innovation approach followed for the bamboo industry in this 
study was, the one proposed by Belay-Endalamaw [23], who 
suggests identifying at first the innovation scope, according to the 
following typology: 

 
Figure 6. Innovation Typologies [24] 

9. Reengineering results 

Once the mission, vision, strategy and policies were defined, 
the organization chart and the job manual were built. Figure 8 
shows the organizational chart and in Figure 2, as an example, a 
position of the manual: project coordinator. 

 
Figure 7. Organization chart of the company. Source: Author’s elaboration. 

Then, in order to establish the proper features of work 
positions and to reorganize communication flows and tasks, a 
manual of positions was developed. 

The foregoing supports the development of manual 
procedures, which serves as a means of communication and 
coordination between different levels of a company. The 
procedures manual describes routine work tasks, describing the 
procedures used within the organization and the logical sequence 
of each activity, to unify and Control work routines and to avoid 
their arbitrary alteration. It also helps the supervision of 
standardization activities, avoiding duplication of functions and 
unnecessary steps within processes, facilitates the work of the 
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administrative audit, the evaluation of internal control and its 
monitoring. 

 
Figure 8. Position of Project coordinator, in the manual of positions. Source: 

Author’s elaboration. 

The proper structuring of the manual should reflect the specific 
activities carried out, as well as the means used to obtain the 
objectives, while facilitating the execution, monitoring and 
evaluation of organizational performance. This should be an 
instrument that supports the process of updating and improvement, 
by simplifying the procedures that allow the proper and efficient 
performance of the assigned function. The manual has a general 
objective, the specific ones by the procedure and the norms of 
operation. Only the purchasing process is displayed in Figure 9 
and Figure 10. 

 

Figure 9. Example of the procedure of purchasing process, in the Manual of 
procedures. Source: Author’s elaboration. 

 
Figure 10. Purchasing process, graphic representation. Source: author’s 

elaboration. 

So, after showing evidence of the developments and results of 
embedding the approaches of organizational diagnosis and 
reengineering, a summary a table with different approaches 
considering in both methodologies are shown in Table 3. 

10. Conclusions 

This project was carried out since March 2016 in a medium 
company dedicated to the development of bamboo structural 
panels. In the "Diagnosis", something that was observed is the 
company did not have a strategic plan, so they proceeded to review 
their vision and mission. Their policies were generated and the 
strategy was also determined. Another of the deliverables was the 
"Performance Indicators", but they were not intended to establish 
solely the relation to the productive process; they were indicators 
that really aligned the organization with its strategy to lead it to 
achieve its vision.  The Balanced Scorecard gathers indicators 
from four perspectives: Customer, Employees, Internal Business 
Process and Finance and developed clear and measurable 
objectives in each of these items so that the company can achieve 
its vision through the differentiation of its product and service [1]. 

In this article an extension was discussed embedding two 
methodologies: System Diagnosis and Reengineering, considering 
exogenous and endogenous factors, innovation culture, influence 
of the environment, management and another intrinsic values like 
organization and culture. Some results in a bamboo company are 
shown in order to validate this methodology. The most important 
is the use of System Diagnosis and Reengineering to achieve 
innovation as performance indicator to consolidate the company 
strategic planning. 

Some initiatives to achieve the objectives have already been 
worked out such as employee training in 5's, revision of the 

1 Warehouse assistant Receives a copy of the purchase order Purchase order CBW01

4 General Assistant Unloads and counts the products, entering the quantity on the raw 
material registration sheet

Raw material registration 
sheet PBW04

5 Warehouse assistant Inspects that the raw material meets the required specifications,
according to the raw material quality control guide

Raw material quality control 
guide PBW05

6 Compares the information on the raw material registration sheet
with the purchase order information.

Purchase order and raw 
material registration sheet 

CBW01, PBW04

7 Do the products and quantities match?

8 Affirmative. Go to Activity 10

9 Negative. Return the raw material to the supplier.

10 Signatures of incidence on the raw material registration sheet
and if necessary to return it  to the supplier.

Raw material registration 
sheet PBW04

11 Signatures of conformity on the raw material registration sheet. Raw material registration 
sheet PBW04

12 Determines  to which warehouse carry the product

13 Coordinates product income

14 General Assistant Transports the goods from the vehicle to the inside of the
warehouse

Warehouse assistant Accommodates and classifies the raw material entered into the
warehouse

2 Checks copy of purchase order, identify product and verify
matching purchase order, invoice and product CBW01
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organization chart and job profile, creation of workshops that bring 
the Company closer to its suppliers, creation of the manual of 
processes, among others. However some pending includes the 
development and implementation of the proper facility layout; 
implementation of the automated assembly machine, among others  

Future work should be aimed at validating the proposal of an 
inner culture of innovation and its evaluation. 

Table 3.  Summary of Techniques. Source: Author’s elaboration. 

 Tools/techniques Description for application 

System 
Diagnosis 

Organizational Health 
Check up 

Employees of the company 

Focus group  Main suppliers of the enterprise 
to determine the 
competitiveness of an 
organization and its productive 
chain. 

Technique of Nominal 
Groups 

Revision of the mission and 
vision 

Observation guide Planning, organization, 
management aspects and 
control of the enterprise. 

Interview Data collection techniques 

Survey Data collection techniques 

Pareto Graphic Shows the most important 
problems in the management 
style. 

SWOT Matrix Serves to evaluate if the 
strategy of the organization and 
the objectives set out in the 
Balanced Scorecard, are 
correctly defined, 

 
 
 
 
 
 
 
 
 
 

Reengineering 

Balanced Scorecard It is based on the definition of 
strategic objectives, indicators 
and strategic initiatives, 
establishing relationships by a 
strategic map in four basic 
perspectives: financial, clients, 
internal processes and learning 
and growth, then the strategy 
should be translated directly 
into objectives. 

Manual procedures Serves for communication and 
coordination between different 
levels of a company 

Manual of positions Define the proper features of 
work positions and to 
reorganize communication 
flows and tasks 

Innovation 
 
 

The forms of innovation 
included in this study were 
product, process and 
organizational innovation. 
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 Electroencephalography (EEG) can globally monitor neural activity in millisecond scale, 
which is critical for identifying causality of human brain functions and mechanisms. 
However, to obtain accurate EEG stimulation-response relationship one usually needs to 
repeat multiple-ten times of stimulation-response recording to average out background 
signals of other irreverent brain activities, making real-time monitoring difficult to be 
accomplished. In this study, we explored new approaches which don't require repeats. EEG 
signals were recorded from subjects doing mind tasks including image formation of motor 
functions or emotional subjects and mathematical calculations in mind. Time stamps in 
EEG recording were used to mark task completion time. Signals within 300ms or 1,000ms 
before task completions were analyzed. Using sLoreta 3-D tracking we found that delta-
wave activities were mostly located at frontal lobe or visual cortex, isolated with each other. 
Theta-wave activity tended to rotate around cortex with low spatial correlation. Beta-wave 
behaved like inquiry types of oscillations between any two regions across cortex and was 
consistently correlated with each other over different areas. Alpha-wave activity looked like 
mixture of theta and beta activities. Together with sliding window dynamic connectivity 
method we confirmed beta waves play key roles in linking different brain areas together for 
information inquiry. Theta and low Alpha are more likely playing the role of information 
control, integration, and image formation. With the proposed new method we demonstrated 
reproducible linkages of subject behaviors with 3-D tracing characteristics along the 3 
categories: emotion, math calculation, and motor functions without using event repeats. 

Keywords:  
Electroencephalography (EEG) 
Brain waves 
Prefrontal lobe 
Visual cortex 
Dynamic tracing 

 

 

1. Introduction 

This paper is a full version of 2016 IEEE Signal Processing in 
Medicine and Biology Symposium (Wudenhe, Meng and Choa 
2016) conference abstract. Electroencephalography (EEG) is one 
of the most important neural imaging modalities used for 
monitoring brain activities [1]. Its ability to achieve millisecond 
scale time resolution is critical for obtaining causal relationship. 
However, due to the dynamic nature of brain electrical activity, 
the same stimuli may generate different responses under different 
psychological setting. Interpreting EEG signals, extracting EEG 
biomarkers and correlating them to behaviors have always been 

challenging since the technique was discovered. Event related 
potential (ERP) technique has been one of the successful methods 
that is used to obtain reproducible brain responses to stimuli. 
However, ERP signals are intrinsically weak and are typically 
buried under signals produced by other brain activities. To extract 
ERP signal, one needs to average over many repeats to distinguish 
it from noises and background signals produced by other brain 
activities [2]. Furthermore, brain states are high dimensional and 
complex. Multiple origins or sources can recruit neural activities 
from different paths and influence the same behavior outcome. 
That puts serious restrictions on ERP experiment designs and 
applications for studying event based brain dynamics and causal 
relationship. So, even though ERP is a useful tool, its ability to 
study brain dynamics and applications coverage are limited. To 
eliminate the need of experimental repeats, in this work, we 
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developed EEG 3-D signal tracking methods to monitor brain 
dynamics without event repeat. We also verify obtained results 
with EEG based functional connectivity and statistical studies as 
described in detail in the following. 

Earlier studies have shown that EEG signals may play 
important roles in controlling and initiating brain functions and 
activities [3, 4]. For example, attention usually requires a high 
beta wave to synchronize brain oscillators at different locations 
and alpha wave is used to decouple or disengage attention [4]. 
Furthermore, brain reticular formation area in the brainstem has 
been considered where consciousness and attention control 
initiated [5]. Considering if these descriptions are all correct, we 
shall likely observe some EEG signals initiated from the brain 
stem region when monitoring 3-D EEG signal traces.  

To investigate brain activities in deep brain region, the sources 
of EEG signals need to be localized by solving inverse problems. 
Various techniques have been proposed, such as Low-Resolution 
Electromagnetic Tomography (LORETA) [6], Variable 
Resolution Electromagnetic Tomography (VARETA) [7], Brain 
Electrical Source Analysis (BESA) [8], to establish procedures for 
source localization. However, most of these programs cannot 
guarantee unique solution and are not able to accurately localize 
the EEG sources. One exception is the standardized LORETA 
(sLORETA) method, which improves the source localization 
accuracy by reducing spatial resolution. Pascaual-Marqui 
reviewed different methods of EEG localization [9], in which 
compared multiple mathematical models and concluded that 
extending the good localization properties of 2D minimum norm 
solution to 3D solution spaces with LORETA was the greatest 
challenge in the development of EEG source localization but was 
achieved with LORETA. With the help of LORETA, Herrmann 
and his colleagues investigated error processing of 39 subjects 
engaging the Eriksen flanker task and found significantly higher 
brain electrical activity in medical prefrontal areas for incorrect 
responses and both positive and negative error related 
components represented different aspects of error processing [10]. 
An earlier study from Mientus aimed to address whether 
LORETA was able to detect hypofrontality in schizophrenic 
patients by recording resting status EEG signals from patients and 
normal subjects [11]. For comparison, subjects with schizotypal 
personality and depressive patients were also investigated. 
Significant increase of delta wave activity was detected in the 
patients over the entire cortex, while both schizotypal subjects and 
depressive patients showed much less delta, theta and beta 
activities in the anterior cingulum. Their conclusions obtained 
from LORETA analysis are largely consistent with findings from 
related literatures. Saletu’s group reported application of 
LORETA in diagnosis and pharmacotherapy of depression [12], 
in which LORETA identifies cerebral generators responsible for 
the pathogenesis of depression and for the mode of action of 
antidepressants. LORETA was also used to verify the hypothesis 
that the highest temporal correlations between 3D EEG current 
source densities corresponds to anatomical Modules of high 
synaptic connectivity [13]. These researchers demonstrated that 
EEG temporal correlations between different brain areas were 
related to synaptic density as measured by diffusion spectral 
imaging.  

In this study, we apply sLORETA techniques to obtain 3D EEG 
map, trace them in time and associate these traces with their 
corresponding behaviors. Since many of these vector traces are 
long jumps across over large brain regions in a very short period 
of time, the method provides a big picture about brain dynamics 
with the understanding that sLORETA has its limitation on 
spatial-resolution.  The proposed method is a much simpler 
approach to monitor brain dynamics and function mechanism in 
the sense that no complex experimental arrangement for event 
repeats are required. It opens the door for real-time monitoring of 
brain natural responses under any desired psychological setting 
without worrying about sensory gating effects and how to 
experimentally set up event-repeats [14].   

To verify our conclusions from the monitoring results we have 
also implemented EEG based sliding-window functional 
connectivity analysis. We use the technique to obtain correlation 
statistics and its implications are consistent with 3-D tracing 
monitoring results.  

Correlation between two brain regions is studied by segmenting 
EEG data followed by calculating correlation coefficients 
between two electrode channels. Such schemes basically involve 
breaking down the EEG data into segments followed by extracting 
features (such as correlation in this case) that are henceforth used 
to find patterns in the EEG activity [15, 16, 17]. The segmentation 
approach (as described further in the methods section) has 
recently adopted by function magnetic resonance imaging (fMRI) 
researchers to analyze brain dynamics in terms of functional 
connectivity when subjects are performing tasks [18, 19]. To the 
best of our knowledge, the combined segmentation and sliding 
window analysis has not been done with EEG analysis. We 
describe the implementation methods and experiment details in 
section 2, report their results in section 3, and finally conclude our 
studies in section 4.  

2. Methods and Experiments 

In this section we first describe our experiment design and 
arrangement and then the methods used to analyze the recorded 
data with sLORETA and sliding window techniques. 

2.1. Experimental setup and design 

A 16-channel EEG system was used in this study for EEG 
signal recording. Figure 1 illustrates the channel locations on 
cortex map and A1 and A2 are the reference channels on the left 
and right side brain, respectively. Six subjects participated this 
study (4 males and 2 females, all aged between 18 and 30). We 
designed experiments to obtain EEG recordings when subjects 
were under the following tasks. Subjects were asked (a). to 
visualize images of some parts of their body, for example, the left 
and right hands and feet, nose, lips, etc; (b). to form images in 
their mind of faces of people they love most or they hate most; (c). 
to perform simple mathematical calculations in their mind (like 
15 multiplies 18 or 23 plus 38). When images or calculation 
results were formed in their mind, they time-marked the moment 
by finger touching a static electrode at hand which provided an 
electrical pulse to the EEG recording as a time marker as shown 
in the bottom tract in Figure 2.   

Through the mirror neuron system in human brain, the tasks we 
selected can activate 3 categories of brain activities: emotion, 
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math calculation, and motor function without generating EEG 
artifacts like motor evoked potential (MEP) signals, ...etc. [20]-
[ 23].  

 
Figure: 1 16-channel EEG cortex and channel locations map 

 Raw EEG data was recorded by KT88, and then exported as 
BioSemi format for Matlab with EEGlab toolbox data processing 
followed by converting data into text files for sLORETA brain 
activity maps plotting [6]. Since the EEG system had a sampling 
rate of 100Hz, brain activity maps were recorded every 10ms.  

2.2. Brain activity tracking by sLORETA 

We processed EEG signals 300ms before the time marker since 
it takes that much time for human brain to process information 
and realize task accomplished or decision made. [24]. For 
example, to track dynamic trace of Delta activities during the 
300ms, the filter in sLORETA was firstly set to 0-4Hz low-pass 
filter to extract delta waves. Then in the real-time EEG signal 
display in sLORETA, as shown in Figure 3, the cursor was located 
at the time point 300ms before the time marker (the starting point 
of the pulse generated in original EEG recording, for which the 
time was readable from KT88 EEG signals display). From this 
time point on, one Delta wave activity map was generated for 
every 10ms until the cursor reached the time marker itself. So 
during the analyzed 300ms, there was a series of 31 Delta wave 
activity maps. The same method was applied on Theta, Alpha and 
Beta waves by setting the filter in sLORETA to 4-8Hz, 8-13Hz 
and 13-30Hz, respectively.  

For each sLORETA brain wave activity map, a corresponding 
focus point with the strongest brain activity was found 
(sLORETA provides this function). These focus points were 
connected and plotted in Matlab at a 10ms increments over the 
300ms measured timespan recorded, and viewed considering both 
the X axis, showing left and right sides of the brain, Y axis, 
representing the front and back of the brain, and the Z axis 
representing the top and bottom of the brain. Axis distance range 
being set to -100 to 100 mm.  

2.3. Sliding window analysis 

We also analyzed functional connectivity between brain nodes 
(i.e. 16 EEG channels) during the above described mind 
imagination tasks by using the sliding window approach [18,19] 
for delta, theta, alpha and beta wave activity followed by standard 
deviation analysis as described below.  

a. First, EEG data of 1000ms before the marker onset 
indicating task completion was extracted. This data was 
filtered for delta, theta, alpha and beta wave followed by 
processing with ICA to identify components. (We take 
1000ms data because the sliding window approach 
requires larger sample size for computing meaningful 
results). 

b. Then, data points within a time window of first 100ms for 
one of the wave activity were taken to calculate 
correlation among all pairs of electrodes for that one 
window. Next, the window was then shifted in time by 
10ms of data points that overlaps between the successive 
windows. This resulted in 120 correlation values for each 
of the 91 windows as shown in Figure 4. Here, correlation 
between two electrodes is given by: 

∑ (𝑥𝑥𝑖𝑖(𝑦𝑦𝑖𝑖 − 𝑦𝑦) − 𝑥𝑥(𝑦𝑦𝑖𝑖 − 𝑦𝑦))𝑖𝑖

�(∑ (𝑥𝑥𝑖𝑖 − 𝑥𝑥)2𝑖𝑖 )(∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦)2𝑖𝑖 )
 

where,  

𝑥𝑥𝑖𝑖 = a time series data point from 1st electrode 
𝑦𝑦𝑖𝑖= a time series data point from 2nd electrode 
𝑥𝑥 = mean of 1st electrode’s time series data 
𝑦𝑦 = mean of 2nd electrode’s time series data 
𝑖𝑖 = 10, 20, 30, … ,100ms    

c. Finally, we then computed standard deviation (σ) of these 
correlation values over the 91 windows for each pair of 
channels to analyze the fluctuation in their connectivity. 
Here, if Ais a matrix that contains correlation values over 
the 91 windows then the standard deviation is defined as: 

S = �
1

𝑁𝑁 − 1
� |𝐴𝐴𝑖𝑖 − µ|2
𝑁𝑁

𝑖𝑖=1

 

where,  

µ is the mean of A and 𝑖𝑖 = 1,2,3,…,(𝑁𝑁 = 91) 

The above is done for all 120 pairs of correlated 
electrodes. Then, the maximum out of the 120 standard 
deviation values was extracted for narrowing down the 
analysis to most erratically correlated nodes. This was 
done for each wave and averaged over all experiment-
tasks for that wave as plotted in Figure 5.   

The above computation and analysis helps in quantification of the 
time-varying behavior in terms of functional connectivity and 
brain dynamics. From the best of our knowledge, the sliding 
window approach has recently adopted for fRMI data analysis to 
describe brain dynamics in slower scale compared with EEG 
signal analysis [18, 19]. Here we applied sliding-window 
techniques to EEG data analysis and extended the technique with 
maximum standard deviation analysis to help interpret EEG data. 
The standard deviation values indicate the degree of fluctuation 
that exists in the functional connectivity i.e. the correlation values. 
We compare the selected maximum standard deviation of all 
waves (Figure 5) as this enables us to test and see the correlation-
consistency for each wave among their most fluctuated nodes that 
are erratically in and out of phase with each other. This is further 
discussed and analyzed in the results and discussion section.
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Figure 2: Example of real-time EEG signal on KT88 (The last channel was added to the EEG system as a time marker, once subjects touched the metal clip, a electrical 
pulse would be generated to mark the time point when images were formed in their mind.) 

 
Figure 3: An example of sLORETA brain activity map (The waves under the 2D and 3D maps are EEG signal on time domain. A 0-4Hz low-pass filter was applied to 
analyze Delta rhythm. The maps are presenting Delta rhythm activities on the time point, where the cursor is located on the time domain signal. The 3D cortex map on 
the left-top corner can be rotated for different perspectives, and the 3 2D maps are the cross section views of xy, yz and zx planes in a 3D Cartesian coordinate system. 
They vary according to the positions of cuts, which are shown as the arrows along the x, y and z axis. By relocating these arrows, the brain activity inside the brain can 
be observed. Red regions represent relatively strong activities and yellow regions represent very strong activities.) 
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Figure 4:  (left) Functional connectivity as correlation matrix between EEG channels from window of 100ms of EEG data. (right) Functional connectivity time series for 
connections between selected pairs of EEG channels based on maximum (O2-T5 pair in blue), medium (FP2-F4 pair in red) and least (FP1-F3 in green) deviation in their 
correlation values. 
 

 
Figure 5:  Mean standard deviation (σ) of correlation values that is obtained by the sliding window approach while the subject is performing imagination tasks. This is 
clustered as most (maximum σ), medium (median σ) and least (minimum σ) fluctuation in phase of the pair of EEG time series channels for each wave rhythm. Overall, 
correlation of EEG channels is the least fluctuating for Alpha and Beta wave in majority of the cases. 
 

3. Results and Discussion 

  From cortex maps plotted by sLORETA we found that the 
Delta oscillations are not only the slowest in frequency, but also 
slowest in the shift or movement of activated regions within the 
300ms before subjects realized image formations in their mind. 
For most of the time in the 300ms, Delta activities tend to arise at 
either frontal lobe or visual cortex. A sudden shift of activation 
between these regions would occur for most cases, and a duration 
of about 150ms to 180ms was observed between two shifts in the 
analyzed period. A group of plots in Figure 6 presents such Delta 
wave activities. We also found that the maximum and medium 
standard deviation of correlation (deduced from sliding window 
approach as described in the methods section) was highest for the 

delta wave. This indicates that the brain regions are not 
consistently correlated and less interactive with each other for the 
delta wave activity (Figure 5).  

Cortex maps plotted by sLORETA also indicate that the Beta 
oscillation activities show up at frontal and visual cortex as well 
for most of the sampled time points, but the spatial shifts can be 
detected every 10ms as shown in Figure 7, which is much faster 
than that of the Delta oscillation. This is to say for one certain 
activity map in the 300ms sampled time series, the excited region 
is different from both 10ms before or after itself for Beta wave. 
Since the sampling rate of the EEG system is 100Hz, the Beta 
activity spatial shifts present a frequency of at least 50Hz,  
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Figure 7:  Performance of Beta rhythm activities (From upside to down side, the plots present Beta rhythm activities 80ms, 70ms, 60ms and 50ms before the subject 
realized the image formation.) 
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(a) 

 
(b) 

which also indicates that the Beta activity’s spatial shift’s speed 
is at least 15 to 18 times faster than that of Delta oscillations. This 
signifies that the activated brain regions during Beta oscillations 
are relatively higher in interactivity with each other than that of 
Delta oscillations. The spatial shift of Beta and Delta oscillations 
observed from these sLORETA plots show back-and-forth 
tracking arrows between frontal lobe and visual cortex, which can 
also be regarded as certain communication between these two 
brain regions, more frequently for beta wave than that for delta 
wave activity. This gets further asserted by our standard deviation 
analysis of functional connectivity computed via sliding window 

approach as the maximum and medium (median) standard 
deviation is the lowest for beta wave activity among all other 
waves (Figure 5). Hence, mostly Beta wave activity related 
neuron oscillations are correlated in the most consistent manner 
than the other waves. This strongly suggests that beta wave 
activity is involved with locking neurons together thereby playing 
a critical utility role for information query.   
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between its activated brain regions whereas Beta wave activity, 
with least deviation, represents most consistently correlated 
activity. Considering the fact that all subjects were asked to 
generate various kinds of images in their mind, we can draw a 
conclusion that prefrontal lobe participate in the processing of 
image formation with visual cortex under both low frequencies 
(Delta oscillations, 0-4Hz) and Beta oscillations (13-30Hz) as 
seen from our sLORETA plots. 

    Cortex maps plotted by sLORETA indicate that Theta 
oscillations do not show a retention at the frontal lobe within the 
300ms before the subjects generate images in their mind. 
However, a detectable annular movement trace can be observed, 
as displayed in Figure 8, which is transmitting along the edge of 
the cortex map from its top view. Considering the sampling rate, 
this trace with Theta wave was continuous during the processing 
of image formation unlike the sudden shifts of activated regions 
as seen with the Delta and Beta oscillations. This circulating 
movement of activated Theta rhythm’s regions would be either 
clockwise or counter clockwise. The cycle of annular movement 
varies for different subjects, as well as for different tasks of image 
formation for the same subject. For most datasets that we recorded 
from the six subjects, these cycles were between 60ms and 150ms 
long in duration.  

    Since all subjects were completing the tasks with their eyes 
closed while EEG signals were being recorded, Alpha waves 
dominated and presented a relatively higher intensity than other 
waves for most of the time, which can be finalized from the time-
frequency plots of EEG signal on O1 channel (left side occipital 
region) in Figure 9(a). For some EEG datasets, the image 
formation in subjects’ mind also excites Mu waves, which share 
the same frequency range of Alpha rhythm, but are detected from 
the motor cortex, rather than occipital region. Figure 9(b) is an 
example of Mu waves on motor cortex. We believe that this 
domination of alpha wave and mu wave is also the reason why we 
see its correlation is overall consistent and not highly erratic 
(Figure 5). Due to the activity of Alpha waves and Mu waves, the 
mirror neural system must be suppressed by the corresponding 
executive network. A global view of Alpha rhythm activity during 
the analyzed 300ms presents an anomalous movement trace. 
However, compared with Theta and Beta rhythm, the 
performance characteristics of Alpha rhythm activity regions 
mostly falls in between them, which means that for some cases, 
an obvious annular movement trace along the cortex edge from a 
top view is observed; for the other cases, oscillations of brain 
activity under Alpha rhythm between frontal lobe and visual 
cortex are present; or even both phenomenon are detected in the 
same dataset at different time period.  

    On an overall level, we observe from connectivity analysis 
(Figure 5) that channel-pairs with consistent correlation, i.e. less 
varied correlation or minimum standard deviation in correlation, 
tend to remain least varied for the entire task for Alpha followed 
by Beta, Delta and then Theta oscillations. Whereas, for pairs of 
channels that are highly erratic in phase with each other, i.e. with 
maximum or medium standard deviation in correlation, tend to be 
least varied for Beta followed by Alpha, Theta and then Delta 

oscillations. The precise nature behind this pattern observation 
remains elusive. It was not clear why Alpha oscillation's pair of 
nodes remain least varied for minimum standard deviation and not 
for maximum and median standard deviation group. Here, we 
quantified task-evoked correlation's variation for each wave and 
we see that overall, Alpha and Beta oscillations tend to be at the 
lower end of variation for correlated pairs. We believe this could 
be for the following reason. Alpha wave is dominating as subject's 
eyes were closed as seen from frequency plots in Figure 9(b) also 
and Beta wave appears to be involved with locking neurons and 
information query as described earlier in Figure 7. 

Individual studies of Delta, Theta, Alpha and Beta oscillations 
during the 300ms period before subjects realized image formation 
in their mind demonstrate totally different performance of these 
rhythms. This also indicates that the rhythms provide different 
functions for the processing of self-contemplating image 
formation with its corresponding executive network. Self-
contemplating image formation involves multiple brain regions’ 
activation, and these activations of brain is dynamic during the 
period from the formation in the mind to the time when subjects 
realize this image formation. The higher frequency the rhythm has, 
the higher the speed of spatial shifts, i.e. movement of activated 
brain regions, was observed. 

Finally, for each EEG dataset, we generated 30 time 
progressive plots representing the 300ms time to trace the highest 
brain wave intensity positions. Figures 10 to 12 show 
accumulated traces of the 30 points in sequence. In Figure 10, the 
activity of forming an image of someone they love, which 
produced heavy activity towards the front cortex of the brain and 
some activity in the visual cortex. This persisted in multiple 
subjects with the Alpha brain wave. Alpha wave displayed both 
characteristics of wrapping around the brain, clockwise or counter 
clockwise motion and persisting activity in visual cortex and 
frontal lobe. With Figure 11, the subject is completing a simple 
mathematical calculation. Note that Beta wave moves at a much 
faster pace, seeing as it is at 13 – 30Hz. Beta displays 
characteristics of rapid movement between the frontal lobe and 
the visual cortex. The activity of a mathematical cognition does 
show a higher concentration in the frontal lobe. And we see a 
much more even distribution between the left and right brain with 
Beta wave, however, Alpha becomes more likely to favor the left 
or right side of the brain. Figure 12 displays a subject’s 
performance while thinking about some part of their body. The 
Theta wave, instead of confining towards a specific region of the 
brain, seems to have a wraparound pattern, either clockwise or 
counterclockwise. Other subjects also show a favoritism of the 
right side of the brain. Delta wave moved at a much slower pace, 
as we had anticipated since it is defined between 0 – 4Hz, 
concentrating a majority of its time by moving between the frontal 
lobe, further towards the positive Y axis, and the visual cortex, 
further back towards the negative Y axis. However, it travels at 
around 45 degree angle to the X and Y axis. The above described 
brainwave activity characteristics reproducibly happened to every 
subject under test. 
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Figure 10: Performance of Alpha, Beta, Delta, and Theta wave across the brain while subject thought about the faces of the people that they loved. 
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Figure 11: Performance of Alpha, Beta, Delta, and Theta wave across the brain finish some simple mathematical calculation, in this case 15*18. 
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Figure 12: Performance of Alpha, Beta, Delta, and Theta wave across the brain while the subject thought about some parts of their body, in this case the left hand.
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4. Conclusions 

    In this work we proposed a new method to monitor dynamic 
activities of brain functions at different frequency band without 
using averaging techniques like even repeats. In our example 
experiments, to associate subject behaviors with 3-D tracing 
characteristics, we found that each wave band had its own 
identifiable behavior that reproducibly generated notable 
characteristics along the 3 categories including emotion, math 
calculation, and motor functions. Our data analysis indicates that 
beta waves play key important roles in linking different brain areas 
together for information inquiry. Theta and low Alpha are more 
likely playing the role of information control, integration, and 
image formation. Conclusions derived from these tracing results 
were further confirmed with sliding window spatial correlation 
analysis. 
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 In this paper the front-end power solution for automotive ADAS electronic systems is 
analyzed. The increased complexity of electronic systems in ADAS automotive brings new 
challenges for hardware design, especially with regard to improving the efficiency of the 
switched-mode power supply while maintaining the overall cost reasonably low and 
keeping the occupied area on the PCB as small as possible. Four topologies of Non-
inverting step-up/step-down converter are analyzed. A real-life case is considered and 4 
DC-DC converters are designed and simulated to fulfill the requirements. Finally a 
comparison between the circuits is undertaken. Results are analyzed from the point of view 
of efficiency, area and price and a decision is reached for the most optimized converter. 
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1. Introduction 

This paper is an extension of work originally presented in 2016 
at the 12th IEEE International Symposium on Electronics and 
Telecommunications (ISETC) [1].  

Advanced driver assistance systems (ADAS) are probably the 
fastest-growing electronic systems in the automotive industry. 
Every year more and more features are added to the cars to make 
them safer and to help drivers. A brief list of the kind of feature 
available today is as follows: pedestrian detection, traffic sign 
recognition, blind spot monitor, lane departure warning, forward 
collision warning, driver monitor, adaptive cruise control and 
emergency braking control, and the list can continue. This 
extraordinary increase in available ADAS brings to reality 
something that once was just a dream or a nice theme for Sci-Fi 
movies: autonomous car. Researches and trials for self-driving cars 
have a long history of about 100 years. But only in the last 10 years 
have notable results been achieved.  ADAS are basically the 
foundation of the self-driving vehicle. Today there are already cars 
on the road with self-driving features with the most advanced 
publicly available systems being at Level 2 of autonomy (based on 
SAE Society of Automotive Engineers International's J3016 
document definition [2]). Level 3 cars are expected to be on the 
road in 2018.  

To support all these features for ADAS and autonomous 
driving, electronic systems in cars are very complex. To be able to 
detect the environment many sensors of different types must be 
available and the information collected must be processed 
extremely fast. Systems for ADAS and autonomous driving utilize 

today the following: cameras (4-12), ultrasonic sensors (12-20), 
radar (short and long range) and LiDAR. Each of these sensors has 
its own specific capability and by combining the information from 
them the system is more capable of reading the world around the 
car.  

However the next challenge is to process the huge amount of 
data received from all these sensors. In a sense self-driving cars 
will be extremely powerful computers on wheels. 

Extremely powerful multi-core processors like Renesas R-Car, 
Nvidia Parker, EyeQ4 from Mobyleye, etc. are available. 
Electronic control units (ECU) that can handle and process such 
large amounts of data are usually multi-processor systems with 1-
4 processors and 1 – 2 microcontrollers (MCUs). Such ECU 
contains also all the required digital interfaces and decoding blocks 
necessary to capture data from external sensors.  Power 
consumption and power dissipation for these ECUs is important 
and becomes critical in the automotive context. High requirements 
for robustness and reliability combined with the need for a long 
life (10 years) usually demands passive cooling (i.e. with no fans) 
for the vehicle’s electronics.  This is not easy to achieve when the 
ambient temperature can reach 85°C. These are some of the 
reasons that compel hardware design engineers to focus on 
reducing the power consumption and power dissipation of its 
devices. Besides selecting modern ICs (advanced technology) one 
can reduce the dissipated power by increasing the efficiency of 
local power supplies.   

The following pages cover the topic of selecting and designing 
the optimised front-end power supply for ADAS electronics and 
examine several crucial aspects for automotive use: 

• Efficiency, with the overall goal of reducing power loss; 
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• Board occupied area, considering that the PCB is one of the 
most expensive parts in an ECU; 

• Price reduction, which is the goal when the technical and 
quality aspects are fulfilled. 

2. Power supplies in automotive 

Most of the cars in the world today use 12-volt automotive 
electrical systems. Typically a car battery operates with a voltage 
in the range of 9V to 16V. Therefore, all electronic circuits 
powered by the battery power line should be able to account for 
this input-voltage variation. For modern electronics with most ICs 
powered at 3.3V or below (2.5V, 1.8V, 1.2V, 1.1V and lower) and 
only a few ICs that still require 5V or higher (CAN, Flexray, LIN 
transceivers), this input voltage range (9-16V) seems to be perfect. 
However, if for the battery the normal voltage is 12V (engine off) 
and 14.4V (engine on), this also can fall to 7V (warm / hot start) 
or as low as 3.2V (during cold start) or increase to as high as 34V 
(load dump). 

Figure 1 and Figure 2 show typical warm and cold start profiles, 
while Figure 3 presents the typical load dump [3] 

 
Figure 1. Example of a warm start profile 

 
Figure 2. Example of a cold start profile 

 

Figure 3. Example of a load dump profile 

Voltage levels and timings presented in these figures are 
typical but they can vary from one car manufacturer to another. 
They are also dependent on the location of the ECU in the car.  
Standard profiles for these events are described by ISO 7637-2. 

 Some electronic systems in the car (engine ECU, safety 
systems, navigation, infotainment, dashboards, etc) must be live 
during a cold-crank event and also during a warm start with the 
requirement to be in Functional Status A: the system must fulfill all 
functions during and after exposure to the event.  

In conclusion many electronic circuits for automotive must be 
designed to be powered from batteries with a voltage range of 3V 
– 34V. This wide voltage range is challenging from at least two 
aspects: 

• Minimum input voltage is around 3V and is below some 
very common voltage rails needed for ICs like 3.3V and 5V. 
This leads to the need for a way to boost the input voltage 
to the required levels. 

• Maximum input voltage is much higher than the usual rails 
for the processor’s cores (1V, 0.8V or even lower). It is 
difficult to directly step down a high voltage like 34V, to a 
level like 0.8V because the duty cycle is very small. The 
minimum duty-cycle is limited by the converter’s minimum 
ON time and its switching frequency.  For such a low duty 
cycle it is highly likely that the step-down converter enters 
into “pulse-skipping” mode with the risk of increased 
output voltage ripple and a shift in frequency. Both effects 
might be unacceptable and result in a high voltage noise 
that is too high and the risk of failing EMC 
(electromagnetic) emissions.  

 To solve both above-mentioned aspects one can use the power 
supply topology presented in Figure 4. Below can be found a 
typical block diagram for a power supply system based on an 
intermediate voltage rail. This is probably the most used power 
supply topology for complex ECUs in automotive. 

 
Figure 4. Typical block diagram for an automotive power supply 

 For this case where the intermediate regulated power rail is 
VOUT=5V, if the cold start profile goes below 5V, a front-end step-
up/step-down DC-DC is required. In Figure 4 this converter is 
mentioned as being Non-inverting BUCK-BOOST because the 
input voltage range can be below or above the output voltage (5V) 
and the output voltage has the same polarity as the input one. 5V 
as output of the front end power supply is not a magic number, but 
it is a suitable value for at least 3 reasons: 

• A 5V rail is still needed in the automotive electronics for 
circuits like CAN, and Flexray; 

• Most of the available power management ICs (PMIC) have 
a maximum input voltage of 5.5V; 

• A lower value for the output of the front-end supply brings 
the converter into the zone of very low duty cycles and the 
associated risks and issues.   

3. Non-inverting Step-up/Step-down converter topologies 

In the literature, there are few DC-DC converter topologies that 
can produce the non-inverting step-up/step-down function [4]. 
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Some of them, such as BOOST-BUCK and SEPIC are well-known, 
whereas others such as 4-switch BUCK-BOOST and ZETA are 
not so popular. One solution is to use two-stage conversion: one 
BOOST is followed by one BUCK (BOOST-BUCK). Another 
approach is the single-stage buck-boost converters such as: 4-
switch BUCK-BOOST, SEPIC or ZETA. 

3.1. BOOST-BUCK converter 

Figure 5 shows the Boost-Buck converter with two 
implementations: a) asynchronous and b) synchronous. This 
converter is basically a cascade of two converters, a BOOST 
formed by L1, Q1, Q3 (or D1) and C1 followed by a BUCK made 
by Q2, Q4 (or D2), L2 and C2. The purpose of the Boost converter 
is to provide a minimum intermediate voltage Vmid during cold or 
warm start battery voltage sags. Vmid is set to provide enough input 
voltage for the Buck converter. As long as Vin > Vmid the Boost 
converter is disabled and the Buck converter is powered through 
L1 and Q3 (or D1). For this case Q3 or D1 are ON and Q1=OFF. 
During this phase Vmid is not regulated and is: Vmid=Vin-V(L1)-
VDS(Q3) for the synchronous converter or Vmin=Vin-V(L1)-VF(D1) 
for asynchronous one. 

When Vin ≤ Vmid the boost converter kicks in and maintains Vmid 
as a regulated voltage. 

 
a) Asynchronous 

 
b) Synchronous 

Figure 5. BOOST-BUCK converter 

3.2. 4 switch BUCK-BOOST converter 

Another topology capable of producing a positive regulated 
output voltage for Vin below or above Vout is the synchronous 4-
switch Buck-Boost – Figure 6 a) and b). 

 
a) Asynchronous 

 
b) Synchronous 

Figure 6. 4-Switch BUCK-BOOST converter 

Basically, this is a simplification of one BUCK converter 
followed by one BOOST converter; both converters share the same 
inductor L1 [6]. There are 3 modes of operation based on the 
relationship between Vin and Vout: 

1. Vin much higher than Vout → Buck mode  

Q3 is constant OFF and Q4 (or D2) is constant ON. This is the 
preferred mode of operation because the efficiency is good. This is 
basically a buck converter’s efficiency reduced by the Q4 loss in 
constant conduction (Iout*Rds(on)). However, for the asynchronous 
version, Q4 is replaced by a diode D2 and there could be important 
power loss due to the forward voltage of the diode being 
continuously ON (Iout*VF(D2)). If the output voltage Vout selected is 
low enough (e.g. 5V), this mode of operation is the mode of 
operation for most of the time, normal operation, warm start and 
load dump. So it is important to minimize the power loss produced 
by the inactive Boost section. 

2. Vin much lower than Vout → Boost mode 

Q1 is constant ON and Q2 (or D1) is constant OFF. If Vout=5V, 
according to Figure 2, the converter will work in this mode only 
for about 20ms (lowest section of the cold start profile). 

3. Vin close to Vout → Buck-boost mode.  

In this mode all 4 transistors are controlled by the driving 
controller to ensure a proper transition from Buck to Boost or vice-
versa. The converter will work in this mode only for few hundreds 
of milliseconds, when the battery is recovering from the cold crank. 

3.3. SEPIC converter 

 The most common single-stage converter with non-inverting 
buck-boost behaviour is SEPIC. Asynchronous and synchronous 
versions are shown in Figure 7. This topology uses only two 
switches (transistor of diode) [7]. The most known SEPIC 
configuration is the asynchronous one but here the synchronous 
SEPIC converter is considered as well [8]. The synchronous 
SEPIC convertor can be implemented with Q3 NFET (N-channel 
Field Effect Transistor) of PFET (P-channel Field Effect 
Transistor) depending on the available driving controller. Overall 
efficiency of the converter is reduced because two inductors are 
used in operation and due to high currents and voltages for the 
switch elements. 

 
a) Asynchronous 

 
b) Synchronous 

Figure 7. SEPIC converter 
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3.4. ZETA converter 

 Zeta is a very similar topology to SEPIC; it is named “inverse 
SEPIC” and has the topology shown in Figure 8. It has two 
inductors and two active switches [4]. One of the active switches 
can be a diode (D1) or a FET (Q2). Like SEPIC the two inductors 
can be coupled or independent.  

 
a) Asynchronous 

 
b) Synchronous 

Figure 8. ZETA converter 

ZETA topology is better for lower output voltage ripple due to 
continuous output current in L2. This reduces the required output 
capacitance to maintain a low output voltage ripple. However due 
to the input discontinuous current (through Q1) ZETA shows 
higher input voltage ripple. ZETA convertor can be implemented 
with Q1 NFET of PFET, depending on the available controller. 

 

3.5. Topology comparison 

As previously shown, all 4 types of non-inverting step-up/step-
down converters considered here have their asynchronous and 
synchronous variants. To avail of increased efficiency this work 
considers only the synchronous type of converters here. This one 
reduces the power loss associated with diodes in conductions and 
proves to have higher efficiency for higher current load [5]. 

 Some advantages and disadvantages have been already 
mentioned but a more detailed comparison is undertaken in Table 
1. This table contains two sections, one for advantages for each 
converter and one for disadvantages [9, 10]. 

Each type of SMPS presented here has its own advantages and 
disadvantages, so there is no unique answer to the question: ‘what 
non-inverting step-up/step-down is the best?’ The final decision in 
selecting one or another topology belongs to the design engineer 
based on his application’s requirements.  The next section contains 
a comparison for all these 4 types of converter for a real life case, 
comparisons that helps the designer to decide what the most 
optimized converter for an application is.  

4. Case study and simulations 

A real life case for a front-end power supply was selected to 
show the differences between these 4 converters. Design 
requirements are listed in Table 2. 

 To be able to compare the board occupied area and price for 
all converters it was decided to use real components, available on 
the market, components that are automotive qualified. For the 
same reasons it was decided to use controllers from a single 
supplier - Linear Technology, now part of Analog Devices [12]. 
All four designs were simulated using the same Spice simulator – 
Ltspice. 

Table 1. Comparison of advantages and disadvantages for 4 non-inverting step-up / step-down converters 

BOOST-BUCK 4 switch BUCK-BOOST SEPIC ZETA 
Advantages 

Continuous, non-pulsating input and 
output currents due to input and 
output inductors (L1 and L2).  

This reduces ripple voltage (input and 
output) and improves the EMI noise, 

and can simplify the input filter 
design and size. 

Single inductor design. 

Lower price and smaller board 
occupied area. 

Only two active switching 
components are required 

Only two active switching components 
are required 

Easy to design and compensate. Both 
converters, Buck and Boost are 

mature circuits and well known, easy 
to design and easy to compensate for 

stability 

Switch rating = Vin for input section, 
Vout for output section => Mosfet 
transistors with lower VDS can be 
used, so with better (lower) Rds(on) 

Low input voltage ripple  Low output voltage ripple  

Can be designed using two 
completely separated controllers / 

converters 

High efficiency Inherent short-circuit protection at 
output due to DC-block capacitor 

Inherent short-circuit protection at 
output due to DC-block capacitor 

Disadvantages 
Two inductors are required: price and 
area. Inductors are expensive and big 

components.  

Input and output are both noisier due 
to discontinuous currents Iin and Iout 

High output ripple (similar to 
Boost) 

High input voltage ripple (similar to 
Buck) 

4 switches are needed - price 4 switches are needed Two inductors are required Two inductors are required 
Low efficiency –  during normal Vbat 
range converter works in Buck mode 
but it has a power loss in L1 and Q3 

The controller for the entire converter 
is more complex and contains two 

driver sections 

Coupling capacitor C1 is needed. In 
automotive use two series 

capacitors might be need to protect 
against MLCC failure (failure mode 

is short) 

Coupling capacitor is needed but the 
voltage across it is lower (Vout). Series 

capacitors might not be needed 

Controller needed is complex (two 
driver sections or two controllers) 

Special consideration for crossing 
point between Buck-mode and Buck-

mode is needed. 

Frequency compensation is more 
difficult to be implemented 

Frequency compensation is more 
difficult to be implemented. Zeta is not 

well understood. 
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Table 2. Design Requirements for the front-end SMPS 

VIN 4-35V 
fsw 400KHz 

VOUT_ripple <50mV 
VOUT 5V 
IOUT 5A 

The switching frequency is set at 400 kHz as a trade-off 
between several factors: efficiency, area, cost and EMC risks. 

It is known that lower switching frequency improves 
efficiency due to lower switching losses, but also increases the 
occupied area (expensive) [11]. Big and expensive inductors and 
big and expensive capacitors are needed to reduce the input and 
output voltage ripple. So, higher efficiency at low frequency 
comes with higher cost [12]. On the other hand, these DC-DC 
converters must comply with very strict requirements in terms of 
conducted and radiated EMC emissions. It is very important to 
avoid generating noise in the radio AM band (535 kHz to 1705 
kHz) so the switching frequency should be below or above AM 
band. Switching frequencies above AM band suffer from low 
efficiency and might force the controller into pulse-skipping 
mode during load-dump. So, the switching frequency is selected 
just below AM band.  

All four designs use as a starting point the application notes 
available from the supplier. The target is to design a stable power 
supply capable of fulfilling the requirements with the minimum 
of components. However, to have a fair comparison passive 
components from the same family/series are used and where 
possible even the same components are used. This approach helps 
to obtain a fair comparison in terms of occupied area and price.  
In Table 3 a BOM comparison is shown as a result of the design 
of these for SMPS. 

Next controllers are used in these designs: 
• Boost-Buck - LTC7812 

• 4-switch Buck-Boost - LTC3789 
• SEPIC - LT8710. Un-coupled inductors are used. 
• ZETA - LT3840 Un-coupled inductors are used. 

Table 3. BOM comparison 

 BOOST-
BUCK 

4-switch 
BUCK-BOOST SEPIC ZETA 

Controller 
Dual: 
Boost + 
Buck 

4 Switch 
Buck-Boost BOOST BUCK 

L1 2.2uH / 14A 2.2uH / 14A 2.2uH /14A 2.2uH /14A 
L2 3.3uH / 8A - 3.3uH / 8A 3.3uH / 8A 
Q1 

NFET – 40V, 49A, 9.3mΩ 

NFET – 40V, 49A, 9.3mΩ 
Q2 - NFET – 40V 

49A, 9.3mΩ 

Q3 PFET, 60V 
64A, 14mΩ  - 

Q4 - - 
CIN – cer. 1x2x 10uF 

50V 
1x2x 10uF 
50V 

1x2x 10uF 
50V 

1x2x 10uF 
50V 

CIN – Bulk 150uF / 35V 150uF / 35V 47uF / 35V 150uF / 35V 
CMid – cer. 3x 2x 10uF 

50V - - - 

CMin – Bulk 270uF / 35V - - - 
COUT – cer. 2x 22uF / 10V 3x 22uF / 10V 4x 22uF /10V 1x 22uF /10V 
COUT –Bulk 220uF / 6.3V 220uF / 6.3V 220uF / 6.3V 220uF / 6.3V 
Coupling 
Cap- Cer. 
(Include RC 
damping) 

- - 2x 2x 33uF/ 
35V 

4x 22uF / 
10V 

Output 
Ferrite Bead - Z=60Ω @ 

100MHz 
Z=60Ω @ 
100MHz - 

 
4.1. Simulation results 

 Due to lack of space only the schematics for 4-switch Buck-
Boost converter (Figure 9) and ZETA converter (Figure 10) are 
provided here. 

 
Figure 9. 4-switch Buck-Boost converter schematic 
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Figure 10. ZETA converter schematic 

 

Figure 11. Simulations results for 4-switch Buck-Boost  

 Figure 11 shows the transient simulation result intended to 
verify the behavior of the converter when the input voltage Vin 
varies from 0V to 33V. The response to Cold-crank and Load-
Dump events is verified in the same simulation. To speed up the 
simulation, all the timings from these two profiles are compressed 
and reduced. However, the converter reacts very well to these 
faster transitions too.  

 All simulation results for all 4 considered converters are 
virtually identical with those shown in Figure 11. 

Based on the simulation performed and their results it can be 
concluded that all 4 designed converters are suitable to be used 
for the case being considered. All converters can handle the 
automotive cold-crank, warm-start and load-dump events and 
provide a regulated output voltage. 

4.2. Comparison for efficiency, are and cost 

Because all 4 converters are suitable to be used as a front-end 
power supply for ADAS ECUs (from electrical point of view), 
one can optimize the power solution for automotive applications 
by using several criteria:  

- Efficiency comparison is shown in Figure 12. Ideally, one would 
like to select the converter that has the best efficiency over the 
entire input voltage range for a given output current and system 
requirements; however, the converter stays a brief time in cold-
crank so the efficiency in this phase might be not so important for 
some applications. The left side of Figure 12 shows the efficiency 
comparison during cold-crank profile for a weak battery while the 
right side shows the efficiency for each converter when the battery 
is healthy.  

 
Figure 12. Efficiency comparison 

- Occupied area, with and without controller – Figure 13. The 
entire PCB occupied area by a converter is important and it is 
shown in the left section of Figure 13. Controller size / package 
might vary from one supplier to another while the external 
components remain almost the same so a comparison of the space 
requirement without the controller is presented in the right side of 
Figure 13. For comparison of the occupied area the sum of areas 
of all components was considered plus an additional 0.5mm keep-
out area on each side for each component; 
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- Price with and without controller - Figure 14. Prices used in the 
comparison are obtained from the supplier website (Linear Tech) 
for SMPS controller and all the other parts are from component 
distributor Mouser. Prices are expressed in € and are for 1k pieces. 

 

Figure 13. Occupied area comparison 

 
Figure 14. Price comparison 

A summary of these comparisons is available in Table 4. 
Table 4. Summary of comparisons 

 

5. Conclusions 

Four synchronous converters suitable to perform the non-
inverting step-up/step-down function for powering an ADAS 
electronic system are considered in this work. A short theoretical 
analysis is presented and a list of advantages and disadvantages 
of all topologies is undertaken and summarized, from the 
perspective of automotive applications. One must know all the 
advantages and disadvantages of all suitable DC-DC converters 

before being able to obtain an optimized solution. A method of 
optimization for automotive ADAS front-end power supply is to 
consider the efficiency, board occupied area and cost along with 
the quality parameters of an SMPS (not studied in this work) (as 
input and output voltage ripple, loop response, stability and 
transient response). 

A real life case was considered and according to the 
simulation results obtained and the comparisons made for 
efficiency, occupied area and cost, it can be concluded that the 4-
switch Buck-Boost converter is the optimal one for the real-life 
case which was considered. This converter meets all the 
requirements specified in Table 2 and has the smallest occupied 
area (calculated with or without controller), has a low price and 
exhibits high efficiency. The SEPIC converter (with un-coupled 
inductors) proves to be the worst solution: lowest efficiency, 
highest cost (due to high voltage coupling capacitors) and almost 
the biggest PCB occupied area. An interesting solution is ZETA 
that is very competitive in terms of price and space. Also ZETA 
shows decent efficiency. However precautions must be taken to 
properly compensate it in frequency.  

Future work is planned to analyze the suitability and 
performance of new/improved converter topology as multi-phase 
converters (buck-boost, SEPIC) and multi-switch SEPIC/ZETA 
[13].  

Conflict of Interest 

The author declares no conflict of interest. 

References 
[1] B. Dragoi, “On selecting a front-end DC-DC converter for automotive 

applications”, Electronics and Telecommunications (ISETC), 2016 12th IEEE 
International Symposium on, 27-28 Oct. 2016 

[2] Taxonomy and Definitions for Terms Related to Driving Automation Systems 
for On-Road Motor Vehicles, SAE international, 
http://standards.sae.org/j3016_201609/ 

[3] International Standard, “Road vehicles — Electrical disturbances from 
conduction and coupling. Part 2”, ISO 7637-2,  2004. 

[4] M. Wens, M. Steyaert, “Design and Implementation of Fully-Integrated 
Inductive DC-DC Converters in Standard CMOS”, ISBN 978-94-007-1435-
9, pp.90-99, 2011. 

[5] R. Nowakowski, N. Tang, “Efficiency of synchronous versus nonsynchronous 
buck converters”, Texas Instrument, Analog Applications Journal, Fouth 
Quarter, 2009, pp.15-18. 

[6] R.W. Erickson, D. Maksimovic, “Fundamentals of Power Electronics”, 
Second Edition, Kluwer Academic Publisher, eBook ISBN: 0-306-48048-4, 
2004, pp.134-137. 

[7] D. Zhang, “Designing A SEPIC Converter”, Texas Instruments, AN-1484, 
SNVA168D, April 2008. 

[8] Shashikumari J. and Ramya N, “Design of Synchronous SEPIC and 
Synchronous Zeta Converter for Stand-Alone Photovoltaic System” IJRSI, 
vol. III, Issue V, May 2016, pp. 529-551, ISSN 2321 – 2705 

[9] J. Betten. “Synchronous Zeta Converter Outperforms The SEPIC”, 
How2Power Today, Issue May 2014 

[10] V. Choudhary, “Selecting the right buck-boost converter for wide-VIN rails”, 
Electronic Products and Technology, www.ept.ca, 18.06.2016. 

[11]  A.I. Pressman, K. Billings, T. Morey, “Swittching Power supply Design”, 
Third Edition, McGraw Hill, ISBN 978-0-07-148272-1, 2009, pp. 20-21 

[12]  R. Nowakowski, B. King ,  “Choosing the optimum switching frequency of 
your DC/DC converter” , 25.10.2006, 
http://www.eetimes.com/document.asp?doc_id=1272335 

[13] M-S. Song, Y-D Son, K-H Lee, “Non-isolated Bidirectional Soft-switching 
SEPIC/ZETA Converter with Reduced Ripple Currents”, Journal of  Power 
Electronics, Vol. 14, No. 4, pp. 649-660, July 2014, ISSN(Print): 1598-2092 
/ ISSN(Online): 2093-4718 

http://www.astesj.com/
http://www.ept.ca/
http://www.eetimes.com/document.asp?doc_id=1272335


 

www.astesj.com     1654 

 

 

 

Emotional state recognition in speech signal 

Krystian Kapala*, Dawid Krawczyk, Stefan Brachmanski 

Wroclaw University of Science and Technology, Department of Acoustics and Multimedia, Faculty of Electronics, Wybrzeze 
Wyspianskiego 27, 50-372 Wrocław, Poland 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 05 April, 2017  
Accepted: 24 June, 2017  
Online: 24 August, 2017 

 The matters regarding speech signal processing and analyzing in terms of emotional states 
recognition were presented in this paper. An experiment was conducted to perform both 
objective and subjective emotional states recognition tests for Polish language. 
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1. Introduction 

The aim of the experiment was to test the effectiveness of fixed 
seven emotional states recognition. Tests were carried out with use 
of Polish language speech recordings from two acoustic databases. 
Samples consisted of professional actor and amateur speakers 
voice recordings. During studies, an objective, computer method 
was used composed of speech signal parameters extraction, 
selection of parameter vectors, and classification tests. The 
investigations were extended by carrying out subjective emotional 
state recognition tests performed by group of respondents. In 
various cases [1] emotional states investigations are implemented, 
e.g. in automated systems, analysing customer satisfaction level in 
telecommunication companies hotline systems. The experiments 
described in the paper should be regarded as pilot studies. 
However, their subsequent development could contribute to 
emergence of an automatic system, designed for Polish language, 
capable of recognizing emotions in speech signal. 

2. Acoustic Databases Acquisition 

Emotions are one of the most important elements of human life. 
We can define them as short and usually strong mental arousal 
induced under the influence of a particular stimulus, often leading 
to physical reaction. For example, a person in a state of anger, joy 
or fear usually responds by speaking louder, faster and with 
increased energy in the higher frequency band. 

A popular way of classification is the division of emotions into 
basic and complex. Basic emotions are up to a dozen [2], and they 
result from the natural human reactions, while the complex states 

are to be their appropriate combinations. Despite the lack of 
consensus on a single set of basic emotions, there is one popular 
theory named “The big six” by Paul Ekman [3]. Accordingly, basic 
emotional states are: joy, anger, disgust, surprise, fear and sadness. 
They can be recognized from facial expressions, gestures and 
voice, even by people from different cultures, speaking different 
languages. The studies of emotional states in the speech, in some 
cases, use only 3 states [4]: positive, negative and neutral. 
However, due to its versatility and easy recognition "big six" was 
chosen for conducted experiment. 

Emotional state databases contain 3 types of recordings: 

• Spontaneous speech recordings. 

• Forced emotional states recordings. 

• Simulated emotions recordings. 

Spontaneous speech databases include recordings of emotions 
induced in a natural way. To create this type of database usually 
recordings from multiple sources are used. These include 
conversations with emergency dispatchers [5], utterances of the 
participants of TV game shows, journalist relations from dramatic 
events and the interaction with a robot. Second type of databases 
include collections of enforced emotions recordings. Each 
emotional state in speakers voice needs to be induced. It is 
possible, e.g. through, presentation of movies or recordings 
stimulating appropriate emotions. Another, slightly more 
controversial method relies on putting speaker in a stressful 
situation. The advantage of this type of database is to obtain 
naturally excited emotions. 

The result of this work was development of two acoustic 
databases (MD – amateur and TS – professional speaker). The 
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structure of each was divided into training and testing sets. The 
first (MD) training set contained 543 recordings of women and 556 
men. Test set consisted of 509 women recordings and 510 men. In 
total MD database was composed of 2118 recordings. TS base 
contained only one speaker recordings. Training and test sets 
consisted of adequately 219 and 243 recordings, in total - 462. 

Table 1. Comparison of databases 

 MD TS 

Place of 
recordings WUT recording studio Amateur recording 

studio 

Microphone T-Bone SCT 700 - 
condenser 

Shure SM 58 - 
dynamic 

Mixer Yamaha 03D Behringer Eurorack 
mx - 802a 

Sound Card SoundMax Integrated 
Digital Audio 

Sound Blaster Audigy 
2 NX 

Sampling 
frequency 44.1 kHz 44.1 kHz 

Resolution 16 bits 24 bits 

Language Polish Polish 

Speakers Amateurs - men and 
women Professional actor 

Speakers number 6 male, 7 female 1 male 

Utterances 10 sentences 10 nearly identical 
sentences 

Simulated 
emotions 6 + neutral state 6 + neutral state 

Number of 
recordings At least 1 At least 6 

Recording sessions for each database were carried out in 
different conditions as Table 1 shows. A set of 10 sentences was 
selected, and put in the following order (translations in brackets). 

• • Jutro pójdziemy do kina. 

o (Tomorrow we are going to the cinema.) 

• • Musimy się spotkać. 

o (We have to meet.) 

• • Najlepsze miejsca są już zajęte. 

o (The best seats are already occupied.) 

• • Powinnaś zadzwonić wieczorem. 

o (You should have called yesterday.) 

• • To na pewno się uda. 

o (I am sure it will succeed.) 

• • Ona koniecznie chce wygrać. 

o (She really wants to win.) 

• • Nie pij tyle kawy. 

o (Do not drink that much coffee.) 

• • Zasuń za sobą krzesło. 

o (Tuck in your chair.) 

• • Dlaczego on jeszcze nie wrócił. 

o (Why has not he returned yet.) 

•  Niech się pan zastanowi. 

o (Think about it, sir.) 

Table 2. Phonems appearance frequencies in databases 

Phonem 
Frequency [%] 

Phonem 
Frequency [%] 

TS MD TS MD 
e 11.67 12.43 ʧ 1.67 2.16 
a 10 9.73 d 1.67 1.62 
o 8.33 8.11 l 1.67 1.62 
n 6.11 5.95 w 1.11 1.08 
j 5.00 5.41 g 1.11 1.08 
v 4.44 4.32 ʦ 1.11 1.08 
i 3.89 3.78 x 1.11 1.08 
p 3.89 3.78 õ 1.11 1.08 
u 3.89 3.78 b 0.56 0.54 
ɲ 3.89 3.78 ʥ 0.56 0.54 
t 3.33 3.24 c 0.56 0.54 
s 3.33 3.24 ʣ 0.56 0.54 
i 2.78 2.70 e~  0 0 

m 2.78 2.70 ɳ 0 0 
ɕ 2.78 2.70 Ɉ 0 0 
z 2.78 2.70 ʤ 0 0 
k 2.22 2.16 ʑ 0 0 
r 2.22 2.16 f 0 0 
ʨ 2.22 2.16 ȝ 0 0 
ʃ 1.67 2.16 # 0 0 

Databases of simulated emotional states include recordings of 
either amateur or professional speakers. This type is the easiest to 
obtain and analyze. Recording conditions may be adjusted. The list 
of utterances, with suggested emotional states and number of 
repetitions are prepared before the recordings. Typically they 
contain recordings of single sentences, sometimes longer 
statements [5]. Usually, the content of spoken sentences is not 
emotionally characterized (e.g. interrogative sentences are rarely 
used, for possible suggestion of surprise). The biggest drawback is 
the difference between the natural and simulated emotions, which 
is impossible to determine. In addition an amateur speaker may 
simulate either expressively or faintly, which may also affect the 
results of subsequent analysis. There are many databases of 
simulated emotional states recorded in multiple languages e.g.. 
Spanish [6], German [7], Danish [8] or Polish [9]. 

3. Parameters and vector selection 

Recognition of emotions in utterances requires 
parameterization of the speech signal. After parameters extraction 
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investigated acoustic material is represented by a vector of 
extracted features. Unfortunately, there is no universal set of 
parameters allowing to achieve optimum subsequent analysis, 
therefore usually a large number of parameters is extracted, which 
then is used for determining the most representative sets of features 
- selection. 

The following parameters were selected and extracted for 
further analysis: 

• Pitch frequency, 

• The first four formant frequencies, 

• Intensity of the speech signal, 

• LPC coefficients. 

Parameters extraction was conducted with Praat and jAudio 
software. Parameters were characterized with values such as 
minimum, maximum, mean, median, standard deviation, range 
and mean absolute slope. Extracted features were exported to a 
text file and each sample was assigned to a specific emotional 
state. Parameters selection was conducted in Weka software [10] 
with usage of ChiSquaredAttributeEval algorithm. 

4. Classification 

As first trials showed algorithms using support vector 
machines [11-13] were the most effective, thus both SVC were 
selected to carry out the final tests. Table 3 presents the 
effectiveness of various algorithms used for database 
classification. 

Most often training sets contain linearly inseperable data. In 
these situations algorithms that allow for the existence of 
components beyond the margin are used e.g. C-SVC. When 
forming the hyperplane, requirements reduction is determined 
with special value. Parameter C (cost) is responsible for the 
number of vectors inside the margin. Its value is determined 
experimentally in order to obtain maximum efficiency of 
classification process. Increasing the parameter C causes an effect 
similar to the linear classification. Small values allow to adjust the 
hyperplane to the training set.  

Tests were performed for the seven cases of various TS 
(professional actor) and MD (amateur speakers) training and test 
sets combinations (Table 4). 

The algorithm using υ -SVC classification is very similar to 
C-SVC. An additional parameter is υ  coefficient with a value 
between <0; 1>. This parameter specifies the number of possible 
violations found in the case of linear classification and the number 
of support vectors. With increasing υ  value the amount of vectors 
within the margin increases. When υ  coefficient has a value of 0, 
linear classification is performed.  

LibSVM library imported to Weka software enabled 
conducting classification processes with usage of support vector 
classifiers such as C-SVC and υ -SVC. During tests υ -SVC 
algorithm showed better effectiveness, thus further classification 
results were described only for this method.  

Table 3. Recognition results for selected algorithms 

Used classifier Effectiveness 
[%] 

Fast decision tree [14] 55.82 

K-star  56.04 

NN [15] 56.62 

KNN5[16] 59.08 

KNN10 57.31 

Naive Bayes [16] 38.57 

Multi layer perceptron  52.60 

C-SVC  
(polynomial kernel) 56.33 

C-SVC  
(radial basis kernel) 63.69 

υ -SVC 
(polynomial kernel) 

56.92 

υ -SVC 
(radial basis kernel) 

64.38 

Table 4. Test and training sets combinations 
No Test set Training set Test symbol 
1 MD MD MD>MD 
2 TS TS TS>TS 
3 MD TS+MD TS+MD>MD 
4 TS TS+MD TS+MD>TS 
5 MD TS TS>MD 
6 TS MD MD>TS 
7 TS+MD TS+MD TS+MD>TS+MD 

Table 5. Summary of selected parameters 

Set 

Parameter 
MD TS MD + TS 

Pitch 
frequency 

F0 

average, 
maximum, 
minimum, 

range, median 

average, 
maximum, 

minimum, range, 
median, standard 
deviation, mean 
absolute slope 

average, 
maximum, 

minimum, range, 
median, standard 
deviation, mean 
absolute slope 

Speech 
signal 

intensity 

average, 
maximum, 
minimum, 

range, median, 
standard 
deviation 

average, 
maximum, 

minimum, range, 
median, standard 

deviation 

average, 
maximum, range, 
median, standard 

deviation 

Formant F1 average, median bandwidth mean average, median 

Formant F2 
average, 
median, 

bandwidth mean 

average, range, 
median, 

bandwidth mean 

average, median, 
standard 

deviation, mean 
absolute slope 

Formant F3 - average, median, 
bandwidth mean bandwidth mean 

Formant F4 
average, 
median, 

bandwidth mean 

average, 
minimum, range, 
median, standard 

deviation 

average, median 

LPC 
parameters 

 (2, 3, 4, 8, 9, 10 
order mean 

values) 

 (2, 3, 4, 6 order 
mean values) 

(2, 3, 4, 8, 9, 10, 11 
order mean values) 
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5. Results presentation 

Recognition efficiency results for each emotional state and all 
7 test were presented in confusion matrixes, respectively Tables 
6-12. 

Conducted classification tests brought varied results. The 
lowest effectiveness was achieved for different database training 
and test set cases. In case of MD test and TS training set, overall 
effectiveness was 21.6%. Fear and surprise were recognized with 
the best score - above 40%. State of anger was recognized as fear 
75 times out of 157 samples. The opposite situation (MD training, 
TS test set) improved results to 29.6%. Anger and neutral 
emotional states were recognized in 54.1 and 57.6% of cases.  

Table 6. Confusion matrix (MD>MD) 
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Effectiveness 
[%] 

anger 106 6 14 4 13 10 4 67.5 

neutral 2 103 1 24 1 23 1 66.5 

joy 15 8 91 0 10 12 11 61.9 

sadness 1 26 3 99 2 18 0 66.4 

fear 11 2 14 8 77 8 7 60.6 

disgust 10 9 7 27 5 81 5 56.3 

surprise 7 5 5 5 12 7 99 70.7 

Table 7. Confusion matrix (TS>TS) 
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anger 33 0 3 0 1 0 0 89.2 

neutral 0 28 0 0 2 2 1 84.8 

joy 6 0 26 0 1 0 2 74.3 

sadness 0 0 0 27 3 4 2 75.0 

fear 2 0 3 0 24 4 0 72.7 

disgust 0 1 4 2 1 23 3 67.6 

surprise 2 1 4 0 3 3 22 62.9 

Table 8. Confusion matrix (TS+MD>MD) 
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anger 116 3 13 1 9 9 6 73,9 

neutral 1 84 6 20 2 42 0 54,2 

joy 16 5 95 0 9 12 10 64,6 

sadness 3 23 4 84 1 30 4 56,4 

fear 11 2 21 3 77 4 9 60,6 

disgust 13 6 12 15 1 87 10 60,4 

surprise 8 3 8 5 10 8 98 70 

Table 9. Confusion matrix (TS+MD>TS) 
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anger 27 0 8 0 2 0 0 73.0 

neutral 1 27 3 2 0 0 0 81.8 

joy 10 0 16 0 6 0 3 45.7 

sadness 0 17 1 12 0 2 4 33.3 

fear 6 5 7 6 6 3 0 18.2 

disgust 1 12 11 2 1 3 4 8.8 

surprise 1 3 5 4 4 3 15 42.9 

Table 10. Confusion matrix (TS>MD) 
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anger 9 0 41 0 75 10 22 5.7 

neutral 0 1 1 29 48 36 40 6.0 

joy 13 2 38 1 37 26 30 25.9 

sadness 0 2 14 36 23 19 55 24.2 

fear 11 0 34 5 56 5 16 44.1 

disgust 5 1 17 31 43 19 28 13.2 

surprise 4 0 37 1 31 6 61 43.6 

Maximum efficiency results as expected, were achieved while 
using training and test sets from the same databases. In case of 
MD database overall performance was 64.4%. The best result for 
single state concerned surprise - 70.7%, the worst one, disgust 
56.3%. In the classification conducted on sets from the database 
TS total effectiveness of 75.3% was obtained. Most likely this was 
a result of single person recordings within database - professional 
actor using similar expression of emotions in each repeated 
sentence. All the emotions were identified with efficiency higher 
than 60%, achieving the best results for anger - 89.2% and neutral 
state - 84.8%.  

Important tests were also carried out for combined training 
sets of both databases (TS+MD). The conducted classifications 
highest score (62,9%) was obtained for the test set derived from 
the MD database. The lowest result was (49,6%) observed in case 
of TS database test set. Anger state recognition results in both 
cases were very similar, whereas in case of neutral state for TS 
derived test set was higher by nearly 30%. The rest of the 
emotional states were recognized with greater efficiency when 
testing MD derived set. It should be noted that the recognition 
results for TS test set in case of single emotional states were varied 
- the respective values ranged between 8.8 and 81.8%. An 
experiment was also conducted on combined collection of 
training and test sets of both databases. The overall result was 
57.4%. The results for individual emotional states recognition 
were similar to the ones obtained when testing MD database itself, 
most likely due to the impact of large number of samples from the 
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MD database. They were not strongly diversified and the results 
for all emotional states exceeded 50%. Adding TS training set 
deteriorated 4 emotional states recognition effectiveness by 
approximately 10%, leaving the rest with similar results. 

Table 11. Confusion matrix (MD>TS) 
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anger 20 1 7 0 7 0 2 54.1 

neutral 2 19 1 9 0 2 0 57.6 

joy 13 0 6 0 7 0 9 17.1 

sadness 0 19 0 10 0 4 3 27.8 

fear 8 4 5 1 2 13 0 6.1 

disgust 3 14 9 2 0 2 4 5.9 

surprise 3 1 5 6 4 3 13 37.1 

Table 12. Confusion matrix (TS+MD>TS+MD) 
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anger 122 3 39 2 12 11 5 62.9 

neutral 2 99 10 27 3 46 1 52.7 

joy 21 5 116 0 16 13 11 63.7 

sadness 5 25 9 107 1 35 3 57.8 

fear 14 4 35 7 83 9 8 51.9 

disgust 14 11 24 18 5 94 12 52.8 

surprise 10 4 17 10 16 15 103 58.9 

6. Empirical studies 

Empirical studies were done in two stages. The first step 
involved preparing the appropriate test material from both acoustic 
databases. Step two involved empirical research and analysis of 
results. 

The task of the person taking part in the experiment was to 
assign the proper emotional state to each sample. The selection was 
made from only seven states (6 basic and neutral one). Preliminary 
studies have shown that the test material meets the criteria of 
objectivity. After listening to each sound sample, the listener was 
supposed to determine what emotional content it was carrying. The 
listener answered by clicking on the appropriate emotional state 
button. If in doubt, the sample could be replayed. A picture 
representing questionnaire appearance was added below (Figure 1) 

The first step was to determine the number of people to take 
part in the experiment so that the results could be representative. 
The selected group consisted of 10 people (2 female, 8 male 
participants). Age of group members varied between 26 and 32. 

Survey was composed of two parts. The first one referred to 
recordings from the amateur speakers database. Table 13 presents 
the recognition effectiveness for each individual participant. It 
turns out that the accuracy of their emotional states recognition in 

given experiment ranged between 55 and 70 percent. These results 
could be the beginning of an interesting discussion connected with 
their interpretation. Psychological reasons were omitted in this 
article. They will be addressed during subsequent studies. 

  

Figure 1. Questionnaire used in subjective tests 

Table 13. Test participants results 

Number 
of 

samples 

Participant 
ID 

Right 
answers 

Effectiveness 
[%] 

266 1 146 54,9 
267 2 151 56,6 
266 3 154 57,9 
267 4 157 58,8 
266 5 162 60,9 
267 6 166 62,2 
267 7 172 64,4 
267 8 180 67,4 
267 9 180 67,4 
267 10 188 70,4 

In total  In total: Average: 
2667 1656 62,1 

 

A confusion matrix was presented (Table 14), which also show 
the effectiveness of recognizing individual emotional states. The 
best recognized emotion for ameteur speakers among the 
participants was „surprise”, which reached almost 75 percent of 
the correct interpretations. The worst state to determine was 
"disgust". This state was correctly identified in 40 percent of cases. 

Table 14. Confusion matrix (amateurs) 

Amateur  
speakers  
database an
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Effectiveness 
[%] 

anger 236 39 14 8 14 38 10 65.7 

neutral 5 257 3 62 7 32 1 70.0 

joy 14 62 210 1 25 16 20 60.3 

sadness 2 45 3 231 20 46 4 65.8 

fear 18 33 13 27 176 28 26 54.8 

disgust 22 77 2 71 11 149 40 40.0 

surprise 8 5 10 5 30 28 253 74.6 
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In the second part of the survey, the respondents were 
presented with sound samples of professional actor voice 
(confusion matrix in Table 15). The best interpreted state was 
"anger" recognized correctly in all cases. The least effectiveness 
was achieved for fear, where efficiency was only 20%. In fact fear 
was even more times interpreted as anger which could indicate on 
quite specific, different actor expression.  

Table 15. Confusion matrix (professional) 
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speakers  
database an
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effectiveness 
[%] 

anger 29 0 0 0 0 0 0 100 

neutral 1 28 0 0 0 1 0 93,3 

joy 1 1 29 0 0 0 0 93,5 

sadness 2 8 0 12 2 6 0 40 

fear 9 5 0 4 6 4 2 20 

disgust 7 5 0 0 2 15 1 50 

surprise 0 0 4 0 0 1 25 83,3 
 

The differences in test results obtained from both parts of 
empirical studies seem to be quite obvious, given the various  way 
of expression. Actor utterances could have been significantly 
different from the amateur's in pace or dynamics of the voice. 
Another important fact is the use of only one speaker in 
comparison with 13 people (both genders) in amateur database. 
Table 16 shows the results of emotion recognition for each 
recorded speaker. Attention was drawn to the fact that some non-
professional speakers have gained better interpretation results of 
their emotions. 

Table 16. Speakers individual results 

Amateurs: 
Speaker ID 

(M- Male, F-Female): Number of samples Right 
answers 

Effectiveness 
[%] 

M4 198 96 48,5 
M7 171 89 52 
M5 207 108 52,2 
K6 201 113 56,2 
K4 117 67 57,3 
M2 203 120 59,1 
M1 150 89 59,3 
M6 206 123 59,7 
K5 210 139 66,2 
K3 186 125 67,2 
K1 188 129 68,6 
K2 209 145 69,4 
M3 211 169 80,1 

Professional: 
M1 144 210 68,6 

7. Empirical studies 

The results obtained during the investigations both for 
empirical and computer methods are comparable, which could 

suggest that there is a possibility to create and further develop an 
effective automatic tool capable of recognizing emotions from 
speech signal. In experiment both amateur and professional 
speakers were used. The results show that unlikely to initial 
assumptions including professional speaker in investigations did 
not improve the recognition effectiveness – using his recordings in 
training sets in objective method gave good result in case of test 
set composed only of his own recordings. Additionally during 
empirical studies some amateur speakers were recognized with 
better effectiveness.  

References 
[1] L. Vidrascu, L. Devillers., Detection of real-life emotions in call centers. in 

Proc. Eurospeech 2005, Lizbona, 2005. 
[2] Cowie R., Describing the Emotional States Expressed in Speech. In 

Proceedings of the ISCA, Belfast, 2000, pp. 11-18. 
[3] Ekman P.: Emotion in the human face. Pergamon Press, 1972. 
[4] Rong J., Chen Y. P., Chowdhury M., Li G., Acoustic Features Extraction for 

Emotion Recognition. Computer and Information Science, 2007. ICIS 2007. 
6th IEEE/ACIS International Conference, 11-13 July 2007, pp. 419-424. 

[5] Ambruš D., Collecting and Recording of an Emotional Speech Database. 
Technical Report, Faculty of Electrical Engineering and Computer Science, 
Institute of Electronics, University of Maribor. 

[6] Montero J. M., Gutierrez-Arriola J., Colas J., Enriquez E., Pardo J. M., 
Analysis and modeling of emotional speech in Spanish. In Proc. ICPhS’99, 
pp. 957 - 960, San Francisco 1999. 

[7] Burkhardt F., Paeschke A., Rolfes M., Sendlmeier W., Weiss B., A Database 
of German Emotional Speech. Proc. Interspeech 2005. 

[8] Engberg I. S., Hansen A. V., Documentation of the Danish Emotional Speech 
Database. Internal AAU report, Center for Person Kommunikation, 
Department of Communication Technology, Institute of Electronic Systems, 
Aalborg University, Denmark, September 1996. 

[9] J. Cichosz, K. Ślot, Low-Dimensional Feature Space Derivation for Emotion 
Recognition. ICSES 2006, Łódź, 2006. 

[10] Witten I. H., Frank E., Data Mining: Practical machine learning tools and 
techniques. 2nd Edition, Morgan Kaufmann, San Francisco, 2005. 

[11] Vapnik V. N., Statistical Learning Theory. Wiley, 1998. 
[12] Kwon O., Chan K., Hao J., Lee T., Emotion Recognition by Speech Signals. 

Eurospeech, Geneva, Switzerland, Sep. 01-03, 2003. 
[13] Zhou J., Wang G., Yang Y., Chen P., Speech emotion recognition based on 

rough set and SVM. Cognitive Informatics, 2006. ICCI 2006. 5th IEEE 
[14] Cichosz J., Ślot K, Emotion Recognition in Speech Signal Using Emotion-

extracting Binary Decision Trees.  Affective Computing and Intelligent 
Interfaces – ACII 2007, Lisbon.  

[15] Kang B., Han Ch., Lee S., Youn D., Lee Ch., Speaker Dependent Emotion 
Recognition Using Speech Signals. In Proc. ICSLP, 2000, pp. 383-386. 

[16] Wang Y., Guan L, An Investigation of Speech-Based Human Emotion 
Recognition. Multimedia Signal Processing, 2004 IEEE 6th Workshop, 29 
Sept.-1 Oct. 2004, pp. 15- 18. 

[17] Kapala K., Krawczyk D. Brachmanski S., Tests of selected emotional states 
recognition., 20th. IEEE SPA Conference , Poznan, 2016. 

http://www.astesj.com/


 

www.astesj.com     1660 

 

 

 

Factors Affecting the Adsorption of Trivalent Chromium Ions by Activated Carbon Prepared from 
Waste Rubber Tyres 

Sylvia E. Benjamin*,1, Muhammad Ashfaq Sajjid2 

1Forman Christian College - A chartered University, Gulberg II, Lahore 54600, Pakistan  

2Obeikan Investment Group, 2nd Industrial City, Riyadh 17952, Saudi Arabia 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 16 June, 2017  
Accepted: 08 August, 2017  
Online: 24 August, 2017 

 Economic gains are generally the outcome of industrialization and consequently 
urbanization. However, positive fiscal index generates a negative impact on natural 
environment sources heaving pollutant burden on soil, air and water. Industries throw 
tones of contaminated water into soil and water bodies without proper treatment and create 
a potential threat for both living and non-living species. Chromium in trivalent state (Cr3+) 
is added in water bodies and soil through waste water from tanneries, cooling water 
systems, chemical and pulp and paper industries. The present research work aims at the 
preparation of an inexpensive activated carbon prepared from non- degradable waste scrap 
rubber tyres. The carbon produced from scrap rubber tyres was activated by 5% solution 
of BaCl2 and 0.4 N solution of HCl and verified by ethylene blue solution.  The adsorption 
capacity of the Tyre activated carbon (TAC) was investigated for different parameters i.e., 
initial chromium (III) ion concentration, activated carbon dosage, contact/ stirring time 
and pH. The adsorption capacity of TAC depends on the initial metal ion concentration and 
the TAC dose. pH of the chromium solution effects the adsorption capacity of TAC due to 
the formation of tetra hydroxochromate(III) complexes,. The results show that TAC offers 
a cost effective reclamation process for the removal of Cr3+ from effluent waters. 
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1. Introduction 

Industrialization and urbanization at a fast rate, especially in 
the developed countries, is todays leading need due to rapid 
population growth and thus directly linked with advancements in 
economics.  High economic gains has its beneficial as well as 
adverse effects. Industrial progress has intensified pollution 
problems worldwide. Land, air and water pollution is building up 
due to inefficient execution of environmental laws. One of the 
major concerns is water pollution caused by effluents from 
various industries. The present paper is an extension of the 
original work that presented the removal of Copper ions (Cu2+) 
from industrial waste waters by TAC [1].  

Economic booms have lifted up many people from agonizing 
poverty through industrialization. However, this has resulted in 
serious environmental degradation (China Water Quality 
Management Policy and Institutional Considerations, World Bank, 

2006). Industries use tones of water for various processes and also 
release large quantities of waste water (loaded with spent 
chemicals and metallic residues) in the nearby lakes, rivers and 
canals without suitable treatment. Many areas of the world have 
now lost access to safe drinking water. It is estimated that 2000 
children under the age of five die daily. 90 % of such deaths are 
linked with diarrheal diseases due to intake of contaminated water 
and improper sanitation and hygiene conditions. A press release 
by UNICEF (New York, 22 March 2013) states that 783 million 
people do not have access to safe drinking water (comprising of 
China on the top with 119 million, then India, Nigeria and lastly 
Pakistan at the bottom with 15 million). 

Release of chemicals in aquatic environment brings changes 
in the structure and functional properties of water species [2] and 
sometimes results in their total extinction. A major concern of 
today are the heavy metals which are toxic above certain 
concentration [3-4] and henceforth, a potential threat for the 
consumers. Severe ecological problems are arising due to the 
contamination of surface and ground water. Some plant species 
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are able to withstand low concentrations of certain metals but 
generally face eradication at high levels [5]. Mostly heavy metals 
are carcinogenic and get incorporated in the food chain. 
Biomagnification and bioaccumulation [6] of heavy metals in the 
living beings has further aggravated the situation.  

Chromium metal possesses three stable valence states i.e., 0, 
+3 and +6. Dietary Cr3+ is an essential trace mineral requirement 
of human body for the control of glucose metabolism by insulin 
[7].  is proved to be a potential carcinogen [8-9]. In [10]-[11], the 
authors have reported that even Cr3+, when taken as supplement, 
can accumulate in tissues and can bring about structural changes 
in DNA. A major release of Cr3+ is through tanneries and cooling 
water systems, and from refractory, chemical and metallurgical 
industrial operations. Cr3+ incorporation into the ecosystem and 
delivery to humans via e.g., vegetables [12] and seepage to the 
ground water has adversely affected human lives. It is therefore, 
immensely important to address this pertinent issue which needs 
strict implementation of Cr3+ removal systems from waste waters. 

Several methods for the removal harmful ions in water are 
effective e.g., chemical precipitation, electrolysis, membrane 
technology, ion exchange etc. and are in common practice by the 
industries. Adsorption of ions onto a suitable adsorbent is a low 
cost, effective and easy method for the separation of undesired 
chemicals. Adsorption [13-14] i.e., physiosoprtion or 
chemisorption can adequately remove matter in solid, gas or 
liquid form.  Several waste materials are reported to be good 
adsorbents [15-16]. Activated carbon is especially favored due to 
its inert nature [17-18]. In this study, activated carbon derived 
from scrap rubber tyres is used as an adsorbent for the removal of 
Cr3+ from aqueous solutions. The major aim was to test the 
performance of TAC as the function of adsorbent dose, Cr3+ 
concentration in solution, pH and the contact time. This will be a 
cost-effective utilization of non-degradable scrap rubber tyres for 
water purification. 

2. Materials and Methods 

2.1. Preparation of Activated Carbon from Scrap Rubber Tyre 

Scrap rubber tyres were collected from disposal sites. These were 
cut into small pieces, washed several times with distilled water 
and dried. Pieces were then crushed and grinded in mortar and 
pestle.  600gms of the ground rubber tyres was taken in a round 
bottomed flask fitted with a water condenser. Dry distillated of 
tyres was done at 450 °C. Three main fractions were obtained i.e., 
chars, oils plus water mixture and obnoxious gases. The residue 
chars were heated in a muffle furnace at 800-900 °C for 30 
seconds and cooled to room temperature in desiccators. It was 
then soaked in 5% BaCl2 solution for 12 hours for chemical 
activation and then filtered. The carbon was firstly washed with 
HCl (0.4 N) and then several times with distilled water to remove 
the oxides and soluble impurities. The final residue sample was 
dried in an oven overnight at 105°C. The dried TAC was sieved 
and 200 mesh size was selected for Cr3+ removal studies. 

2.2. Confirmatory Test for the adsorption capacity of TAC.  

The efficiency of TAC was tested by Methylene Blue test. 
0.2gm of TAC was immersed in 10ml of 1% Methylene blue 
solution in a 50ml beaker. Same test was performed with 

commercially available Merck activated carbon for comparison. 
The absorbance was measured at λmax of 660nm.  

The adsorption capacity. 𝐴𝐴𝐴𝐴 (%) of TAC was calculated using 
following relationship: 

           𝐴𝐴𝐴𝐴 (%) = 𝐶𝐶𝐶𝐶−𝐶𝐶𝐶𝐶 
𝐶𝐶𝐶𝐶

𝑥𝑥 100 

   Where 

 Cί = initial concentration of the simulated solution 

             Ct = The concentration of solution after treatment. 

The adsorption capacity (or the removal of Cr3+ - %) of TAC 
was checked on Varian spectrophotometer using an acetylene-air 
flame and lamp current of 7 mA for Cr3+ determination.           

2.3. Preparation of Chromium(III) solutions 

Chromium sulphate (Cr2(SO4)3.12H2O) salt was dried in an 
oven overnight at 50 °C. Stock solution of 1000 ppm was prepared 
by dissolving 7.70 gms of salt in de-ionized in a measuring flask 
of 1L. Further dilutions of 50 ppm, 100 ppm & 200 ppm solutions 
were made from stock solution.  

The following tests were performed to check the adsorption 
capacity of the prepared TAC. 

2.4. Effect of TAC dosage on adsorption of chromium (III) ions 

Five volumetric flasks of 50 ml capacity were taken. 25 ml of 
200 ppm solution of Cr+3 ions was poured in each flask. 0.1 gm, 
0.2 gm, 0.3 gm, 0.4 gm and 0.5 gm of  TAC was added. The 
solutions were stirred for 3 hours on magnetic stirrer at 600 rpm 
and then filtered. The concentration of Cr3+ left in solution after 
adsorption tests was checked by Atomic absorption 
spectrophotometry (AAS).  

2.5. Effect of chromium (III) ions concentration on adsorption by 
the TAC  

25 ml of 10 ppm, 50 ppm, 100 ppm, 150 ppm and 200 ppm 
Cr3+ solutions were taken in five measuring flasks. 0.1 gm of TAC 
was added. The solutions were stirred for 3 hrs on magnetic stirrer 
at 600 rpm and then filtered. The amount of Cr3+ remaining in 
solution in each flask was measured by AAS. 

2.6. Effect of contact time on the adsorption capacity of TAC 

25 ml of Cr3+ solution (200 ppm) was taken in five separate 
50 ml volumetric flasks (x5). TAC (0.1 gm) was added to each 
flask and the solutions were stirred for different time intervals i.e., 
1, 2, 3, 4 and 5 hours on magnetic stirrer at 600 rpm. Cr3+ 
remaining in solution after each time interval was checked by 
AAS.  

2.7. Effect of solution pH on the adsorption capacity of TAC. 

Cr3+ solutions (25 ml) were taken in four separate 50 ml 
volumetric flasks. The pH of solutions was maintained at pH 4, 
pH 5, pH 7 and pH 10. TAC (0.1gm) was added to each flask and 
the solutions were stirred for 3 hours at 600 rpm. After the 
adsorption test each solution was filtered and the Cr3+ 
concentration was checked by AAS. 
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3. Results & Discussion   

Water pollution by the industries have risen to colossal 
disasters in many parts of the world. The developing countries are 
facing tremendous ill health effects due to water contamination 
especially by heavy metals [19-20]. Many living species are 
eradicated leaving environmental issues that need remediation. 
This has led the scientists to find new methods and materials for 
survival of living beings. Adsorption of harmful chemicals and 
heavy metals is a cheap method for the removal of contaminants. 
In recent years, several adsorbents and particularly bio adsorbents 
[21-23] have been investigated to combat pollution arising as a 
consequence of anthropogenic activities. Rubber tyres are non-
biodegradable. These have no use except illegally burned to 
produce obnoxious fumes or dumped in tones at waste sites. We 
have made use of waste rubber tyres and converted it to activated 
carbon for the reclamation of waste water.  

The efficiency or the adsorption capacity of the prepared 
TAC was checked by the Methylene blue test and compared with 
commercial Merck Activated Carbon (powdered) at λmax of 660 
nm. The blank solution showed an absorbance of 2.707. The dye 
absorbance test showed that TAC had absorbance of 0.053 and 
the commercial Merck Activated Carbon had absorbance of 0.035. 
Thus, our prepared TAC showed good absorbance capacity for the 
dye.  

It is envisaged that as the amount of adsorbent is increased, 
the removal of metal ions should also increase systematically. 
TAC required to effectively adsorb Cr3+ was checked by varying 
TAC dose for 200 ppm concentration. The results are presented in 
Figure 1. 
 

The adsorption percentage of Cr3+ (200 ppm) increases with 
the amount of adsorbent dose. Maximum adsorption of 99 % was 
observed with 0.5 gm TAC of 200 mesh size at pH 6.5 (nearly 
neutral) after a contact period of 3 hours held at a stirring speed 
of 600 rpm. This important parameter has been studied by several 
researchers before [24-25]. In our earlier work [1], TAC proved 
to be an effective adsorbent for the removal of Copper (II) ions 
from industrial waste water. Sharma and Goyal [26] have found 
strong effect of adsorbent dose on removal of Cr3+ from tannery 
effluents at pH-4 by Aspergillus sp biomass. Recently, Jamil et al 

[27] have reported similar dose effect of Pakistani coal derived 
activated carbon on removal of Cr3+ from simulated solutions.  
The exchangeable sites for the metal ion adsorption increase with 
the increase in TAC dose and hence, the water is cleaned from the 
contaminant ions. The distribution coefficient for the TAC dose 
tests varies in the range of 10.4 to 198. The Gibbs free energy 
(ΔG)changes from -5.8 KJ/mole through -13.4 KJ/mole telling 
that Cr3+ removal by adsorption is a favorable process. We 
selected TAC (mesh-200) dose of 0.1gms and Cr3+ concentration 
of 200 ppm for further experimentation so that variations can be 
studied more thoroughly.  

The effect of initial metal ion concentration is shown in Figure 2.  

The removal of metal ions from aqueous solutions by 
adsorption is highly dependent on the initial metal ion 
concentration in solution [28-29]. The adsorption efficiency of 
adsorbents is applicable in a specific range of concentrations as 
the active site may be filled above certain concentrations. Figure 
2 shows that the adsorption decreased when the concentration of 
the metal ions increased. Maximum adsorption of 99% was 
observed at low concentration of  Cr3+ ions i.e., 10 ppm and 
linearly declined as the initial Cr3+ concentration increased. 
Adsorption reduced to 47% with 0.1gms of TAC at 6.2 pH at 
contact time of 3 hours. TAC amount is the limiting factor. The 
exchangeable sites with a low dose amount of 0.1gms became 
saturated with Cr3+ ions at 10 ppm concentration. The site 
coverage is reached and equilibrium is established. At higher 
initial concentrations of Cr3+ ions, the adsorption percentage 
decreases due to low availability of active sites. We observed the 
surface charge interaction phenomenon in absence of diffusion. 

The contact time of adsorbent with the metal ion solution is 
an important factor that effects the adsorption capacity [30, 31]. 
Cr3+ absorption by 0.1 gm TAC dose as the function contact time 
is shown in Figure 3.  

The results show that as the contact time of TAC with Cr3+ 
solution is increased, the removal of  Cr3+ also increases. Under 
constant stirring conditions, maximum  adsorption of Cr3+ (50%) 
was observed in 3 hours. After 3 hours, no significant change in 
Cr3+ removal is observed. Thus, 3 hours was found sufficient for 
achieving equilibrium. 
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Figure.3. Effect of contact time on Cr (III) adsorption (initial Cr3+ concentration: 

200 ppm, TAC dose: 0.1g, pH - 6, stirring speed: 600rpm) 

The effect of pH on adsorption process is presented in Figure 4. 

 
Figure.4. Effect of solution pH on Cr (III) adsorption (initial Cr3+ concentration 

200ppm, contact time: 3 hours, activated carbon dose: 0.1g, stirring speed: 
600rpm) 

The removal of metal ions i.e., the absorptive capacity of 
adsorbents is dependent upon optimal pH level of the metal ions 
solution (32-33). In acidic medium (pH-4), Cr3+ is present as 
mononuclear hydrated ion. Figure 3 shows that the adsorption 
efficiency of TAC for Cr3+ is very low i.e., only 16.5%. At acidic 
pH, the hydronium (H+) ions affiliation to the adsorbents surface 
is responsible for TACs’ poor adsorption efficiency. The 
adsorption efficiency of TAC for Cr3+ increases with an increase 
in pH till pH-5 to 46 %. Deprotonation of metal binding sites on 
TAC also occurs when the solution pH increases. The Cr3+ ions 
are attracted to the vacant sites and hence, higher adsorption is 
observed. Decrease in positive charge at TAC removes repulsion 
and hence, improves the attraction of Cr3+ ions for active 
adsorption. Lyubchik et al. [34] have identified carboxylic groups 
on surface of activated carbons for enhancement in removal of 
Cr3+ at initial solution pH between 2 till 4. Weak change in 
adsorption occurs between pH 5 through pH 6. At this pH, Cr3+ 
precipitates as  hydrated Cr(OH)3. As the pH rises, solubility of 
chromium (III) increases. Apparently, adsorption of the Cr3+ ions 
is maximum at pH 7 i.e., 99% which is close to 95% adsorption at 

pH -10. At alkaline pH, adsorption efficiency is disturbed due to 
the precipitation of Cr3+ as tetra hydroxochromate(III) complexes, 
Cr(OH)4- [35]. Cu2+ [1] go into hydroxide formation at high pH. 
Precipitation is not as effective as adsorption as the separation of 
precipitates from water is cumbersome. The adsorption efficiency 
may increase at acidic pH with that activated carbon which has 
negatively charged surface. Dai, Ren and Tao [36] used solution 
pH for distinction between Cr (VI) and Cr3+ adsorption on 
chemically modified Chitosan. The adsorption efficiency of 
Cr(VI) was maximum i.e., 97% at pH 4.0, whereas the adsorption 
efficiency of Cr(III) was 5%. We have also observed very weak 
adsorption of Cr3+ ions i.e., 16.5 % at pH-4.  

4. Conclusions 

TAC is an effective low cost adsorbent for the removal of 
Cr3+ and Cu2+ions. It offers treatment of impaired water at reduced 
energy and time consumption. The inert nature of TAC secures its 
reliability versus biomaterials which degrade over long time 
exposures. TAC almost completely removes Cr3+ ions from 
solutions when the metal ions are present in low concentration at 
pH 5.5. In higher alkaline medium, tetra hydroxo-Cr(III) 
complexes formation increases.  
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 Aging is a natural process that progressively introduces limitations in a person’s life, which 
can have dramatic effects on the person’s lifestyle and wellbeing and in most cases is 
related to the strength of the person’s social bonds with the family and friends group. 
Therefore, it is important to maintain these bonds in the various stages of life, especially in 
the later life, when the individual has health limitations and may be living in a care centre. 
In this work, we developed an exploratory approach to the usage of ICT systems in order 
to autonomy assist the elderly in maintaining their social connections and relationships 
with family and friends. It doesn’t substitutes the human care, but it should assist and 
encourage the elderly to preserve and develop their social activities and the relationships 
with their family and friends social group. We propose the design of a software system, 
capable of running in autonomous devices, such as, robots and other consumer appliances, 
enabling them to recognize and interact with the users, according to their state of mind and 
the specific current moment context. The interactions should be simple and focused on 
keeping the users engaged and informed about the current life events of their family and 
friends, and create the opportunities for the users to interact with the participants of those 
events by creating interaction proposals. On a technical level, the system should have 
knowledge about the user and be able to acquire and update context information from social 
media, video cameras, email, etc, regarding the user and the persons from his family and 
friends groups, in order to develop meaningful interactions with the user. An adaptive user 
interface would present and manage the interactions, acting as a mediator between the user 
and his family and friends group. 

Keywords:  
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Elderly 
Ambient Assisted Living 
Human Computer Interaction 

 

 

1. Introduction 

This paper is an extension of a work originally presented in the 
2017 International Conference on Technology and Innovation on 
Sports, Health and Wellbeing [1]. 

In Portugal, it was estimated that by 2016 there should be a 
ratio of three elderly people per youth and an average longevity of 
81 years. In the last 2011 Census, this trend was confirmed, with a 
percentage of 19% of the population at or over 65 years old [2]. 
This increase longevity is a trend of the modern societies, from the 
second half of the twentieth century, which are facing a substantial 
growth of the aging population, conducting to new and relevant 
economic, social and political challenges 

One of these challenges regards the sustainability of the health 
and social security systems, which have to deal with old and 
dependent people, living alone. In fact, about 60% of the elderlies 

is living alone or in the exclusive company of other, also elderly 
people. The elderly dependency ratio has been increasing 
gradually and, in 2012, it was at 28.8%, which corresponds to more 
than a quarter of the active population, and positions the elderly 
people in a category of individuals associated with isolation, 
loneliness, disease, poverty and even social exclusion [3][4]. 

In this context, the older people group is a social and economic 
vulnerable group, suffering from losses at the psychic and physical 
levels, which inevitably introduces modifications on their social 
relations and increases the risk of isolation and loneliness. On this 
regard, the World Assembly on Ageing under the theme "Society 
for all ages" refers to the importance of the full realization of the 
right of all people to enjoy the maximum physical and mental 
health [5]. 

To address these modifications and changes that occur in the 
family and in the individual’s social interaction patterns, it is 
necessary to research alternative solutions for new models of 
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aging, in which the individual retains emotional, physical, mental 
and social stability. This approach requires a new strategy for 
healthy aging, promoting intergenerational cooperation, 
community cohesion and social inclusion. During the aging 
process, the elderly individuals should maintain healthy social 
relationships in order to minimize psychological decline, which is 
particularly serious in age related institutionalized persons [6]. 
Becoming elder shouldn’t introduce major changes in the 
individual’s social role, otherwise, there will be great difficulties 
and the person, will struggle to adapt to the changes. Instead, the 
person should be active and engaged in stimulating activities [7].  

Aging and the evolutions of the elderly’s social roles is setting 
the tone for the development of specific devices and services that 
will support the user in the later phases of the aging process, 
particularly in regard to quality of life, maintaining social and 
family interactions, reducing the risk of loneliness and loss of 
social status in institutionalized elderly. Without detracting from 
the importance of the care, as provided by professionals and the 
value of humanized personal relationships, there is the need for 
additional aid, and the solutions based on social robotics are 
becoming a specialized technological branch, which can support 
the interactive dimension of the care process [8] [9].. 

2. Assisting social activity 

The process of an individual becoming older or aging 
encompassed physical, psychological and social changes. It is one 
of the highest risk factors known for most human diseases and it 
will introduce limitations to the individual life style [10]. The 
reduction in physical and social activity will rise these risk factors 
and degrades the aging process, causing or increasing suffering to 
the individual and to his family and friends [11]. Most times, the 
individual well-being is related to the strength of the social bonds 
with the family and friends group, so it is important to keep this 
bonds in the various stages of life, especially in the later life, when 
the individual has health limitations and is living in a community 
centre [12]. 

In a study regarding the older people active aging perception, 
the authors found that the most common perception were related 
to: maintaining physical health and functioning (43%), leisure and 
social activities (34%), mental functioning and activity (18%) and 
social relationships and contacts (15%) [13]. This study reveals 
that the maintenance of the social and mental activity accounts for 
the 57% of the perceive aging and is an important issue regarding 
successful aging and the Later Life or eight stage of life [14]. 

On another recent study, conducted on several Portuguese care 
centers, the users (elderlies) were interviewed regarding their 
motivation to use information and communication technologies 
(ICT), including artificial intelligent personal assistants as 
companions and assistive mediators. It was concluded that in this 
group, elderly people living in a care center, there is a strong will 
and open mind to try to use new technologies and new forms of 
interaction. In fact, this population is composed mostly by old 
people (more than 70 years old), suffering from some type of 
chronic disease and loneliness related problems (95%). The health 
issues also manifest as disabilities (75%), mostly causing mobility 
problems (53%) and sight problems (40%). The adoption of social 
robots or assistants would be welcome as well as other assistive 
technologies [15]. These conclusions were surprising, in the sense 
that the literature suggests that the usage of ICT by older adults is 
complex and extends beyond the dichotomy between ‘successful 

users’ and ‘unsuccessful non-users’ [16]. On closer look, the 
successful adoption of ICT solutions by older people is related to 
attitudes, experience of use, and perceived benefits [17], with 
many studies emphasizing the potential benefits of the use of ICT 
for elderly people, particularly by allowing them to stay connected 
to what is happening around them and to interact with others 
[18][19][20]. This interaction possibility is particularly important, 
if not dramatic, for people living in a care centre, which might 
explain the motivation to use ICT solutions. 

The Ambient Assisted Living embraces the concept of helping 
senior citizens to improve their quality of life and expand their 
participation in the community by using systems to overcome their 
special needs, based on ubiquitous sensing, individual-
environment interaction, context awareness, and learning 
information systems [15]. The European overview report of 
Ambient Assisted Living (AAL) researches this concept and aims 
to find out an efficient solution to help these elderly people 
independently living [21]. The usage of ICT has been researched 
as a tool to support the therapeutic process, in which the main 
actors are the physicians [22]. The usage by the patients 
themselves is a new approach and requires the patient ability to 
properly use a system [23]. 

3. Autonomous assistance in social activities 

This prospective proposal has the objective of design and 
implement a system to monitor and support users with age related 
limitations, in order to promote their daily well-being. Most times, 
these users are living in an institution and have health limitations 
affecting their social activity. They also have limitations on using 
modern information and communication based equipment. This 
systems aims to overcome those limitations by promoting and 
reinforcing the bonds between the user and the elements of his 
family and friends group, with the usage of information and 
communication technologies. 

The software system should enable autonomous equipment to 
recognize and interact with the users, according to their state of 
mind and the specific momentary context. The main features 
should provide the ability to identify the users and have a set of 
interactions to inform the users about the everyday life of their 
family and friends group. It should promote interactions with them 
in order to mitigate the tendency for social isolation and its 
negative consequences. 

Due to the user’s limitations, the system’s user interface should 
be designed by following the adaptive interfaces paradigm [24], in 
accordance with the user profile and the context. It should use 
simple interactions, based on natural language [25], in order to be 
user friendly to the expected age group. 

The system is meant to be installed in autonomous equipment, 
such as autonomous robots or consumer appliances, and should be 
tested in elderly care institutions, such as social support centres, 
where users are admitted as residents. Specific testing plans should 
be designed as intervention plans suited to test the equipment and 
the software in order to evaluate their suitability and feedback the 
system development project [26]. 

This assistive system should forge a new type of relationship 
with the users by maximizing their social activity and maintenance 
of the relationship with their family and friends social group, 
which is often degraded due to the user’s limitations and 
institutionalization. 
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4. Methods 

The teams working on the system development should have 
two distinct backgrounds: software engineering; and health care. 
The work should be done in short, interactive, cycles, in which the 
healthcare team should validate the requirements; verify the 
usability of the developed features; and test the features with real 
users. The software engineering team should develop the system 
using the state of the art technologies, following a user centric 
development method in order to meet all the usage requirements, 
related to the user’s limitations [27][28][29][30]. 

The development and implementation of this system should 
have two main phases. A first phase, focused on software 
development and a second phase, focused on the field tests  

In the first phase it should be designed and developed the 
system software, with the necessary features in order to 
accomplish the main objectives. The main areas of software 
development will be related to: 

• Image acquisition  and analysis, for the users identification 
and state of mind recognition; 

• Application design with databases and social media APIs, 
for the development of the user activities; 

• Natural langue and adaptive user interfaces, for the 
development of the system’s user interface; 

• Remote equipment management, for the planning and 
execution of the equipment deployment during the field 
tests. 

The software development should be executed using agile 
methods in an incremental process. In this phase, the healthcare 
professionals should be part of the team in order to create the 
requirements and specifications as well as to monitor the 
development results. 

On a second phase, the focus should be on the field tests and 
the monitoring of the system usage by the real users. Some 
development will still be necessary in order to adjust and develop 
some features, according to the users monitoring feedback. In this 
phase, a strong effort should be done to monitor the users in 
different usage contexts. 

The autonomous equipment should be adapted for usage in the 
testing institutions, including the necessary adjustments for the 
remote management of the equipment. 

5. Requirements and features 

The system should provide a set of basic functionalities, features 
or requirements, related to the interaction with the users, namely: 
user identification; state of mind assessment; current context; 
personal information retrieval; a set of activity proposals. 

The user identification and state of mind evaluation will be based 
on image acquisition and analysis, after which the system should 
retrieve the user profile and decide on an activity proposal. The 
activity proposal could be as simple as a personalized greeting or 
a more complex interaction, according to the current context and 
the user state of mind. 

The context, personal information and state of mind, should 
include information about: gender, age, special needs, personal 
preferences, time of day, time of year, physical location, state of 
mind (sadness, joy, etc.), etc. 

The interactions with the user should be developed as a set of 
activities that can be proposed and executed with the user. Figure 
1 and Figure 2 have sequence diagrams illustrating two 
interactions. Some activities to be developed are: (1) Basic 
greeting; (2) Email management; (3) Social Network management; 
(4) Social and family events management; and (5) Social games. 

• The basic greeting activity is a simple greeting interaction, 
in which the system greets the user according to the state of 
mind and context of the moment. 

• The email management activity should provide a personal 
email box to each user and inform the user about the current 
messages status. In particular dates, such as family 
anniversaries, the system should offer the user a chance to 
send a congratulations message. 

• The social media management is a more sophisticated 
activity in which the system monitors the user group of 
family and friends, regarding their activity in the social 
networks, e.g., facebook, twitter, Instagram, etc., and 
informs the user about relevant updates. 

• The social games activity has the objective of adapt and 
create a set of social games, e.g., cards, trivia, etc., that the 
user can play in the system. 

 
Figure 1 - Sequence diagram of basic greeting activity 

 
Figure 2 - Sequence diagram for social game activity. 

The email and social media management are specially targeted 
to strengthen the user bonds with the elements of his family and 
friends. The user should be kept up to date with the course of lives 
of his friends and family and the systems should provide 

http://www.astesj.com/


A. Reis et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1665-1669 (2017) 

www.astesj.com     1668 

opportunities for the user to interact with those person on the social 
media networks. In Figure 3, it is described the basic workflow of 
an interaction with a user. As previously described, the system 
engages with the user and based on the available data about the 
user and the current context, it proposes an activity in order to 
forward an interaction. 

The set of features should be extensively tested with real users 
in order to evaluate their tangible contribution to the main 
objective and their usability, considering the user interface and the 
user’s limitations. So, a series of interventions plans should be 
created in order to test the system and the equipment in several real 
scenarios, together with partner institutions. For each intervention, 
a specific plan should be created, considering the specific 
conditions such as: the user’s characteristics; the context of the 
hosting institution; the technical resources available. 

6. The current consumer electronic assistants 

Currently there are on the market several electronic assistants, 
e.g., Amazon Alexa, Google Assistant, Apple Siri, Microsoft 
Cortana, that are able to assist the user in some daily tasks. Some 
of this companies also provide hardware appliances uniquely 
designed to house their assistant software. In TABLE I are 
summarized the main features of this assistants. 

Table I – Electronic assistants main features 

Interactions Google 
Assistant 

Amazon 
Alexa 

Apple 
Siri 

Microsoft 
Cortana 

Create a shopping list yes yes no no 
Check Calendar yes yes yes yes 

Manage Calendar no yes yes yes 
Check date and time yes yes yes yes 

Set an Alarm yes yes yes yes 
Check Weather yes yes yes yes 
Check Traffic yes yes yes yes 

Play news yes yes no no 
Play music yes yes yes yes 

Search Online yes yes yes yes 
Perform Calculations yes yes yes yes 

Call a Uber no yes yes no 
Control home temperature 

and lights yes yes yes no 

Lock/Unlock Doors no no yes no 
Play games yes yes yes yes 
Make a call yes yes yes yes 
Read books no yes no no 

Shopping on amazon no yes no no 
Order pizza no yes yes yes 

Manage SMS yes yes yes yes 
Read emails no no yes yes 
Send emails no no yes no 

Send posts in Facebook yes yes yes no 
Send posts in Twitter yes yes yes  

Receive Facebook 
notifications no no no no 

Receive Twitter 
notifications no no no no 

It is a very promising set of interactions, but on some 
preliminary tests we concluded that there is a gap between what 
the assistants can do and what they effectively do when confronted 

with a user expecting to execute an interaction. We cannot 
categorically state that the assistants can’t execute the actions, but 
effectively it would be very difficult for an elderly to use them in 
order to maintain some sort of social interaction with their friends 
and families. The preliminary testing suggest that these assistants 
lack the empathy and common sense engagement necessary to 
interact with an elderly. In future work we expect to measure the 
quality of the interaction and assess the effectiveness of the 
interaction. 

7. Conclusion 

In Figure 3 it is presented the general system workflow, 
regarding an autonomous user interaction. Although it is a simple 
workflow, the strict software implementation depends of a diverse 
set of concepts and technologies. The field tests and 
implementation, with real users in real institutions, are a main care 
endeavour and its constant feedback is determinant to the success 
of the system development. 

 
Figure 3 – System workflow 

The success of this proposal is dependent of two main fiends 
of study: software engineering and elderly care. In such a sensible 
context, of elderly users with age related limitations, the subtle 
details of the system, in particular the user interface usability, are 
paramount and an excellent multidisciplinary team management is 
necessary. In TABLE I is summarized the features and the related 
research areas that the software system combines. 

Table II - Features and research areas 

Features Research areas 

User identification Image processing (face 
recognition) 

State of mind assessment Image processing (emotion 
detection) 

Context acquisition 

On-line services APIs 
Localization services 
Image proecessing (Object 
detection and recognition) 

Data retrieval Databases 
Social media related activities Social media APIs 
Social games Gaming and Serious games 

Natural language user interface Adaptive interfaces 
Natural language 
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The success of the features implementation must be assured by 
a user centric development with the continuous participation of the 
health care team elements. They should also act on behalf of the 
users in order to assure a user participated development. 

This system proposal is intended for usage with autonomous 
systems such as robot devices, but it can be adapted and 
incorporated in other user appliances, such as settop tv boxes or 
even mobile phones. We didn’t refer to a system architecture, but 
in a real system, with an extensive catalogue of user interactions 
and activities proposals, it should be considered the usage of a 
cloud backend implementation and a user device front end. 
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A B S T R A C T
To perform an exploration process over complex structured data within
unsupervised settings, the so-called kernel spectral clustering (KSC) is
one of the most recommended and appealing approaches, given its
versatility and elegant formulation. In this work, we explore the
relationship between (KSC) and other well-known approaches, namely
normalized cut clustering and kernel k-means. To do so, we first deduce
a generic KSC model from a primal-dual formulation based on
least-squares support-vector machines (LS-SVM). For experiments,
KSC as well as other consider methods are assessed on image
segmentation tasks to prove their usability.
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1 Introduction

In general, for classifying or grouping a set of ob-
jects (represented as data points) into subsets hold-
ing similar objects, the field of machine learning -
specifically, the pattern recognition- provides two
great alternatives being essentially different from each
other: Supervised- and Unsupervised-learning-based
approaches. The former ones normally establish a
model from beforehand known information on data
normally provided by an expert, while the latter ones
form the groups by following a natural clustering
criterion based on a (traditionally heuristic) proce-
dure of data exploration [1]. Therefore, unsupervised
clustering techniques are preferred when object la-
belling is either unavailable or unfeasible. In litera-
ture, we can find tens of clustering techniques, which
are based on different principles and criteria (such as:
distances, densities, data topology, and divergences,
among others) [2]. Some remarkable, emerging ap-
plications are inbalanced data analysis [3] and time-
varying data analysis [4]. Particularly, spectral cluster-
ing (SC) is a suitable technique to deal with grouping
problems involving hardly separable clusters. Many
SC approaches have been proposed, among them:
Normalized-cut-based clustering (NCC), which, ap-
plied as explained in [5], heuristically and iteratively
estimates binary cluster indicators [5] or approxi-
mates the solution in a one-iteration fashion by solv-
ing a quadratic programming problem [6]. Kernel k-

means (KKM) that can be formulated using eigenvec-
tors [7]. Kernel spectral clustering (KSC), which uses
a latent variable model and a least-squares-support-
vector-machine (LS-SVM) formulation [8]. This work
has a particular focus on KSC, being one of the most
modern approaches. It has been widely used in nu-
merous applications such as time-varying data [9,10],
electricity load forecasting [11], prediction of indus-
trial machine maintenance [12], and among others.
Also, some improvements and extensions have been
proposed [12–14].

The aim of this work is to demonstrate the rela-
tionship between KSC and other approaches, namely
NCC and KKM. To do so, elegant mathematical devel-
opments are performed. Starting from either the pri-
mal or dual formulation of KSC, we show clearly the
links with the other considered methods. Experimen-
tally, in order to assess the clustering performance,
we explore the benefit of each considered method on
image segmentation. In this connection, images ex-
tracted from the free access Berkeley Segmentation
Data Set [15] are used. As a meaningful result of this
work, Also, we provide mathematical and experimen-
tal evidence of the usability of combining together
a LS-SVM formulation and a generic latent variable
model for clustering purposes.

The rest of this paper is organized as follows: Sec-
tion 2 outlines the primal-dual formulation for KSC
starting with a LS-SVM formulation regarding a vari-
able model, which naturally yields an eigenvector-
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based solution. Sections 3 and 4 explore and dis-
cusses on the links of KSC with NCC and KKM, re-
spectively. Some experimental results are shown in
Section 5. Section 6 presents some additional remarks
on improved versions of KSC and its relationship with
spectral dimensionality reduction. Finally, section 7
draws some final and concluding remarks.

2 Kernel Spectral clustering

Accounting for notation and future statements, let us
consider the following definitions: Define a set of N
objects or samples represented by d-dimensional fea-
ture vectors. Likewise, consider a data matrix hold-
ing all the feature vectors, so that X ∈ R

N×d : X =
[x⊤1 , . . . ,x

⊤
N ]
⊤, where xi ∈ R

d is the i-th d dimensional
feature vector or data point. KSC is aiming to split X
into K disjoint subsets, being K the number of desired
groups.

2.1 Latent variable model and problem
formulation

In the following, the clustering model is described.
Let e(l) ∈ R

N be the l-th projection vector, which is
assumed in the following latent variable form:

e(l) =Φw(l) + bl1N , (1)

where w(l) ∈ R
dh is the l-th weighting vector, bl is a

bias term, ne is the number of considered latent vari-
ables, notation 1N stands for aN dimensional all-ones
vector, and the matrix Φ = [φ(x1)

⊤, . . . ,φ(xN )
⊤]⊤ ,Φ ∈

R
N×dh , is a high dimensional representation of data.

The function φ(·) maps data from the original dimen-
sion to a higher one dh, i.e., φ(·) : R

d → R
dh . Therefore,

e(l) represents the latent variables from a set of ne bi-
nary cluster indicators obtained with sign(e(l)), which
are to be further encoded to obtain the K resultant
groups.

From the least-squares SVM formulation of equa-
tion (1), the following optimization problem can be
stated:

max
e(l),w(l),b(l)

1

2N

ne∑

l=1

γle
(l)⊤Ve(l) −

1

2

ne∑

l=1

w(l)⊤w(l) (2a)

s.t.e(l) =Φ
⊤w(l) + bl1N , (2b)

where γl ∈ R
+ is the l-th regularization parameter

and V ∈ R
N×N is a diagonal matrix representing the

weight of projections.

2.2 Matrix problem formulation

For the sake of simplicity, we can express the primal
formulation (2) in matrix terms, as follows:

max
E,W,b

1

2N
tr(E⊤VEΓ )−

1

2
tr(W⊤W) (3a)

s.t.E =ΦW+ 1N ⊗b
⊤, (3b)

where b = [b1, . . . ,bne ], b ∈ R
ne , Γ = Diag([γ1, . . . ,γne ]),

W = [w(1), · · · ,w(ne)], W ∈ R
dh×ne , and E =

[e(1), · · · ,e(ne)], E ∈ RN×ne . Notations tr(·) and ⊗ denote
the trace and the Kronecker product, respectively. By
minimizing the previous cost function, the goals of
minimizing the weighting variance of E and maximiz-
ing the variance ofW are reached simultaneously. Let
ΣE be the weighting covariance matrix of E and ΣW

be the covariance matrix of W. Since matrix V is di-
agonal, we have that tr((V1/2E)⊤V1/2E) = tr(ΣE). In
other words, ΣE is the covariance matrix of weighted
projections, i.e., the projections scaled by square root
of matrix V. As well, tr(W⊤W) = tr(ΣW). Then, KSC
can be seen as a kernel, weighted principal component
analysis (KWPCA) approach [8].

2.3 Solving KSC by using a dual formula-
tion

To solve the KSC problem, we form the correspond-
ing Lagrangian of the problem from equation (2) as
follows:

L(E,W,Γ ,A) =
1

2N
tr(ΓE⊤VE)−

1

2
tr(W⊤W)

− tr(A⊤(E−ΦW− 1N ⊗b
⊤)), (4)

where matrix A ∈ R
N×ne holds the Lagrange multi-

plier vectors A = [α(1), · · · ,α(ne)], and α(l) ∈ R
N is the

l-th vector of Lagrange multipliers.

Solving the partial derivatives on L(E,W,Γ ,A) to
determine the Karush-Kuhn-Tucker conditions, we
obtain:

∂L

∂E
= 0 ⇒ E =NV−1AΓ−1,

∂L

∂W
= 0 ⇒W =Φ

⊤A,

∂L

∂A
= 0 ⇒ E =ΦW,

∂L

∂b
= 0 ⇒ b⊤1N = 0.

Therefore, by eliminating the primal variables
from initial problem (2) and assuming a kernel trick
such that ΦΦ

⊤ = Ω, being Ω ∈ RN×N a given kernel
matrix, the following eigenvector-based dual solution
is obtained:

AΛ =V(IN + (1N ⊗b
⊤)(ΩΛ)−1)ΩA, (5)

where Λ = Diag(λ), Λ ∈ RN×N , λ ∈ RN is the vector of
eigenvalues with λl =N/γl , λl ∈R

+.
Also, taking into account that the kernel matrix

represents the similarity matrix of a graph with K
connected components as well as V = D−1 where D ∈
R
N×N is the degree matrix defined as D = Diag(Ω1N );

then the K − 1 eigenvectors contained in A, associ-
ated to the largest eigenvalues, are piecewise con-
stant and become indicators of the corresponding con-
nected parts of the graph. Therefore, value ne is fixed
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to be K − 1 [8]. With the aim of achieving a dual for-
mulation, but satisfying the condition b⊤1N = 0 by
centering vector b (i.e. with zero mean), the bias term
should be chosen in the form

bl = −1/(1
⊤
NV1N )1

⊤
NVΩα(l). (6)

Thus, the solution of problem of equation (3) is re-
duced to the following eigenvector-related problem:

AΛ =VHΩA, (7)

where matrix H ∈ RN×N is the centering matrix that is
defined as

H = IN −
1

1⊤NV1N
1N1

⊤
N ,V,

where IN denotes a N-dimensional identity matrix
and, Ω = [Ωij ],Ω ∈ R

N×N , being Ωij = K(xi ,xj ), i, j ∈

[N ]. Notation K(·, ·) : Rd ×Rd → R stands for the ker-
nel function. As a result, the set of projections can be
calculated as follows:

E =ΩA+ 1N ⊗b
⊤. (8)

Once projections are calculated, we proceed to
carry out the cluster assignment by following an en-
coding procedure applied on projections. Because
each cluster is represented by a single point in the
K − 1-dimensional eigenspace, such that those sin-
gle points are always in different orthants due also to
the KKT conditions, we can encode the eigenvectors
considering that two points are in the same cluster
if they are in the same orthant in the corresponding
eigenspace [8]. Then, a code book can be obtained
from the rows of the matrix containing the K − 1 bi-
narized leading eigenvectors in the columns, by using
sign(e(l)). Then, matrix Ẽ = sgn(E) is the code book
being each row a codeword.

2.4 Out-of-sample extension

KSC can be extended to out-of-samples analysis with-
out re-clustering the whole data to determine the as-
signment cluster membership for new testing data [8].
In particular, defining z ∈ Rne as the projection vector
of a testing data point xtest, and by taking into con-
sideration the training clustering model, the testing
projections can be computed as:

z = A⊤Ωtest +b, (9)

where Ωtest ∈R
ne is the kernel vector such that

Ωtest = [Ωtest1 , . . . ,ΩtestN ]
⊤,

and Ωtesti = K(xi ,xtest). Once, the test projection vec-
tor z is computed, a decoding stage is carried out
that consists of comparing the binarized projections
with respect to the codewords in the code book Ẽ and
assigning cluster membership based on the minimal
Hamming distance [8].

2.5 KSC algorithm

Following the pseudo-code (Algorithm 1) to perform
KSC is shown.

Algorithm 1 Kernel spectral clustering: [qtrain,qtest] =
KSC(X,K(·, ·),K)

1: Input: K , X, K(·, ·)

2: Form the kernel matrix Ω such that Ωij =K(yi ,xj )
3: Determine E through (8)
4: Form the training codebook by binarizing Ẽ = sgn(E)
5: Assign the output training labels qtrain according to sim-

ilar codewords

6: Compute the training codewords for testing

7: Assign the output testing labels qtest according to the

minimal Hamming distance when comparing with train-

ing codewords

8: Output: qtrain,qtest

3 Links between KSC and NCC

This section deals with the relationship between KSC
and NCC, starting from the formulation of the NC
problem until reaching a weighting principal compo-
nent analysis (WPCA) formulation in a finite domain.

3.1 Multi-cluster spectral clustering
(MCSC) from two point of view

In [5], the so-called Multi-cluster spectral cluster-
ing (MCSC) is introduced, which is based on the
well-known k-way normalized cut-based formulation
given by:

max
1

K

tr(M⊤ΩM)

tr(M⊤DM)
= max

m(k)

1

K

∑K
k=1m

(k)⊤
Ω̂m(k)

∑K
k=1m

⊤m
(10a)

s.t.M ∈ {0,1}N×K , M1K = 1N . (10b)

Expressions (10a) and (10b) are the formulation of
the NC optimization problem, named (NCPM). Pre-
vious formulation can also be expressed as follows.

Let Ω̂ = D−1/2ΩD−1/2 be a normalized kernel matrix
and L = D1/2M be a binary matrix normalized by the
square root of the kernel degree. Then, a new NCPM
version can be expressed as:

max
L

1

K

tr(L⊤Ω̂L)

tr(L⊤L)
= max

ℓ(k)

1

K

∑K
k=1 ℓ

(k)⊤
Ω̂ℓ(k)

∑K
k=1 ℓ

(k)⊤ℓ(k)
(11a)

s.t.D−1/2L ∈ {0,1}N×K , D−1/2L1K = 1N , (11b)

where ℓ(k) is the column k of L.

Solution of former problem has been addressed in
[5, 16] by introducing a relaxed version, in which nu-
merator is maximized subject to denominator is con-
stant, so

max
L

1

K
tr(L⊤Ω̂L) s.t. tr(L⊤L) = const. (12)
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Indeed, authors assume the particular case L⊤L = IK ,
i.e. letting L be an orthonormal matrix. Then, solu-
tion correspond to any K-dimensional basis of nor-
malized matrix eigenvectors. Despite that in [16] it
is presented an one-iteration solution for NCPM with
suboptimal results avoiding the calculation of SVD
per iteration, the omitting of the effect of denomi-
nator tr(L⊤L) by assuming orthogonality causes that
the solution cannot be guaranteed to be a global op-
timum. In addition, this kind of formulation provide
non-stable solutions due to the heuristic search car-
ried out to determine an optimal rotation matrix [16].

3.2 Solving the problem by a difference:
Empirical feature map

Recalling original problem 3.1, we introduce an-
other way to solve the NCPM formulation via a
minimization problem where the aims for maximiz-

ing tr(L⊤Ω̂L) and minimizing tr(L⊤L) can be accom-
plished simultaneously, so:

max
L

tr(L⊤Ω̂LDiag(γ))− tr(L⊤L) (13)

where γ = (γ1, . . . ,γN )
⊤ is a vector containing the reg-

ularization parameters.
Let us assume Ω = ΨΨ

⊤ where Ψ is a N ×N di-
mensional auxiliary matrix, and consider the follow-
ing equality:

tr(Ω̂) = tr(D−1/2ΩD−1/2) = tr(D−1Ω)

= tr(D−1ΨΨ
⊤) = tr(Ψ⊤D−1Ψ),

then

D−1/2ΩD−1/2 =Ψ
⊤D−1Ψ.

Previous formulation is possible since kernel matrix
Ω is symmetric. Now, let us define h(k) ∈RN =Ψ

⊤ℓ(k)

as the k-th projection and H = (h(1), · · · ,h(K)) as the
projections matrix. Then, formulation given by (13)
can be expressed as follows:

max
h(k),ℓ(k) ,γk

1

2K

K∑

k=1

γkh
(k)⊤Vh(k) −

1

2

K∑

k=1

ℓ(k)⊤ℓ(k) (14a)

such that h(k) =Ψℓ(k), (14b)

where matrix V ∈RN×N can be chosen as:

- IN : We can normalize matrix Ω in such way for all
i condition

∑N
j ωij = 1 is satisfied and there-

fore we would obtain a degree matrix equaling
the identity matrix. Then,

∑
h(l)⊤h(l) = tr(H⊤H),

which corresponds to a PCA-based formulation.

- Diag(v): With v ∈ RN such that v⊤v = 1, we have a
WPCA approach.

- D−1: Given the equality V = D−1, optimization
problem can be solved by means of a procedure
based on random walks; being the case of inter-
est in this study.

3.2.1 Gaussian processes

In terms of Gaussian processes, variable Ψ represents
amappingmatrix such thatΨ = (ψ(x1), . . . ,ψ(xN )) and
where ψ(·) : Rd → R

N ) is mapping function, which
provides a new N-dimensional data representation
where resultant clusters are assumed to be more sepa-
rable. Also, matrixΩ is to be chosen as a Gaussian ker-
nel [17]. Therefore, according to optimization prob-
lem given by (14), term h(k) is to be the k-th projection
of normalized binary indicators as h(k) =Ψℓ(k).

3.2.2 Eigen-solution

We present a solution for 14, which after solving the
KKT conditions on its corresponding Lagrangian, an
eigenvectors problem is yielded. Then, we first solve
the Lagrangian of problem (14) so:

L(h, ℓ,γ,α) =
1

2K
h⊤Vh−

1

2
ℓ⊤ℓ −α⊤(h−Ψw), (15)

where α is a N-dimensional vector containing the La-
grange multipliers.

Solving the partial derivatives to determine the
KKT conditions, we have:

∂L

∂h
= 0 ⇒ h =

K

γ
Dα,

∂L

∂ℓ
= 0 ⇒ ℓ =Ψ

⊤α,

∂L

∂α
= 0 ⇒ h =Ψℓ.

Eliminating the primal variables, we obtain the
following eigenvector problem:

λα =D−1Ωα, (16)

where λ = N/γ . Then, matrix ∆K = (α(1), · · · ,α(K)) can
be computed as the eigenvectors associated with the
first K longest eigenvalues of D−1Ω.

Finally, projections matrix H is in the form

H =ΨL =ΨD1/2M =Ω∆K , (17)

and thereforeM =Ψ
−1D−1/2Ω∆K , whereΨ can be ob-

tained from a Cholesky decomposition.

Then, within a finite domain, both solution and
formulation of NCC can be expressed similarly as
done in KSC. So it is demonstrated the relationship
between a kernel-based model and Gaussian pro-
cesses.
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4 Links between KSC and KKM

Kernel K-means method (KKM) is a generalization
of standard K-means that can be seen as a spec-
tral relaxation when introducing a mapping func-
tion in the objective function formulation [18]. As
mentioned throughout this paper, spectral cluster-
ing approaches usually are performed on a lower-
dimensional space, keeping the pairwise relationships
among nodes. Then, it often leads to a relaxed NP-
problems where continuous solutions are obtained by
a eigen-decomposition. Such an eigen-decomposition
is regarding the normalized similarity matrix (Lapla-
cian, as well). In a Kernel K-means framework, eigen-
vectors are considered as geometric coordinates and
then K-means methods is applied over the eigen-space
to get the resultant clusters [19,20].

Previous instance is as follows: Suppose that we
have a gray scale matrix m × n pixels in size. Char-
acterizing each image pixel with d features -e. g.,
color spaces, morphological descriptors- it is yielded
as a result a data matrix in the form X ∈ RN×d , where
N = mn. Afterwards, the eigenvectors VR

N×N of a
normalized kernel matrix P ∈ R

N×N such that P =
D−1Ω, being Ω the kernel matrix and D ∈ RN×N the
corresponding degree matrix. Then, we proceed to
cluster V into K groups using K-means algorithm:
q = kmeans(V,K), being q ∈ R

N the output cluster
indicator such that qi ∈ [K]. The segmented image
is then a m × n sized matrix holding regions in accor-
dance with q.

Briefly put, one simple way to perform a KKM pro-
cedure is applying k-means over the eigen-space. In
Equation (7), the dual formulation is regarding the
matrix S = VHΩ where weighting matrix can be cho-
sen as V =D−1 and D is the degree of the data-related
graph. Since H causes a centering effect, matrix S is
the same as P when kernel matrix Ω is centered. In
other words, KKM can be seen as a KSC formulation
with an incomplete latent variable model being a non-
centered one (with no bias term).

5 Results and discussion

In order to show how considered methods work, we
conduct some experiments to test their clustering
ability on segmenting images. To do so, the segmen-
tation performance is quantified by a supervised in-
dex noted as Probabilistic Rand Index (PR), explained
in [21], such that PR ∈ [0,1], being 1 when regions are
properly segmented. Images are drawn from the free
access Berkeley Segmentation Data Set [15]. To rep-
resent each image as a data matrix, we characterize
the images by color spaces (RGB, YCbCr, LAbB, LUV)
and the xy position of each pixel. At the end, data
matrix X gathers N pixels represented by d character-
istics (variables). To run the experiment, we resize the
images at 20% of the original size due to memory us-
age restrictions. All the methods are performed with
a given number of clusters K manually set as shown in
shown in Fig. 5 and using the scaled exponential sim-

ilarity matrix as described in [19], setting the number
of neighbors to be 9.

To test all the methods in a fair scenario, kernel-
based methods (KSC and KKM) use Ω as kernel ma-
trix, whereas such a matrix is the affinity matrix for
NCC. As well, to perform the clustering procedure,
the number of clusters is the same for all the consid-
ered methods. As can be readily appreciated, KSC
overcome the rest of studied clustering methods. This
fact can be attributed to the KSC formulation, which
involves a whole latent variable model being in turn
incorporated within a LS-SVM framework. Indeed,
just like principal component analysis (PCA), KSC op-
timizes an energy term. Differently, such an energy
term is regarding a latent variable instead of directly
the input data matrix. Concretely, a latent variable
model is used, which is linear and formulated in terms
of projections of the input data. The versatility of KSC
relies on the kernel matrix required during the opti-
mization procedure of its cost function. Such a matrix
holds pairwise similarities, then KSC can be seen as
data-driven approach that not only consider the na-
ture of data but yields a true clustering model. It is
important to quote that -depending on the difficulty
of the segmentation task- data matrices represent-
ing images yield features spaces, which may present
hardly separable classes. Then, we have demonstrated
the benefit of the KSC approach that uses a model
along with a LS-SVM formulation -everything within
a primal-dual scheme. Other studies have also proven
the usability and versatility of this kind of approaches
[8, 22].

6 Additional remarks

As explained in [23], KSC performance can be en-
hanced in terms of cluster separability by optimally
projecting original input data and performing the
clustering procedure over the projected space. Given
the unsupervised nature, spectral clustering becomes
very often a parametric approach, involving then a
stage of selection/tunning of collection of initial pa-
rameters to avoid any local-optimum solution. Typ-
ically, the initial parameters are the kernel or sim-
ilarity matrix and the number of groups. Nonethe-
less, in some problems when data are represented in
a high-dimensional space and/or data-sets are non-
linearly separable, a proper feature extraction may be
an advisable alternative. In particular, a projection
generated by a proper feature extraction procedure
may provide a new feature space wherein the cluster-
ing procedure can reach more accurate cluster indi-
cators. In other words, data projection accomplishes
a new representation space, where the clustering can
be improved, in terms of a given mapping criterion,
rather than performing the clustering procedure di-
rectly over the original input data.

The work developed in [23] introduces a matrix
projection focusing on a better analysis of the struc-
ture of data that is devised for a KSC. Since data pro-
jection can be seen as a feature extraction process,
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(a) 113044 (b) PR = 0.6992 (c) PR = 0.6882 (d) PR = 0.6555

K = 2

(e) 118035 (f) PR = 0.7858 (g) PR = 0.8096 (h) PR = 0.4479

K = 4

(i) 12003 (j) PR = 0.6901 (k) PR = 0.6823 (l) PR = 0.5452

K = 4

(m) 181091 (n) PR = 0.7992 (o) PR = 0.7700 (p) PR = 0.6125

K = 7

Figure 1: Clustering performance on image segmentation reached by all the considered methods. It is no-
ticeable that KSC overcome the remaining methods. Images are data that traditionally involve highly non-
separable clusters. Therefore, the benefit of using a whole latent variable model within a LS-SVM formulation
is verified.

we propose the M-inner product-based data projec-
tion, in which the similarity matrix is also considered
within the projection framework, similarly as dis-
cussed in [24]. There are two main reasons for using
data projection to improve the performance of kernel
spectral clustering: firstly, the data global structure is
taken into account during the projection process and,
secondly, the kernel method exploits the information
of local structures.

Another study [25] explores the links of KSC with
spectral dimensionality reduction from a kernel view-
point. Particularly, the proposed formulation is LS-
SVM in terms of a generic latent variable model in-
volving the projected input data matrix. In order to
state a kernel-based formulation, such a projection
maps data onto a unknown high-dimensional space.
Again, the solution of the optimization problem is ad-
dressed through a primal-dual scheme. Finally, once
latent variables and parameters are determined, the
resultant model outputs a versatile projected matrix
able to represent data in a low-dimensional space. To
do so, since the optimization is posed under a maxi-
mization criterion and dual version has a quadratic
from, the eigenvectors associated with the largest
eigenvalues can be chosen as a solution. Therefore, the
generalized kernel model may represente a weighted
version of kernel principal component analysis.

7 Conclusions

This works explores a widely-recommended method
for unsupervised data classification, namely ker-
nel spectral clustering (KSC). From elegant develop-
ments, the relationship between KSC and two other
well-known spectral clustering approaches (normal-
ized cut clustering and kernel k-means) is demon-
strated. As well, the benefit of KSC-like approaches
is mathematically and experimentally proved. The
goodness of KSC relies on the nature of its formula-
tion, which is based on a latent variable model incor-
porated into a least-square-support-vector-machine
framework. Additionally, some key aspects and hints
to improve KSC performance as well as its ability
to represent dimensionality reduction approaches are
briefly outlined and discussed.

As a future work, a generalized clustering frame-
work is to be designed so that a wide range of spectral
approaches can be represented. Doing so, the task of
selecting and/or testing a spectral clustering method
would become easier and fairer.
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 The Internet is the premier platform that enable the emergence of new technologies. Online 
news is unstructured narrative text that embeds facts, frames, and amplification that can 
influence society attitudes about technology adoption. Online news sources are carriers of 
voluminous amounts of news for reaching significantly large audience and have no 
geographical or time boundaries. The interplay of complex and dynamical forces among 
authors and readers allow for progressive emergent and latent properties to exhibit. Our 
concept of “Double subjectivity” provides a new paradigm for exploring complementary 
programmable insights of deeply buried meanings in a system. The ability to understand 
internal embeddedness in a large collection of related articles are beyond the reach of 
existing computational tools, and are hence left to human readers with unscalable results. 
This paper uncovers the potential to utilize advanced machine learning in a new way to 
automate the understanding of implicit structures and their associated latent meanings to 
give an early human-level insight into emergent technologies, with a concrete example of 
“Uber”. This paper establishes the new concept of double subjectivity as an instrument for 
large-scale machining of unstructured text and introduces a social influence model for the 
discovery of distinct pathways into emerging technology, and hence an insight. The 
programmable insight reveals early spatial and temporal opinion shift monitoring in 
complex networks in a structured way for computational treatment and visualization. 
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1. Introduction 

This paper is an extension of work originally presented in 2017 
IEEE 11th International Conference on Semantic Computing 
(ICSC) [1]. The Internet is the premier platform for the 
proliferation of voluminous online news and has been compared to 
a huge social and psychological laboratory [2]. It has enabled a 
globally and connected world which is greatly transforming 
computational approaches for exploring online social interactions 
for gaining early insight into emergent technology. News sources 
propagate online news that function within a complex and dynamic 
system via the Internet. This system comprises informational 
flows, interactions, dynamical forces, and emerging properties, 
which lead to asymmetries and have a tendency to influence 

society. Online news is a form of narrative text that embeds facts 
and strategic communication frames for shaping and transforming 
group standards, values, attitudes, and beliefs about technology 
adoption. The embedded facts represent absolute, relevant truths 
characterized by their rigid (or fixed) nature. These absolute truths 
are shared among news sources. However, purely factual articles 
would be hard to write and read. Adding tone, writing style, 
attitude, opinions, related context, and non-factual comments and 
arguments often make text more subjective but easier to read. The 
exercise of news framing—and the amplification of subjectivity 
that it communicates—is where multidimensional aspects of the 
content emerge and where expressivity happens for 
transformational and maximal influence. Framing is the use of 
strategic devices for presenting prominent aspects and perspectives 
about an issue using certain words as well as stereotyped images 
and sentences for the purpose of conveying hidden meanings about 
an issue [3].  
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1.1. What is Insight? 

News sources play a critical role in the activation of frames 
about technology society adopt, and the amplification of 
subjectivity in online news drives a wedge between evidence and 
beliefs [4]. In addition, the combination of facts, frames, and 
amplified subjectivity represents instruments that offer a space of 
possibilities for deeper exploration of the cognitive aspects of 
narrative text. Natural Language Processing (NLP) made 
significant progress using Artificial Intelligence (AI) to parse 
narrative text by applying analytical techniques. However, less 
success has been made with computational treatment when it 
comes to semantic levels. Semantic parsers work well only at a 
phrase level, but it becomes challenging to semantically parse 
several sentences together. Some approaches can look for 
keywords to determine the sentiment of a text, provide a summary, 
or a basic language-to-language translation, but they remain by far 
limited in understanding the deep latent meanings which 
contribute to the richness and depth of ideas within a complete text 
or of a related set of articles at the same level humans do. We 
define this as an “Insight” which is “the ability to understand the 
latent meanings within an article”. The definition of Insight can be 
generalized to a group of related articles, and refers to “the ability 
to synthesize the relationship between a group of articles as well 
as how the contents of latter articles were affected or influenced by 
those in earlier articles of the same group.” The need to understand 
this insight becomes particularly important with online news, as 
the number of related articles tend to be generally larger than 
printed media due to the far reach and hence the significantly larger 
and more diverse readership of the Internet. This “understanding” 
process is typically highly cognitive, and is best done by humans. 
However, with the large number of online news, the need for 
software tools becomes essential for gaining programmable insight 
at a very large scale. We define programmable insight as “the 
ability to apply computational models and methods and hence 
software tools to leverage human cognitive ability to gain insight 
into very large narrative text”. 

1.2. Challenges of Processing Subjective Text 

When attempting to identify potential pathways to address the 
complexities and dynamics that exist in online news text, frames 
are instruments for experimenting and learning about the 
production of language and forces at work for gaining 
programmable insight that may lead to new instruments for 
exploring cognitive computation. Here, pathways mean the 
potential routes that one may take to explore patterns about a 
subject. The authors recognize the need for an integration of 
multiple models and perspectives that advance what is known 
about hidden meanings and latent structures in text. Modeling 
narrative text allows software tools to provide help in automating 
human efforts using computational leverage. However, providing 
a deep model that represents hidden meaning in text is relatively 
hard. Several NLP methods in artificial intelligence use word 
matching and probability functions to determine the correctness 
and possible meaning of words with the help of language corpus 
containing trillions of words. This “brute force” and highly 
analytical top-down approach could be computationally heavy, 
and does not provide an insight beyond the phrase level. An 
acknowledgment of the multidimensional aspects—degrees of 
freedom—of the narrative text in news calls for computational 
research to fill knowledge gaps and to transform the current 
understanding of alternative pathways to learning that leverage 
cognitive science research. 

Leveraging the scholarly work of mathematicians, the fathers 
of the digital computer developed the initial logical machine using 
a rather formal grammar structure. The first level of grammatical 
expressivity the computer machine could understand is 
propositional logic—that is, knowledge of facts or truths. 
Considering the “form” of the English language (i.e., subject, verb, 
object), the logical machine could make valid arguments using as 
few as two premises and simple symbols, thereby drawing a logical 
conclusion. Propositional logic became the basic component of 
symbolic logic. It became the enabler for the logical machine to 
reason using simple English grammatical structure. This 
breakthrough led to machines being able to reason as either true 
(1) or false (0), using simple binary symbols and boolean algebra 
to express “and,” “or,” “not,” “implies/then,” and “if and only if.” 

By switching out fixed sentence structure for symbols, as was 
done in mathematics for centuries, the logical machine could 
express a primitive level of truth. The computer could express with 
“0” or “1” with this simple syntactical machine code. Although this 
advanced in the logical machine was very impressive in its day, 
this level of formalism with its strict grammatical structure falls 
short of reaching the goal of AI, as it gave no insight into the topic 
proposed in the sentence structure.  

Propositional logic usage in the logical machine had no 
properties nor a sense of relationships, all of which were embedded 
in the internal structure of the text. Rather, its sole focus was on 
pure factual, blocks of sentence structures as isolated objects for 
expressing what logicians for centuries thought to be real. Real 
objects were point masses and forces; as such, properties leading 
to an understanding about the relationships and internal structures 
of text were dismissed as subjective. Discounting relational 
properties as the inferior status of “secondary” properties resulted 
in excessive adherence to the theoretical approach of attaining 
machine intelligence. However, researchers soon came to realize 
that if there is any future for theory, it must be applied. This meant 
that the internal structure in text must delve into deeper levels of 
expressivity where hidden meanings and relationships could be 
explored for advancing machine intelligence. Since this time, as 
shown in Fig. 1, numerous levels of machine logic have been 
established to allow for the variety of properties to reason about 
relationships, individuals, identities, and quantifiers—thereby, 
giving way to make more elaborate assertions, inferences, and 
semantic expressions of phrases. Fig. 1 shows the progressive 
climb up the stack from the formal space where computer 
machines focused on propositional logic, formal grammar, and, 
thereafter, phrases.  

With the pendulum swinging from machine-to-human logical 
expression—where the programmer of the computer machine had 
to learn the psychology of the machine—to human-to-machine 
logic for expressing rational human thoughts, higher-level 
programming languages were developed, such as Fortran, Prolog, 
and Lisp. With the foundations for reasoning and with higher 
levels of expressivity at the researcher’s grasp, attention turned to 
another field of research, AI.  

 Here, at the phrases layer (NLP using AI) is where much of 
the computer science research today continues to focus. This has 
led to great breakthroughs for learning AI, NLP, and fuzzy logic; 
however, this approach shed very little insight into cognitive 
computation.  

This research advances beyond the phrases layer and bridges 
the computational and cognitive worlds using the instrument of 

http://www.astesj.com/


L. H. Cheeks et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1677-1692 (2017) 

www.astesj.com     1679 

frames that exist in narrative text for exploring programmable 
insight that may lead to deeper learning for machine intelligence.  

In exposing the discovery of new knowledge about text, 
transformations (or shifts) in which dynamic forces reach a critical 
point make clear the new structures, pathways, and influence 
patterns to be accepted or new questions or alternatives in the 
scope of an issue to be revised. The ability to seek out novel, 
uncharted relationships that are implicit from a body of 
unstructured narrative text—yet not explicitly stated within that 
text—has obvious scientific value. This process is called “novel 
knowledge discovery.” It enables the use of the current state of 
knowledge for an emergence of possible new relationships and 
pathways that have yet to be studied.  

1.3. Structured Expert Support (SES) Models 

Fully structured data render itself easily to computation. A 
sales receipts generated by point-of-sale (POS) software in most 
retail stores includes a fully-structured list of items code, text, sale 
price as well as subtotal, total, date and time of each receipt. 
Terabytes of such data follow a well-known model and would be 
easy to process with software tools and provides solid foundation 
of business intelligence (BI) and other advanced insight, data 
science, and consumer-behavior pattern discovery. Narrative text, 
on the other hand, is highly unstructured and hence represent a 
nightmare to computational algorithms trying to extract deep 
knowledge buried within. One of the main reasons is the lack of a 
representative model that this data follow. While humans can 
understand and even enjoy the contents of such text, the lack of 
concrete models prohibits the computational treatment of such 
text. In the proposed approach, the authors use the framing 
theory—as will be shown later—to build representative models of 
narrative text. While these models need to be built by hand using 
human experts (thus the name expert support), they are done in a 
structured way to normalize human cognitive ability into nominal 
structure (hence the qualifier Structured Expert Support) as shown 
in Fig 2. Fig. 2 also is a graphical depiction of the process for 
discovering news frames. The formal problem definition of 
framing is presented as follows:  

Let 𝑈𝑈𝑡𝑡 be a universe of online news documents at time 𝑡𝑡. Let 
{𝑑𝑑𝑖𝑖}, 1 ≤ 𝑖𝑖 ≤ 𝑛𝑛,  denote a finite subset of documents from the 
universe of documents 𝑈𝑈𝑡𝑡 , where 𝑛𝑛  is the total number of 
documents being considered. Let 𝑆𝑆𝑖𝑖 = {𝑃𝑃𝑖𝑖 ,𝐶𝐶𝑖𝑖}  be the set of 
document properties, where 𝑃𝑃𝑖𝑖  is the source that produced the 
article and that propagates a central organizing idea (i.e., framing) 
and 𝐶𝐶𝑖𝑖 is the set of terms (i.e., features or content descriptors) from 
the news article where common words have been removed—all of 
which supply a context and suggest what the issue is through the 
use of selection, emphasis, exclusion, cues, and elaboration [5, 6]. 
For issues of interest, the process leads to the discovery of standard 
frames dominantly used in U.S. news coverage [7]: human interest, 
conflict, economic, managerial, and science. Let 
𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, 𝑓𝑓4, and 𝑓𝑓5 correspond to each of these frames, where each 
𝑓𝑓𝑖𝑖 is associated with a pair {𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖}; 𝒙𝒙𝒊𝒊 is the feature vector, and 𝒚𝒚𝒊𝒊 
is the vector with the corresponding weights. Discover five 
dominate news frame signatures.  

Humans would manually extract certain keywords present in 
a text, and build representative data structures (vectors) 
representing hidden meanings within the text. On the one hand, 
these vectors will be a strong representation of the hidden frames 
in a text, and -on the other hand- they will be highly structured and 
hence readily computational. As will be discussed later, the 
proposed SES relies heavily on the theory of framing as the 
modeling concept and the bridging mechanism between cognitive 
contents and computational capability of narrative text. 

This manuscript includes a model for expressing the 
multidimensional aspects of news framing—and the amplification 
that it conveys—for transformational and maximal influence. The 
model is a pathway to explore programmable insight to expose a 
deep level of expressivity into the hidden structures in text—what 
is referred to in this paper as “double subjectivity,” a term 
introduced here [8]. Double subjectivity is the term to describe the 
secondary subjectivity that results after receiving indirect informal 
cognitive data in online news. The double subjectivity method 
expands Axelrod’s [9] and Klienberg’s [10-12] research on 
cultural dynamics and social influence for constructing an issues 

 
Fig. 1. A view of the end-to-end bridge to cognitive computation model. Here, the stack, from bottom to top, represents the evolution of computational processing 
from grammar to insight, as shown on the right, and the value or outcome that results as shown on the left. For instance, computer processing of 0 and 1 bits were the 
catalyst for primitive storage, transmission, and processing logic. 
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network representation and designing a visual language for 
exploring spatio-temporal dynamics. The issues network is 
exemplar of a complex dynamical system whereby migration paths 
may be visualized. The migration path is defined as the movement 
of frame choices in articles across a network to establish a new 
bridge for information exchange. The way the issues network grow 
(gain node connections) and shrink (loss node connections) is 
discussed in a subsequent section in this manuscript. The aim of 
the authors is to demonstrate news framing as a step toward deep 
learning about the production of language that may inform scholars 
about pathways that offer new approaches that advance cognitive 
computation for improved intelligent behavior in machines.  

To the best of the authors knowledge, in computer science 
scholarly research, examining double subjectivity using online 
news and framing effects for gaining programmable insight has not 
been addressed previously for the class of problems discussed in 
this paper. This research inquiry will give insight into the 
following questions: What is the migration path of online news 
frames as it evolves over time? What is the effect of double 
subjectivity? What are the conditions observed that allow for the 
evaluation of shifts in influence or amplification intensity?   

The following sections will describe the conceptual 
framework, related works, background on the issues of application, 
methods, possibility space transitions, observations of the models 
in action, and the conclusion. 

2. Conceptual Framework 

In the last decade, advances in fields such as AI, text 
summarization, and NLP have enabled gains in understanding text 
syntactic structure and limited gains in text semantics by offering 
algorithmic and theory-based methodologies. However, these 
fields have struggled in efforts to unlock hidden meanings and 
abstractions found in unstructured text such as jokes, poems, or 
art that are readily expressed through cognitive structures. This is 
due in large part to barriers that exist when using machine learning 
algorithms that are still limited in their understanding of complex 
unstructured text where factors such as semantic context, culture, 
and complex relationships must be considered for making sense 
of the narrative text.  

Humans have the unique and superior ability to get beyond the 
syntax of data in order to make meaning. However, a great deal 
of cognitive science research has focused on cognitive structures 
called “frames” (sometimes “schemas”) that exist in the recesses 
of the brain [13]. The framing of online news articles by news 
sources consequently has the effect of evoking a word and phrase 
in the unconscious cognitive structure in the mind of the reader. 
These structures are built over time through repetition. The 
repetitive framing of critical issues will strengthen the circuits 
about the issue in a reader’s brain. When online news sources 
repeat frames often, they become “normalized” unconscious 
activation points in the brains of readers. This behavior by online 
news sources is equivalent to placing ideas in a container, referred 
here as an article. These ideas are sent through communication 
channels that have tremendous influence on the perception and 
real value of knowledge. When neighboring news sources take the 
ideas out of the container by way of adoption or copying, the 
cumulative effect is double subjectivity. A property of double 
subjectivity is spatio-temporal dynamics, which has the capacity 
to display a larger context of influence. As a number of related 
articles grows, the cumulative effect of subjectivity could grow 
and take on certain direction or shape, influenced by the article-
to-article changes or the amplification or suppression of frames. 
This dynamic behavior may be best shown through a network 
visualization. A network visualization is a mechanism that has 
been used to leverage people’s ability to acquire knowledge for 
revealing hidden meanings, social influence, and migration paths 
of information and interactions. 

The automation of unstructured text can be generally 
categorized under two main areas: computational data and 
cognitive data.  

2.1. Computational Data 

Computational data—represented by mathematical formulas, 
propositional logic, and formal (computer) languages—have little 
room for subjective interpretation and are typically concise, 
context-free, and fully predictable. For instance, a correctly 
developed source code can compile and run on a computing 

Fig. 2. Depiction of SES significance in the development of a representative model in support of the discovery of frames that exist in unstructured narrative text.  
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machine and will always produce the same output for a specific 
input. The combination of a formal set of instructions resulting 
from the successful compilation and run of source code can 
transition a computer through a set of well-defined states, 
depending exclusively on the compiled code and input data. This 
leaves no room for interpretation or subjectivity. In other words, 
the meaning and interpretations must be fully represented in the 
source code. A good programming language must, therefore, have 
sufficient expressiveness to fully represent a feasible solution in a 
specific problem space. If a source code arrives at an undefined 
state, it will simply freeze or crash; it is unable to make an 
independent decision. Some areas of computer science such as 
fuzzy logic and AI attempt to address these inherent limitations 
by providing a default or recovery system. Some languages also 
provide exception handling constructs and error recovery 
mechanisms. However, these approaches remain rigid mechanical 
methods, and are not the focus of the work conveyed here. This 
expresses the “formal space” as depicted in Fig. 4. 

Although the computational language of source code is a good 
medium for communicating with computers, natural languages 
that embed cognitive structures are the mediums of 
communication among humans, and natural languages are 
informal and ambiguous in comparison to the computational 
language of computer code. In Fig. 4, the “informal space” is 
shown to describe the embeddedness of informal cognitive data 
structures that humans are superior over machines in conveying 
which are contained in narrative text. Cognitive data can be 
further divided into two subcategories, depending on the source 
of origination: direct and indirect. 

2.2. Direct Cognitive Data 

 Direct cognitive data are the result of a person’s encounter 
with an event and the perception, in part, of its details firsthand. 
Human perceptions of events lead to personal interpretations of 
events. Interpretation depends greatly on the viewer’s perception, 
as different people can arrive at different interpretations of the 
same event. Perception is often associated with the viewer’s state 
of mind, prejudice, background, and beliefs. Two persons 
witnessing the same event or being involved in the same situation 
could assign different interpretations and end with separate 
conclusions. Although the external situation is the same (the 
perception of which is uniquely defined in this paper as the 
absolute baseline), it could be internalized differently by different 
people. Such a case is a first-level subjectivity. Even when 
different people are asked to report an incident or a situation (the 
same absolute baseline), different accounts are often the result, 
indicating first-level subjectivity. Many factors further affect this 
subjectivity: 

• Subjectivity: Humans have different expressive abilities and 
styles in reporting events using natural languages, leading to 
increased subjectivity. 

• Ambiguity: The ambiguity of natural languages allows for 
different interpretations of spoken or written sentences. 

• Complexity: Complex, extended situations, such as movie 
showings, are harder to perceive and interpret compared to simple 
or atomic events like the occurrence of a rocket launch. 

• Expressiveness: Unlike a computational language, a natural 
language does not fully express the contents in its syntax. Natural 

languages report about something, rather than fully describe an 
action, artifact, or event in a specific way. 

• Context: Natural languages are highly context dependent. The 
same sentence could have different meanings in different contexts. 

• Modality: Natural languages are often combined with other 
modalities like para-verbal communication, body language, and 
face impressions, which can influence the meanings or 
interpretation of spoken words. 

 The aforementioned factors explain why—even for different 
people directly witnessing the same situation—substantial 
subjectivity can be present in reporting or discussing an event that 
was mutually witnessed.  

 People often try to reduce first-level subjectivity. Television 
reporters try to abide by certain rules to maximize neutrality and 
leave it up to the viewers to build their own opinions freely. The 
scientific community tries to show the stated facts through 
rigorous research and scientific experiments in attempts to 
eliminate or reduce subjectivity. However, subjectivity is not so 
simple to discard. Consider newspaper and television reporters 
who are known for their opinions.  

2.3. Indirect Cognitive Data  

 The Internet and World Wide Web have led to an explosion of 
indirect cognitive data although events can still be directly 
perceived and subjectively interpreted. Because of technology 
advancements, it is possible to receive a much larger number of 
events indirectly. Because these events are not directly witnessed, 
an absolute baseline is not available. Because knowledge of an 
event is often based on the written or spoken reports of others, the 
baseline will be relative to the reporter’s subjectivity or simply 
“float.” 

With the acceptance of indirect reports and their interpretation, 
the receiver adds his or her own subjectivity. Again, no longer is 
the absolute baseline available. It is replaced with a reporter-
relative baseline or a floating baseline. If the reporter’s 
subjectivity is strongly framed and influenced towards certain 
beliefs, the receiver of the account already starts with a baseline 
that is completely different from the absolute baseline. This new 
baseline could strongly affect the receiver’s beliefs. Double 
subjectivity is the term introduced in this paper to describe the 
secondary subjectivity that results after receiving indirect 
informal data. Fig. 3 illustrates the cumulative influence effects of 
double subjectivity. 

The illustrated formula depicts a generic function for double 
subjectivity in online news. Here, the assumption is that there is 
an observer-dependent function 𝑓𝑓(𝑥𝑥) , such that the level of  
subjectivity 𝐿𝐿𝑖𝑖  is the relative baseline of the situation or event 
dependent on firsthand account or cumulative effect. First-level 
subjectivity it is expressed as, 

𝐿𝐿1 = 𝑓𝑓1(𝐿𝐿0), and (1) 
𝐿𝐿2 = 𝑓𝑓2(𝐿𝐿0) 

whereas, double subjectivity is expressed as,  

𝐿𝐿1 = 𝑓𝑓1(𝐿𝐿0), and (2) 
𝐿𝐿2 = 𝑓𝑓2(𝐿𝐿1)  

 

 

http://www.astesj.com/


L. H. Cheeks et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1677-1692 (2017) 

www.astesj.com     1682 

𝑓𝑓 is an amplification intensity function with cumulative influence 
effects 𝐵𝐵𝑖𝑖  that depends on the person observing, then reporting a 
situation or event. 

An analogy drawn from photocopying illustrates double 
subjectivity in that, ideally, a photograph copy should be a close 
replica of the copied photograph. Yet, in actuality, the resulting 
photograph is the copied photo with its amplification plus the 
distortion amplification gained from the copying process or 
machine.  

Online news is exemplary of double subjectivity in that its 
assemblage consists of subjective properties such as context, 
interpretation, multimodal interaction, background, compensation, 
and assumptions. These properties are critical building blocks that 
characterize narrative text for its a) signification (i.e., the semantic 
content signifying an association or concept given a word, 
sentence, or phrase) and b) significance (i.e., the relevance, rank, 
importance, or capacity to make a difference). Unfortunately, 
there remain substantial gaps in advancing what is known about 
the production of language in narrative text where double 
subjectivity exists. Therefore, exploring deeper levels of 
expressivity with an emphasis on double subjectivity may inform 
a new direction in research.  

Discovering double subjectivity in narrative text poses a 
difficult problem, as it seeks to give insight and meaning to open-
ended statements and indirect data. More complex structures 
within the narrative text provide an expansive landscape for 
advancing effective tools and crafting applications to automate 
many language-related tasks—for example, document 

 
(a) 

 
(b) 

Fig. 3. Two representative illustrations of the double subjectivity 
framework. (a) There is an event (Observation) about an issue that two 
observers see: Observer 1 and Observer 2. Although it is the same event, 
their perceptions are different. Their amplification may be different, but 
independent. (b) This graph illustrates the introduction of an indirect account 
of an event, whereby the reporter does not receive the information firsthand. 
Rather, Observer 2 adopts the report of Observer 1, which sets into motion 
the cumulative effect of double subjectivity. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

Fig. 4. A depiction of the evolution of first-level subjectivity and double subjective potentials. 
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summarization, automated text generation, and many others. To 
show the gains in logic and reasoning, Fig. 4 depicts advances 
made using current tools and new frontiers that double 
subjectivity may act as a bridge, such as poems, metaphors, 
idioms, jokes, art, and storytelling. This is to be achieved by 
exploring levels of narrative text. 

3. Broader Impact of This Work 

Media attention and framing can influence society concern 
about a specific topic. To observe the potential pathway of 
cognitive, informal, natural language, the authors focus on Uber 
as a case study. Uber intersects the economic and technology 
domain with characteristics of emergence, complex and 
dynamical forces, and the amplification of frames. Uber uses data 
as foundation for transforming the transportation ecosystem. It 
has played a key role in shaping the shared economy that heavily 
rely on social influence and online news frames. The framing of 
an issue has an impact on the ultimate course of the issue. The 
ways that Uber use framing has a direct impact on dynamical 
forces, such as, accessibility, mobility, shared value, or policy 
outcomes. Uber is a good case because it is context specific, 
complex, and characterized by multiple interacting forces. 
Newspapers in the U.S. regularly produce in-depth articles about 
automation of machines, emergence of platforms, and the 
influence of the crowd that are published online. However, the 
general public often has little experience with understanding the 
underpinning dynamical forces at work. As an example, amplified 
framing is more likely to influence uninformed respondents [14] 
or respondents with reduced exposure to or interest in an issue 
[15].  

Therefore, consumers attitudes and beliefs about emergence and 
behavior shifts are likely influenced by the way reporters frame 
this issue. 

This research can generally apply to any large, unstructured 
dataset that is affected (or amplified) by framing. Therefore, it can 
be extended to other applications such as health, economics or 
political discourse. It may lend multiple benefits to analyses of 
other domains, such as politics or presidential elections: 1) a tool 
for measuring amplification intensity over time and in real time, 
2) a framework for exploring the social influence attributed to the 
double subjectivity with its primary property being the unique 
cumulative effect afforded in an online news network, 3) a model 
for exploring the dynamic forces at work when shifts occur in 
attitudes and beliefs, and 4) a real-time visualization of these 
dynamic forces. 

4. Related Works 

In the literature reviewed, no computational treatments were 
identified to address a) the concept of double subjectivity for 
automatic emergence of knowledge of narrative text or b) a model 
for exploring the interactions and implications of news frame 
choices. However, several works were identified that have some 
relevance for the research topic. 

4.1. Text Summarization, Text Data Mining, and Information 
Retrieval 

In computer science, scholarly research on latent meanings in 
the association between terms and documents to reveal 
relationships is found in literature related to text summarization, 
text data mining, and information retrieval. The earliest paper on 
text summarization identified for the current report is a description 

of work at IBM in the 1950s [16]. In his work, the authors proposed 
that the frequency of a particular word provides a useful measure 
of its significance, and he identified the concept “term frequency” 
(TF), which states that it is possible to identify the significant terms 
based solely on the term’s calculated frequency within that 
document [16]. Term frequency relates to average information, or 
entropy, of a term or group of terms in the ranking of their 
relationship to each other.  

Outstanding contributions to text data mining in the 1990s and 
beyond, with the advent of machine learning, include text 
representation and models construction [17-20]; data dimensions 
reduction re-search in feature extraction [21, 22]; and deep 
semantic mining [23]. 

The research on online news frames reported in this paper is 
motivated by framing theory, which focuses on understanding the 
latent meanings of observable messages in their contexts [15] and 
can provide important insight into how the presentation or framing 
of an issue affects the choices people make. Other disciplines have 
focused on framing. In linguistics research, similar approaches are 
also described as “latent semantic analysis” (LSA) [24]. 
Furthermore, social network analysis (SNA) focuses on the 
importance of relationships among interacting units [25]. 

4.2. Opinions and Social Influence 

Whereas text data mining techniques and methods have given 
insight into first-level subjectivity, dynamic systems modeling 
provides insight into the double subjectivity that exists in narrative 
text. Models of social influence, cultural dynamics, and 
information diffusion (i.e., topic modeling, sentiment analysis, and 
opinion mining) are active areas of research [9, 1, 12, 13].  

It has been posited that social impact theory explains the 
impact of a social group on an agent as being dependent on the 
prominence of the social sources, their proximity, and source 
group mass (i.e., the number in the group) [26]. Political opinions 
and Axelrod’s cultural dynamics model behave similarly to these 
models that capture the interplay between selection and influence 
[27-30]. 

4.3. Networks 

The ability to visualize vast amounts of data clearly creates a 
capacity for gaining insights about critical issues affecting society. 
At the most basic level, a network is a collection of points joined 
together in pairs [31]. Using Graph Theory,  the data points are 
called nodes (or vertices) and the pairs connections are called 
edges (on links). Graph theory provides a strong mathematical 
foundation that helps us in visualizing the information geometric 
(special) aspects like the relationships be-tween different news 
sources, as well as it’s progress and evolution over time (temporal 
aspects). Here, in this manuscript the terms nodes and edges are 
used. Networks is a powerful way to represent patterns of 
connections or interactions between the parts of a system [31]. The 
issues network is best expressed using a net-work to understand 
the underlying global and local structure of the network, the 
connections and interactions between nodes, the clusters of highly 
connected nodes, influence patterns, and migration paths. 

5. Contextual Case 

Founded in San Francisco, California in 2009, Uber 
Technologies describes itself as a transportation network company 
which develops, markets and operates the Uber car transportation 
and food delivery mobile apps [32]. In Ubers’ short history, the 
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company that connects riders with drivers using the Uber mobile 
app has become one of the fastest growing companies in the United 
States and worldwide. With approximately $200K in seed capital 
from founders Travis Kalanick and Garrett Camp, UBER entered 
the market with an improved automated car service that offers 
better pricing over traditional taxi providers. This improved car 
service could be easily accessed on demand by consumers using a 
smartphone. It is on the basis of consumers shifts in values, 
attitudes, and behaviors from ownership to the shared economy—
ride sharing—and the advances in technology that make access to 
product and services a realization that afforded Uber to become the 
prominent company it is today. In contrast to traditional taxi 
providers who own assets (e.g., cars, shuttles, or limousine), Uber 
use drivers cars for delivering convenience and efficiency. This 
change have inspired the shared economy to reframe the way in 
which businesses operate for reaching large numbers of people 
across cities in the United States and worldwide. As a result, the 
company has met many legal complications, court injunctions, 
complaints from taxi providers of unfair competition, and 
complaints from public utilities commissions about Uber’s lack of 
compliance to safety rules that are adhered to by traditional taxi 
providers. These challenges did not impede Uber’s influence and 
growth with its $68 billion paper valuation. In just 6 years, it 
surpass the valuation of 100 year-old companies like General 
Motors and Ford, as well as “traditional” short-term transportation 
companies like Hertz and Avis [33].  

With Uber’s recognition of consumer behavior shifts and 
advances in technology as emergent properties within complex and 
dynamical systems, the company set out to chart an alternative way 
for delivering cars and convenience to consumers, particularly 
through the use of social influence and opinions formation in 
online media and narrative text. Harnessing, the power of social 
influence, Uber evinces their reliance on consumers, lobbyist, and 
elites as influencers in online media as they a) created a team for 
community management, social-media outreach, and the creation 
of articles about Uber in online media and b) enlist celebrities, 
VIPs, and elite investors (i.e., Morgan Stanley, Saudi Arabia’s 
Public Investment Fund, Goldman Sachs, and Fidelity Investments 
are among Uber’s billion dollar investors). The emergence of 
consumers shifts, technology advances, and the interplay of 
complex and dynamical forces provides a useful context in which 
to explore Uber’s approach to transform the transportation 
ecosystem through the use of social influence for gaining deeper 
understanding of the cumulative effects of double subjectivity and 
the expressive function that programmable insight offers.  

Uber’s mission to “bring safe reliable transportation to 
everyone everywhere” [34] is accomplished using its unique 
software platform and infrastructure that enable the company to 
meet consumers transportation needs with data rather than 
traditional methods, such as steel, glass, rubber, and salespeople. 
Uber’s reliance on data to drive social influence and opinions 
formation, places a demand for the company to hire an enormous 
number of data scientist and data engineers to gain command of 
the vast amounts of data that derives from interactions between 
consumers, drivers, network traffic, pricing algorithms, and online 
media. These interactions leave traces of patterns about behaviors 
that indicate the interworking of forces that may go unnoticed due 
to the limitations of existing tools available in machine learning 
and NLP.  

While text data mining techniques and methods have proven to 
give insight to first-order subjectivity (i.e., words, grammar, 

phrases, and sentences—syntax and semantics), complex and 
dynamical systems modeling offers insight into the cumulative 
effects of double subjectivity that exist in narrative text [8]. Uber’s 
data scientist use tools that allows for treatment of disassembled 
factors and/or forces, however Uber data analytics could benefit 
from an account for the composite of data over space and time as 
a whole, not just its parts. An assemblage treatment of data will 
give Uber the needed insight for understanding its effective use of 
social influence and data-driven techniques and technology that 
enables them to reframe transportation and logistics globally.  

Uber’s data management and analytics can be improved on 
using the double subjectivity model for gaining programmable 
insights where spatio-temporal dynamics is the expected outcome 
as described in this manuscript. The double subjectivity model 
could benefit Uber by a) offering a visualization tool for managing 
data more efficiently, b) delivering accurate results of the various 
interacting factors and forces in a shorter time period that considers 
the spatio-temporal dynamics of incoming data, and c) a human 
level visualization tool. This could benefit Uber’s data scientists 
from doing data analytics individually on dissembled data factors 
and forces. According to [8], the cumulative effects of the double 
subjectivity model has the ability to apply computational models 
and methods and hence software tools to leverage human cognitive 
ability to gain insight into very large narrative text. As a result, the 
double subjectivity model graphs will improve the accuracy of 
solving abstract engineering and data problems and will give Uber 
a tool for getting a handle on their effective use of social influence 
for shifting values, attitudes, and behaviors.  

5.1 Forces of Emergence, Change, and Conversion  

Elucidating the underpinning forces at work in complex 
interactions and social influence—the capacity to affect or be 
affected—is essential for an adequate explanation of emergence, 
change, and conversion. There were a number of forces that 
converge to make Uber an attractor and help situate Uber as market 
leaders. The timing of Uber’s innovative mobile app coincides 
with shifts in consumers values and attitudes about ownership 
versus the shared economy. These shifts stem from forces of 
emergence, such as  ubiquitous computing and mobility, economic 
pressures and recessions, the desire for improved conveniences, 
access to transportation in cities and communities where 
consumers were underserved or poorly served, a new awakening 
of limited resources, and Uber’s use of online media for 
propagating a message about their elite consumers. “Coverage of 
elites in articles is a property of particular interest in this study, as 
this factor has an effect on the bias intensity that news sources 
adopt over time [8].” According to Druckman [35, 36], the way 
elites frame an issue is a driving force for shaping public opinion. 
An example should help to clarify the implications the interplay of 
forces within the complex interactions and social influence that 
gave rise to Uber’s emergence. Elites are individuals in power 
relationships or positions of authority. 

Imagine Uber decides to enter a city, it follows a number of 
aggressive steps to quickly penetrate the market. Uber enters a city 
secretly and uses the local media to influence consumers by letting 
others know that it has entered the market (i.e., free advertising). 
Likewise, a promotion offering first-time consumers free rides 
while marketing to recruit new drivers aggressively in the new city 
starts immediately. Uber ignores regulators or fights them with an 
army of lawyers. The causal effects of Uber’s entrance into a city 
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is felt immediately as evidence by price reduction in transportation 
fares, an initial increase to drivers commissions, and large sign-up 
bonuses for on boarding drivers. Uber braces itself for the 
challenges that it must overcome when entering a city, particularly 
regulatory constraints and competitors complaints, therefore the 
company invest a great amount of their cash base (in billions) in 
lobbyist who act as carriers of influence in the online media and 
within policy makers circles. Leveraging consumers sentiment 
about the shared economy—ride sharing and a less expensive 
alternative to car ownership, Uber enlist consumers as influencers 
and carriers of their messaging in online narrative text as they 
report their support of more efficient and less expensive 
transportation services. According to [37], “Uber employees 
whose sole job in the ‘playbook’ is to gain political influence start 
pushing for regulations that legalize Uber’s operations. In almost 
all cases, this has worked and Uber is given the chance to gain a 
firm foothold in the city.” Economic forces caused by the recession 
of 2007 put into motion the need for individuals to seek alternative 
income sources as many Americans were experiencing 
unemployment and had much less disposable income. Uber drivers 
may work part-time and full-time with the freedom to set their own 
schedule. This income on demand is a perk for individuals needing 
to supplement their income or those who desire non-traditional 
work flexibility. What all this means is that Uber’s consumers, 
drivers, lobbyist, competitors, and other stakeholders adopt and 
copy Uber’s narrative of sharing, efficiency, and convenience 
which reporters use in online news. The double subjectivity model 
captures cumulative effects of copying and gives insight to 
complex and dynamical forces whereby gradual shifts in 
amplification-intensity in online news is made visible. 

5.2 Uber’s Future — Double Subjectivity as a Key to 
Programmable Insight 

Uber’s decision to rely on data for social influence affords the 
company to expand to new lines of business. For example, Uber 
recently expands to on-demand trucking, b) car-pooling, c) mass 
transit, and d) meal delivery services. A consequence of Uber’s 
expansion is the need to manage a vast amount of generated data 
on a daily basis—primarily narrative text—,this the human cannot 
scale through the hiring of more data scientist. Unfortunately, the 
existing tools machine learning and NLP has available to analyze 
these large quantities of data are designed for structured text which 
are inadequate for handling the Uber’s data. Furthermore, existing 
tools must go beyond identifiable variables involved in the spatio-
temporal production of human-generated data to an understanding 
of the entire assemblage. This involves factoring in the 
interworking of complex and dynamical forces coupled with 
cultural dynamics and social influence such that effective 
adjustments may be made that will transform Uber’s generated 
data into information advantages.  

Modeling double subjectivity provides a human readable tool 
in real-time whereby gradual cumulative effects are visible that 
considers identifiable variables and interactions between diverse 
forces. This tool may give Uber programmable insight into social 
influence effects and shifts in values, attitudes, and behaviors. A 
tool for gaining programming insight into how the myriad human 
and non-human variables and forces affect one another in 
associations for shifting values, attitudes, and behaviors should 

 
1 http://news.google.com/ 

reveal more about Uber’s long-term capacity to grow using data as 
its driving force for market penetration. 

6. Methods 

6.1. Dataset Description  

The news data for the study were collected from Google 
News,1 a newsfeed aggregator. Each article was selected based on 
four characteristics: a) its publication by an online news source, b) 
the prominence of the news source that generated the articles, c) 
the frequency of news publications by sources over time, and d) 
the salient terms contained in the article. All articles were 
published on the Internet between January 2015 and March 2017.  

Articles were gathered by limiting the search for keywords 
associated with Uber and transportation consequences. After the 
collection of the articles, the articles were stored in a database for 
undergoing data preprocessing that included removing errors and 
inconsistencies to improve data quality.  

6.2. Issues Networks for Online News  

The first step in the construction of an issues network for news 
frames is to define the nodes. The issues network is a collection of 
news sources and article nodes of interest joined together in pairs 
by edge connections. In this research, the news articles being 
published by online news sources and the news sources that 
generate the articles served as the nodes. Though the proposed 
model and network extends to most bodies of unstructured 
narrative text, where frame amplification may exist, this 
manuscript focus on the case of Uber for illustrating the way  
complex and dynamical forces effect shifts in attitudes, values, and 
behaviors. It is the reasoning of the authors that news sources play 
a critical role in the propagation of amplification about issues, and 
amplification in online news drives a wedge between evidence and 
beliefs [4].  

Uber is transforming the way data is used for shaping on-
demand transportation service. As such, one can expect that the 
number of articles being produced on the issue is an indicator of 
its prominence and the framing choices of the news sources. The 
framing of Uber case is key to shaping attitudes and values. Such 
framing also indicates areas of amplification. Connections are 
made between news sources through the capture of framing 
adoption over time as it happens during migration. Migration 
pathways can be understood as assemblages and adopters of online 
articles frames. This adoption is a result of the framing effects that 
happens when online news sources repeat a narrative and its 
neighboring nodes copy what is reported, thereby this news 
narrative increases prominence in the network and causes growth 
and clustering of the mass. Undoubtedly, reciprocal relationships 
(i.e., news sources using the same frame choice) can be valuable, 
but such relationships are a challenge to capture using the article 
content. This is largely due to news sources not crediting other 
news sources in reports. The resulting network aim is to capture 
structures that were created and maintained through repeated 
patterns of framing and to capture the migration path of those 
structures over time.  

6.3. Graphs and Problem Formalization  

Framing of critical socio-environmental issues in online news 
is a complex and dynamic social network, which can be studied as 
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a graph, as it is here. Graph analysis has become important in 
understanding the dynamic process in the production of news 
frames. Graphs allow for the visualization of the social network, 
showing interdependency of actors (or nodes) in terms of the social 
relationships such as friendship, kinship, or financial exchange 
[38, 39]. Graphs represent objects where order and disorder 
coexist. Graphs serve well for showing social interactions, 
influence, migration paths, and framing effects. For instance, a 
graph may expose which news sources hold central positions that 
function as points of prominence, control, and stability and may 
show edges that act as highways for lead relationships and 
exchanges of news frames. These intertwined dynamics, coupled 
with the vast amounts of online news being produced daily, make 
graphs an important tool for visualization and analysis of 
information flows pertaining to critical issues. 

The overarching research problem is expressed through the 
construction of an issues network, and the model of a news frame 
issues network is presented in this paper as a graph 𝐺𝐺 =
(𝑆𝑆𝑔𝑔𝑡𝑡 ,𝐴𝐴ℎ𝑡𝑡 ,𝐸𝐸𝑟𝑟𝑡𝑡)  consisting of a) 𝑆𝑆𝑔𝑔  that denotes a set of source 
nodes containing 𝑔𝑔 = {𝑠𝑠1, 𝑠𝑠2,⋯ , 𝑠𝑠𝑔𝑔} elements and b) 𝐴𝐴ℎ as a set 
of article nodes containing ℎ = {𝑎𝑎1, 𝑎𝑎2,⋯ , 𝑎𝑎ℎ}  elements that 
operate within the time window 𝑡𝑡 . In general,  𝑡𝑡 indicates one 
discrete time step of a reporting period. Let 𝑆𝑆𝑔𝑔 = {𝐶𝐶𝑖𝑖 ,𝐹𝐹𝑖𝑖} be the set 
of source properties, where a) 𝐶𝐶𝑖𝑖 is the set of terms (i.e., sub-issue 
keywords or content descriptors) and b) 𝐹𝐹𝑖𝑖 is the dominant frame 
choice (identity) that the news source uses. Each relation 𝑅𝑅r has a 
corresponding set of edge connections, 𝐸𝐸𝑟𝑟𝑡𝑡, directed/undirected as 
edge elements. The issues network subscript 𝑟𝑟 = 3, corresponds 
to the total number of relations. The edge set represents the 
communication channels between node pairs. 𝐴𝐴ℎ are children of 
𝑆𝑆𝑔𝑔; therefore, they may inherit the properties of the parent news 
source, as shown in Fig. 5. 

The relations (or rules denoted as 𝑅𝑅1,𝑅𝑅2,𝑅𝑅3  ) for 𝐸𝐸𝑟𝑟  edge 
connections are as follows: 

𝑹𝑹𝟏𝟏. A & A (articles to articles). A non-directional edge connection 
is constructed for 𝐸𝐸1when 𝐴𝐴ℎ(𝑎𝑎) = {𝑎𝑎: (𝑎𝑎1, 𝑎𝑎2,⋯ , 𝑎𝑎ℎ) ∈  𝐸𝐸1 } is 
the set of neighbors of 𝒂𝒂𝒉𝒉 such that 𝒂𝒂𝒉𝒉 represents articles with a 
similar sub-issue.  
𝑹𝑹𝟐𝟐. A & S (articles produced by the same source). A directional 
edge connection is constructed for 𝐸𝐸2when 𝑆𝑆𝑔𝑔  ∈  𝐸𝐸2 → 𝐴𝐴ℎ(𝑎𝑎) =
{𝑎𝑎: (𝑎𝑎1, 𝑎𝑎2,⋯ , 𝑎𝑎ℎ) ∈  𝐸𝐸2 } is the source (or producer) of the set of 
neighbors of 𝒂𝒂𝒉𝒉 articles, where 𝒂𝒂𝒉𝒉 represents articles with similar 
sub-issues.  

𝑹𝑹𝟑𝟑 . S & F (sources with sub-issue to sub-issue with the same 
frame choice). A non-directional edge connection is constructed 
for 𝐸𝐸3 when 𝑆𝑆𝑔𝑔(𝑠𝑠) = �𝑠𝑠: �𝑠𝑠1, 𝑠𝑠2,⋯ , 𝑠𝑠𝑔𝑔� ∈  𝐸𝐸3 �  is the set of 
neighbors of 𝒔𝒔𝒈𝒈  such that 𝒔𝒔𝒈𝒈 shares the same dominant frame 
choice. 

Problem: Given 𝐺𝐺 = (𝑆𝑆𝑔𝑔𝑡𝑡 ,𝐴𝐴ℎ𝑡𝑡 ,𝐸𝐸𝑟𝑟𝑡𝑡)  about 𝐼𝐼  issue, construct a 
graph for determining how frames are produced in online news 
media over time.  

6.4. Model Setup 

To model the news frame issues  network, the authors of this 
paper propose formulating a new model for information feedback 
based on a social system. The new framework is within the 
tradition of previous frameworks. These are the previous models 
[27, 9, 11, 40, 41] for studying the evolution of personal position, 

social influence multi-dimensions, and forces that cause cultural 
shifts. Axelrod’s model [9] is built on two simple assumptions: a) 
selection, a phenomenon in which people are more likely to 
interact with those who are more similar to them, and/or to be more 
receptive to influence from those who are similar and b) influence, 
a term that describes the case in which interactions tend to cause 
similarity among interacting actors. The model proposed in the 
present study promotes the additional emphasis of amplification 
that emerges as double subjectivity in narrative text. Although the 
behavior of the proposed model is similar to that in Axelrod’s [9], 
when deciding how to interact in the network, the proposed model 
differs in that insight is given into the endogenous and exogenous 
forces that may be at play in dynamic systems. Therefore, the 
double subjectivity in the proposed social influence model 
integrates cultural dynamics extensions [9, 10-12, 42, 43] with the 
cusp catastrophe model [41]. The cusp catastrophe model is useful 
for describing nonlinear relationships such as those found in 
narrative text. In the proposed model, the particular focus is on the 
different forces at work in the amplified slant employed in news 
frames as it allows for the degrees of freedom whereby alternative 
pathways may be realized. The cusp catastrophe model allows for 
understanding the different forces at work when quantifying 
framing amplification and the migration path.  

Conceptually, the switch from linear to nonlinear relationships 
involves taking into account not only a news source’s capacity to 
select (or affect), but also another news source’s capacity to be 
influenced (or affected). Thus, an important aspect of selection and 
influence is the characterization of dynamical systems not just by 
their properties, but also by their capacities.  

Consider this contextual example. When a news event occurs 
that impacts society, it thereby becomes an issue. It is partly 
defined by its properties, such as the absolute baseline facts, as 
well as being in a certain state, like the event having taken place 
on a certain day. This same news framing, however, has the 
capacity to intensify its amplification that may have the causal 
effect of a revolt or eruption by the people, an exacerbation of 

Fig. 5. A subset of the news frame issues network with two news source 
nodes with connecting articles using the same sub-issue and the same 
frame choice. The blue circles around notation S𝑔𝑔  show online news 
sources node that produced the article and propagates a central organizing 
idea (i.e., framing), orange circles around 𝐴𝐴ℎ show an online news articles 
node, black lines show edge connections among neighboring articles on 
the similar issue, golden lines show edge connections of news sources who 
produce articles covering similar issue, and the red line shows a 
managerial news frame. 
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sentiment about a group of people, or the viral sensation of the 
news frame. This can happen through interactions with news 
sources that have the capacity to exercise strong amplification and 
to simultaneously weaken the agency of the people, group, or 
opposing view.  

Properties are always reality based, since at any given point in 
time the facts—absolute baseline—are either true or false. Hence, 
facts are logical, formal, and rigid, but the causal capacity of news 
when exercising double subjectivity has a cumulative effect, which 
acts as a fabrication of what is real without being actual (or 
absolute). Unlike the limitations that facts in online news offer, 
amplification intensity within the construct of double subjectivity 
allows for the freedom to change dimensions through the 
parameterization of different forces—frame identity, justice, and 
amplification intensity—and distributions of sudden changes. The 
end effect is the perception of reality about an issue in online news 
that may offer new structure formations (or pathways) that lead to 
alternative views for shaping attitudes and beliefs. Stated 
differently, that which was only potential becomes a reality when 
changes in the different forces reach a certain critical threshold and 
a sudden jump happens. At this point, changes in beliefs can be 
tracked with the proposed model, even if the news framing 
amplification mechanism morphs the facts into something far from 
the truth.  

The cusp catastrophe model calls this possibility space “the 
response surface space and control space,” which represents all 
possible states in the system. In this research, the relationship 
among frame identity, justice (or a sense of fairness), and 
amplification intensity are acknowledged through the cusp 
catastrophe differential calculus formula, which allows the 
measurement of the rapidity or slowness with which forces can 
change. In the geometric approach to the calculus, each degree of 
freedom becomes one dimension of a possibility space. The space 
of possible states in the system allows for the differential relations 
between them to determine a certain distribution of stable states 
around points or loops of attractions. They have a fractal 
dimension (intermediate between one and two) and are referred to 
as “chaotic attractors” [40]. Thom’s cusp catastrophe model [41] 
shows specific transitions of the forces, which have the tendency 
to cycle through the same set of states over and over [44]. 

The integration of cultural dynamics and the cusp catastrophe 
model for defining the new double subjectivity social influence 
model may shed insight into deep levels of expressivity in narrative 
text where amplification offers alternative pathways and 
possibilities. This remains an emerging research topic for 
understanding the production of language that may help in 
synthesizing vast amounts of unstructured text and learning online 
social behaviors.  

The authors of this study explore the process that news sources 
use when producing online news articles. The main factors 
considered in this production are the facts, amplification intensity, 
and signals that derive from neighboring news sources. The signals 
that derive from news sources are likened to the reporter-relative 
or a floating baseline as mentioned previously. In the process of 
time, the news sources’ absolute baselines will undergo 
adjustments as the amplification intensity changes.  

6.5. Double Subjectivity Social Influence Model  

The proposed double subjectivity social influence model 
integrates cultural dynamics extensions [9, 10-12] with the cusp 

catastrophe models [41, 44] for modeling double subjectivity in 
narrative text. The cusp catastrophe model is useful for describing 
nonlinear relationships such as those found in narrative text. The 
cusp catastrophe model allows for understanding the forces at 
work when quantifying amplification and the migration path. 

Online news sources tend to produce articles about an issue 𝐼𝐼 of 
interest to society, such as Uber emergence, changes, and 
sentiment that fosters shared value and cost savings. Additionally, 
news sources may receive signals 𝛽𝛽 from other news sources on 
the importance of the issue, based on observed increase to the 
number of articles other neighboring news sources produce. They 
receive facts 𝑓𝑓 about an issue. Each news source, then, selects a 
amplification strategy 𝛼𝛼 using as the basis of its calculation the 
amplification intensity. More specifically, each news source 𝑆𝑆𝑔𝑔 
with interest in 𝐼𝐼 issue at time 𝑡𝑡 generates news articles 

𝐼𝐼(g)  = 𝛼𝛼𝑔𝑔  +  𝛽𝛽𝑔𝑔(𝑓𝑓) (1) 

where 𝛼𝛼𝑔𝑔 and 𝛽𝛽𝑔𝑔 are the coefficients of the news source while 𝑓𝑓 
are the facts received. Furthermore, it is supposed that 𝛼𝛼𝑔𝑔 
corresponds to the endogenous propensity of the news source 
nodes to express its own amplification (or double subjectivity), 
while 𝛽𝛽𝑔𝑔  represents the exogenous force in the network. In the 
first interaction, set 𝛼𝛼𝑔𝑔  = 0, denotes amplification intensity; this 
value will be calculated upon interacting with neighboring nodes 
and should change to give shape to the news source’s absolute 
baseline. Time evolves in discrete steps t = 0, 1, 2, . . ., and 𝑆𝑆𝑔𝑔(𝑡𝑡) 
denotes the mass count on 𝑆𝑆𝑔𝑔 at time 𝑡𝑡. The maximization of {𝑆𝑆𝑔𝑔} 
gives the sub-issue most important, 𝑀𝑀𝑖𝑖—a count of the largest 
cluster (the mass) of nodes reporting on an issue (case). This 
initialization of 𝛼𝛼𝑔𝑔 and 𝛽𝛽𝑔𝑔 provides access to new nodes to enter 
the overall conversation about Uber by linking to the most 
prominent mass, thereby, leveraging facts and the neighboring 
nodes of the relative baseline. This is similar to the operation 
observed in the hidden Markov model (HMM), whereby the news 
sources’ absolute baseline is hidden with adjustments made over 
time. In contrast, the relative baseline is likened to the 
observations one can make in the HMM for getting a sense of the 
state [45].  

Problem: Given {𝑆𝑆𝑔𝑔} interactions within graph 𝐺𝐺𝑡𝑡  over time, 
determine the migration path and the nonlinear, causal linkages 
about 𝐼𝐼(g).  

At the start of the process, each news source 𝑔𝑔 ∈  𝑆𝑆 has a 
nonnegative node mass associated with it, corresponding to the 
fraction of the news sources that initially reports (i.e., through 
signaling) on similar sub-issues about Uber or transportation sub-
issue. The dynamical system allows for each news source to switch 
frame choice, 𝐹𝐹(𝑒𝑒), and sub-issue interest, thereby enabling 
random selection of news source interaction. Also, news sources 
are susceptible to being influenced when they interact with 
neighboring news sources that share similar amplification 
intensity. The full state space may be calculated by counting the 
news sources as expressed as the mass vector 𝑆𝑆𝑔𝑔(𝑡𝑡).  

6.6. Defining Amplification Intensity 

The quantification of amplification intensity is situated in 
terms of the mathematical catastrophe theory [41]. Catastrophe 
theory is a branch of nonlinear dynamic systems theory that 
originated with the work of the mathematician Rene´ Thom [41] to 
help explain biological morphogenesis as one of the great 
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mysteries confronting mathematical biology. A key property in 
catastrophe theory is that the system under study is driven toward 
an equilibrium through its use of gradient descent or potential 
function for seemingly automatic guidance (i.e., through the law 
of attraction) occurring in the system, which is important in 
research on social influence, particularly when considering the 
property of convergence and stable states. The cusp model is the 
most well-known and the simplest model of catastrophe theory, 
positing that nonlinear transition within a system from one state to 
another is guided by two controlling variables: asymmetry and the 
bifurcation factor.  

Fig. 6. The image depicts the cusp catastrophe model for measuring the shift in 
news sources amplification intensity.  

Consider, for example, the social and economic inequality 
movement Occupy Wall Street. What began as small grassroots 
pressure points to address pay inequality among fast food workers 
and Walmart employees has transitioned to giving voice to 99% of 
the U.S. population and moving the political conversation in the 
U.S. election. This transition, from a grassroots protest in 
Manhattan’s Zuccotti Park to making inequality and the wealth gap 
the core of the political race, is a catastrophe in accordance with 
catastrophe theory. 

6.7. Model Variables Defined 

Frames are a characteristic of human cognition structures, that 
operate simultaneously in human minds and texts. These latent 
structures of subjective interpretation are often produced and 
transmitted through the lens of power relations, hence elites [35]. 

The strategic use of managerial, economic, or conflict frames 
as expressivity in language embedded within online news, 
particularly when reporting on critical issues that impact society, 
have grave cost and consequences, which are far reaching.  In the 
end, perceptions, beliefs, and attitudes by society become 
polarized or conflicted about critical issues even in the same 
domain, rather than society coming to a common consensus.  

According to Lakoff [13], deep frame structures—where moral 
foundations exist—must be in operation in the mind during the 
production of language for justice about critical issues to prevail.  

These emerging insights is justification for using justice in 
relation to frame identify as forces for understanding shifts in 
amplification intensity that lead to programmable insights about 
online news sources reporting on critical issues. 

Fig. 6 graphically displays the possibility space of cusp model, an 
extension of the cusp catastrophe base model. 

Let 𝑀𝑀 = {𝑀𝑀𝑎𝑎𝑛𝑛𝑎𝑎𝑔𝑔𝑒𝑒𝑟𝑟𝑖𝑖𝑎𝑎𝑀𝑀,𝐸𝐸𝐸𝐸𝐸𝐸𝑛𝑛𝐸𝐸𝐸𝐸𝑖𝑖𝐸𝐸,𝐻𝐻𝐻𝐻𝐸𝐸𝑎𝑎𝑛𝑛 𝐼𝐼𝑛𝑛𝑡𝑡𝑒𝑒𝑟𝑟𝑒𝑒𝑠𝑠𝑡𝑡}  and 𝑆𝑆 =
{𝐻𝐻𝐻𝐻𝐸𝐸𝑎𝑎𝑛𝑛 𝐼𝐼𝑛𝑛𝑡𝑡𝑒𝑒𝑟𝑟𝑒𝑒𝑠𝑠𝑡𝑡, 𝑆𝑆𝐸𝐸𝑖𝑖𝑒𝑒𝑛𝑛𝐸𝐸𝑒𝑒} be the aggregate count of the sets of 
frame choices obtained from the edge connection. 𝑆𝑆𝑔𝑔 is assigned 
the frame identity corresponding to its 𝐹𝐹𝑖𝑖 property at time 𝑡𝑡. 

Definition: Amplification is represented by  , a projection on the 
behavior surface for predicting the migration path that shows the 
gradual shift in amplification intensity of the online news source 
when shaping the frame narrative about the issue under study. 
This factor is a measure of the strength of amplification—that is, 
“weak amplification” is considered safe and is represented by 
S(ecure), and “strong amplification” is considered insecure or 
harmful and is represented by I(nsecure).  

Definition: Asymmetry control (or normal) factor is 
represented by 𝒙𝒙. This factor receives the label Justice, denoted on 
a scale that ranges from 𝐽𝐽(𝐻𝐻𝑠𝑠𝑡𝑡) 𝑡𝑡𝐸𝐸 𝑈𝑈(𝑛𝑛𝑛𝑛𝐻𝐻𝑠𝑠𝑡𝑡). Justice is a measure 
of the news source’s perception of forces about fairness where a 
multi-dimensional formulation is a desirable consideration. A 
utility-like function, we call the “aggregate” variables comprising 
of accessibility, mobility, disposable funds, low cost for ride share, 
and ubiquitous wireless technology are used to summarize forces 
that give one a sense of Justice.  

Definition: Splitting factor or bifurcation factor is represented 
by 𝐲𝐲. This factor receives the label Frame Identity, denoted as 
𝑆𝑆(𝑡𝑡𝑟𝑟𝐸𝐸𝑛𝑛𝑔𝑔) or 𝑊𝑊(𝑒𝑒𝑎𝑎𝑒𝑒). This is the perceived dominance by elites 
when reporting the news.  

The authors, here, argue that Frame Identity and the 
perception of Justice are key forces for predicting the 
amplification intensity of news sources when producing articles 
about emergent technology.  

Frame Identity is one form of amplification; it is shaped by 
strategic devices for presenting prominent aspects and 
perspectives about an issue using a strong slant for the purpose of 
conveying latent meanings about an issue [3, 35, 46]. The position 
of the authors is that Justice is of equal importance, as it captures 
the perceived sense of fairness about an issue. A discretized 
approach to opinion research has been conducted in scholarly 
research [44] and applications of cusp catastrophe [47, 48]. 

7. Visual Language 

Traces of visualization for communicating ideas predates to 
thousands of years. Recently, attention has turned to the usage of 
visualizations for audience influence and persuasion. Most 
importantly, with the influx of big data on the Internet, 
visualizations have become the premier tool for exploratory data 
analysis that enables the formation of hypothesis about a network.  

Visualization is a powerful human-oriented perception and 
comprehension tool. It provides special usability benefits, 
particularly when the goal is to monitor and analyze vast amounts 
of multi-dimensional data over time. Visualizations can provide 
insights into the spatial and temporal informational flows and 
dynamics, they allow for inference and discovery.  

The properties of visual, spatial, and time are essential to 
building human intelligence. As this research introduces the 
double subjectivity social influence model for exploring the 
interplay of the dynamical system about critical issues. In this case, 
Uber.  

In this research, a visual language that comprises alphabets 
for expressing nodes and grammar for expressing relational edge 
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connections is presented. It is used for communicating double 
subjectivity cumulative effects for understanding the spatial-
temporal dynamics underlying the network of collective influence 
of framing in online news and as a factor in the production of 
language in text narratives.  

The overarching research inquiry may be explored and is 
expressed through the construction of an online news frame issues 
network. Table 1 is the visual language for expressing and 
exploring the double subjectivity social influence model using the 
issues network for understanding the network structure and 
underpinning dynamical forces. 

Given behavior of news sources when reporting on issues that 
impact society, like Uber, are complex, the interactions are not 
static, even when measured for very short intervals. The double 

subjectivity social influence model, make visible dynamics that 
may be easily missed in big data platforms, such as the Internet. 
The instruments identified in Table 2 may be used as probes for 
gaining programmable insights into the network and the forces at 
work. 

This research offers a method for time stepwise transitions 
when navigating the dynamic online news issues network. The 
double subjectivity social influence model provides a mechanism 
for control over belief learning using the values of 𝛼𝛼𝑔𝑔, while  𝛽𝛽𝑔𝑔 
offers news sources inside signaling mechanism by leveraging 
historical knowledge about neighboring nodes. 

 

8. Possibility Space for Transitions and Steady States 

Nonlinear relationships represent a variety of possibilities 
and pathways of which the linear case is a limiting one. The 
authors propose to express the possibility space for the study using 
three variables as shown in Table 3. The possibility space 
represent simultaneous actuality and potential structures formed 
by differential interacting forces and distributions of singularities. 
The term singularities means an non-ordinary event that triggers 
a shift, such as, the repetitive framing of the need for car 
ownership in a way that bring into question its utility given its 
economic cost and utilization. The possibility space described 
here, at a minimum, is three-dimensions as we consider frame 
identity and an aggregate of justice as forces affecting the 
amplification intensity, which may cause shifts in attitudes. The 

Table 1. Visual language notations, symbols, and definitions 

NOTATION SYMBOL 

𝑆𝑆𝑔𝑔 

 

Thick blue circles around the notation 𝑆𝑆𝑔𝑔 denote online news 
sources node.  

𝐴𝐴ℎ 

 

Thin orange circles around the notation  𝐴𝐴ℎ denote an online 
news articles node. 

𝐸𝐸1 

 

Solid black lines correspond to edge connections among 
neighboring articles covering the similar issue. 

𝐸𝐸2 

 

Solid lines with colors {red, green, purple} correspond to 
edge connections of news sources who produce articles 
covering similar issue within domains. 

𝐸𝐸3 

 

Dotted lines with colors {red, blue, green, purple, orange} 
correspond to news frame choice (or strategy). 

 

Fig. 7 is an illustration given to show scenarios where news 
sources belief converges to a state of consensus, as shown in Fig. 
7(a)., and conflict, as shown in Fig. 7(b). For this illustration, one 
may use a Euclidean distance measure for showing the degree of 
change among news sources. 

Table 2.  Instruments for measuring 

NOTATION DESCRIPTION 

𝐺𝐺𝑡𝑡 Graph composed of nodes and edges with 
respect to time 𝑡𝑡 

𝑆𝑆 Total number of online news source nodes 
in a graph 

𝐴𝐴 Total number of online news articles nodes 
in a graph 

𝐸𝐸𝑎𝑎 Total number of article to article edges in a 
graph 

𝐸𝐸𝑠𝑠 Total number of article to source edges in a 
graph 

𝐸𝐸𝑓𝑓 Total number edges of sources employing 
the same frame in a graph 

𝑆𝑆𝑔𝑔(𝑡𝑡) Number of online news source nodes in a 
graph at time 𝑡𝑡 

𝐴𝐴ℎ (𝑡𝑡) Number of online news articles nodes in a 
graph at time 𝑡𝑡 

𝐴𝐴 (𝑒𝑒) Number of article edges in a graph at time 
𝑡𝑡 

𝑆𝑆 (𝑒𝑒) Number of source edges in a graph at time 
𝑡𝑡 

𝐹𝐹 (𝑒𝑒) Number of frame edges in a graph at time 𝑡𝑡 

𝑏𝑏  Amplification Intensity Constant 

𝑓𝑓(𝑏𝑏) Amplification Intensity Function 
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state of online news framing on the issue at a particular time is 
actual, while all the other available states are potential, waiting to 
be triggered into actuality by a force. 

Index-1, Index-2, and Index-3 are combined to denote state 
transitions for updating shrinkages and growth. For instance, SJS 
denotes strong frame identity (S), a sense of justness (J), and a 
sense of security or being safe (S). SJS represents an actual state. 

News sources’ selection and influence occur through 
signaling news message amplification intensity. Table 4 indicates 
where news sources change amplification intensity based on 
interactions and it is an illustration of the gains and losses that 
may occur over time. Each column shows location of growth in 
the number of recipients switching from one news source to 
another, as a result of observed amplification intensity. The 
shrinkage and growth at a single site are proportional to the 
number of recipients and the number of senders signaling.  

9.  Discussion on Influence Dynamics and Migration Path 

In this manuscript, models of cultural dynamics are integrated 
with the cusp catastrophe model to explore double subjectivity 
through quantifying the amplification intensity. The analysis 
shows that this measure (i.e., amplification intensity) has potential 
to change the network structure, as prominent mass count is not 
the only law of attraction at work. Figure 6 is a representation of 
the outcome of the model socio-temporal dynamics.  

Although the proposed model is capable of scaling to full 
dataset capacity, a small subset of the network is used for this 
preliminary evaluation. Given online news sources receive signals 
that provide a relative baseline—leveraging other news sources’ 

opinions, interpretations, and perceptions—it is most likely that a 
news source will choose interactions with similar sources. A 
chance exists for a news source to interact with another news 
source based on an increase in its amplification intensity although 
no connection exists. However, the chance is higher that news 
sources will interact only with connected sources; thus, breaking 
out of the cluster is caused by catastrophic shifts in amplification.  

With the amplification intensity function, a variant of the 
cusp catastrophe model shows possibility space in behavior when 
making decisions about trust and distrust. Any space on the 
surface response represents the state of the observed news source. 
As the news source perceives that the issue will not lead to fair 
consequences, the cusp triggers them to start attributing blame 
toward the population causing harm. For instance, the most recent 
report of Uber previous CEO distracting behavior. The 
contextualization of this case with Uber shows that a news source 
with ties to nodes that employ the frame choice of perceived 
unfairness (unjust) will notice that the sources more aligned with 
elites are becoming increasingly bullish on the value of the 
emergent technology issue that promises to deliver improved 
efficiencies and conveniences. These news sources who initially 
framed the issue as unjust attract other news sources (i.e., 
homophily) because their narrative is spreading. When feelings of 
unfairness intersect with the dominance of the elites, the news 
sources start scanning for those to whom to attribute blame, 
thereby entering a space of distrust and strong amplification. This 
kind of model is associated with hysteresis, making it hard to shift 
between surface response planes, as the migration path will be 
different.  

10. Result of Research 

Uber is a major international company with millions of 
customers. While the company uses advanced technology to offer 
its services, its main reliance is on influencing public opinions to 
improve its acceptance, reputation, and hence maintain a 
sustainable growth. Uber identified the need to keep a close eye 
on what is being said about the company in online news and 
different media. The current technology largely depends on 
humans—and traditional analytical tools—to follow-up and 
analyze Uber-related media, which can be expensive and limited 
in scale. 

This manuscript presents the programmable insight approach 
that allows the new software to manage and analyze very large 
number of digital data. Thereby, providing immediate insight into 
different Uber social influence as characterized through opinions 
formation, network growth or shrinkage, amplification shifts, and 
news influence on consumer behaviors. This approach has the 

Table 3. Possibility space index 

 

Note. Explanation of Index meanings. Index 1 
represents the control variable frame identity, which is 
the perceived dominance by elites when reporting the 
news. Index 2 represents the sense of justice in the 
handling of the issue. Index 3 represents the dependent 
variable amplification intensity, which has the effect of 
signaling a secure (or safe) or insecure (or harmful) 
issue.  

 

Table 4. Migration possibility space. 

Recipient SUI S00 SJS WUI W0I W0S WJS
SUI S00 WUI W0I
S00 SUI SJS
SJS S00 WOS WJS
WUI SUI W0I W0I
W0I S00
W0S S00
WJS W0S W0S WOS

Signaling  content (state of news sender)
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potential to give Uber a large scale, real-time overview of digital 
data social influence and causal effects of complex dynamics, 
such as their sources, growth rate, or effects of frame choice.  

 
Fig. 7. A visual representation of the model. This is an illustrative scenario of news 
source interactions where Double Subjectivity has spatial-temporal dynamics and 
social influence with causal effect. Diagram (a) shows interactions that results in 
consensus. Whereas, (b) shows the formation of an alternative path that may be 
expressed as conflict in beliefs or attitudes about Uber. This depiction shows the 
five standard communications frames used in this research and three domains 
where vast amounts of narrative unstructured text exist online. 

Over time, the programmable insight software will track the 
progress and trend of online data, providing Uber executives with 
a true map of ongoing opinions. Uber will be able to enhance 
positive trends as well as observe negative opinions early on, track 
their influence, and manage any related problems early on. 

Results will be displayed visually using a graph with nodes 
representing news sources and articles produced, and edge 
relationships representing the frame type and strength of the 
associated influence. A human executive will be able to read the 
graph and observe any new node appearing on it, as well as 
influence level measures; represented by the number of links 
going out of the node and their thickness. This node or edge metric 
will immediately inform executives the emergence of new social 
influence and opinion sources (the node), as well as their 
significance (the number and thickness of edges).  

While these metrics can be displayed in an excel sheet, it 
renders itself much easier to the graph theory, and a very large 
amount of information can be comprehended by a human person 
much faster. 

The performance gain is threefold: 

1. Spatial: The ability to observe, analyze, and provide 
"Insight" on a very large number of digital data emanating 
from many sources in real-time. Traditionally, this would 
require an army of human analysts using simple tools to 
work on each document, which could be very time 
consuming.  

2. Temporal: The software will be able to continuously 
observe a large number of online news and other digital 
data over an extended period of time, and displaying the 
temporal progress of opinions, showing not only all 
existing ones, but the history of each news source, and how 
much it has been influencing others. This will emphasize 
the dynamics of opinion, and will help focus on significant 
ones while ignoring others with less or diminishing 
influence. 

3. Cost: Running the programmable insight software will cost 
less than the efforts of human analysts. 

11. Conclusion 

In this manuscript, a new concept was presented that allows 
for an adjustment of the absolute baseline of a news source (or 
agent) that takes into account one’s amplification for expressing 
double subjectivity through news frames. Further, offered in this 
research is a) the first known formal news frame issues network 
in computer science, b) a model for learning the migration paths 
and patterns about issues, and c) the first known formulation of a 
amplification intensity function using the cusp catastrophe model 
for showing the possibility space and gradual shifts in views that 
are sensitive to news framing amplification. Preliminary 
experiments suggest that the integration of cultural dynamic 
models with a cusp catastrophe model is promising for exploring 
double subjectivity for revealing latent relationships found in 
online news articles. Future work will involve testing other 
hypotheses and unfolding the potential function to explore 
conditions of convergence. Also, future work will give treatment 
to other hypotheses associated with amplification that leads to 
trust or distrust, as a result of perceived positive consequences. 
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 The objective of this paper is to investigate the use of the 1-D wavelet analysis to extract 
several patterns from signals data sets collected from healthy and faulty input-output 
signals of control systems as a preliminary step in real-time implementation of fault 
detection diagnosis and isolation strategies. The 1-D wavelet analysis proved that is a 
useful tool   for signals processing, design and analysis based on wavelet transforms found 
in a wide range of control systems industrial applications. Based on the fact that in the real 
life there is a great similitude between the phenomena, we are motivated to extend the 
applicability of these techniques to solve similar applications from control systems field, 
such is done in our research work.  Their efficiency will be demonstrated on a case study 
mainly chosen to evaluate the impact of the uncertainties and the nonlinearities of the 
sensors and actuators on the overall performance of the control systems. The proposed 
techniques are able to extract in frequency domain some pattern features (signatures) of 
interest directly from the signals data set collected by data acquisition equipment from the 
control system.  
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1. Introduction  

This paper attention is focused now on the most likely 
actuators prone to failures during operation for a particular case 
study such as for example, an electro-pneumatic control valves 
integrated in the forward path of a neutralization wastewater 
plant control structure. These control valves dose the input flows 
of the acid and base reactants and are controlled by a 
proportional-integral (PI) controller in order to keep the pH-level 
of the neutralized solution at its target value. A pH-probe 
measures pH-actual value of the neutralized solution inside the 
reactor during the transient and steady state neutralization 
process, transmitting its feedback to the controller with time 
delay. Typically, the cause roots of the majority faults in 
neutralization control processes are the result of unexpected 
control valves failures during the frequent opening and closing 

operations, due to the backlash, dead-band, leakage, and 
blocking. In the literature several works are dedicated to identify 
some of the control valve critical failures, as a fuzzy 
classification solution for fault diagnosis of valve actuators in 
2003 well documented in [1]. Also, in 2005 are proposed 
methods to detect and to diagnose faults in HVAC control 
systems, including backlash, based on frequency and spectral 
analysis such as in [2]. Furthermore, in 2006 a graph method that 
describes each fault by three levels of knowledge is suggested in 
[3] by using a structural analysis as a powerful tool for early 
determination of the possibility to detect and isolate the faults. 
The results evaluated on the DAMADICS control valve 
benchmark model reveal “how to determine which faults in the 
benchmark need further modeling to get desired isolation 
properties of the diagnosis system”.  In 2007 was proposed a 
nonparametric statistical method in order to diagnose at least 
four valve failure issues, among them the backlash, dead-band, 
leakage, and blocking, as is mentioned in [4]. Moreover, in 2007 
was proposed a new method for detection and estimation of 
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backlash in control loops such in [5]. The detection procedure is 
automated and based on normal operating data, without 
measuring the backlash output. In addition, the proposed 
detection procedure provides an estimate of the dead-band 
caused by the backlash, in order to offer all information needed 
to compensate for the backlash. The authors from [4] revealed 
also in 2012 an interesting statistic record that confirms again 
that “among the most frequents “loop illnesses”, the valve has 
one major disorder: around of 30% of all valves has any degree 
of damage, being responsible for increase significantly loop 
variability. Two of the most frequent valve injuries are stiction 
and backlash”. The stiction causes limit-cycles in the loop that 
increases its variability, while the backlash increases the loop 
variability, reducing the control performance and inserting limit-
cycles only for integrator plants, similar to stiction failure [4]. 

 The distinction between stiction and backlash that generate 
limit cycles in the case of integrator plants is done based on a 
data-based method developed in [4]. Well, it sounds that the 
closed-loop patterns features provide enough information to 
verify when either stiction or backlash is available [4]. Also in 
2012 a new nonlinear control valve model was developed in [6] 
and its effectiveness in simulating valve stiction using 
MATLAB/SIMULINK software package was demonstrated.  In 
this research defective measurement and control loops 
equipment, in particular a pH and acid concentration loops with 
a control valve as actuator are under investigation. More 
precisely, we assume that the neutralization control process is 
subjected to known deterministic disturbances, and its pH level 
and acid concentration are controlled separately by two negative 
feedback closed-loops by using a state feedback control law 
strategy with two PI separate controllers integrated in the closed-
loop control structures. As a most suitable real time 
implementation and analysis tools are the Wavelet and Signal 
Processing Toolboxes provided by the one of the most powerful 
and well spread tools from the market such as the 
MATLAB/SIMULINK software package. This paper is 
organized as follows: in section 2 a brief control valve 
nonlinearities –terminology is introduced. In section 3 is made a 
brief description of the wavelet. In section 4 is introduced the 
neutralization process as a case study proposed in this paper. In 
section 5 are presented the main results obtained in MATLAB 
SIMULINK in time domain related to process modeling and 
closed-loop control.  In sections 6 and 7 are presented a multi 
signal 1-D wavelet analysis used finally as a basics detection tool 
of the actuators faults in control systems. The paper ends with 
the concluding remarks. 

2. The Control Valve Nonlinearities -Terminology 

To understand better the nonlinearity control valve effects 
during its operation in order to control the input acid reactant 
flow on the overall performance of the neutralization control 
process in open-loop, as well as in closed loop, the key concepts 
that inspire the following discussion of static and dynamic 
friction in control valves need first to be defined. Furthermore, 
the reader gets a better insight of the stiction (static friction) and 
backlash mechanisms and a more formal definition of all 
possible valve actuator nonlinearities well documented in [7]. 
This section reviews the American National Standard 

Institution’s (ANSI) formal definition of terms related to the 
control valve nonlinearity effects, in a similar way as is presented 
in [7]:  

1. Backlash: ‘‘In process instrumentation, it is a relative 
movement between interacting mechanical parts, resulting 
from looseness, when the motion is reversed’’.  

2. Hysteresis: ‘‘Hysteresis is that property of the element 
evidenced by the dependence of the value of the output, for 
a given excursion of the input, upon the history of prior 
excursions and the direction of the current traverse.  It is 
usually determined by subtracting the value of dead-band 
from the maximum measured separation between upscale-
going and downscale-going indications of the measured 
variable (during a full-range traverse, unless otherwise 
specified) after transient have decayed”. ISS 

This concept is illustrated in Figure 1 (a) and (c)[7] for a 
pneumatic control valve with the layout shown in Figure 2 [8]. 

 
Figure 1: The hysteresis, dead-band, and dead-zone valve nonlinearities 
(screenshot view [7], according to ANSI/ISA-S51.1-1979). 

3. Dead-band: ‘‘In process instrumentation, it is the range 
through which an input signal may be varied, upon reversal 
of direction, without initiating an observable change in 
output signal’’, as is shown in Figure 1(b).  

The dead-band is not a bijection relationship; it is 
characterized by an input-output phase lag, expressed in percent 
of its span [7]. Moreover, a combination of the effects of dead-
band and the hysteresis may be met as a new nonlinearity in a 
control valve actuator, as is shown in Figure 1(c). “Some reversal 
of output may be expected for any small reversal of input. This 
distinguishes hysteresis from dead-band’’ [7]. 

4. Dead-zone: ‘‘It is a predetermined range of input through 
which the output remains unchanged, irrespective of the 
direction of change of the input signal’’, as is shown in 
Figure 1(d).  

Unlike dead-band, the dead-zone doesn’t produce an input - 
output phase leg, so it is expressed by a bijective input-output 
relationship. 
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Figure 2: The structure of the pressure control valve (snapshot view [8])  

These definitions reveal that the term ‘‘backlash’’ 
specifically applies to the slack or looseness of the mechanical 
part when the motion changes its direction [7]. In addition, the 
above ANSI (ISA-S51.1-1979) definitions illustrated clearly in 
Figure 1 prove without doubt that hysteresis and dead-band 
nonlinearities have distinct effects on a control valve. More 
precisely, the dead-band can be quantified in terms of x-axis 
input signal span, while hysteresis refers to a separation in the y-
axis measured (output) response [7]. The combined effects of the 
static and dynamic effects of the previous nonlinearities generate 
one of the most complex control valve nonlinearity known under 
the name of control valve stiction (static friction). Its input–
output characteristics consist of four components: dead-band, 
stick-band, slip jump and the moving phase of a stiction faulty 
valve as is shown in Figure 3 [7]. 

 

Figure 3: The characteristics of a sticky faulty control valve (Screenshot view 
[7]) 

The behavior of a sticky faulty valve is completely described 
in [7] as ‘‘a property of an element such that its smooth 
movement in response to a varying input is preceded by a sudden 
abrupt jump called the slip-jump. Slip-jump is expressed as a 
percentage of the output span. Its origin in a mechanical system 
is static friction which exceeds the friction during smooth 
movement’’. In this description the dead-band and stick-band 
represent the behavior of the non-moving control valve, while its 
input keeps changing. The slip jump releases suddenly the 
potential energy stored in the control valve chambers due to its 
stem high static friction in order to balance the kinetic energy as 
the valve starts to move. More precisely, the magnitude of the 
slip jump is one of the main causes in generating the limit cyclic 
behavior by the control valve stiction [7]. Once the valve slips, 
it continues to move until it sticks again (e.g., in the point E from 
Figure 3), and during all this moving-phase was proved that the 

dynamic friction may be much lower than the static friction [7]. 
The definition of the stiction well illustrated in Figure 3 can be 
considered as a rigorous description of the effects of friction in a 
control valve.  Closing, these definitions will be very useful in 
the following sections to characterize the pattern features of the 
impact of several actuators nonlinearities in industrial control 
systems practice; under consideration will be the both 
continuous and discrete time state-space models of healthy and 
faulty open or feedback closed-loop control systems 
configurations. The healthy and faulty control systems responses 
from time domain will be converted in frequency domain by 
using different types of wavelet transforms that will be defined 
in the next section. Based on wavelet analysis in frequency 
domain will be extracted the matching pattern features that 
characterize each control valve nonlinearity under investigation.  

3. Wavelet Signals Processing Technique Approach  

The signal processing approach is one of the most used 
techniques used in practice for signal analysis. It is focused on 
particular signal characteristics, dealing also with the effects of 
the “white” or “colored” noises that contaminate the useful 
signals, by using statistical methods, such as the signals 
correlation and autocorrelation functions, covariance and cross-
covariance, power spectral density, likelihood, or the 
autoregressive-moving-average (ARMA) models [9]. Frequency 
analysis is suitable for detecting the signals that contain 
particular meaningful frequency information, very useful to be 
used for example to detect, diagnose and isolate the healthy or 
faulty behavior of the control systems as response to the effects 
of a particular actuator nonlinearity or sensor faults, known in 
the control system literature as fault detection and isolation (FDI) 
techniques [10].  In this paper work are extracted only some of 
the pattern features of the healthy or faulty responses 
corresponding to control valve (actuator) nonlinearities under 
investigation. The wavelet transform is useful to detect the 
abrupt changes (signals pattern features) in the faulty actuators 
or sensors.  It provides a useful set of time-scale or time-
frequency domain tools and techniques to operate on a large 
range of signals [9]. The wavelet transform carries out a special 
form of analysis by shifting the original signal from the time 
domain into the time–frequency [11]. According to [11] “the 
idea behind the wavelet transform is to define a set of basic 
functions that allow an efficient, informative and useful 
representation of signals”, and first preliminary attempts to 
demonstrate the new theory based on the wavelet analysis started 
with the modeling of “a certain signal by a combination of 
translations and dilations of a simple, oscillatory function of 
finite duration, named wavelet “, and this technique is referred 
to as a continuous wavelet transform (CWT) [9]. In [11] also is 
mention that “Having emerged from advancement in time–
frequency localization from the short–time Fourier analysis, the 
wavelet theory provides facilities for a flexible analysis as 
wavelets figuratively “zoom” into a frequency range. Moreover, 
the “wavelet methods constitute the underpinning of a new 
comprehension of time–frequency analysis”.  Based on CWT 
many other wavelet analysis techniques have been developed in 
the literature [9], among them, due to paper space limitation, 
only one of these it will be considered. Depending on the 
intended purpose, if low-frequency information is required then 
the wavelet analysis deals with long time intervals, otherwise it 
will deal with short time intervals when high-frequency 
information is preferred.  In the following we will give some 
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definitions that can be of real interest for the readers in order to 
have a good insight on all these concepts related to wavelet 
transforms as well as their manipulation in signals analysis and 
processing.  

CWT Definition 1: The continuous-time wavelet transform 

of one-dimensional real-valued function, )(2)( RLtf ∈ -Hilbert 

space, measurable and square-integrable, i.e. ∞<∫
+∞

∞−
dttf 2|)(|

, with respect to a wavelet function )(tψ is defined as the sum 
over all time of the signal multiplied by scaled, shifted versions 
of function )(tψ [9]: 

dt
s

ut
tf

s
usWf )(*)(

1
),(

−
∫
+∞

∞−
= ψ   (1) 

where )(* tψ  represents the complex-conjugate of the “mother 
wavelet” )(tψ , a  real or complex-valued continuous time 
function that must satisfy the following two conditions: 

)(tψ  is a function with zero-average: 

 0)( =∫
+∞

−∞
dttψ     (2) 

)(2)( RLt ∈ψ , i.e. is a squared-integrable function, i.e.  

∞<∫
+∞

∞−
dtt 2|)(|ψ

. 

A “mother wavelet” is a waveform for which the most energy 
is restricted to a finite duration [9], with the mention that there 
are an infinite number of the functions that candidate to be 
considered as a “mother wavelet”.  

In Eq. (2) the variable s is a “scale” or “dilation” variable that 
performs  a stretching or compressing action on the “mother 
wavelet” while the variable u is referred as a “time shifting” or 
“translation” that delays or hastens the signal start. 

  More precisely, the function )(*
s

ut −
ψ  means that the 

mother wavelet )(tψ is shifted over time with u units of time and 
s times dilated. Therefore the wavelet analysis is a powerful tool 
that provides a time-scale view of the signal under investigation.   

Denoting by  

 )
1

(
1

)(
ss

ts −= ψψ                                        (3) 

then the  CWT of the continuous function )(2)( RLtf ∈ can 
be expressed by a  the following convolution product (*): 

                     )(*),( usfusWf ψ=                                   (4) 

Also, it is worth to emphasize that the result of applying 
CWT to a signal under investigation is a wavelet coefficient 

vector that is a function of scale and translation g(s, u). An 
interesting interpretation related to a wavelet coefficient vector 
is done in [9], stating that “each coefficient represents how 
closely correlated a scaled wavelet is with the portion of the 
signal which is determined by translation”.  The CWT 
coefficients are nothing else than time-scale view of the analyzed 
signal, and so the CWT is an important analysis tool capable to 
“offers insight into both time and frequency domain signal 
properties” [9].  The results of this interpretation lead to the 
following useful observations [9] that will be considered for 
developing the proposed wavelet signals processing and analysis 
strategy:  

The higher scales correspond to the “most” stretched 
wavelets, furthermore “the more stretched the wavelet, the 
longer the portion of the signal with which is compared, and thus 
the coarser the signal patterns features measured by the wavelet 
coefficients”.   

The “…coarser features called “approximations” providing 
basic shapes and properties of the  original signal under 
investigation correspond to low frequency components, whereas 
the low scale components capture the high frequency 
information, called “details”…”. 

The main drawback of CWT is its computationally 
inefficiency due to the calculation of the CWT coefficients at 
every single scale with an impressive amount of work generating 
a huge bunch of data that must be stored in a considerable 
computer memory space. An alternative to the CWT is the 
discrete wavelet transform DWT, much more efficient and of 
high accuracy.  The DWT is based on the wavelet analysis at 
particular scales and translations that are power of two, such as 
2, 4, 6, 16, and so on [9], [10]. In [9] is stated that “the 
approximations” of the signals under investigation “provide 
basic trends and characteristics of the original signals, whereas 
the details provide the flavor of the signal”, and the result of the 
applying DWT on the analyzed original signal is the so called 
wavelet decomposition around two key coefficient vectors, one 
of them is an “approximation” coefficient vector Ca, and other 
one is a “detail” coefficient vector Cd, representing 
“approximations” and “details”  of the original signals under 
consideration.  If the decomposition is repeated on the 
approximations in each stage, then the multiple stage DWT will 
break down the original analyzed signal into many successively 
lower resolution components, as is shown in [9], section 5.1.2, 
pp.79. According to [9] “at each stage, the approximation 
coefficient Ca represents the signal trend, and the detailed 
coefficient Cd   includes the   information on noise or nuance”.  
The inverse process opposite to decomposition is the signal 
reconstruction by using an inverse discrete wavelet transform 
(IDWT).  More details about sample wavelet definitions known 
as Haar, Mexican Hat, Morlet and Daubechies wavelets are well 
documented in [10]. Using the MATLAB/SIMULINK   Wavelet 
and Processing Toolboxes will be implemented in real time the 
proposed  multifractal and multisignal 1-D wavelet analysis 
strategy following the guidelines from  [13], [14].  

4. Case Study: pH Neutralization Plant 
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For simulation purpose the experimental setup for the pH 
neutralization process and the dynamic model coefficients are 
the same as in [15]. The tank layout is shown in Figure 3.  

 
Figure 4: The reactor tank layout (screen shot view [11], pp. 41, Section 4) 

Of technical viewpoint as the piping and instrumentation 
diagram layout, the tank and the overall architecture we preferred 
the simplified representation shown in Figure 4 to Figure 7 
reproduced from [11] for their simplicity and better insight. They 
are related to the same pH neutralization process, only the 
coefficients of the models make the difference due to the changes 
in reactors geometry, flow rates and concentrations of acid and 
alkaline reactants. 

 
Figure 5: Piping and Instrumentation Diagram of pH neutralization plant (screen 
shot view [11], pp. 37, Section 3) 

 
Figure 6: The picture of the neutralization pilot plant (snapshot view [11], pp. 38, 
Section 3) 

 
Figure 7: Overall architecture of the pH neutralization pilot plant (screen shot 
view [11], pp. 39, Section 3)  

In Figure 8 is shown the block scheme of the both control 
loops, i.e. pH concentration value, and level of the solution inside 
the neutralization reactor.  

 
Figure 8: The SIMULINK model of the solution level control inside of the 
neutralized reactor and pH control closed-loops [15] 

In Figure 9 is shown the SIMULINK model of the pH- 
controller with a back-propagation windup reset to avoid the 
saturation of the integrator due to the saturation nonlinearity of 
the control valve actuator. In Figure 10 and Figure11 is shown in 
detail the PI level controller with a windup reset from the same 
raison as for PI pH-controller. 

 
Figure 9: The SIMULINK model of pH controller with windup integrator [15] 
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Figure 10: The simplified SIMULINK model of the Level PI   Controller Block 
[15] 

5. MATLAB and SIMULINK Simulations Results in Time 
Domain 

In this section we will present the simulation results of the 
control system performance in closed-loop, in time domain.  

A. Healthy Control System with Pump and Control Valve 
Actuator Enabled 

The pH step response is shown in Figure 11, for which the 
input profile changes the initial step input from pH12 after 5000 
seconds (1h23min) to standardized pH8, the total simulation 
time taking 10000 seconds (2h46min). 

      

(a) 

 

(b) 

Figure 11: The step response of the pH concentration of the neutralized solution 
inside the reactor. 

Legend: a. Control valve enabled  

               b. Pump enabled    

From performance analysis prospective the simulation 
results reveal a very accurate performance for the both PI 
controllers with windup reset. All these simulation results are 
carried out in a MATLAB SIMULINK simulation environment 
based on the SIMULINK model of the overall control system 
structure with the both feedback closed-loops, shown in Figure 
12, similar as is developed in [16]. The step response of the level 
of neutralized solution inside the reactor controlled by a PI 
controller with windup reset is shown in Figure 12.  In Figure 13 
is presented the step response of the neutralized solution level 
inside the reactor. The controller efforts for pH and level are 
shown in Figure 14 and Figure 15.  

 
Figure 12: The SIMULINK model of the overall closed-loop control system [15] 

 

Figure 13: The step response of the neutralized solution level inside the reactor. 

Let us now to consider the presence of a time delay in the pH 
control loop, i.e. pH sensor transmits the pH measured value to 
the input of the pH controller with certain amount of transport 
delay, let say for example 10 seconds, same value as is the time 
constant of the pH controller, you can see in Figure 16 that the 
pH control loop starts to oscillate at beginning of the simulations 
reaching the target steady-state for a while (2000 seconds) since 
after the first switching moment in setting point the closed-loop 
reaches the limit of stability around the second target setting 
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point, thus the controller becomes now inadequately. In this case 
is required a simple adaptive Smith-Predictor control structure 
for controlling time-delay systems, such is developed in [16].  

 
(a) 

 
(b) 

Figure 14:  The SIMULINK simulations of the pH controller effort in closed-
loop  

 Legend: a. Control valve enabled 

               b. Pump enabled     

 

Figure 15:  The SIMULINK simulations of the controller level effort in closed-
loop  

A considerable control effort of pH controller can be seen in 
this case in Figure 17. During these simulations no interferences 
between the two controls loops were noticed, thus the level 
control loop still remains very accurate.  

 
Figure16:  The SIMULINK simulations of the pH concentration in closed-loop 
with 10 seconds time delay in signal transmission  

 
Figure 17:  The SIMULINK simulations of pH controller effort in the     presence 
of 10 seconds time delay in signal transmission   

B. Faulty Control System with Control Valve Actuator 
Enabled 

In this subsection we analyze the impact of control valve 
actuator nonlinearities on the overall control system performance. 

1. Backlash control valve actuator nonlinearity shown in 
Figure 18 with dead-band width = 0.7, SIMULINK model. 

In Figure 19 is shown the impact of the control valve 
backlash nonlinearity on the pH closed-loop control for the same 
set point input profile setup and the same tuning values for the 
pH controller parameters as for healthy control system structure. 
In this case the overall performance of pH control closed-loop 
degrades significantly. This is the first pattern feature extracted 
from measured pH output signal in time domain that will be 
analyzed in frequency domain by using a fractal analysis based 
on the wavelet transforms. The control effort is considerable also 
in this case, as is shown in Figure 20.  

2. Coulomb and Viscous friction nonlinearity in control 
valve actuator shown in Figure 21 with the coefficient of viscous 
friction (gain) = 0.1, the Coulomb friction value (offset) = 1, 
SIMULINK model. 
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Figure 18:  SIMULINK model of the control valve actuator with backlash 
nonlinearity (dead-band width = 0.7) 

 

Figure 19: The impact of backlash control valve actuator nonlinearity on the pH 
evolution in closed-loop (dead-band width = 0.7, SIMULINK model).  

 

Figure 20:  The pH control effort in the presence of backlash nonlinearity in the 
control valve actuator integrated in the pH control closed-loop (dead-band width 
= 0.7).  

3. Dead-zone nonlinearity in control valve actuator shown 
in Figure 23 with a symmetric dead-zone width = 1, SIMULINK     
model. 

 
Figure 21: SIMULINK model of the control valve actuator with Coulomb and 
Viscous friction nonlinearity, SIMULINK model 

Similar, compared to backlash nonlinearity case the overall 
performance of pH control closed-loop degrades drastically, as 
is shown in Figure 22. This is the second pattern feature extracted 
from measured pH output signal in time domain that will be 
analyzed in frequency domain by using a fractal analysis based 
on the wavelet transforms.  

 

Figure 22: The impact of Coulomb and viscous friction nonlinearity of control 
valve actuator on the pH evolution in closed-loop (Coefficient of viscous friction 
(gain) = 0.1, the Coulomb friction value (offset) = 1, SIMULINK model).  

 

Figure 23 SIMULINK model of the control valve actuator with Dead-zone 
nonlinearity, SIMULINK model (dead-zone width =1) 

The impact of dead-zone nonlinearity on the overall 
performance is shown in Figure 24. This is the third pattern 
feature extracted from measured pH output signal in time domain 
that will be analyzed in frequency domain by using a fractal 
analysis based on the wavelet transforms. 
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Figure 24: The impact of Dead-zone nonlinearity of control valve actuator on the 
pH evolution in closed-loop (dead-zone width = 1, SIMULINK model). 

4. Saturation nonlinearity in control valve actuator 
shown in Figure 25 with superior limit = 0.5 [Pa], and the inferior 
limit = 0[Pa], SIMULINK model. 

 
Figure 25: SIMULINK model of the control valve actuator with saturation 
nonlinearity, SIMULINK model  

Figure 26: The impact of saturation nonlinearity of control valve actuator on the 
pH evolution in closed-loop (dead-zone width = 1, SIMULINK model).  

6. Multisignal 1-D Wavelet Analysis - MATLAB 
Simulations Results 

1-D Multisignal Definition 2: A 1-D multisignal is a set of 1-D 
signals of same length stored as a matrix organized rowwise (or 
columnwise) [14]. In the proposed case study all the signals are 
stored in a matrix with two rowwises, in a first row is stored the 
healthy signal and in second one is stored the corresponding 
faulty signal representing the impact of each actuator 
nonlinearity on the overall performance of healthy control 
system.  The purpose of this section is to make a wavelet analysis 
of the 1-D multisignal set containing all the nonlinearities 
described in the previous section. How you will see the wavelet 
analysis is a precious analysis tool to denoise, compress and 
cluster different representations or their simplified versions. In 
first step a deeply analyze is made for all  the signals collected 
in the previous section from the closed-loop control system, and 
then we will find some representations and also simplified 
versions for  these signals by reconstructing their approximations  
at given levels,  denoising and compressing them.  

Denoising and compressing are two of the main applications of 
wavelets, often used as a preprocessing step before clustering 
[14]. The last step performs several clustering strategies and 
compares them. It allows summarizing a large set of signals 
using sparse wavelet representations. In Figure 27 you get an 
overall image about the impact of all control valve actuator 
nonlinearities on the closed-loop performance of the 
neutralization control system discussed in previous section.  

 

Figure 27: The impact of the control valve nonlinearities on the closed-loop 
performance of pH control system  

The same overall image you can get as more attractive in a 
3-D representation of all these nonlinearities including also the 
healthy control system, as a reference for  the severity of each 
impact, is offered in Figure 28, The 3-D representation is 
preferred  in addition to highlight  the periodicity of the 
multisignal. 
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Figure 28: The 3-D representation of the impact of several control valve 
nonlinearities, on the closed-loop control system performance. 

In 3-D representation each nonlinearity impact can be seen more 
clearly. In Figure 29 is shown the row decomposition of the 
multisignal related to the following fields of the generated 
structure in MATLAB R2013a: 
dirDec: 'r' (row decomposition) 
         Level of decomposition: 7 
         wname: 'sym4'(near symmetric wavelet, as is shown 
                      in Figure 29)  
         dwtFilters: [1×1 struct] 
         dwtEXTM: 'sym' 
         dwtShift: 0 
         dataSize: [35 1440] 
            ca: [35×18 double] 
            cd: {1×7 cell} 

 
Figure 29: The symlet wavelet (“sym4’) representation  

MATLAB Wavelets Toolbox offers you more facilities to get 
information about all these wavelets functions using the 
MATLAB command waveinfo(‘name’), where ‘name’ is the 
assigned short name for the wavelets families such as ‘sym’, 
‘morl’, ‘haar’, ‘db’, and so on.  The reconstruction of the 
approximations at level 7 for each row signal is shown in Figure 
30.  The signals reconstructed are also compared in the same 
graph to the original signals. Furthermore, to get a better insight 
about the control valve nonlinearities under investigation in 
Figure 31 the signals are split in two groups, in the first group 
the healthy signal, the backlash and Coulomb viscous friction, 
and in second group the last two nonlinearities, control valve 
dead-zone and saturation.  

 

Figure 30: The original signals and the reconstruction of the approximations at 
level 7 for each row.  

The top plot shows all the original signals and the bottom one 
shows all the corresponding approximations at level 7. As it can 
be seen, the general shape is captured by the approximations at 
level 7, but sometimes some interesting features are lost, as for 
example, the bumps at the beginning and at the end of the signals 
could disappear.  

In order to perform a more subtle simplification of the 
multisignal preserving these bumps a denoise operation of  the 
multisignal is useful. The denoising procedure is performed in 
MATLAB R2013a following three steps, namely [15]: 

• Decomposition: First is required to select a wavelet 
function and to set up the level of its decomposition N, 
and then compute the wavelet decompositions of the 
signals at level N. 

• Thresholding: For each level from 1 to N and for each 
signal, a threshold is selected and thresholding is 
applied to the detail coefficients. 

• Reconstruction: Compute wavelet reconstructions 
using the original approximation coefficients of level N 
and the modified detail coefficients of levels from 1 to 
N. 

If a slightly change will be made at the level of 
decomposition by changing N from 7 to N = 5 in Figure 32 can 
be seen similar results as in Figure 30, but now the quality of the 
results is better since the bumps at the beginning and at the end 
of the signals are well recovered. Conversely, in the same figure 
the residuals look like a noise except for some remaining bumps 
due to the signals. Furthermore, the magnitude of these 
remaining bumps is of a small order. 

In Figure 33 are shown the results of the signals compression 
operation that follows the same three steps as in denoising case, 
a slightly difference in terms of the procedure is found only in 
step 2 that where  two compression approaches are available 
[15]: 
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Figure 31: The signals and approximations at level 7 of row decomposition split 
in two groups 

In the first approach the wavelet signals are expanded and 
keep the largest absolute value coefficients; in this case, a global 
threshold, a compression performance, or a relative square norm 
recovery performance can be set [15]. Therefore, for this 
approach only a single signal-dependent parameter needs to be 
selected. In the second approach a determined level-dependent 
threshold is chosen visually. The compression performance can 
be evaluated by calculating the corresponding densities of 
nonzero elements, as is shown in Figure 34.  

For all the control valve nonlinearities under investigation 
that causes faulty signals, as well as for healthy signal, the 
percentage of required coefficients to recover 99% of the energy 
is the same, approximately   0.75%.  This is one of the stronger 
wavelets features to prove a high capacity to concentrate all 
signal energy in few coefficients [15].  

The last step is the clustering of the wavelets signals that 
offers a convenient procedure to summarize a large set of signals 
using sparse wavelet representations (with small number of 
elements). In Figure 35 the wavelets signals are clustered by 3. 
The first one is related to  the Coulomb viscous friction  
nonlinearity  of the control valve, the second cluster is related to  
the  healthy and baclash nonlinearity, and the third cluster is 
related to dead-zone and saturation nonlinearities.  

Figure 32: The original signals, their approximations at level 5 of row 
decomposition, and the residuals. 

 
Figure 33:  The original and compressed signals and the  corresponding residuals 

 
Figure 34: The percentage of nonzero coefficients for all the control valve 
nonlinearities wavelet signals 
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Figure 35: The three clusters of  the wavelets signals correspondin to the healthy 
and control valve nonlinearities 

 
Figure 36: The partition of each cluster in healthy and faulty control valve signals  

7. 1-D Wavelet Analysis as a Detection Tool of the 
Actuators Faults in Control Systems 

In this section we investigate how to use the 1-D wavelet 
analysis to detect changes in the variance of a process control. 

 Changes in signal variance provide precious information 
anytime when something fundamental has changed about the 
data-generating mechanism that is basically the main idea of 
implementation for Fault Detection Diagnosis and Isolation 
(FDDI) strategies capable for detection, diagnosis and isolation 
of the faults that occur in actuators and sensors in a lot of control 
systems applications. In this section we investigate the 
effectiveness of using the 1-D wavelet analysis to detect some 
anomalies caused by malfunctioning of the equipment or 
different control system parts, especially actuators and sensors 
more likely prone to the errors.  Encouraged by the experience 
and the preliminary results obtained in the control systems field, 
such as modeling and process identification, state estimation and 
FDI control strategies,   a new FDI approach based on signal 
processing analysis to improve the accuracy, robustness and 

implementation design of these techniques is a big challenge. For 
simulation purpose we analyze only the impact on the overall 
closed-loop control performance of two control valve actuator 
nonlinearities, namely the backlash and Coulomb viscous 
friction, met frequently in the control industrial applications, as 
is shown in the Figures 37 and 38. In the Figure 37 is shown the 
SIMULINK model of the backlash nonlinearity that occurs often 
in control valve actuator, with the injection mechanism of the 
related fault at the instant tfault_injection = 7000 seconds. The set 
point input profile changes also at the instant tSP1=5000 seconds, 
from pH12 to pH8. Similar, in the Figure 38 is shown the 
SIMULINK model of the Coulomb viscous friction control valve 
nonlinearity and the injection mechanism of the related fault. 
Similar, in Figure 39 is presented the mechanism of generating 
the values for the backlash width using the clock block and if-
then with separate triggered action block. 

 
Figure 37: The SIMULINK model of backlash nonlinearity in the  faulty control 
valve and  the injection mechanism 

In the Figures 40 and 41 are shown the injection instant of 
the both faults (backlash and Coulomb viscous friction), and also 
the faulty behavior of the control system after this instant. 

 Precious information about the time detection and the 
severity of the faults in each case is provided by the residuals 
defined as a difference between the healthy signal output (free 
fault) of the control system and faulty signal output, as is shown 
in Figure 42 and 43.  

 
Figure 38: The SIMULINK model of Coulomb viscous friction  nonlinearity in 
the  faulty control valve and  the injection mechanism. 
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Figure 39: The SIMULINK model of   generating the width  values for backlash 
nonlinearity in the  faulty control valve required in  the injection mechanism. 

 
Figure 40: The MATLAB simulation results for healthy and faulty behavior 
caused by the backlash nonlinearity in the  control valve actuator 

Amongst the wavelets families functions the Morlet wavelet 
function shown in Figure 44 is suitable for continuous analysis 
using a continuous wavelet transform (CWT) [10], [17].  There 
is no scaling function associated with the Morlet wavelet. In 
many signal processing applications the Daubechies wavelet 
family functions are most used, especially for discrete wavelet 
transforms (DWT) [19].  To display detailed information about 
the Daubechies’ least asymmetric orthogonal wavelets is used 
the MATLAB command waveinfo('sym'). To compute the 
wavelet and scaling function (if available), use wavefun( ): 

             [psi,xval] = wavefun('morl',10); 
             plot(xval,psi); title('Morlet Wavelet'); 

 
Figure 41: The MATLAB simulation results for healthy and faulty behavior 
caused by the Coulomb viscous  friction in the  control valve  actuator 

 

Figure 42: The MATLAB simulation results for output control system residual 
caused by the  backlash nonlinearity in the  control valve actuator 

 

Figure 43: The MATLAB simulation results for output control system residual 
caused by the  Coulomb viscous friction in the  control valve actuator 

For wavelets associated with a multiresolution analysis can 
be computed both the scaling function and wavelet. The 
following MATLAB code returns the scaling function and 
wavelet for the Daubechies’ extremal phase wavelet with 4 
vanishing moments [17], as is shown in Figure 45: 

[phi,psi,xval] = wavefun('db4',10); 

subplot(211); 

plot(xval,phi); 

title('db4 Scaling Function'); 

subplot(212); 

plot(xval,psi); 

title('db4 Wavelet'); 
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Figure 44: The Morlet wavelet function representation with 10 vanishing 
moments 

 
Figure 45: The Daubechies’ extremal phase wavelet with 4 vanishing moments 

In discrete wavelet analysis, the analysis and synthesis filters 
are of more interest than the associated scaling function and 
wavelet. For filter design and implementation you can use 
wfilters( ) to obtain the analysis and synthesis filters. For 
example, in order to obtain the decomposition (analysis) and 
reconstruction (synthesis) filters for the Bspline biorthogonal 
wavelet is required to  specify 3 vanishing moments in the 
synthesis wavelet and 5 vanishing moments in the analysis 
wavelet with the following MATLAB cod lines to generate and 
to  plot the filters’ impulse responses, very useful in this section 
for fault detection based on the wavelets filters analysis and 
synthesis (Low Pass Filters and High Pass Filters, used for low 
frequencies and high frequencies signals filtration respectively) 
[17]:   

[LoD, HiD, LoR, HiR] = wfilters('bior3.5'); 
subplot(221); 
stem(LoD); 
title('Lowpass Analysis Filter'); 

subplot(222); 
stem(HiD); 
title('Highpass Analysis Filter'); 
subplot(223); 
stem(LoR); 
title('Lowpass Synthesis Filter'); 
subplot(224); 
stem(HiR); 

                                 title('Highpass Synthesis Filter'); 

The simulation results are shown in Figure 46.  

 
Figure 46: The Daubechies’ extremal phase wavelet with 4 vanishing moments 

The Daubechies wavelets (dbN) are the Daubechies’ 
extremal phase wavelets, for which N refers to the number of 
vanishing moments. These filters are also referred to in the 
literature by the number of filter taps, which is 2N [17], [21]. 
The Symlet wavelets (symN) are also known as Daubechies’ 
least-asymmetric wavelets. The symlets are more symmetric 
than the extremal phase wavelets. In symN, N is the number of 
vanishing moments. These filters are also referred to in the 
literature by the number of filter taps, which is 2N [17], [21].To 
obtain a survey of the main properties of this family, you must 
enter waveinfo('bior') at the MATLAB command line. More 
precisely, the orthogonal and biorthogonal filter banks are 
arrangements of lowpass, highpass, and bandpass filters that 
divide the signals data sets into subbands [17], [21]. If the 
subbands are not modified, these filters enable perfect 
reconstruction of the original data. In most applications, the data 
are processed differently in the different subbands and then 
reconstruct a modified version of the original data. Orthogonal 
filter banks do not have linear phase. Biorthogonal filter banks 
do have linear phase [17], [21]. The wavelet and scaling filters 
are specified by the number of the vanishing moments, which 
allows removing or retaining polynomial behavior in the signals 
data sets. Furthermore, lifting allows designing perfect 
reconstruction filter banks with specific properties. In order to 
obtain and use the most common orthogonal and biorthogonal 
wavelet filters can be used Wavelet Toolbox™ functions [17].  
The design of custom perfect reconstruction filter bank can be 
performed through elementary lifting steps. In addition, can also 
be added your own custom wavelet filters. However, by using 
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the wavelet filter bank architecture depicted in Figure 47 it is 
possible to obtain residues that change in a noticeable manner in 
order to offer precious information about the time detection of 
the faults and its severity [19, 20]. The subband model is 
suggested in [19] of the form: 

           𝑀𝑀(𝑧𝑧) = (1 − 𝑧𝑧−1)−𝑠𝑠(𝑎𝑎 + 𝑏𝑏𝑧𝑧−1)                                  (5) 

where s is an integer number and a, b are real numbers. In [19] 
is used the ‘db8’ wavelet for wavelet filter bank design of level 
3 decomposition [19] for a  Single-Input Single-Output (SISO) 
plant  extended in [20] for a Multivariable (MIMO) plant. A 
wavelet based-frequency subband analytical redundancy scheme 
to calculate the residuals for different faults is shown in Figure 
48, and used for wavelet filter bank synthesis and analysis of 
level 3 decomposition in [19, 20] , and also in our case study. In 
this scheme G(z) and H(z) represent the z-transforms of the low 
pass filter (LPF) and high pass filter (HPF) respectively.  A two-
channel critically sampled filter bank filters the input signal 
using a lowpass and highpass filter [21].  The subband outputs 
of the filters are downsampled by two to preserve the overall 
number of samples. To reconstruct the input, upsample by two 
and then interpolate the results using the lowpass and highpass 
synthesis filters. If the filters satisfy certain properties, a perfect 
reconstruction of the input is achieved [21].  In Figure 49 is 
proved this perfect reconstruction by representing in the same 
graph the original faulty pH output signal (in the top) and the 
reconstruction faulty ph waveform response.  

 

 
Figure 47:  Original wavelet analytical redundancy architecture for (a) input-
output and (b) output-output consistency (snapshot view from [19], [20]) 

At each successive level, the number of scaling and wavelet 
coefficients is downsampled by two so the total number of 
coefficients is preserved. In order to obtain the level three DWT 
of the pH faulty signal is using the 'sym4' orthogonal filter bank, 
using the MATLAB code line [21]: 

                           [C,L] = wavedec(wecg,3,'sym4'); 
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Figure 48: A wavelet based-frequency subband analytical redundancy scheme 
(suggested in [19, 20]) 

 
Figure 49:  The original and reconstruct pH faulty signals 

The number of coefficients by level is contained in the vector 
L. The first element of L is equal to 256, which represents the 
number of scaling coefficients at level 3 (the final level). The 
second element of L is the number of wavelet coefficients at level 
3. Subsequent elements give the number of wavelet coefficients 
at higher levels until the final element of L is reached. The final 
element of L is equal to the number of samples in the original 
signal. The scaling and wavelet coefficients are stored in the 
vector C in the same order. In order to extract the scaling or 
wavelet coefficients, the MATLAB commands appcoef ( 
) or detcoef.( ) can be used. All the wavelet coefficients are 
extracted in a cell array and final-level scaling coefficients [21]. 
In the Figures 50 and 51 are shown all these coefficients for 
faulty pH signal caused by backlash nonlinearity and for healthy 
pH signal (free faults) respectively.  
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Figure 50: The detailed vectors coefficients D1, D2, D3 and approximation 
vector coefficients A3 for faulty pH signal caused by the backlash in control 
valve actuator. 

The residuals of the detailed coefficients Res1D, Res2D, 
Res3D and also of the approximation coefficients Res3A are 
shown in the Figures 52 until 55. All these figures reveal a good 
detection of the fault injection instant, and also provide useful 
information about the fault severity, as is shown in Figure 55. 
The residuals for detailed vectors coefficients are almost zero if 
the noise will be filtrated. Similar, for the second nonlinearity in 
the control valve actuator the detection procedure of the faults is 
the same. The simulation results are shown in Figures 56 until 
61.  

 

Figure 51: The detailed vectors coefficients D1, D2, D3 and approximation 
vector coefficients A3 for healthy  pH signal  

 

Figure 52: The residual of the detailed vector coefficients Res1D 

 

Figure 53: The residual of the detailed vector coefficients Res2D 

 

Figure 54: The residual of the detailed vector coefficients Res3D 
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Figure 55: The residual of the approximation vector coefficients Res3A 

 
Figure 56:  The original and reconstruct pH faulty signals caused by a Coulomb 
viscous friction in the control valve actuator.  

 

Figure 57: The detailed vectors coefficients D1, D2, D3 and approximation 
vector coefficients A3 for faulty pH signal caused by the Coulomb viscous 
friction  in control valve actuator. 

 

Figure 58: The residual of the detailed vector coefficients Res1D 

 

Figure 59: The residual of the detailed vector coefficients Res2D 

 

Figure 60: The residual of the detailed vector coefficients Res3D 

8. Conclusions 

In this research paper we open a new research direction in 
control systems applications field by performing a lot of 
investigations on the use of multisignal 1-D wavelet analysis to 
improve the accuracy, robustness, the design and the 
implementation in real-time of FDI techniques. These 
investigations are performed on the particular case study, mainly 
chosen to evaluate the impact of the uncertainties and the 
nonlinearities of the sensors and actuators on the overall 
performance of the control systems, namely a neutralization of 
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wastewater plant, in an attractive MATLAB SIMULINK 
simulation environment. The preliminary simulation results are 
encouraged and extensive investigations will be done in future 
work to extend the applications area.  The 1-D wavelet analysis 
proved its effectiveness as a useful tool for signals processing, 
design and analysis based on wavelet transforms found in a wide 
range of control systems industrial applications. Based on the 
fact that in the real life there is a great similitude between the 
phenomena, we are motivated to extend the applicability of these 
techniques to solve similar applications from control systems 
field, such is done in our research work. 
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Figure 61: The residual of the approximation vector coefficients Res3A 
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Pluggable controllers are a different way to design control constructors
such as if, while, do, switch, and operators such as short circuit con-
junction (&&) and the “?.” operator of the Swift programming language.
Adoption of pluggable controllers enables the final user to modify and ex-
tend the control flow constructs (if, while, etc.) of an underlying pro-
gramming language, the same way they can do if they implement functions
such as printf and class String in a standard library.

In modular, pluggable controller based language design, beside core con-
trol constructors, there are others, defined in standard libraries, with the
purpose of augmenting and enriching the language. These pluggable con-
trollers are extensible and replaceable. Being less intertwined in the main
language, control constructor libraries can evolve independently from it,
and their releases do not mandate new language releases.

We illustrate the implementation of pluggable controllers using Lola, a
powerful language-independent preprocessor and macro language. We
demonstrate the introduction of new pluggable controllers with two case
studies. The implementation of a Java stenography based on prevalent
Java idioms, called “nano-patterns” or nanos, and the introduction in
Java of new code constructs inspired by the Mathematica language’s com-
mands.

Keywords:
Programming Languages
Preprocessors
Macro Languages
Pluggable Controllers
Language Augmentation
Nano-Patterns

1 Introduction
A recent publication [1] described a preliminary new per-
spective of viewing keywords such as if and while as li-
brary functions such as printf: standardized, but user ex-
tendable and replaceable. In this work, we expand on this
vision, demonstrating the extension of Java with control
keywords for two applications: a stenography for a concrete
nano-patterns language whose prevalence in Java was pre-
viously demonstrated [2] and the implementation of Math-
ematica-like control structure in Java.

1.1 Control Constructors
Control Constructors are defined as those elements of a pro-
gramming language that make it possible to assemble com-
mands. In textbooks [3–5] as well as in classic works on
programming languages [6–9], is reported that there are es-
sentially three kinds of control constructors:

Sequential Iterative Conditional

A further distinction can be made between atomic and
compound commands, where the latter are formed by prim-

itive and other smaller compound commands. In Pas-
cal, for example, atomic commands are the empty com-
mand, the assignment, and the procedure call. On the
other hand, Begin. . . end is the sequential constructor,
whereas While. . .do. . . is an iterative constructor, and,
If. . .then. . . is a conditional constructor.

In real languages, there is no sharp separation between
expressions and commands. Many operators that form ex-
pressions can act as control constructors. This is the case of
standard short circuits operators such as “&&” and “||”, and
standard conditional operators such as “· ? · : ·”, Other
examples worth mentioning are represented by:

1. The “,” (comma) operator of C (the sequential
comma operator of C).

2. The “||” operator, which “provides a default value”,
the Python variant of a short circuit.

3. The “??” operator (null coalescing) of C#.

4. The “?.” operator (fluency on null) of Swift.

5. The “noexcept” operator of C++, recently intro-
duced, which guards against exceptions.
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These operators can be expressed in terms of sequen-
tial, iterative, and conditional control constructors (hence-
forth, “SIC”). Structured programming [7] is defined by the
notion of SIC, meaning that SIC are sufficient to impose
structure on the unstructured. In fact, any program that has
goto instructions in it can automatically be converted into
an equivalent one that uses only SIC [10].

Concrete languages sometimes deviate from the tradi-
tional concept of SIC. A typical example is the while com-
mand of Python that has its peculiar else. Another exam-
ple is represented by the different ways switch statements
deal with fall-through cases, which is different in some lan-
guages. Variations and diversifications also appear in the
semantics of

try. . .catch. . .finally

blocks. Language engineers, developers and practitioners
are generally interested in using new language features that
are likely to enhance their productivity, efficiency and re-
duce their errors. In general, the creativity of language en-
gineers slows down after a languages’ first release. Even
small changes to a (successful) language definition might
have unpredictable, potentially negative effects in the least
expected places [11, p.497–508].

For the above reason, the long time taken before intro-
ducing the switching on strings feature in Java (see Fig. 1)
is understandable. It took around twenty years from pro-
posal1 to implementation2—probably because of worries
about its implications for engineers.

public static void main(String[] args) {
for (String arg: args)
if (arg.equals("-c") || arg.equals("--bytes"))
. . .
else if (arg.equals("-m") || arg.equals("--chars"))
. . .
else if (arg.equals("-w") || arg.equals("--words"))
. . .
else if (arg.equals("-l") || arg.equals("--lines"))
. . .
else if (arg.equals("--help"))
. . .
else if (arg.equals("--version"))
. . .
. . .

}

Figure 1: Java code with multiple comparisons of the same
string variable with a sequence of string literals.

The drawback of the prudence characteristic of lan-
guage architects, when it comes to introducing new fea-
tures, is that it might negatively affect software systems.
For example, consider that the late introduction of gener-
ics in Java forced developers to use the unsafe Vector as a
substitute.

1.2 A Modular, Plugin-Oriented Approach
This paper raises the idea that the design of programming
languages, specifically in respect to their control construc-
tors’ design, may follow a different, modular plug-in ori-

ented approach. This proposal suggests that a program-
ming language should have a number of core control con-
structors, whereas additional and more sophisticated control
constructors, which we called pluggable controllers, can be
defined in standard libraries of controllers, similar to what
happens with functions such as printf in C or classes such
as String in Java.

This approach promotes the decoupling between the
controllers and the language architecture, leaving to both
sides the freedom to evolve independently. This solution
has advantages in different scenarios. The final user would
be able to modify and extend the control flow constructs
such as if, while, etc. of an underlying programming lan-
guage. Language designers would be able to experiment
new features before changing the language architecture.
The proposed approach could also foster more sound dis-
cussions on the introduction of new features inside the users
community.

The problem of the modularization of languages com-
ponents is he main problem of Modular Language Develop-
ment, a research branch that investigates how to componen-
tize language design. Several solutions to the problem of
componetization are available—see, for example, Cazzola
and Vacchi [12] which adopt a solution based on Traits [13].

Another approach exploits the concept of extensible
language, which presents some challenges such as that of
adapting the parser according to language evolution [14] .

1.3 Lola
The imposition of a new code constructors on an underly-
ing language can be done using Lola [15], the Language
Of Language Amendment, which is a modern, language-
independent, preprocessor and macro language, orientated
to language extension. Lola makes it possible to augment
and amend syntactical constructs of any host language.

Lola works like a filter [16] (see also [17, Sect. 3.1])
that converts an input stream comprising tokens of differ-
ent kinds into an output stream. Lola allows designers to
extend and enrich existing languages with new construc-
tors without affecting languages architecture, since plugged
controllers can be defined in Lola configuration files. In
addition, with Lola, experiments on new language features
can be conducted in controlled environments by scholars,
designers and practitioners.

1.4 Nano-Patterns
A nano-pattern is a recurring solution adopted by develop-
ers, for a common task that involves control constructors.
The fact that they are recurring solutions means that they are
used often by developers. Another possible interpretation
is that they are workarounds that developers found to over-
come languages restrictions. In a previous study, it has been
shown that there exist a number of prevalent nano-patterns.
With the term “prevalent” we mean that they recur often in
software systems. These solutions are potential candidates
for inclusion as new language features—which can be done
painlessly with a pluggable controllers approach.

1http://bugs.java.com/bugdatabase/view bug.do?bug id=1223179
2http://docs.oracle.com/javase/7/docs/technotes/guides/language/strings-switch.html
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1.5 Contribution
The present paper makes several contributions:

• We propose a novel, modular approach to the design
of control constructors, the use of pluggable con-
trollers. This approach makes it easier to add new
(experimental) features to an existing programming
language.

• We introduce Lola, a new preprocessor and macro
language, oriented to language augmentation. We il-
lustrate its syntax, work flow and present some mean-
ingful examples.

• We further discuss the concept of nano-patterns
(from now on nanos), introduced in previous works
[1] as recurring solutions adopted by developers, to
common tasks that involve control constructors.

• We demonstrate how to impose pluggable controllers
on top of Java using Lola. Specifically, we present
two case studies that show a specific usage of con-
trol constructors: a new stenograpy for Java nano-
patterns and the Java implementation of common
Mathematica commands.

Outline: The paper is organized as follows. Sect. 2 illus-
trates some basic concepts to establish a common vocab-
ulary. Sect. 3 presents Lola, the Language Of Language
Amendment. Sect. 4 describes the two case studies above
mentioned. Sect. 5 discusses some practical applications
and outlines some promising avenues for researchers and
practitioners. Sect. 6 reports on related work. Sect. 7 con-
cludes and suggests future directions for this research.

2 Background

2.1 Pluggable Controllers
The following is an intuitive definition of pluggable con-
trollers:

Pluggable Controllers

Controllers should be just like functions and classes
found in a library: standardized, yet extendable and
replaceable.

The term controller in this definition encompasses both
classical control constructs such as while and if · · · else,
and operators such as “??” that control the order of evalua-
tion of their arguments. According to the pluggable con-
trollers approach, a language has only essential, built-in
SIC. A standard library of varieties of controllers comple-
ments the basic SIC: For example, built-in might be the fol-
lowing:

{c1; · · ·cn} (2.1)

or

while (e) c (2.2)

and

if (e) c1 else c2, (2.3)

while a standard library contains for, do and switch. In
any case, the library is not sealed. On the contrary, devel-
opers may add their own control constructors, e.g., adding

while (e) c1 else c2 (2.4)

to Java. With pluggable controllers, extending switch to
strings becomes possible using by library evolution rather
than a new language version. Further, no disturbance to the
language’s core should occur by adding a “?.” operator to
it. Pluggable controllers join the trend of parameterization
of programming languages’ elements.

Historically, standard procedures such as Write were
hardwired in many programming languages, and the same
happens today, even in contemporary languages such as
AWK. Pascal was the first language to introduce pre-defined
procedures such as Writeln, functions such as Sin, literals
such as true, and types such as Integer. These prede-
fined types, functions, literals or procedures can be over-
ridden by developers when necessary. Likewise, in C, any-
one can produce their own version of printf from the stan-
dard <stdio.h> library. In Java, the atomic types, e.g., int,
double and boolean, are built-in, whereas their Go equiv-
alent are pre-defined.

2.2 Nano-Patterns
The definition of nano-patterns (or simply nanos) was intro-
duced at the end of the seminal work on Micro-Patterns [18]
and lately used by authors such as Singer et al. [19] and
Batarseh [20], who provided their definitions. In this paper
we use the following definition:

Nano-Patterns (intuitive definition)

A nano-pattern (or nano) is a pattern of (typically
less than a dozen) control constructs, which recurs
frequently, serving common or similar purpose, yet
cannot be abstracted easily by a function.

Our working hypothesis was that ordinary control con-
structors are designed with a prudent view of their usabil-
ity. At the same time, nanos leverage a unique way of us-
ing control constructors that emerges from their function,
heretofore not necessarily discerned by language designers.
Moreover, the different ways in which control constructors
may be used are not static but evolve over time. They are
continually being developed and perfected in many specific
domains.

A case in point regards the nanos of iterations that were
not included in the design of traditional languages. Con-
sider the design of a pluggable controller that captures the
following nano3 in Java code:

while (e) c1 else c2 (2.5)
3This is actually a control constructor in Python.
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Introducing this pluggable controller in Java might be
worth the effort depending on the frequency of the patterns
using if and the auxiliary variables required to capture its
behavior. The same applies to other constructs that capture
recurring tasks such as “apply an and/or/sum” and other as-
sociative operations on Iterables” or “iterate, zipper style,
on two lists” A high frequency of reuse may suggest that de-
velopers would gain some benefits by the introduction of a
pluggable controller. In order to avoid dangerous side ef-
fects on the language architecture, the proposed solution is
to place controllers in a library rather than in the language
core.

In a previous work, a catalog of 38 nanos was identified
through a process that includes an initial subjective scrutiny
and successive further evaluations using the objective preva-
lence threshold test against a baseline corpus [2]. All the
found nanos are:

• Traceable, using an appropriate parser (our nano
tracer).

• Purposeful, because they are aimed at performing a
specific programming task.

• Prevalent, according to the definition that follows.

The Prevalence of a nano in a given project of a corpus
is equivalent to the number of times that it recurs in that spe-
cific project. A nano is “prevalent” if its prevalence value
is higher than a given prevalence threshold. The prevalence
threshold ρ is defined as the fraction of projects of a cor-
pus, for which nano prevalence is higher than a given reuse
threshold. Here we are considering ρ = 0.5, as in refer-
ence [2]. The reuse threshold rth of a project p is computed
similarly to the way done for the popular h-index [21] of
a researcher: A project p has a method reuse index r if
it has r-methods that are reused r times or more. Thus a
nano meets the prevalence threshold criterion if its preva-
lence is higher than the reuse threshold in, at least, 50% of
the projects in a corpus C.

The prevalence threshold criterion is robust, objective
and filters out irrelevant or domain specific candidate nanos.
The reuse index is more robust than other statistics such as
mean and median [22]. In fact, reuse is characterized by
a long tail distribution as it happens in many software en-
gineering contexts [23–26]. Being based on the h-index,
also the r-index presents the same advantages, apart from
the mentioned robustness, such as the fact that it captures
the “core” of projects’ methods, namely those that are more
reused. The insensitiveness towards small values (low reuse
of methods) allows to filter out those values that are related
to project idiosyncratic features [27]. At the same time,
the r-index “inherits” from the h-index some of its draw-
backs. When it is used to compare different projects, it is
needed to take into account that there are intrinsic differ-
ences between projects, such as their age. The reuse thresh-
old tends to mitigate some of these drawbacks. Moreover,
when comparing the r-indexes of two projects, the only
thing that matters is that it refers to the “core” methods.
Two projects with the same r-index are treated as equiva-
lent, even if there are marked differences in terms of total

number of reuse or maximum number of reuse. From a dif-
ferent perspective, this can be considered an advantage be-
cause it means that the r-index implicitly ignores outliers.

Table 1 lists 19 out of the 38 nanos in the original cat-
alog [2]. These nanos are those that involve SICs. This
new catalog has two categories: “Expressions and Com-
mand Elaborators” and “Operation and Operators on Mul-
titudes”. Nanos included in the first category are used
to manage small errors and exceptional values, substitut-
ing missing values with default ones, guarding against null
parameters or missing pre-conditions in method execution
and handling unusual control flow. The second category
covers simple operations on multitudes (i.e., arrays, lists,
sets, etc.) including but not limited to: retrieving subsets
of values, applying commands, computing cardinality of a
multitude, etc. The second column provides the names of
the nanos, whereas the third column presents their Intent,
which is a description of their purpose, written in pseudo
code. It is worth noting that often a nanos’ name is ob-
tained by juxtaposing the corresponding pseudo code key-
words. For example, the following code describes the intent
of the nano evaluateUnlessDefaultsTo:

[ Evaluate ] e unless b [ default e′ ], (2.6)

which captures the following Java snippet of code like:

pos > 0 ? pos - 1 : 0 (2.7)

The pseudo code adopts the following conven-
tions: C–command, e–expression, p–predicate, M–Multitude
(i.e., an array, stream, list, set, collection, etc.), b–Boolean
expression, i–identifier, T–Type, and, X–eXception type.
The fourth column reports the prevalence. Its values are
related to the first, baseline, corpus, called Gil-Lalouche
Corpus (from now on GL Corpus). It is composed of 26
popular projects selected from the GitHub’s TrendingWiki-
BookJavaIdiom repositories 4 augmented by the GitHub
Java Corpus 5 list due to Allamanis and Sutton [28]. See
Table 2 for a list of the projects. This corpus was previously
used in other independent research [29].

4https://github.com/trending?l=javasince=monthly
5http://groups.inf.ed.ac.uk/cup/javaGithub/
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Table 1: Language of Java Nano-Patterns
Name Intenta Prevalenceb

Expression and Command Elaborators

1 executeUnless
[Execute] C unless b
[Execute] C when b 100%

2 whenHoldsOn

When p(·)
of x,y,z: C1
of w: C2
otherwise C3

100%

3 defaultsTo
e1 default e2
e1 ?? e2

81%

4 questionQuestion
e1 default e2 else e3
e1 ?? e2 : e3

96%

5 safeNavigation
e?. f
e?.m() 50%

6
evaluateUnless-
DefaultsTo

v = [Evaluate] e unless b [default e′] 92%

7 safeCast T?(e) 96%

8 throwOnFalse
Throw X when b
b ?! X 100%

9 throwOnNull
Throw X when e nulls
e !! X 81%

10 notNullRequired
Return default when a nulls
T f (safe F1, . . . ,safe Fn){. . .}; 88%

11 notNullAssumed
Return default when e nulls
e , null || return default;

92%

12 holdsOrReturn
Return default when b
b || return default;

100%

13 ignoringExceptions {. . . } ignoring X1, . . . ,Xn; 58%
14 letInNext let v← e in C; 100%

Name Intenta Prevalenceb

Operations and Operators on Multitudes

15 forFromTo

For i = 0, . . . ,n− 1 [do] . . .
for (i: e1.. e2) C; // i = e1, . . . ,e2 − 1
for (i: .. e) C; // i = 0,1, . . . ,e− 1
for (i: e..) C; // i = e, . . . (∞-loop)
for (..) C; //∞-loop (no loop index)

73%

16 aggregate
Aggregate M [st p(·)] with A(·, ·)
M.filter(. . . ).reduce(. . . ) 58%

17 selectBy

Select i ∈ M s.t. p(i)
{x ∈ M|p(x)}
M/p(·)
M.filter(. . . ).collect(. . . )

73%

18 forEach

For i ∈ M [s.t. p(i)] [do] . . .
for (..) p(·):C
M.forEach(. . . )
M.filter(. . . ).forEach(. . . )

96%

19 firstSuchThat
First · M/p(·)
M.filter(. . . ).findFirst() 50%

a e.g., pseudo-code, Java 8 streams, suggestion for extending plain
Java syntax, etc.

b Prevalence score in the baseline corpus

Table 2: Baseline corpus of 26 OSS Java projects: Identi-
fication, reproducibility information and work volume indi-
cators.

Project First Version Last Version Last Hash #Days #Authors

Atmosphere1 10-04-30 14-04-28 557e1044 1,459 62
CraftBukkit 11-01-01 14-04-23 62ca8158 1,208 156
Cucumber-jvm 11-06-27 14-07-22 fd764318 1,120 93
Docx4j 12-05-12 14-07-04 8edaddfa 783 19
Elasticsearch 11-10-31 14-06-20 812972ab 963 129
Essentials 11-03-19 14-04-27 229ff9f0 1,134 67
Guava1 11-04-15 14-02-25 6fdaf506 1,047 12
Guice 07-12-19 14-07-01 76be88e8 2,386 17
Hadoop-common 11-08-25 14-08-21 0c648ba0 1,092 69
Hazelcast 09-07-21 14-07-05 3c4bc794 1,809 65
Hbase 12-05-26 14-01-30 c67682c8 613 25
Hector 10-12-05 14-05-28 f2fc542c 1,270 95
Hibernate-orm 09-07-07 14-07-02 b0a2ae9d 1,821 150
Jclouds 09-04-28 14-04-25 f1a0370b 1,823 100
Jna 11-06-22 14-07-07 a5942aaf 1,110 46
Junit1 07-12-07 14-05-03 56a03468 2,338 91
K-9 08-10-28 14-05-04 95f33c38 2,014 81
Lombok 09-10-14 14-07-01 3c4f6841 1,721 22
Mongo-java-driver 09-01-08 14-06-16 5565c46e 1,984 75
Netty 11-12-28 14-01-28 3061b154 762 72
Openmrs-core 10-08-16 14-06-18 05292d98 1,401 119
RxJava 13-01-23 14-04-25 12723ef0 456 47
Spring-framework 10-10-25 14-01-28 c5f908b1 1,190 53
Titan 13-01-04 14-04-17 55de01a3 468 17
Voldemort 01-01-01 14-04-28 fb3203f3 4,865 56
Wildfly 10-06-08 14-04-22 5a29c860 1,413 194

Total: 26 projects 38,250 1,932

The complete study regarded a total of 78 Java projects,
split into three parts: 26 belong GL Corpus, 26 are the most
starred GitHub Java projects and the remaining 26 are the
most starred Android GitHub projects at the time we col-
lected the projects6. The GL corpus was used as a training
corpus. At first the initial catalog of candidates was col-
lected, through a process of pattern harvesting, by analyz-
ing a set of six Java projects (partially overlapping with the
GL corpus). Next, the prevalence of each nanos belonging
the initial catalog of candidates, was computed on the GL
corpus. Following this, the nanos whose prevalence is lower
than the prevalence threshold, were discarded. Finally, the

prevalence was computed for the projects of the remaining
corpora (testing corpus). Information regarding the repro-
ducibility appears in Table 2.

3 Lola

Lola combines computational expressiveness with minimal
syntax. This is made possible through the adoption of
Python as an underlying computation model. Lola also in-
cludes high level pattern matching, independence from the
host language and a declarative nature (achieved with direc-
tives from C). Lola input is composed of host tokens–those
of the host language, Python snippets of code, Lola key-
words and user defined keywords. In order to distinguish
the host-tokens from the Lola keyword (such as ##Find and
##replace), the former are defined in an XML configura-
tion file.

The output stream is the result of the application of “di-
rectives” found in the input stream to subsequent input. The
directives correspond to macros whose invocation is trig-
gered by a pattern matching engine that relies on regular
expressions over tokens. This makes it possible to augment
the host language syntax without having to meddle with the
language semantics. Macros are expanded to equivalent
constructs written in the host language syntax. They can
also be expanded in the augmented syntax, with the purpose
of being further expanded by other Lola macros to code in
the host language such as Java or C.

There are two kinds of directives: Generators and
Lexies. Generators are constructs that use Generating Ex-
pressions (GEs) to return sequences of host-tokens inside
the output stream. We can distinguish between two kinds
of generators: atomic or constructor. Examples of atomic
generators are ##, ##Include and ##Import. Constructors
are, for example, ##If, ##Unless and ##Case. When the

6February 2017
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preprocessor encounters generators, it pauses the process of
copying host tokens from the input to the output stream and
inserts into the stream the result of the generating expres-
sion.

Lexies are Lola’s basic elements of computation and
contain the instructions that determine the outcome of the
Lola execution. In practice, they describe the augmenta-
tion to the host language. The augmentation is expressed
in terms of extended Regular Expressions (REs). When the
preprocessor finds a lexi in the source code, it tries to match
the RE reported in ##Find directives against the subsequent
tokens. Lexies are structured in sections, with a Declarative
Header, an Action Section, and a Declarative Footer. Sec-
tions may occur in any order. Directives such as ##Find and
##description belong to the Declarative Header, which
contains the RE that can be matched by the subsequent host
language tokens. Section such as ##replace and ##run be-
long to the Action Section, which contains the elaborators
for the code matching REs in previous sections. The Declar-
ative Footer usually contains directives such as ##example
and ##log, used for documentation purposes.

GEs and REs are both Compound Objects of Lola. GEs
are used as conditional commands (i.e., ##If, ##Unless,
etc.) or to iterate over the elements of a collection (usually
a list) such as in the case of ##ForEach. REs appears in
a lexi after the ##Find directive. When the input stream
RE matches, Lola creates a Python object that contains in-
formation about the location in the input. This informa-
tion is accessible by the other directive such as ##run and
##replace in other sections of the lexi. For example, it is
possible to access the self and str attributes (and many
others).

In sum, the Lola workflow is the following: Lola tries to
match the pattern reported in the ##Find directive. When
it succeeds, this triggers, for example, the ##replace di-
rective reported in Fig. 4, which replaces the found pattern
with code written in the host language. Patterns are ex-
tended regular expressions (REs). Whenever a snippet of
code matches with a RE , Lola creates a Python reifying
object, which can be manipulated. The computations per-
formed by a lexi include code replacement, but a lexi can
also invoke Python code.

Lola’s syntax strives to adhere to English sentence struc-
ture. Furthermore, it uses capitalization conventions to
make code easier to read: @CamelCase convention is used
for constructors and @camelCase is for elaborators. The
use of abbreviations or acronyms, including those of famil-
iar terms such as EOF it is strongly discouraged. Lola can
be used also for computing code metrics, enforcing code
standards, and adding a C preprocessor functionality to any
programming language. Nevertheless, its main purpose is
to allow developers to introduce new keywords and opera-
tors, and in general, new syntax to the host language.

4 Case Studies
In the present Section we demonstrate the use of Lola to
implement custom pluggable controllers with two specific

goals:

1. To implement a Java Stenography.

2. To define new commands taken from a different pro-
gramming language, Mathematica.

4.1 Stenography for Java Nano-Patterns
Stenography7 is defined as “an abbreviated symbolic writ-
ing method that increases speed and brevity of writing as
compared to longhand, a more common method of writing a
language” 8. The idea behind a stenography for Java nano-
patterns, comes from the experience common to any devel-
oper. Everyone has written a lot of code is familiar with the
feeling of repetitively writing small fragments of code. Al-
though frequent fragments may take only few seconds to be
written, if their frequency is high it may lead to a non-trivial
effort for the developers, on the long run. With this mind, it
is easy to understand that a stenography for nano-patterns is
likely to increase programmers’ productivity, by shortening
the syntactic structure of several code constructs.

Nano-patterns are common Java idioms that have been
proven to be recurring, namely prevalent, in a meaningful
dataset of Java software systems. Since they refers to work-
ing code, their Lola implementation preserve the semantics
in the host language. Table 1 provides the proposed stenog-
raphy in the Intent column. Due to space constraints, we are
going to illustrate two significant examples, one for each
group. Specifically, for the first group we are illustrating
notNullRequired nano whereas for the second group we are
describing forEach.

Each snippet of code has a similar structure. The top
part present a lexi, which reports the directives written in
Lola language. These directives determine the substitutions
of the tokens in the input stream. In the bottom part is re-
ported the code governed by Lola. We can distinguish three
kinds of keywords: host specific (Java keywords in this
case), Lola’s built-in (beginning with a double hash char-
acter ##). These are reserved keywords. Finally we have
user defined keywords, defined in Lola directives that, by
convention, begin with a single hash character #. For exam-
ple in Fig. 4 we have:

• #safe that is a new defined keyword.

• ##Find, ##NoneOrMore, ##Either, ##or,
##separator, ##Any, are Lola’s keywords.

• ##ArgumentDeclaration, ##Identifier,
##SafeArgumentDeclarationList, ##Type are not
primitive Lola’s keywords, but are defined in a sep-
arate ##Find directives contained in the std.lola
library.

• int and return are Java keywords.

The first is an ##Import directive:

##Import “std.lola” (4.1)

which is used to access to predefined directives.
In fact, ##ArgumentDeclaration, ##Identifier,

7Also known as shorthand writing.
8https://en.wikipedia.org/wiki/Shorthand
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##SafeArgumentDeclarationList, ##Type are defined
in the std.lola library.

The fundamental directive is ##Find: It allows Lola to
find sequences of tokens (patterns) in the input stream that
match a specific extended regular expression (RE ). For ex-
ample in Fig. 5 the RE is the following:

f or (##Any(loop) | ##Expression( f ilter)) ##Any(statements)

(4.2)

When a match is found Lola may trigger a number of
actions, such as the substitution or deletion of elements, the
recording of elements for later use, etc. The most com-
mon directive is the substitution according to the instruction
found in the ##replace directive (after the homonym re-
served keyword). On occasion, it is possible to run Python
script of code inside the ##run directive. The mentioned
Python code must be surrounded by curly braces.

Whenever a pattern matches, Lola creates a Python
reifying object which can be manipulated in the ##run sec-
tion. The results of the matches are stored in variables
whose identifiers correspond to the parameters of the di-
rectives. In case of multiple values, they are stored in lists.

For example, eq. (4.2) shows the use of an atomic
RE , ##Any. ##Any is used twice one with loop parame-
ter and the second with the statements parameter. loop
and statement are the names of the variables in the reify-
ing object. ##Expression is a not a build keyword but is
defined in the std.lola library.

4.1.1 The notNullRequired Nano

The notNullRequired is used to guard against null expres-
sions. In case the expression is null the method returns.
The lexi appears at the beginning of the code reported in
Fig. 4. It introduces a user defined keyword called safe.
The #safe modifier is applied to the parameters x and s of
the method declaration at the bottom. It is used to check if
the ##safe parameters are null. In this case the method
returns.

The first ##Find directive defines the first pattern,
which consists in a #safe modifier followed by the clas-
sic Java syntax for methods parameters. This is de-
fined in the ##ArgumentDeclaration directive in the
imported std.lola library. Each match is stored in
SafeArgumentDeclaration.

In the second ##Find, RE matches if it finds:

1. one or more standard (unsafe) parameters declara-
tion;

2. one or more #safe parameters declaration;

3. both the first and the second case interleaved
(##Either);

4. none of them (##NoneOrMore).

In the third ##Find, the RE matches the method
declaration. Finally the ##replace directive perform
the substitution. It is worth to note the use of
Python code, and specifically of the method join of
the String class, inside a list comprehension expres-
sion, to generate the output. This script have access to

##SafeArgumentDeclaration variable, to the element l of
the ##SafeArgumentDeclarationList ls. Each l has two
fields (name and type, each of them has a name field).

int f(Integer x, String s) {
Objects.requireNonNull(x);
Objects.requireNonNull(s);
return x + Integer.parse(s);

}

Figure 2: Java output of the notNullRequired nano

The Java implementation is reported in Fig. 2. It
exploits the java.util.Objects class which includes 9
static methods to work on objects. For each method ar-
gument x with #safe modifier, adds a call to the static
method Objects.requireNonNull(x) at the start of the
method’s body. This specific implementation throws
NullPointerException when one of #safe arguments is
null. However, we can think of other actions that can be
done (i.e., printing a warning, returning null, etc.).

4.1.2 The forEach Nano

forEach implements a filtered ForEach loop. It is used to
apply a command by iterating over a multitude or a subset
of a multitude (as it happens in SQL). The lexi reported in
Fig. 5 have a single ##Find directive, that matches a pattern
that includes an enhanced for loop and an expression sepa-
rated by a pipe character "|". The loop contains statements
that are applied just if the expression after "|" is true.

for (final Integer i : nums()) {
if (!(i%2==0))
continue;
f(i);

}

Figure 3: Java output of the forEach nano

Fig. 3 shows the Java code in output. The loop iterates
over an Iterable returned by the nums() method, skipping
the elements that do not satisfy the predicate p - in this case,
if they are not even numbers. p can be a lambda expression.

4.2 Mathematica’s Commands in Java

In the present section we present, as case study, the intro-
duction of new commands in Java using Lola. We are par-
ticularly interested is on some commands of Mathematica,
a popular language for technical computing. Mathematica
presents several control structures that differs from those
available in Java.

Table 3 reports the selection of the Mathematica’s com-
mands that we implemented. The second column reports
the command in the Mathematica syntax, that is also the
stenographic convention we adopted in the implementation.
Descriptions are taken from the Mathematica documenta-
tion. Due to space constraints we are illustrating only one
of the most meaningful commands, represented by the Do
command.
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##Import "std.lola"
##Find(SafeArgumentDeclaration) #safe ##ArgumentDeclaration
##Find(SafeArgumentDeclarationList) ##NoneOrMore ##Either ##ArgumentDeclaration(dec)
##or ##SafeArgumentDeclaration(dec) ##separator,
##Find ##Type(type) ##Identifier(name) (##SafeArgumentDeclarationList(ls)) {##Any(statements)}
##replace ##(type) ##(name) (##(",".join([l.type.name + "␣" + l.name.name for l in ls.decs]))) {

##("".join(["Objects.requireNonNull(" + l.name.name + ");" for l in ls.decs]))##(statements)}

int f(#safe Integer x, #safe String s) {
return x + Integer.parse(s);

}

Figure 4: Java code governed by Lola for the notNullRequired nano

##Import "std.lola"
##Find for (##Any(loop) | ##Expression(filter)) { ##Any(statements) }
##replace for (##(loop)) {if (!(##(filter))) continue; ##(statements)}

for (final Integer i : nums() | i % 2 == 0) {
f(i);

}

Figure 5: Java code governed by Lola for the forEach nano

4.3 Loops: the Do Command
The Do9 has multiple options and can be used in different
ways. An example is reported in eq. (4.3): It iterates n
times expr.

Do[expr, n] (4.3)

Fig. 6 reports the lexi and the Java code governed by
Lola. It is possible to see the use of the ##run directive: the
doName variable is elaborated in the successive ##replace
directive as well as the times parameter of ##Literal and
the ee parameter of ##Any in the ##Find directive.

##Find do[##Any(e),{##Literal(times)}];
##run {

if ’x’ not in locals():
x=0
else:
x=x+1
doName=’ i’+str(x)

}
##replace for(int ##(doName)=0;##(doName)<##(times);++##(doName)) {
##(e);

}

public void foo(){
do[f(),{5}];
do[g(),{15}];

}

Figure 6: Lexi for Do

Fig. 7 reports the output of the Lola engine. f() and
g() are iterated n times (having n different values for each
for loop).

public void foo(){
for(int i0=0; i0<5; ++ i0) {f();}
for(int i1=0; i1<15;++ i1) {g();}

}

Figure 7: Java output for Do

5 Discussion
Several opportunities may derive from the adoption of a
pluggable, modular approach for programming language
design. With every likelihood, some innovations in lan-
guages design might have been introduced faster and earlier.
Also discussions around the new features would have been
more sound, because supported by more realistic evidence
of their feasibility and impact on languages architecture. In
this work we are specifically interested in the design of con-
trol constructors. Lola is certainly helpful in this regards. Its
preprocessing and macro language capabilities allow the fi-
nal user to augment a language with new controllers (in a
pluggable way) without affecting the language architecture.

With every likelihood using Lola we could have had
switch on strings by augmenting the language with a li-
brary without changing the language version. It would
have been the same for the C#’s ?. operator10. Other im-
provements made possible by Lola is it multi-way, non-fall
through branching conditional operator. And this would
have been made using standard libraries of varieties, with-
out changing language’s core.

Some language extensions, such as the ?. operator, are
expected to be widely adopted by any kind of user, mean-
ing that everyone is expected to eventually use them. Other
application may be related to specific tasks. Programmers
writing tests for an experts system may wish to define their
own control constructors to support declarative tests such as
#Tweaking "int␣i=3;i+=2;" #gives "int␣i=5;";

Developers trained in the functional programming
school, may find useful to use also in Java list expressions
such as:
#sum #apply ( ) -> 1./( * ) #to primes();

Another possible application is represented by the de-
velopment of libraries to deal with common tasks such as
logging or interacting with SQL . As an example, con-
sider Mockito, a popular “mocking framework for unit tests

9https://reference.wolfram.com/language/tutorial/LoopsAndControlStructures.html
10https://msdn.microsoft.com/en-us/library/dn986595.aspx
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Table 3: Mathematica commands in Java
Name Commanda Descriptionb

1 If If[condition,t, f ]
If[condition,t, f ,u]

Gives t if condition evaluates to True, and f if it evaluates to False
Gives u if condition evaluates to neither True nor False

2 Do

Do[expr,n]
Do[expr,{i,imax}]

Do[expr,{i,imin,imax}]
Do[expr,{i,imin,imax,di}]
Do[expr,{i,{i1,i2,. . . }}]
Do[expr,{i,imin,imax},{ j, jmin, jmax},. . . ]

Evaluates expr n times
Evaluates expr with the variable i successively taking on the values
1 Through imax (in steps of 1)
Starts with i = imin
Uses steps di
Uses the successive values i1, i2, . . .
Evaluates expr looping over different values of j etc., for each i

3 Nest Nest[ f ,expr,n] Gives an expression with f applied n times to expr

4 NestWhile NestWhile[ f ,expr,test] Starts with expr, then repeatedly applies f until applying test to the
result no longer yields True

5 Which Which[test1,value1,test2,value2,. . . ] Evaluates each of the testi in turn, returning the value of the valuei
corresponding to the first one that yields True

aMathematica instruction.
bAs reported in Mathematica’s documentation.

in Java”. Using a future (not the current) release of Lola,
Mockito’s developers would be able to rewrite the follow-
ing snippet of code11:

Iterator i=mock(Iterator.class);
when(i.next()).thenReturn("Hello").thenReturn("World");
String result=i.next()+"␣"+i.next();
assertEquals("Hello␣World", result);

in the following way:
Iterator i=mock(Iterator.class);
#mock Iterator
#upon next() #return "Hello," #then "World!"
#affirm next() + "␣" + next() #is "Hello,␣World\n";

which is arguably more explanatory. With the present
version of Lola it is not possible to implement the latest
code, but it will be possible in the next release, currently
under development.

In the Lola version, the following

#inlining. . .#to. . .

is a user defined control constructor, which can be seen as a
syntactic sugar of the following instruction:

inliningInto("int␣i=3;i+=2;", "int␣i=5;");

In another form, using an appropriate fluent API library
we have:

inlining("int␣i=3;i+=2;").to("int␣i=5;");

Lola can be seen as a special case of syntactic sugaring,
task that is well performed by tools such as SugarJ [30],
Racket [31] or Occam through Camlp4 [32]. Since Lola’s
focus is specifically on language extension it is possible to
envision a rather coherent ensemble of applications of the
idea of language extension, such as a definition of a DSL
like fluent API. Lola can certainly be used during the DSLs
development. At the same time, Lola itself can be seen as a
DSL which uses Macro Processing as implementation ap-
proach [33].

Many other applications of Lola are possible in the field
of testing, logging, design-by-contract, etc. (see, as an
example, the recent work on Seamless Requirement from
Naumchev and Meyer [34]) . Our current empirical study
of nano-patterns in Java [2] indicates that nano-patterns oc-
cur in two thirds of methods, about half of the statements,

third of conditional statements and 90% of all iterative state-
ments, in the Gil-Lalouche corpus [29].

The basic scenario for Lola is that of language exten-
sion, amendment or augmentation. Users involved are de-
velopers, language engineers or advanced users interested
in extending a General Purpose (GPL) or Domain Specific
(DSL) host language. Apart from learning Lola’s syntax
(which, in the authors’ opinion, should not have a steep
learning curve for an average developer) the users need to
know Python. This can be seen as a drawback of Lola.
However, this issue is common to other similar solutions
such as SugarJ [30], which presumes the knowledge of SDF
[35] and Stratego [36]. On the other end, the use of Python
might represent an opportunity, since its popularity [37,38],
exposes Lola to a wider developers’ community.

If language specification changes, this might in princi-
ple alter the behavior of the stenographic form of a nano-
pattern imposed by Lola. In general, it is developers’ re-
sponsibility to adjust Lola libraries according to the spec-
ification changes, so to guarantee upward compatibility.
Nano-patterns have been proven to be popular solutions to
small programming tasks, as results from their prevalence
values. If we look at the baseline corpus described in Ta-
ble 2, which represents a subset of the entire analyzed cor-
pus, we find that the average work volume is, on average,
327.46 days (median 199 days), with a time range that spans
from 2011 to 2014. During this time the Java Language
Specification changed from version 3 (JLS3, 2004) [39] to
4 (JLS4, 2011) [40]. The JSL4 specification introduced im-
portant features, such as binary literals, diamond operators
for generic type inference, etc.

Dyer et al., in their large scale investigation of Java
projects hosted on SourceForge 12, found that new features
are used by developers before the official release of the
specification, taking advantage of the beta/pre-releases [41].
More likely than not, also the developers who worked on the
projects included in the baseline corpus, adopted new lan-
guage features during the development process. This means
that the analysis is already, implicitly, taking into account
the upward compatibility. In fact, the most prevalent nano-
patterns emerged from source code that is likely to include
both old and new features. This might suggest that either

11https://gojko.net/2009/10/23/mockito-in-six-easy-examples/
12https://sourceforge.net/
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nano-patterns capture language constructs that were not in-
terested by changes in the specification, or those that were
affected by the mentioned changes, if present, did not pass
our prevalence test.

Moreover, Dyer et al. found also that the majority of
newly introduced language features are rarely used by de-
velopers [41], with few meaningful exception. According
to Qiu et al. [42], who conducted a large-scale study on the
use of Java constructs, the distribution of syntactic rules us-
age is Zipfian, with 20% of the most-used rules accounting
for 85% of all rule usage, whereas the 65% of the least-
used rules is used less than 5%. The same authors show that
the adoption of new rules varies over time and it is contex-
tual [42]. These findings might suggest that the problem of
upward compatibility is not so significant in practice, being
in fact mitigated by the tendency of developers to be, to a
certain extent, recalcitrant to employ newly introduced fea-
tures. Moreover, the decision to adopt an h-index variation
as a reuse measure, is aimed at balancing the effect of such
kind of statistical distribution, as discussed in Sect. 2.2.

6 Related Work

6.1 Lola

6.1.1 Embedded languages

Lola can be seen as an embedded language. The embedded
text is distinguished by the host text because it is preceded
by a hash character and ends with an un-escaped end-of-line
character. The most trivial example involves comments. To
a certain extent, also comments and string literals can be
seen as embedded language. In Java, for example, com-
ments begin and end with specific character sequences, /*
and */, respectively for the beginning and end of the com-
ment. The same applies to JavaDoc comments. Inside a
comment, text is treated differently than in regular code.

The most relevant example is represented by PHP,
where commands are embedded in HTML [43] pages.
Other meaningful examples are ASP [44] and JSP [45],
which adopted the same idea. More recently we have a
number examples of DSL languages which extend or en-
hance a host GPL language. They usually target specific
problem, like interaction with databases as in the case of
J% [46].

Lola is not an embedded language on its own. It actually
embeds both the host language and Python. The host lan-
guage is seen as a stream that can be manipulated, whereas
Python snippets are used to compute the code processing.

6.1.2 Preprocessors

There are several preprocessors available. The C prepro-
cessor [47], introduced in the early stages of its host lan-
guage, C, is arguably the most famous text preprocessor,
often identified by its acronym, CPP [48, 49]. It is al-
most entirely independent from the host programming lan-
guage [50], to the point that it can be viewed as an indepen-
dent programming language. As a programming language,
the C preprocessor is limited. For example, it cannot per-
form iterations (loops) and it does not have conditionals on
macro parameters and it does not allow recursive structure.
It also has a minimal “library”.

Other popular preprocessors are PL/1 and M4 [51]. The
PL/1 preprocessor is similar to the C preprocessor in some
respects (i.e., built-in types, directives, etc.) whereas M4 is
a general language-independent preprocessor, which facil-
itates more complete processing (it allows recursive calls
and has conditional constructs) if compared to the other
above mentioned [52] preprocessors. M5 [53] is an im-
proved version of M4.

Many preprocessors use a general purpose program-
ming language, such as Python (e.g., Cog13, jinja14,
django15, PYM [54], pyexpander16, pypreprocessor17, Pre-
processor in Python18 and Cheetah19). Others use Perl (e.g.,
PerlPP20).

6.1.3 Macro Languages

There are several problems with macro systems. They
might capture names that are already used (Hygenic Macros
solve this problem [55]). Macro systems do not usually dif-
ferentiate between lexical elements of the hosting language
such as expressions, identifiers, constants, etc. One pre-
processor that differs in this aspect is the Marco preproces-
sor [56], which has a way to reduce the coupling between
the host language to the macro system.

6.2 Nano-Patterns
The first appearance of the term nano-patterns was in
the conclusion of a work by Gil and Maman micro-
patterns [57]. Singer et al. [19], starting from a work by
Høst and Østvold [58], collected a language of 17 nano-
patterns, which the authors demonstrated to be prevalent
(at an 80% level), traceable, and, purposeful. The names of
their found nano-patterns underscore their purposefulness.
Singer et al.’s catalog is at the base of studies on the re-
lationship between nano-patterns and defectiveness [59] or
vulnerabilities [60].

Differently from our catalog, Singer et al.’s catalog re-
gards properties of methods, whereas the nanos in our cata-
log are found at the method, command, expression and field

13http://nedbatchelder.com/code/cog/, Cog by Ned Batchelder.
14http://jinja.pocoo.org/, jinja by Armin Ronacher.
15https://docs.djangoproject.com/en/1.7/topics/templates/, Django Software Foundation.
16http://pyexpander.sourceforge.net/, pyexpander by Goetz Pfeiffer.
17https://code.google.com/p/pypreprocessor/, pypreprocessor by Evan Plaice.
18http://orbeckst.github.io/GromacsWrapper/gromacs/core/fileformats/preprocessor.html, Preprocessor in Python by Evan Plaice

and Oliver Beckstein.
19http://www.cheetahtemplate.org/, Cheetah by Tavis Rudd.
20https://github.com/d-ash/perlpp, PerlPP by Andrew Shubin.
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levels [2]. Singer et al.’s nanos are orthogonal. Each nano-
pattern represents a binary property, meaning that it can be
present or not. This property lead to the definition of com-
posite nano-patterns, which are those that are a combination
of fundamental nano-patterns.

Other works on nano-patterns are those of
Batarseh [20], who presents a language formed by 16
method properties and Lee et al. [61], who report 67 at-
tributes of different kind of nanos: method signature, body
and ties of body and behavior.

6.2.1 Other Kinds of Patterns

In the software engineering literature (scientific and not),
there has been a surge of interest regarding the theory and
application of “design patterns”. Such patterns are a spe-
cific arrangement of object oriented components (classes,
methods, inheritance) and represent recurring solutions to
common design problems [62, 63]. Research interest re-
volves, for example, around design patterns automatic de-
tection.

At a lower level of granularity stands the “micro pat-
terns” (or µ-patterns), which are predicated on OO types
(classes). Micro patterns reflect a specific use of OO fea-
tures, such as the absence of methods, inheritance, etc. [57].
Differently from design patterns, the 27 micro patterns in
Gil and Maman’s catalog are prevalent, which means that
they are present in around 75% of all classes, as empirical
studies have shown [57]. Micro patterns are traceable, in
the sense that they can be automatically recognized. In op-
position, design patterns are not traceable [64] and many
attempts have been made to formalize [65–69] and to auto-
matically detect them [70–75].

Design patterns are also purposeful, which means that
they deal with a specific problem. This is not the case of µ-
patterns (they just track the presence of a coding technique),
albeit the prevalence might suggest that a µ-pattern is used
on purpose. The lack of purpose is also a characteristic of
nano-patterns, although for a different reason. Their pur-
pose is related to the small programming task that they carry
out, and can often be learned from their name, but it is usu-
ally unrelated to the system where they occur.

6.2.2 Other Pattern-Like Constructs

A concept similar to nano-patterns is that of idioms, which
are, quoting Allamanis and Sutton, “a syntactic fragment
that recurs frequently across software projects and has a sin-
gle semantic purpose” [76]. The main difference between
idioms and nano-patterns is that the latter are not single
fragments but predicates.

Notably we can find idiom catalogs for different lan-
guages, e.g., [77–80]. Also, IDEs provide support for the
definition and customization of idioms [81, 82]. Some in-
structional/educational material on idioms is found in work
whose aim is to teach idioms as programming tips [83–85].

Sutton et al. investigated the presence of idioms in
generic C++ libraries, finding a high coverage (circa 85%
of classes showing idioms) [86]. In a recent work, Alla-
manis and Sutton applied machine learning techniques to

automatically detect idioms in source code. The discov-
ered idioms included “cross-projects idioms that represent
important program concepts like object creation, exception
handling, etc.” with a prevalence ranging between 3% to
31%, depending on some factors (i.e., the training and test-
ing dataset, the used parameters, etc.) From their work, we
can see that the prevalence of idioms tends be lower than
that of nanos [76].

Another difference between the two constructs is that
nanos are sought, whereas idioms are discovered. Some of
the found idioms show semantic purposes, in the sense that
they are used for object creation, exception handling, and
resource management. In the literature on idioms, other rel-
evant studies are those of Koening [87], Langer [88] and
Willis [89].

6.2.3 Vocabulary vs. Structure

Vocabulary: Some related work deals with code nomen-
clature or the study of the vocabulary that developers use to
describe program elements. Linstead et al. studied source
code vocabulary and discovered the existence of naming
trends related to specific syntactic elements such as classes
and interfaces [90]. Enslen et al. worked on an optimized
algorithm to split identifiers into words’ sequences [91].
Abebe et al. studied the evolution of vocabulary used by
developers along a time line [92]. Newman et al. studied
how to determine and assign lexical categories starting from
source code [93].

Høst and Østvold investigated the implementation of
methods from a corpus of Java applications, to determine
which word is the best for a method naming [94]. In a
subsequent work, they dealt with generation of “a seman-
tics which captures our common interpretation of method
names” [58]. They worked on traceable patterns and pro-
posed a set of traceable attributes that they claim can be
useful building blocks of nano-patterns.

It is worth noting that the authors explicitly claim they
were not proposing nano-patterns. The way vocabulary
matches the structure or not can also lead to “naming bugs”,
a problem that can be mitigated by an automatic proce-
dure. Høst and Østvold proposed automatic tool [95] to sug-
gest proper names. Kashiwabara et al., in different works,
presented techniques to identify candidate verbs for meth-
ods [96, 97]. There were some attempts to use recurring
structure for software engineering purposes. Examples are
works on beacons [98, 99]—stereotypical, recurring seg-
ments of code that are quickly recognized by experienced
developers.

Structure: Some researchers in the area focus their ef-
forts on investigating the recurring elements of the syntac-
tical structure of programs. A concept similar to nano-
patterns is that of stereotype. A stereotype is a syntactical
structure that capture the intent of methods and classes and
can be considered an extension of the micro-nano-pattern
concept [100].

Andras et al. and Moreno et al. compared the outcome
of the run-time with their stereotype [101], to investigate
the consistency between method design and implementa-
tion [101, 102]. Qiu et al. showed that the use of syntacti-
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cal rules in actual programs follows a Zipf-like distribution
(just as happens with words in natural language). In other
words, small sets of syntactic structures tend to govern en-
tire projects [103]. Abd-El-Hafiz et al. classified loops by
complexity levels [104]. Wang et al. introduced an auto-
matic approach to determine high level action through the
analysis of a given loop [105]. Mens et al. proposed to de-
scribe patterns with a declarative meta-programming lan-
guage similar to Prolog.

7 Conclusion
We introduced the concept of pluggable controllers as a way
to facilitate the introduction of new constructors, and ex-
plained how they can be implemented using Lola, the Lan-
guage of Language Amendment, a powerful preprocessor
and macro-language. Lola lets developers augment or even
amend language constructors without affecting the language
architecture.

This argument was illustrated by two cases study: A
stenography for Java nanos and the introduction of Math-
ematica’s commands in Java. Nanos are recurring idioms
devised by developers to perform simple tasks. In a recent
study they revealed to be prevalent in Java, under a given
definition of prevalence. We presented 19 nanos that belong
to a wider catalog [2] and illustrated the implementation of
Java stenography based on them.

Their prevalence make them good candidates to become
pluggable controllers. A stenography for nanos, such that
illustrated in this work for Java—and its subsequent defini-
tion in standard libraries of pluggable controllers, is likely
to improve developers efficiency by reducing coding effort.

In the present paper we reported a peculiar applica-
tion of Lola. However, Lola’s applications are not lim-
ited to the extension of SIC as pluggable controllers. For
example, with Lola it is possible to compute the Halstead
metrics [106], simulate Aspect Oriented Programming, add
syntactic sugar, and many other kinds of language augmen-
tation [15].

Relying on a powerful preprocessing engine, Lola
makes it easy to introduce augmentation. Formal and pre-
cise proofs of semantics are however difficult: Since the se-
mantics of the underlying language is not available to pre-
processors, even the formulation of precise statements on
semantics seems impossible. More so, with Lola which
is language independent, and draws much of its power
from the loose coupling with the underlying semantics and
changes made to it.

7.1 Future Work on Lola

Future works will involve both further improvement of Lola
and research on the application of Lola to help developers’
work.

• Currently, Lola supports trivia (elements such as
space, tabs, etc.), though it is limited to just a few of
them such as ##NewLine and ##EndOfFile, and must
be improved. This type of support may be needed to
process comments, JavaDoc (for Java) and the like.

• Pattern matching features should be improved in or-
der to treat string literals. The introduction of features
that allow the host language to be changed on the fly
would enable application of Lola’s preprocessing to
mixed code (i.e., Java code with an SQL queries as
happens using JDBC, etc.)

• Another promising research avenue emerges if we
ponder the possibility of applying Lola to itself.

• We would like to allow users to define new Lola key-
words from within Lola itself (now only possible with
simple Python classes).

• Some enhancement are required to improve usability.
For example, using single and double # to distinguish
Lola keywords from host language identifiers might
lead to some confusion. We are working on a differ-
ent solution, such as using another character (e.g., @)
instead of #.

7.2 Future Work on Nanos
Further research it is needed to improve the prevalence val-
ues of nano-patterns by specifically looking for new candi-
dates in other corpora. In this work, we used a lightweight
nano tracer to track the nanos in source code. Additional
work it is needed to improve search possibilities in several
aspects (i.e., improving the namespace analysis, etc.). The
subjective and sample bias in the harvest may have led us to
miss some patterns. Further efforts are needed to verify this
suspicion and to extend the basic catalog.
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tos, and Marjan Mernik. A preliminary study on various
implementation approaches of domain-specific language.
Information and Software Technology, 50(5):390–405, apr
2008.

[34] A. Naumchev and B. Meyer. Seamless requirements. Com-
puter Languages, Systems & Structures, 49:119 – 132,
2017. Springer Publishing, New York City, NY, USA.

[35] J. Heering, P. R. H. Hendriks, P. Klint, and J. Rek-
ers. The syntax definition formalism sdf&mdash;reference
manual&mdash;. SIGPLAN Not., 24(11):43–75, November
1989.

[36] Martin Bravenboer, Karl Trygve Kalleberg, Rob Vermaas,
and Eelco Visser. Stratego/xt 0.17. a language and toolset
for program transformation. Science of Computer Program-
ming, 72(1):52 – 70, 2008. Special Issue on Second issue
of experimental software and toolkits (EST).

[37] PYPL PopularitY of Programming Language. http://
pypl.github.io/PYPL.html. Accessed: 2017-07-31.

[38] TIOBE Index for July 2017. https://www.tiobe.com/
tiobe-index/. Accessed: 2017-07-31.

www.astesj.com 1723

Y. Gil et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1711-1726 (2017)

http://caml.inria.fr/pub/docs/manual-camlp4/index.html
http://caml.inria.fr/pub/docs/manual-camlp4/index.html
http://pypl.github.io/PYPL.html
http://pypl.github.io/PYPL.html
https://www.tiobe.com/tiobe-index/
https://www.tiobe.com/tiobe-index/
http://www.astesj.com


[39] James Gosling, Bill Joy, Guy Steele, and Gilad Bracha.
Java(TM) Language Specification, The (3rd Edition) (Java
(Addison-Wesley)). Addison-Wesley Professional, 2005.

[40] James Gosling, Bill Joy, Guy L. Steele, Jr., Gilad Bracha,
and Alex Buckley. The Java Language Specification, Java
SE 7 Edition. Addison-Wesley Professional, 1st edition,
2013.

[41] Robert Dyer, Hridesh Rajan, Hoan Anh Nguyen, and
Tien N. Nguyen. Mining billions of ast nodes to study ac-
tual and potential usage of java language features. In Pro-
ceedings of the 36th International Conference on Software
Engineering, ICSE 2014, pages 779–790, New York, NY,
USA, 2014. ACM.

[42] Dong Qiu, Bixin Li, Earl T. Barr, and Zhendong Su. Under-
standing the syntactic rule usage in java. Journal of Systems
and Software, 123:160 – 172, 2017.

[43] Dave Raggett, Arnaud Le Hors, and Ian Jacobs. HTML
4.01 specification. W3C Recommendation, W3C - World
Wide Web Consortium, December 1999.

[44] George Reilly Brian Francis and Dino Esposito. Profes-
sional Active Server Pages 3.0. Wrox Press, 1999-09.

[45] Hans Bergsten. JavaServer Pages. O’Reilly Media, 3rd
edition, 2003-12.

[46] Vassilios Karakoidas, Dimitris Mitropoulos, Panagiotis
Louridas, and Diomidis Spinellis. A type-safe embedding
of SQL into Java using the extensible compiler framework
J%. Computer Languages, Systems & Structures, 41:1–20,
apr 2015. Elsevier Science Publishers, Amsterdam, The
Netherlands.

[47] GNU. C preprocessor. https://gcc.gnu.org/
onlinedocs/cpp/.

[48] Dennis Ritchie. he Development of the C Language.
In John A. N. Lee and Jean E. Sammet, editors, HOPL
Preprints, pages 201–208. ACM, 1993.

[49] A. Snyder. A portable compiler for the language C. Tech-
nical report, Massachusetts Institute of Technology, Cam-
bridge, MA, USA, 1975.

[50] GNU. The C preprocessor – overview. https://gcc.gnu.
org/onlinedocs/cpp/Overview.html#Overview.

[51] GNU. M4 manual. http://www.gnu.org/software/m4/
manual/m4.html.

[52] GNU. M4 manual – history section. https://www.gnu.
org/software/m4/manual/m4.html#History.

[53] A. Dain Samples. User’s Guide to the M5 Macro Lan-
guage. Number UCB/CSD-91-621 in Report // Computer
Science Division (EECS), UCB/CSD. University of Cali-
fornia, Berkeley, Computer Science Division, 2nd edition,
1991.

[54] Robert F Tobler. Pym-a macro preprocessor based on
python. In Proceedings of the 9th International Python
Conference, Long Beach, California, 2001.

[55] Eugene Kohlbecker, Daniel P Friedman, Matthias
Felleisen, and Bruce Duba. Hygienic macro expansion.
In Proceedings of the 1986 ACM conference on Lisp and
functional programming, pages 151–161, 1986. ACM,
New York, NY, USA.

[56] Byeongcheol Lee, Robert Grimm, Martin Hirzel, and
Kathryn S McKinley. Marco: Safe, expressive macros for
any language. In ECOOP 2012–Object-Oriented Program-
ming, pages 589–613. Springer, 2012.

[57] Joseph (Yossi) Gil and Itay Maman. Micro patterns in Java
code. In Ralph Johnson and Richard P. Gabriel, editors,
Proc. the 20th Annual OO Prog., Syst., Lang., and App.,
OOPSLA 2005, volume 40, pages 97–116, NY/USA, Octo-
ber 2005. ACM.

[58] Einar W. Høst and Bjarte M. Østvold. The java prog.’s
phrase book. In Dragan Gasevic, Ralf Lämmel, and
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Finland, Jun 9–13, 1997 Proc., pages 530–530, Berlin, Hei-
delberg, 1997. Springer.

[64] Peter Van Emde Boas. Resistance is Futile; formal linguis-
tic observations on design patterns. techreport ILLC-CT-
1997-03, The Institute For Logic, Language, and Computa-
tion (ILLC), University of Amsterdam, 1997-02.

[65] Amnon H. Eden, Joseph (Yossi) Gil, Yoram Hirshfeld, and
Amiram Yehudai. Motifs in object oriented architecture,
1999.

[66] Amnon H. Eden, Joseph (Yossi) Gil, and Amiram Yehu-
dai. A formal language for design patterns. In (PLoP’96),
1996-09.

[67] Amnon H. Eden. Formal specification of object-oriented
design. In Int. Conf. on Multidisciplinary Design in Engi-
neering (CSME-MDE’01), pages 21–22, 2001-11.

[68] Amnon H. Eden. A visual formalism for object-oriented
architecture. In (IDPT’02), 2002-06.

[69] Amnon H. Eden. Giving “the quality” a name - pre-
cise specification of design patterns - a second look at the
manuscripts. Journal of Object-Oriented Programming,
11(3), 1998-06.
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[73] Yann-Gaël Guéhéneuc, Houari A. Sahraoui, and Farouk
Zaidi. Fingerprinting design patterns. In 11th Working
Conf. Rev. Eng., WCRE 2004, Delft, The Netherlands, Nov
8-12, 2004, pages 172–181, NY/USA, 2004. IEEE.

[74] Marek Vokác. An efficient tool for recovering design
patterns from c++ code. Journal of Object Technology,
5(1):139–157, 2006.

[75] Linzhang Wang, Zhixiong Han, Jiantao He, Hanfei Wang,
and Xuandong Li. Recovering design patterns to support
program comprehension. In Proceedings of the 2Nd Inter-
national Workshop on Evidential Assessment of Software
Technologies, EAST ’12, pages 49–54, New York, NY,
USA, 2012. ACM.

[76] Miltiadis Allamanis and Charles A. Sutton. Mining id-
ioms from source code. In Shing-Chi Cheung, Alessandro
Orso, and Margaret-Anne D. Storey, editors, Proc. the 22nd
“ACM” Found. Soft. Eng., (FSE-22), pages 472–483, Hong
Kong, November 2014. ACM.

[77] Wikibooks. More C++ Idioms, 2017. https://en.wiki-
books.org/wiki/More C%2B%2B Idioms.

[78] Java Idioms Editor. Java Idioms, 2017. http://c2.com/p-
pr/wiki/JavaIdioms/JavaIdioms.html.

[79] S. Chuan. JavaScript Patterns Collection, 2014.
http://shichuan.github.io/javascript-patterns/.

[80] R. Waldron. Principles of writing consistent, id-
iomatic JavaScript, 2014. https://github.com/rwaldron/id-
iomatic.js/.

[81] E. Recommenders-Contributors. Eclipse SnipMatch, 2014.

[82] JetBrains. High-speed coding with Custom Live Tem-
plates., 2014. http://bit.ly/1o8R8Do.

[83] Nathan Gurewich and Ori Gurewich. Java Manual of Style.
Ziff-Davis Publishing Co., April 1996.

[84] Chris Laffra. Advanced Java: Idioms, Pitfalls, Styles &
Prog. Tips. Prentice Hall Ptr, September 1996.

[85] Craig Larman and Rhett Guthrie. Java 2 Performance &
Idiom Guide. Prentice Hall Ptr, NJ/USA, 1999.

[86] A. Sutton, R. Holeman, and J. I. Maletic. Identification of
idiom usage in c++ generic libraries. In 2010 IEEE 18th
Int. Conf. Program Comprehension, pages 160–169, New
York,NY, June 2010. IEEE.

[87] Andrew Koenig. Idiomatic design. Comm. ACM, pages
14–19, 1995. ACM, New York, NY, USA.

[88] A. Langer. Java programming idioms. In Proc. OO Lang.&
Syst.. TOOLS 38, pages 197–198, 2001. IEEE,Washington,
DC, USA.

[89] L. M. Wills. Automated program recognition: A feasibility
demonstration. Artif. Intell., 45(1-2):113–171, September
1990. Elsevier Science Publishers Ltd. Essex, UK.

[90] Erik Linstead, Lindsey Hughes, Cristina Lopes, and Pierre
Baldi. Exploring Java software vocabulary: A search &
mining perspective. In Proc. Int. Conf. Soft. Eng., pages
29–32, 2009. IEEE,Washington, DC, USA.

[91] E. Enslen, E. Hill, L. Pollock, and K. Vijay-Shanker. Min-
ing source code to automatically split identifiers for soft-
ware analysis. In 2009 6th IEEE International Working
Conference on Mining Software Repositories, pages 71–80,
Washington, DC, USA, May 2009. IEEE.

[92] S. L. Abebe, S. Haiduc, A. Marcus, P. Tonella, and G. An-
toniol. Analyzing the evolution of the source code vocabu-
lary. In 2009 13th European Conference on Software Main-
tenance and Reengineering, pages 189–198, Washington,
DC, USA, March 2009. IEEE.

[93] C. D. Newman, R. S. AlSuhaibani, M. L. Collard, and
J. I. Maletic. Lexical categories for source code iden-
tifiers. In 2017 IEEE 24th International Conference on
Software Analysis, Evolution and Reengineering (SANER),
pages 228–239, Feb 2017. IEEE,Washington, DC, USA.

[94] E. W. Host and B. M. Ostvold. The programmer’s lexicon,
volume i: The verbs. In Seventh IEEE International Work-
ing Conference on Source Code Analysis and Manipulation
(SCAM 2007), pages 193–202, Sept 2007. IEEE, Washing-
ton, DC, USA.

[95] Einar W. Høst and Bjarte M. Østvold. Debugging method
names. In Proceedings of the 23rd European Conference
on ECOOP 2009 — Object-Oriented Programming, Genoa,
pages 294–317, Berlin, Heidelberg, 2009. Springer-Verlag.

[96] Y. Kashiwabara, Y. Onizuka, T. Ishio, Y. Hayase, T. Ya-
mamoto, and K. Inoue. Recommending verbs for rename
method using association rule mining. In 2014 Software
Evolution Week - IEEE Conference on Software Mainte-
nance, Reengineering, and Reverse Engineering (CSMR-
WCRE), pages 323–327, Feb 2014. IEEE,Washington, DC,
USA.

[97] Yuki Kashiwabara, Takashi Ishio, Hideaki Hata, and Kat-
suro Inoue. Method verb recommendation using associa-
tion rule mining in a set of existing projects. IEICE Trans-
actions on Information and Systems, E98.D(3):627–636,
2015.

[98] Ruven Brooks. Towards a theory of the comprehen-
sion of computer programs. Int. J. Man-Machine Studies,
18(6):543–554, 1983. Elsevier Science Publishers, Ams-
terdam, The Netherlands.

[99] Martha E. Crosby, Jean Scholtz, and Susan Wiedenbeck.
The roles beacons play in comprehension for novice & ex-
pert programmers. In J. Kuljis, L. Baldwin, and R. Scoble,
editors, Proc. 14th Ann. Workshop of the Psychology of
Programmers Interest Group (PPIG), pages 58–73, 2002.

[100] N. Dragan, M. L. Collard, and J. I. Maletic. Reverse engi-
neering method stereotypes. In 2006 22nd IEEE Interna-
tional Conference on Software Maintenance, pages 24–34,
Washington, DC, USA, Sept 2006. IEEE.

[101] P. Andras, A. Pakhira, L. Moreno, and A. Marcus. A mea-
sure to assess the behavior of method stereotypes in OO
software. In 2013 4th International Workshop on Emerging
Trends in Software Metrics (WETSoM), pages 7–13, Wash-
ington, DC, USA, May 2013. IEEE.

[102] L. Moreno and A. Marcus. Jstereocode: automatically iden-
tifying method and class stereotypes in java code. In 2012
Proceedings of the 27th IEEE/ACM International Confer-
ence on Automated Software Engineering, pages 358–361,
New York, NY, Sept 2012. IEEE.

[103] Dong Qiu, Bixin Li, Earl T. Barr, and Zhendong Su. Under-
standing the syntactic rule usage in Java. J. Syst. and Soft.,
123:160–172, 2017. Springer Publishing, New York City,
NY, USA.

[104] S. K. Abd-El-Hafiz and V. R. Basili. A knowledge-based
approach to the analysis of loops. IEEE, 22(5):339–360,
May 1996.

www.astesj.com 1725

Y. Gil et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1711-1726 (2017)

http://www.astesj.com


[105] X. Wang, L. Pollock, and K. Vijay-Shanker. Developing a
model of loop actions by mining loop characteristics from a
large code corpus. In 2015 IEEE 31st Int. Conf. Soft. Maint.
& Evolution, ICSME 2015 - Proc., 2015. IEEE,Washing-

ton, DC, USA.

[106] Maurice H. Halstead. Elements of Software Science. Op-
erating and Programming Systems. Elsevier Science Inc.,
New York, NY, USA, 1977.

www.astesj.com 1726

Y. Gil et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1711-1726 (2017)

http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 2, No. 3, 1727-1740 (2017)

www.astesj.com
Special Issue on Recent Advances in Engineering Systems

ASTES Journal
ISSN: 2415-6698

On Modeling Affect in Audio with Non-Linear Symbolic Dy-
namics

Pauline Mouawad*,1, Shlomo Dubnov2

1Laboratoire Bordelais de Recherche en Informatique, University of Bordeaux, 33400, France
2Center for Research in Entertainment and Learning, University of California San Diego, CA 92093, USA

A R T I C L E I N F O A B S T R A C T
Article history:
Received: 31 May, 2017 
Accepted: 01 August, 2017 
Online: 09 September, 2017

The discovery of semantic information from complex signals is a task 
concerned with connecting humans’ perceptions and/or intentions with 
the signals content. In the case of audio signals, complex perceptions 
are appraised in a listener’s mind, that trigger affective responses that 
may be relevant for well-being and survival. In this paper we are 
interested in the broader question of relations between uncertainty in 
data as measured using various information criteria and emotions, and 
we propose a novel method that combines nonlinear dynamics analysis 
with a method of adaptive time series symbolization that finds the 
meaningful audio structure in terms of symbolized recurrence 
properties. In a first phase we obtain symbolic recurrence 
quantification measures from symbolic recurrence plots, without the 
need to reconstruct the phase space with embedding. Then we estimate 
symbolic dynamical invariants from symbolized time series, after 
embedding. The invariants are: correlation dimension, correlation 
entropy and Lyapunov exponent. Through their application for the 
logistic map, we show that our measures are in agreement with known 
methods from literature. We further show that one symbolic recurrence 
measure, namely the symbolic Shannon entropy, correlates positively 
with the positive Lyapunov exponents. Finally we evaluate the 
performance of our measures in emotion recognition through the 
implementation of classification tasks for different types of audio 
signals, and show that in some cases, they perform better than state-of-
the-art methods that rely on low-level acoustic features.

Keywords :
Nonlinear dynamics
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Dynamical invariants
Variable Markov Oracle
Information rate
Embedding

1 Introduction

This paper is an extension of work originally pre-
sented in IEEE 11th ICSC [1].

The task of capturing emotional meaning from au-
dio structure while disregarding trivial or irrelevant
information is a complex process that cannot be in-
ferred using low-level acoustics. Recent advances in
research on sound dynamics have shown that nonlin-
ear phenomena exist in complex audio signals [2, 3,
4, 5, 6]. Such complex information is shaped in the
nonlinear dynamical structure of audio content that is
brought together by repeating patterns evolving in a
temporal order. Nonlinear dynamics analysis consists
of a set of methods that unravel these fine-grained
patterns, and study their role in conveying meaning-

ful information[7]. Particularly, it was shown that the
strange attractors of the sounds’ dynamical systems
carry perceptual meaning [8]. As a consequence re-
cent studies were successful at applying methods of
nonlinear dynamics to capture voice pathologies in
speech signals [9, 3, 4, 10], recognize environmental
sounds [11, 12] and discriminate between different
singing styles [2]. Despite these advances, very few
researches have applied nonlinear dynamics for mod-
eling emotion in audio signals. In [6], measures of
the geometrical properties of the phase space recon-
struction are employed to recognize affect in speech;
in [13], recurrence properties of the vowel accurately
describe the dynamic behaviour of six basic emotions.

In our former work [1], we proposed a novel learn-
ing framework of affective auditory scene analysis us-
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ing a recently developed method of non-linear dy-
namic signal analysis, the Variable Markov Oracle
(VMO), that finds the best audio structure repre-
sentation in terms of the symbolized recurring pat-
terns, while preserving their temporal order. We
obtained symbolic recurrence quantification analy-
sis (RQA) measures without reconstructing the phase
space with embedding. Our contribution over pre-
vious recurrence analysis methods is that our model
explored the dynamics of the most informative recur-
rent patterns in the signal, by means of symbolic RQA
features. We showed that measures of periodicity and
complexity derived from our model are relevant for
the characterization of affect in auditory scenes, and
that they perform better than state-of-the-art methods
relying on low-level acoustic features.

In this paper we contribute to the ongoing re-
search on affective semantics from sound by propos-
ing a new set of symbolic dynamical invariants com-
puted from the VMO. After the symbolization step,
we propose a novel method of computing symbolic
dynamical invariants from the symbolized sequences
of the time series, after performing an embedding
step. The invariants are: the correlation dimension
(D2), correlation entropy (K2) and the Lyapunov Ex-
ponent (LE). In literature, the correlation dimension
and Lyapunov Exponent have been successful in dis-
criminating voice quality as well as in characterizing
pathologies in voice [14, 9]. Furthermore, D2 and
K2 are effective in the detection of emotion in speech
[3, 4]. In the music domain, LE and D2 were used
to characterize the clarinet tone [15], however rare are
the literatures that investigate the potential of dynam-
ical invariants in characterizing emotion in music.

The contribution of this paper is a novel method
of nonlinear dynamics that derives symbolic dynami-
cal measures from an adaptive time series symboliza-
tion method (VMO), with and without phase space re-
construction. First, it derives symbolic RQA measures
from a symbolization of the signal’s feature frames
without embedding [1]. Second, it estimates symbolic
dynamical invariants from the symbolized time series
after embedding. Then we estimate our symbolic dy-
namical measures for the logistic map and show that
they are in agreement with known methods from lit-
erature. Finally we test the performance of our sym-
bolic complexity measures in predicting emotion by
performing classification tasks on four types of sound
stimuli. The advantage of our symbolic complexity
measures is that first they quantify the dynamics of
the most meaningful recurring patterns in the sig-
nal; second, their number is determined and hence
we don’t have to address the problem of the dimen-
sionality of the dataset, therefore no feature selection
methods are employed; third we show that they are
efficient in recognizing emotions across three types of
stimuli, which suggests that their performance does
not depend on the type of sound under study.

2 Theoretical Background

2.1 Nonlinear Time Series Analysis

Nonlinear time series analysis (NLTSA) consists of a
set of methods that characterize dynamical informa-
tion from time-ordered values in a dataset. It is based
on the fact that the real underlying dynamical state
of a complex system is often unknown, and that all
the information needed to determine the future be-
haviour of the system’s state is independent of its
past, and can be predicted based on knowledge of the
present state, which is the observable measured by the
time series.

In order to learn about the underlying dynamics
of time-ordered data such as audio signals, it is neces-
sary to reconstruct the phase space.

Phase Space Reconstruction The states of dynami-
cal systems change in time, and their time evolution is
defined geometrically in the shape of trajectories that
belong to a phase space known as strange attractor.

In practice, we do not have a full knowledge of
the dynamical system in order to reconstruct its phase
space. But we do have a time-discrete measurement
of one observable, which results in a scalar and dis-
crete time series, that is used to reconstruct the origi-
nal system’s dynamics, through the reconstruction of
its phase space via embedding. The embedding theo-
rems guarantee that for noise-free data, there is a di-
mension m such that the embedded vectors are equiv-
alent to the original phase space vectors [16].

To reconstruct the phase space of a system from a
time series, the Takens’ embedding theorem is used
[17] and the framework is the following [18]:

Let x(t) be a trajectory of a dynamical system and
s(t) = s(x(t)) the result of a scalar measurement on it.
Then a delay reconstruction with time delay τ and
embedding dimension m is given by:

s(t) = (s(t − (m− 1)τ), s(t − (m− 2)τ), ..., s(t)) (1)

Embedding parameters One of the main chal-
lenges of the delay-coordinate embedding theorem, is
choosing appropriate values of dimension m and time
lag τ [16].

Several methods exist that derive m and τ but we
are naming the most widely used ones in literature.
First τ is estimated: if τ is very small, consecutive
elements of the delay vectors will highly correspond,
and all the vectors will be clustered around the main
diagonal, unless m is very large. If τ is very large,
consecutive elements are independent, and the points
will fill a large space in the phase space [16]. Two
functions can be used to determine τ : the first zero
of the autocorrelation function of the time series and
the first minimum of the mutual information function
(FMMI). In this work we use the FMMI.
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Once τ is chosen, the next step is to estimate the
embedding dimension m. If m is too large, the em-
bedded data will be redundant, which will confuse
the performance of prediction algorithms. Two widely
known methods can be used: the false-nearest neigh-
bour algorithm (FNN) [19] and the ‘asymptotic invari-
ant approach’. The FNN method is used in this work
since it is the most widely used one, and m is chosen
where the number of false neighbours drops to zero.

The resulting is equivalent to the attractor in the
original phase space if m ≤ 2d + 1, were d is the di-
mension of the original phase space. In general we
don’t know what the value of d is, but using the FNN
method, m is guaranteed to fulfil that requirement.

2.2 Recurrence Plots

Recurrence is a fundamental property of most dynam-
ical systems. In fact it is due to the systems’ recur-
rence to former states that we know how to predict the
future state of the system. Recurrence takes place in
the system’s phase space, and the tool that measures
it is called a recurrence plot (RP) [20].

Given a trajectory ~xi ∈ R
d in a d-dimensional

phase space of a dynamical system, the RP is a two-
dimensional visualization of the square recurrence
matrix of the embedded time series defined by:

Rm,εi,j = Θ(ε −
∥∥∥~xi − ~xj∥∥∥), i, j = 1, ...,N (2)

where ~xi and ~xj are phase space trajectories in an
m-dimensional phase space, N is the number of mea-
sured points in a trajectory, ε is a threshold distance,
Θ(.) the Heaviside function such that: Θ(x) = 0 if
x < 0 and Θ(x) = 1 otherwise, and ‖.‖ is some appro-
priate choice of a norm, such as the L2-norm, other-
wise known as the Euclidean distance. Both axes of
the RP are time axes. The dots or pixels located at
(i, j) and (j, i) on the RP are black if the distance be-
tween points xi and xj in the phase space fall inside
a ball or threshold corridor of radius ε, the threshold
distance [21, 22]. In this case, the black points refer
to recurring states also termed ε-recurrent states since
they occur in an ε-neighbourhood. The ε-recurrent
states are represented by the relation[20]:

~xi ≈ ~xj ⇐⇒ Ri,j ≡ 1. (3)

The dots are white if Ri,j ≡ 0. The RP always dis-
plays a main black diagonal line called the line of
identity (LOI), since Ri,i ≡ 1 by definition. For more
in-depth description of the RP properties, the reader
is referred to [20].

2.3 Recurrence Quantification Analysis

In order to derive meaning from the structures of the
RP, various complexity measures are computed that
quantify those structures. Such quantification is im-
portant since it will be employed to characterize the
dynamical information and to perform predictions.
These statistical measures are known as Recurrence

Quantification Analysis (RQA) and are based on the
density of recurrence points, the diagonal and verti-
cal line structures in the RP [21, 23, 24]. RQA can
be applied to non-stationary processes in continuous
or discrete time series. For example, the metric de-
terminism can discriminate signals from noise, and is
valuable in pattern mining and classification tasks.

2.3.1 Measures based on the density of recurrence
points

Given an RP thresholded at ε (Eq. 2), the Recurrence
Rate (RR) measures the density of recurrence points
in the RP:

RR =
1
N2

N∑
i,j=1

Ri,j (4)

The RR measure corresponds to the correlation sum
(D2) measure, but D2 excludes the main diagonal line
(LOI):

D2 =
1

N (N − 1)

N∑
i,j=1
j,i

Ri,j (5)

2.3.2 Diagonal lines based measures

Given the histogram P (l) of diagonal lines of length l,
the following measures are computed:

Determinism (DET ) is the percentage of points in
diagonal line of at least length l = lmin, i.e. the ratio
of recurrence points in the diagonals to all recurrence
points, and is a measure of the predictability of the
system. Processes with chaotic behaviour cause none
or very short diagonals. Deterministic processes cause
longer diagonals and less isolated recurrence points.

DET =

∑N
l=lmin

lP (l)∑N
l=1 lP (l)

(6)

The average length of diagonal line length L is the
average time during which two segments of a trajec-
tory are close to each other, and it refers to the mean
prediction time. The length l of diagonal lines refer
to the number l of time steps during which a seg-
ment of the trajectory is close to another segment of
the trajectory at a different time. Therefore the diago-
nal lines are related to the divergence of the trajectory
segments.

L =

∑N
l=lmin

lP (l)∑N
l=lmin

P (l)
(7)

Then the length Lmax of the longest diagonal line
in the RP excluding LOI is derived:

Lmax =max({li}
Nl
i=1) (8)

And the inverse of Lmax indicates the divergence
(DIV ) of the phase space trajectory. The faster the
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trajectory segments diverge, the diagonal lines will be
shorter, and the value of DIV will be higher:

DIV =
1

Lmax
(9)

The next measure is the Shannon entropy of diag-
onal line length distribution in the RP (SRP ), which is
the probability p(l) = P (l)/Nl to find a diagonal line of
exactly length l in the RP. It is a measure of complex-
ity in the RP in terms of the diagonal lines, such that,
for uncorrelated noise the value of SRP will be small,
which indicates a low complexity.

It is defined as:

SRP = −
N∑

l=lmin

p(l) ln p(l) (10)

The RAT IO is a measure that uncovers transitions
in the system’s dynamics:

RAT IO =
DET
RR

(11)

2.3.3 Vertical lines based measures

Measures based on vertical structures in the RP un-
cover chaos-chaos transitions [20] in a dynamical sys-
tem that are not found using diagonal line based mea-
sures. These are laminarity and trapping time.

The laminarity (LAM) refers to the occurrence of
laminar states in the system independently of their
lengths. If the RP contains less vertical lines and more
single recurrence points, then the value of LAM will
be low. Its definition is analogous to the definition of
DET for vertical lines of minimal length v = vmin.

LAM =

∑N
v=vmin vP (v)∑N
v=1 vP (v)

(12)

The trapping time measure (T T ) is the average
length of vertical lines, and estimates the mean time
that the system’s state will be trapeed:

T T =

∑N
v=vmin vP (v)∑N
v=vmin P (v)

(13)

3 Our Approach

One key concern when using RPs is finding the
threshold to make sure that the RP exhibits enough
recurrence points. Another difficulty to address is the
length of the sequence used to generate the RP. This is
considered as a second embedding step that is differ-
ent from the phase space embedding, however in tra-
ditional RP construction methods these two steps are
indistinguishable, as the RP is constructed first and
then the recurring patterns are found by looking for
diagonal lines.

In this work we propose a novel method that does
not require a phase space reconstruction with embed-
ding. This is done using the Variable Markov Oracle

(VMO) [25], a suffix automaton that reduces a multi-
variate time series down to a symbolic sequence while
retaining the recurring sub-sequences. Accordingly,
we consider recurrences of symbolic sequences with-
out a need to estimate a threshold, since this step is
implicitly done during the symbolization, based on a
mutual information criterion that estimates the op-
timal threshold in terms of maximizing Information
Rate (IR) [26]. IR considers the mutual information
between past and present in a signal. In the next sec-
tion we describe this approach.

In a first phase, we estimate symbolic RQA from
the symbolic RPs generated from the VMO without
embedding. In a second phase, we estimate symbolic
dynamical invariants from the VMO generated sym-
bolic recurrences, after applying an embedding.

3.1 The Variable Markov Model

The Variable Markov Oracle (VMO) [25] is a suffix tree
data structure that is derived from Factor Oracle (FO)
[27, 28] as well as Audio Oracle (AO) [29].

FO is a suffix automaton that finds factors (re-
peated substrings) in a word (or sequence of symbols),
as well as patterns (repeated suffixes) [27]. It has been
employed mainly for optimal string matching algo-
rithms, such as biosequence pattern matching. As-
sayag et al. 2004 showed how the FO can be adapted
to learn symbolic musical sequences and generate
symbolic musical improvisations in real-time [28].

AO is an extension of FO for audio signals, that is
independent of the audio feature representation. AO
extends the applications of FO to multivariate time se-
ries such as an audio signal sampled at discrete times.
Based on a distance measure, the AO structure finds
and links all the possible combinations of audio sub-
clips that are similar. AO has been successfully ap-
plied to audio generation.

3.1.1 VMO Construction

VMO inherits the strengths of both FO and AO. The
important improvement over its predecessors, is that
VMO assigns symbols to the signal frames connected
by suffix links during AO construction: it accepts a
signal O as input, outputs the oracle structure, and
keeps track of the sequence of assigned labels Q =
q1, ...,qN as well as a list of pointers to their corre-
sponding observations O = O[1], ...,O[N ]. As such
VMO performs a symbolization of a signal’s time se-
ries by storing the information regarding the repeated
substrings via the suffix links created during AO con-
struction and upgrades AO by assigning labels to the
frames connected by suffix links.

The notations of the forward and suffix links re-
main the same as in FO construction. The detailed
algorithm is found in [30, 25].

As mentioned earlier, a similarity threshold θ is
introduced to determine if a signal sampleO[i] is sim-
ilar to another sample O[j].
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In order to find the best symbolization of the sig-
nal, different VMO models can be created with dif-
ferent θ values. There is a tradeoff to consider when
choosing θ values. If θ is very low, every frame will be
different than every other frame, and VMO assigns a
different symbol to each frame in O. If θ is very high,
frames that are different are considered similar, and
the same symbol is assigned to every frame in O. In
both cases no structure in the time series can be cap-
tured by VMO.

Hence θ should be determined before VMO con-
struction. Dubnov et al. have shown that the value of
θ can be resolved by computing the Information Rate
(IR) over candidate θ values [31]. The optimal θ value
is the one that yields a highest IR value.

Information Rate IR is an information theoretic
metric that measures the information content of a
time series.

Let xN1 = x1,x2, ...,xN be a time series x with N ob-
servations, where H(x) = −

∑
P (x)log2P (x) is the en-

tropy of x, then the definition of IR is [32]:

IR(xn−1
1 ,xn) =H(xn)−H(xn|xn−1

1 ) (14)

And it is approximated by replacing the entropy
terms in equation 14 by a complexity measure C as-
sociated with a compression algorithm [32]. The com-
plexity measure is the number of bits used to com-
press xn independently using the past observations
xn−1

1 :

IR(xn−1
1 ,xn) ≈ C(xn)−C(xn|xn−1

1 ) (15)

Compror is a lossless compression algorithm based
on FO and the length of the longest repeated suffix
link (lrs). Details on Compror as well as on the method
of combining Compror with AO and IR are found in
[33]

IR is the mutual information between past and
present observation in a signal O[t] and is maximized
when there is balance between variation and repeti-
tion in the symbolized signal. This means that a VMO
with a higher IR value captures more of the repeating
patterns than a VMO with a lower IR value [32]. Fig-
ure 1 shows two oracle structures obtained with two
extreme θ values. Figure 2 visualizes the sum of IR
values versus different values of θ.

3.2 Symbolic Recurrence Plots from VMO

From the generated VMO-symbolized time series, we
obtain the symbolic RP (RPS hereafter), plotted from
the binary self-similarity matrix. The index of a suffix
link is a point on the RPS and a repeated sequence
is detected as a line since it includes repetitions of
length 1, 2, up to the longest repeated length. This
makes VMO effectively find a repetition for variable
length non-uniform embedding.

We redefine the symbolic RPS obtained from the
optimal VMO model of the signal’s time series:

RσM ,θi,j = Θ(θ − d(σqi ,σqj )) i, j = 1, ...,N (16)

Such that:

RσM ,θi,j =


1 if d(σqi ,σqj ) is ≤ θ

0 otherwise

(17)

Where N is the number of states considered, σM
refers to theMth symbolized substring, Θ is the Heav-
iside step function (i.e. Θ(x) = 0 if x < 0, and Θ(x) = 1
otherwise). θ is a threshold distance, and d(σqi ,σqj )
is a distance metric between pairs of symbolized sub-
strings qi at t = i and qj at t = j.

3.3 Feature Extraction

In our experiments, we derive two sets of complexity
features.

Symbolic RQA measures In the first phase we es-
timate symbolic RQA measures (RQAS hereafter).
Standard ways to consider similarity in audio signals
is through time-frequency representation. In a pre-
processing stage, the time series is transformed into a
constant-Q transform (CQT) feature vector. CQT is a
logarithmic spacing of filter center frequencies versus
bandwidths, that represents the audio signal in a form
that approximates human auditory analysis. Then the
CQT feature vector is passed as input to the VMO
constuction algorithm, that generates several symbol-
izations of the features in terms of their recurrence
properties. by means of IR, the optimal threshold θ is
evaluated to obtain the optimal VMO symbolization
model MS. Then the symbolic RPS is generated from
the self-similarity matrix obtained from the longest
repeated substrings (LRS) of MS. Then RQAS esti-
mates are obtained. Although standard RQA metrics
are not invariants, in our case, since their estimation
is independent of embedding, our RQAS can be con-
sidered as invariants.

Symbolic Dynamical Invariants In the second
phase we estimate symbolic dynamical invariants: the
correlation dimension (D2), correlation entropy (K2)
and the Lyapunov Exponent (LE).

Given a one-dimensional time series obtained
from an audio signal, first we embed it using Takens’
time-delay embedding method. The dimension m is
determined by the false-nearest neighbour algorithm,
and the value is chosen where the false nearest neigh-
bours are zero. The value of the time delay τ is defined
by the first minimum of the mutual information func-
tion. Next, we symbolize it with VMO, and select MS

by means of IR. Then from the selected VMO model
we obtain a representation of the LRS found in the se-
ries. From this representation we proceed to extract
D2, K2 and LE. The framework is depicted in figure
3.
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Figure 1: Two oracle structures. The top oracle has a very low θ value. The bottom oracle has a very high θ
value [30]

Figure 2: IR values on vertical axis and on horizontal axis. The solid curve in blue shows the relations between
the two measures and the dashed black line indicates the selected θ by locating the maximal IR value. [32]

Figure 3: Dynamical Invariants extraction framework
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Normally, in order to derive the LE using Rosen-
stein’s algorithm or Eckmann’s algorithm, either algo-
rithm operates directly on the time series after em-
bedding, and then computes the LE. In our approach
we obtain our symbolic invariants from the LRS of
the optimal VMO model MS. This is a novel aspect
where we obtain symbolic dynamical invariants that
describe the dynamical behaviour of only the most
meaningful recurrences found in the series.

Before employing the dynamical invariants in
emotion prediction tasks, we first probe to what ex-
tent our estimates are in agreement with known meth-
ods by illustrating their application to the logistic
map. Then we question their role in discriminating
emotion in voice, auditory scenes, instrumental mu-
sic as well as in film music.

Correlation Dimension The correlation dimension
(D2) is a geometric measure that tells how complex
are the dynamics of the system: a more complex sys-
tem has a higher dimension, which in is estimated
from the symbolic recurrence plot. D2 estimates the
complexity of the dynamics: a higher D2 indicates a
more complex system’s dynamics. D2S is computed
from the symbolic RPS by the correlation sum [20]:

D2S =
1

N (N − 1)

N∑
i,j=1
j,i

Θ(θ − d(σqi ,σqj )) (18)

Correlation Entropy The correlation entropy (K2)
also known as 2nd order Rényi entropy quantifies the
loss of information in time, in a dynamic system. It is
estimated from the symbolic RPS as:

K2S = −ln(D2S) (19)

Lyapunov Exponent Lyapunov exponents (LE) es-
timate the amount of chaos in a dynamical system
by quantifying the exponential divergence of initially
close phase-space trajectories. A system with one or
more positive LEs is defined to be chaotic.

4 Example Application

In this section we illustrate the application of the
RQAS as well as the symbolic dynamical invariants
for synthetic examples of the logistic map. Logistic
map is a well known model that exhibits different dy-
namic properties as a function of a single parameter,
and allows comparing standard non-linear dynamic
information measures with the data analysis methods
we develop here. The logistic map model allows us to
investigate some intriguing computational properties
of sequences that happen at the onset of chaos (add
references).

4.1 Symbolic RQAS for the logistic map

Mathematically, the equation of the logistic map is de-
fined as:

xi+1 = axi(1− xi) (20)

where xi is a real number between zero and one
and a is a positive constant. We generate multiple
time series from the logistic map and define the con-
trol parameter r ∈ [3.5,4], with ∆r = 0.0005, so that
for each r we have a separate time series T of length
1000. The values of the parameters are set in order
to compare the results with [20] and accordingly, we
embed the time series with dimension m = 3 and time
delay τ = 1.

Figure 4 shows plots of our VMO-derived RQAS

measures. A comparison of the plots below is made
with similar plots in [20] derived directly from the
time series after embedding.

Plots (A), (C), (E) of figure 4 show the measures
DETS, LmaxS and LS respectively that are based on
the diagonal lines. They have similar maximas that in-
dicate the periodic-chaos/chaos-periodic transitions.
LmaxS detects all such transitions, but DETS and LS
do not find them all.

Similarly, the chaos-chaos transitions to the lami-
nar states are depicted by the measures based on the
vertical structures, shown in plots (B), (D), (F): LAMS,
T TS and VmaxS. The difference between LAMS and
VmaxS is that LAMS only measures the amount of
laminar states, while VmaxS estimates the maximum
duration of the laminar states. The lines in VmaxS
plot show significant drops within periodic windows,
indicating that the chaos-order transitions are also
identified. This is in agreement with [20] who states
that RQA measures are able to identify bifurcation
points. However the LAMS plot shows a different
structure, it displays minimas or drops that corre-
spond to the chaos-chaos transitions, while in the
referenced work the LAM plot displays maximas or
peaks at the same locations. This may be due to the
fact that our LAMS is derived from a symbolic rep-
resentation of the series rather than the data itself.
However as in the referenced paper, LAMS is different
from the other two vertical-based measures VmaxS
and T TS, in that it does not peak at inner crises, possi-
bly because it is more robust against noise in the data.
Finally similarly to the method in [20], with our sym-
bolization method a 1000 data points are enough to
derive the RP-based measures.

4.2 Symbolic dynamical invariants for
the logistic map

To test the suitability of our symbolic complexity mea-
sures, we compute them for the logistic map. For each
of LE, D2, K2, IR as well as θ, there is one value per
time series.

Figure 5 portrays plots of the LE computed di-
rectly from the time series after embedding, the Shan-
non entropy (SRPS ) estimated from the RPS, the sym-
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A B

C D

E F

Figure 4: RQAS from the RPS of the logistic map: r ∈ [3.5,4.0], ∆r = 0.0005 and T = 1000. (A) Determinism.
(B) Maximal diagonal line length. (C) Average diagonal line length. (D) Laminarity. (E) Maximal vertical line
length. (F) Trapping time.
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bolic LES and K2S. The plots are commented in sub-
section 4.3.

The formal relationship between the correlation
entropy K2 and the Lyapunov Exponents LE is [20]:

K2 ≤
∑
λi>0

λi (21)

where λi denote the Lyapunov exponents. From
Eq.(21) one sees that K2 is a lower bound for the sum
of the positive Lyapunov exponents.

4.3 Qualitative Comparison of Dynami-
cal Invariants

There are different dynamical regimes and transitions
that occur between the values in the range of r of the
logistic map. They appear in the form of accumula-
tion points, periodic and chaotic states, band merg-
ing points, period doublings and various order-chaos,
chaos-order as well as chaos-chaos transitions [34, 20].

In [35], authors applied various measures to de-
rive statistical meaning from the graphical structures
of symbolic recurrence plots. One such measure is the
Shannon entropy of diagonal line length distribution
in the RP (SRPS ).

The Shannon entropy is a measure of the complex-
ity of the RP, such that for uncorrelated noise it takes
a small value, which indicates a low complexity [20].
However it is not a dynamical invariant [36].

According to Eckmann et al. 1987, the diagonal
line lengths on RPs are related to the inverse of the
largest LE [37]. This is true for some cases despite the
fact that empirical studies have shown that SRPS is ca-
pable of identifying dynamical transitions, and there-
fore should grow as the system’s complexity grows.
[38].

Since the Shannon entropy quantifies the complex-
ity of the dynamical system being studied, it is ex-
pected that its values increase when the system devel-
ops, that is when it varies from non-chaotic to chaotic
regime [38]. Hence it is expected to be positively cor-
related with the LE, rather than negatively correlated.
And within periodic windows, the entropy should
considerably decrease.

Therefore in a recent work, [39] has proposed an-
other estimation of the Shannon entropy from RPs
from the relative frequency of the occurrence of the
diagonal segments of nonrecurrent points formed by
white dots, that are a signature of complexity within
the data. In this case a one-to-one correspondence
was seen between the new Shannon entropy estimate
and the positive LE. That is, the Shannon entropy in-
creased as the bifurcation parameter of the logistic
equation increased, as illustrated in the plots found in
[39]. However, [38] claim that the definition of the en-
tropy from the white nonrecurrent dots does not solve
the problem of the negative correlation between the
entropy and the positive LE.

Here we compute the positive LE from the logis-
tic map time series, after embedding and symboliza-

tion with VMO. The LE is computed from the VMO-
derived LRS, and the Shannon entropy is estimated
from the VMO-derived symbolic RPS.

Figure 5 (A) shows the plot of the LE obtained
from the time series of the logistic map. Plot (C) dis-
plays the Shannon entropy SRPS estimated from the
black diagonal lines of the symbolic recurrence plot.
The SRPS plot detects the chaos-chaos transitions as
well as the periodic-chaos and chaos-periodic transi-
tions. The plot shows that the SRPS correlates posi-
tively with the LE rather than with its inverse. We
note though that for r ∈ [3.9,4.0] the values of the en-
tropy seems to slightly decrease with the chaotic be-
haviour of LE. Further investigation is needed to un-
derstand this behaviour, that seems to correlate with
the inverse of LE for that particular region of r.

It is clear that with our method, while maintain-
ing the computation of the entropy from the black
recurrence dots of the symbolic RPS generated from
the LRS of the symbolized time series, we obtain an
estimate of the diagonal lines entropy that correlates
positively with the Lyapunov exponents plot, with the
exception of the region of r ∈ [3.9,4.0].

Plot (B) illustrates the LES obtained from the
VMO-derived LRS. Plot (D) is the K2 plot derived
from the RPS and shows that the K2 plot is a lower
bound of the LES plot. This verifies the relation ex-
pressed in Eq. 21, where K2 is defined as being a lower
bound on the sum of the positive LEs.

Plot (E) displays the IR values that correspond to
the optimal VMO model for each time series gener-
ated from the logistic map. By contrasting it with plot
(A) of figure 4, we notice that the IR plot correlates
positively to the determinism measure. Both show
maximas or peaks at the chaos-order transitions. Ad-
ditionally, IR captures the chaos-chaos transitions as
well.

5 Model of Affect

Model of Affect. Affect can be described with ba-
sic emotional categories or emotional dimensions.
We use categorical representations of Russel’s two-
dimensional model of valence and arousal (VA) de-
scribed by pleasant-unpleasant for V, and awake-tired
for A [40].

Stimuli. Four databases are used for experimental
validation of the proposed symbolic dynamical fea-
tures. The International Affective Digitized Sounds
(IADS-2) [41] consists of a set of standardized, affec-
tive environmental sounds that span a broad range
of semantic categories, and are rated on the two-
dimensional model of VA.

The Montreal Affective Voices (MAV) [42] consist
of 90 nonverbal affect bursts, enacted by 10 different
actors in the following 8 categorical emotions: anger,
disgust, feat, pain, sadness, surprise, happiness and
pleasure, in addition to the neutral expression. The
durations of the vocalizations vary between 0.385 to
2.229 seconds sampled at 44100 Hz. In order to per-
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A B

C D

E

Figure 5: Dynamical Invariants of logistic map: r ∈ [3.5,4.0], ∆r = 0.0005. (A) LE from the time series. (B) LES
from LRS. (C) Shannon entropy from RPS. (D) K2S from RPS. (E) Information rate from RPS.
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form a comparative analysis with different databases
and to ensure consistency in the affective annotations,
the emotional categories of MAV sounds were mapped
on the VA model described by: pleasant-unpleasant
(V) and awake-tired (A).

The Musical Emotional Bursts (MEB) [43] consist
of 80 short instrumental musical clips, played using
the clarinet and the violin, in the following 3 categor-
ical emotions: happiness, sadness and fear, plus the
neutral expression. The mean duration of the MEB
clips is of 1.6 seconds. The discrete emotions were
mapped on the VA model.

The Film Music Excerpts (FME) [44] consist of 360
musical excerpts at 44100 Hz sampling rate, anno-
tated on the VA dimensional model of emotions de-
scribed with: high valence, low valence, high energy,
low energy. The FME is designed to provide musical
stimuli that allow a systematic comparison of the per-
ceived emotions in music.

Dataset. Two datasets are evaluated: the symbolic
RQAS measures for the IADS, MAV, MEB and FME
stimuli, and symbolic dynamical invariants for the
IADS, MAV and FME stimuli.

Classification Model. In this work we use a feed-
forward artificial neural net (ANN) [45]. The feedfor-
ward ANN is chosen for its simplicity and suitability
for the problem studied. The network has one hidden
layer and one output layer. It was trained with the
Levenberg- Marquardt as well as the scale conjugate
gradient backpropagation learning algorithms, and
the validation was performed using the mean squared
error function (MSE).

6 Experiments

The experimental work as well as the results obtained
are described in this section.

6.1 Experimental work

For the computation of the RQAS dataset, the CQT
is obtained at 44100 Hz sampling rate, hop length of
512 and 84 bins. Then we apply the symbolization
process and estimate the RQAS. For the computation
of the dynamical invariants, the time series is embed-
ded first and then we apply the symbolization. The
datasets are normalized before training so that col-
umn features are scaled to have standard deviation 1,
and centered to have mean 0.

Classification. The dataset is divided into 70%
training, 15% validation and 15% testing. The clas-
sification tasks are conducted in a multi-class one-
versus-all fashion whereby each of the six affective
sub-dimensions is in turn considered as positive and
negative class. The final results are then averaged
to get the classifier’s performance on VA. The Neural
Network Toolbox in MATLAB is used. No feature se-
lection was made prior to classification.

Performance evaluation. If the dataset is too small
or biased, over-fitting can occur. Therefore in addi-

tion to the MSE function, we applied the Adaptive
Synthetic Sampling (ADASYN) algorithm to rebalance
the datasets. The classifier’s performance is evaluated
before and after dataset rebalancing, using a combi-
nation of performance metrics taken from the confu-
sion matrix. These are: accuracy (ACC), precision, re-
call, F1-measure, F2-measure, area under the receiver
operating characteristic curve (AUC), as well as Co-
hen’s Kappa. Accuracy and precision are highly sensi-
tive to data imbalance therefore three additional mea-
sures are computed: Cohen’s Kappa (κ), F1-measure
and F2-measure.

6.2 Results

Classification performance

In order to evaluate the generalizability of our fea-
tures, we tested them on four different types of stim-
uli.

The classification performance rates of the RQAS

measures are reported in tables 1 to 5, and perfor-
mance rates of the dynamical invariants are in tables
6 and 8.

In table 1, the prediction accuracies on VA are
(74%, 90%) respectively for the auditory scenes
(IADS). Comparing to other existing work, in [46]
a classification task was evaluated for the IADS
database using a set of 101 acoustic features, and
achieved a performance of less than 50% accuracy. We
note some poor metrics values such as κ is very low for
the arousal dimension indicating an agreement close
to chance level; AUC is 0.66 for valence. However the
values of F1, F2, precision and recall are fairly high.
These results could be consolidated or checked if the
same tests are repeated with a much larger dataset.

In tables 2 and 3 high prediction accuracies of
(97%, 90%) and (81%, 90%) are attained respectively
on VA for the musical clips. The values of the remain-
ing metrics are higher for the violin music than for
the clarinet music. Although in both cases κ > 0.40
for both VA which shows an agreement above chance
level between observed and predicted values.

Table 4 shows a success rate of (79%, 93%) on VA
for the MAV dataset using RQAS. This rate is verified
with the values of the remaining metrics which are
fairly high: both F1 and F2 are > 0.70, κ > 0.40, and
the AUC is close to 1 for arousal and 0.79 on valence.

In table 5, the classification results on the FME
dataset using the RQAS metrics are of (65%, 77%) on
VA. This shows that the RQAS do not capture well va-
lence in the film music excerpts. Further investiga-
tions are needed in this respect, to determine what is
impacting the differences in the recognition rates be-
tween the short music clips and the short film music
excerpts.

The classification success rates using the dynami-
cal invariants achieve (72%, 82%) for IADS (table 6),
(69%, 73%) for FME (table 7) and (84%, 91%) for MAV
(table 4). The invariants perform well for IADS and
MAV, however they have a rather low rate for FME,
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Table 1: RQAS performance measures for IADS on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.74 0.93 0.73 0.82 0.76 0.17 0.66
Arousal 0.90 1.00 0.90 0.94 0.92 0.06 0.72

Table 2: RQAS performance measures for Violin music on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.97 0.95 0.98 0.96 0.97 0.93 0.98
Arousal 0.90 0.73 1.00 0.83 0.92 0.76 0.92

Table 3: RQAS performance measures for Clarinet music on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.81 0.75 0.71 0.73 0.72 0.56 0.85
Arousal 0.90 0.83 0.89 0.86 0.88 0.78 0.95

Table 4: RQAS performance measures for MAV on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.79 0.78 0.77 0.74 0.75 0.47 0.79
Arousal 0.93 0.78 0.81 0.79 0.80 0.75 0.96

Table 5: RQAS performance measures for FME on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.65 0.60 0.87 0.71 0.80 0.30 0.71
Arousal 0.77 0.87 0.46 0.60 0.51 0.47 0.83

Table 6: Dynamical invariants performance measures on IADS
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.72 0.91 0.71 0.79 0.74 0.14 0.64
Arousal 0.82 0.78 0.76 0.75 0.75 0.09 0.61

Table 7: Dynamical invariants performance measures for FME on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.69 0.69 0.70 0.69 0.70 0.39 0.75
Arousal 0.73 0.72 0.46 0.56 0.50 0.38 0.79

Table 8: Dynamical invariants performance measures for MAV on VA
Affect ACC PPV TPR F1 F2 κ AUC
Valence 0.84 0.72 0.80 0.75 0.78 0.59 0.91
Arousal 0.91 0.61 0.90 0.72 0.82 0.45 0.91
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although they perform better than RQAS on valence.
In [47], an emotion classification task is made on

the same FME stimuli, using 200 acoustic features and
five emotional categories: anger, fear, happiness, sad-
ness and tenderness. The recognition rates using sup-
port vector machines (SVM) are: 65%, 67%, 59%, 69%
and 67% for the five emotions respectively. Although
in our case we did not use discrete emotions but the
VA model, however with only five nonlinear dynami-
cal features our recognition rates are (69%, 73%) and
using our RQAS the rates are (65%, 77%).

7 Conclusive Remarks and Dis-
cussion

In this work we proposed a novel method to esti-
mate complexity measures from the symbolic RPS of
the VMO symbolized time series of audio signals.
The symbolic RQAS measures were estimated with-
out phase space reconstruction. The symbolic dy-
namical invariants were estimated after embedding.
We estimated our dynamical measures for the sym-
bolized time series of the logistic map and through a
qualitative analysis of the respective plots, we showed
that our symbolic measures are in agreement with the
same measures obtained using different methods in
literature. Furthermore, we estimated the symbolic
Shannon entropy SRPS of the RP diagonal lines from
the LRS of the optimal VMO model, and showed that
it correlates positively with the Lyapunov exponents
except for the region r ∈ [3.9,4.0].

In order to evaluate the performance of our sym-
bolic dynamical measures in characterizing affect in
various sounds, we conducted classification tasks on
four types of stimuli. High emotion recognition rates
were achieved for the IADS, MAV and MEB datasets
for both sets of symbolic measures. This highlights
the powerful performance of the measures in emotion
recognition independently of the type of stimuli and
shows that they generalize well across different types
of stimuli. Furthermore it encourages future work to
test the features in large scale tasks to determine if
they can gain consensus as a general-purpose feature
set.

However we obtained rather low recognition rates
for film music excerpts on valence, and an average
rate for arousal of 77% and 73%. Further work is
needed to explore why both sets of complexity mea-
sures, the RQAS as well as the dynamical invariants
obtained in this work, achieve rather low recognition
rates on film music excerpts, compared to the results
obtained on the IADS, MAV as well as the music clips
datasets. Obviously the dynamics differ across differ-
ent sounds, but it would be interesting for future work
to further investigate what particular aspects of the
dynamics carry affective information. It would also be
interesting to determine how such knowledge differs
across different types of audio signals.
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 In this paper, we propose a revised version of the semantic decoder for multi-label 
classification task in the spoken language understanding (SLU) pilot task of the Dialog 
State Tracking Challenge 5 (DSTC5). Our model concatenates two deep neural networks - 
a Convolutional Neural Network (CNN) and a Recurrent Neural Networks (RNN) - for 
detecting semantic meaning of incoming utterance with the assistance of algorithm 
adaptation method. In order to evaluate the robustness of our proposed models, 
comparative experiments on the DSTC5 dialogue datasets are conducted. Experimental 
results show that the proposed models outperform most of the submitted models in the 
DSTC5 in terms of F1-score. Without any manually designed features or delexicalization, 
our model has proven its efficiency of tackling the multi-label SLU task, using only publicly 
available pre-trained word vectors.  Our model is capable of retrieving the dialogue 
history, and thereby it could build the concise concept structure by employing the pragmatic 
intention as well as semantic meaning of utterances. The architecture of our semantic 
decoder has a potential to be applicable to other variety of human-to-human dialogues to 
achieve SLU.  
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1. Introduction 

The spoken language understanding (SLU) has been one of the 
fundamental components of an end-to-end dialogue system. The 
Dialog State Tracking Challenge 5 (DSTC5) released a pilot SLU 
task, which requires to extract semantic meaning of users’ 
utterances in task-oriented dialogues and to fill the slots with 
speech acts. Unlike the previous challenges (DSTC 2&3) where 
the human-to-system dialogues were targeted, the corpus of DSTC 
5 has been no more than challengeable due to the following points: 
human-to-human dialogues, cross-linguistic data and multi-label 
classification task. As its corpus is built by collecting human-to-
human conversation in a natural setting, more than one speech act 
can be annotated to a single utterance.  

Xu et al. propose a Convolutional Neural Network (CNN) 
model with a threshold predictor to tackle a multi-label speech act 
classification task on DSTC5 corpus [1]. With the assistance of 
algorithm adaptation method, the model they propose  is adapted 
for the multi-label classification task without any manually 

designed features. Although the model, however, has advantage of 
handling the multi-label classification task, there still remain 
rooms for improvement to achieve state-of-art SLU. 

 The aim of this study is to improve the model proposed by Xu 
et al. by building a more robust and concise semantic classifier. In 
this revised model two deep neural networks, Convolutional 
Neural Network and Recurrent Neural Network, are conjoined to 
conduct a multi-label speech act classification task in an improved 
fashion. Our newly revised model shows a synergy effect of 
retrieving dialog context as well as exploiting a current utterance. 
In addition, a threshold learning mechanism is engaged to enable 
our proposed model to produce an output of a set of multiple labels 
called speech acts. 

The rest of this paper is organized as follows. Section 2 gives 
a brief review of DSTC5 dataset and some related works in the 
SLU pilot task. In Section 3, we introduce the architecture of our 
proposed model and a threshold predictor. The Section 4 gives a 
detailed description of the DSTC5 dataset and describes how we 
set up the experiments for training data and evaluation process. In 
Section 5, we provide our experimental results to optimize the 
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performance of our CNN-RNN classifier on the DSTC5 SLU task. 
The Section 6 discusses the differences between the previous and 
current models and the strength of concatenating two deep neural 
networks in SLU task. The Section 7 concludes this paper1. 

2. Background 

2.1. The DSTC5 Dataset 

The DSTC5 provides the TourSG corpus, which consists of 
dialogue sessions collected from Skype calls between tour guides 
and tourists focusing on offering touristic information of 
Singapore[2]. For the SLU task, the system is given the utterances 
from both the tourist and the guide as its input, and the system 
subsequently tags the utterances spoken by both the speakers with 
appropriate speech acts categories and attributes. 

Each sub-utterance belongs to one of the four basic speech act 
categories that denote general information of current dialogue 
flow. More specific speech act information can be annotated by the 
combination with the speech act attributes. Therefore, a classifier 
is demanded for classifying a set of labels consisting of speech act 
categories and attributes tagged to a single utterance. Reference [3] 
gives complete list of speech act categories and attributes. 

Table 1 shows Chinese test utterances and ones translated in 
English that annotated with their corresponding speech act 
categories and attributes.  

2.2. Other models in pilot SLU task of the DSTC5 

A simple baseline model for the SLU task is provided by the 
committee of the DSTC 5, which uses a binary relevance (BR) 
approach and trains a set of linear support vector machines (SVM) 
for multi-label speech act classification. The baseline model is 
built within traditional TF-IDF approach which mainly depends on 
keywords that appeared in the utterances per speaker. This baseline 
model, however, has a crucial deficiency in detecting semantic 
meanings of utterances appropriately, as it only superficially 
decodes meaning relying on words on the surface level. 

Ushio et al., which  takes the first place in this challenge, 
proposes a local co-activate multi-task learning model (LC-MTL) 
for capturing structured speech acts by using recurrent 
convolutional neural networks[4]. This model consists of a CNN, 
which represents incoming utterances as sentence vectors, and two 
LSTMs, which locally co-activates neurons in hidden layer 

 
1 The source code of the proposed system is available on 
https://github.com/hkhpub/dstc5-slu 

between speech act categories and attributes of the corresponding 
utterances.  

Xu et al also proposes a CNN model with a threshold predictor, 
which enables to predict more than one speech act annotated to an 
utterance. It has been proven that CNN is capable to detect the core 
semantic meaning without any knowledge on the syntactic 
structures of a language or any manually designed features. This 
model, however, has faced the ambiguity issue, as the output node 
of CNN only depend on each current utterance to produce proper 
scores for each set of labels. In Section 3 we will introduce the 
revised version of the semantic decoder that has a power to 
disambiguate the meaning of utterances.  

2.3. Related Works 

So far there have been many researches grounded on CNN 
architecture with regard to the language processing tasks. The 
CNN proposed by Kim achieves good performance across several 
datasets despite of its simple architecture which consists of a 
convolutional layer, a max-pooling layer and a softmax classifier. 
Wang et al. proposed another architecture of CNN with an 
additional semantic layer, which exploits the contextual 
information from short texts[6]. Another CNN model with an 
unsupervised “region embedding”, proposed by Johnson, works 
well for long text classification task like movie reviews[7]. Zhang 
et al. explored the effects of hyperparameters in one-layer CNN 
architectures, and reported their impact on performance over 
multiple runs[8].  

In addition, recent advances in deep learning with RNN 
including LSTM have also achieved impressive improvements on 
various natural language processing tasks such as language 
modeling, sequence tagging and machine translation. Language 
model based on RNN(RNN-LM) was proposed by Mikolov et al., 
which significantly outperformed the previous back-off models, 
even in case when RNN-LM was trained on much less data than 
back-off models were [9]. Another variant of RNN-LM based on 
LSTM proposed by Sundermeyer, showed additional 
improvements of 8% relative in perplexity over the RNN-LM[10]. 
Huang et al. proposed a sequence tagging model using a 
bidirectional LSTM, which was capable of using effectively both 
previous and oncoming input features. Their model have achieved 
state of the art accuracy on various sequence tagging tasks such as 
POS tagging, chunking and named entity recognition(NER)[11]. 
Sutskever et al. proposed a sequence to sequence learning model 

Table 1. An example of test utterances annotated with speech act information. 

Speaker Chinese Utterances and their Translated English Sentences. Speech Act Category (Attribute) 

Guide 
um, sentosa the universal studios in the matter. You see it, the whole family. 
嗯，圣淘沙里面的环球影城啦，你看啦，一家大小。 

FOL (ACK) 
FOL (INFO) 

Tourist 
there are still in the place where I can recommend? 
还有地方可以介绍的吗? 

QST (RECOMMEND) 
QST (WHERE) 

Guide 
yes, we have, um, the zoo. the daytime the zoo. 
嗯，我们有一个动物园，那个日间动物园。 

FOL (RECOMMEND) 
FOL (WHERE) 

Tourist 
how big is the singapore? 
新加坡有多大？ QST (INFO) 
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grounded on LSTM. They achieved a higher BLEU score on a 
translation task from English to French on the WMT-14 dataset, 
compared to a phrase-based machine translation system[12]. 

Several researches have been recently conducted by combining 
CNN and RNN models. Vinyals et al. proposes an conjoined 
model for image captioning, which encodes image features using 
deep convolutional networks and automatically generates captions 
with recurrent networks[13]. Kim proposes a recurrent 
convolutional network model, in which the penultimate layer of 
CNN is connected to the recurrent layers of the RNN model in 
order to track a topic of a dialogue segment in human-human 
conversations[14]. Unlike the previous CNN-RNN models, 
another jointed CNN and RNN model is proposed by Barahona et 
al., where the model is optimized with two distinctive inputs: a 
current user’ utterance and dialog act-slot pairs of previous 
system’s utterances [15]. In the task of decoding semantic meaning 
of spoken languages each input is utilized in sentence 
representation and context representation, respectively. 

3. Model Architecture 

In this section, we propose a jointed model which combines 
Convolutional Neural Network (CNN) and Recurrent Neural 
Network (RNN) . The overall architecture of our semantic decoder 
is depiected in Figure 1. Our model consists of three modules: (i) 
a CNN with multiple filters that encodes semantic meaning of 
current utterance, output nodes that produces scores for each label, 
(ii) a RNN with recurrent connections between neurons that store 
contextual information of dialogues and (iii) a multi-label 
threshold predictor that generates a reference point using the scores 
of the labels. The threshold is then used to for the system to decide 
whether each label is as relevant or irrelevant. Specifically, we 
newly adopt the RNN to improve the previous semantic decoder 
of Xu et al. with assistance of contextual information drawn from 
dialogues so that the disambiguity problem is raveled out. 

3.1. CNN Architecture 

Coming up with the architecture of CNN [5], which is 
specifically illustrated in the part [A] of Figure 1, given our CNN 
classifier is capable of optimizing its parameters with respect to 
multi-label cross entropy loss function. Formally, let 𝑥𝑥𝑖𝑖 ∈ ℝ𝑘𝑘 be 
the k-dimensional word embedding vector corresponding to 𝑖𝑖-th 
word in a given utterance. An utterance 𝑢𝑢𝑡𝑡  of length 𝑛𝑛  are 
represented as a 𝑛𝑛 × 𝑘𝑘 matrix: 

𝑢𝑢𝑡𝑡 = 𝑥𝑥1 ⨁ 𝑥𝑥2 ⨁…⨁ 𝑥𝑥𝑛𝑛   (1) 

where 𝑡𝑡 is the index of dialogue turn and ⨁ is the concatenation 
operator. A convolutional operation involves a filter 𝑤𝑤 ∈ ℝℎ×𝑘𝑘 , 
which is applied to a window of ℎ adjacent words to produce a new 
feature. A feature 𝑐𝑐𝑖𝑖 is generated by applying a hyperbolic tangent 
function 𝑓𝑓: 

𝑐𝑐𝑖𝑖 = 𝑓𝑓(𝑤𝑤 ⋅ 𝑥𝑥𝑖𝑖:𝑖𝑖+ℎ−1 + 𝑏𝑏)            (2) 

where 𝑏𝑏 ∈ ℝ is a bias term. The filter is applied to every possible 
window of words in the utterance to produce a feature map: 

𝑐𝑐 = [𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑛𝑛−ℎ+1]          (3) 

A max-over-time pooling is then operated to take the maximum 
value �̂�𝑐 = max {𝑐𝑐} as a representative feature for the filter. 

 Following the same procedure as described above, multiple 
filters with varying window size ℎ  are integrally engaged into 
multiple adjacent features. These features are then concatenated 
into a fixed-length and ‘top-level’ feature vector 𝑠𝑠𝑡𝑡  which 
automatically encodes most of representative features from a given 
utterance at dialogue turn 𝑡𝑡. 

3.2. RNN Architecture 

 Since each utterance is dependent on the previous utterances in 
a conversation, referring to dialogue context from previous 
dialogue utterances is essential to wholly understand the meaning 

 

Figure 1. The architecture of our proposed model. 
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of a current utterance. To access to dialogue context, we employ a 
long short term memory (LSTM). It is much better for preserving 
information over long periods of time than vanilla RNN due to its 
ability to deal with vanishing and exploding gradients[16]. 

 To track the dialogue context, two questions must be taken into 
consideration: (i) to what extent we should track previous 
utterances as dialogue history and (ii) in which form those 
utterances are fed into the LSTM as inputs. For length 𝐿𝐿 of the 
dialogue history, we treat it as a free parameter and determine its 
value empirically. Once the length L is determined, the dialogue 
history is represented as {𝑢𝑢𝑡𝑡−𝐿𝐿 ,𝑢𝑢𝑡𝑡−𝐿𝐿+1, … ,𝑢𝑢𝑡𝑡−1}  where 𝑡𝑡  is the 
index of dialogue turn. 

 As depicted in the part [B] of Figure 2, the structure of LSTM 
is divided into a memory cell 𝑐𝑐𝑙𝑙 and three gates: a forget gate 𝑓𝑓𝑙𝑙, 
an input gate 𝑖𝑖𝑙𝑙  and an output gate 𝑜𝑜𝑙𝑙 . Three kinds of gates 
functions to decide which amount of information the memory cell 
should keep or forget at a time step 𝑙𝑙, where l denotes for each 
word in the utterances given a length L.  The input 𝑥𝑥𝑙𝑙  and the 
output ℎ𝑙𝑙 of LSTM are updated as follows: 

𝑖𝑖𝑙𝑙 = 𝜎𝜎(𝑊𝑊𝑖𝑖 ∙ 𝑥𝑥𝑙𝑙 + 𝑈𝑈𝑖𝑖 ∙ ℎ𝑙𝑙−1 + 𝑏𝑏𝑖𝑖)   (4) 

𝑓𝑓𝑙𝑙 = 𝜎𝜎(𝑊𝑊𝑓𝑓 ∙ 𝑥𝑥𝑙𝑙 + 𝑈𝑈𝑓𝑓 ∙ ℎ𝑙𝑙−1 + 𝑏𝑏𝑓𝑓)   (5) 

𝑜𝑜𝑙𝑙 = 𝜎𝜎(𝑊𝑊𝑜𝑜 ∙ 𝑥𝑥𝑙𝑙 + 𝑈𝑈𝑜𝑜 ∙ ℎ𝑙𝑙−1 + 𝑏𝑏𝑜𝑜)   (6) 

𝑔𝑔𝑙𝑙 = 𝑡𝑡𝑡𝑡𝑛𝑛ℎ(𝑊𝑊𝑔𝑔 ∙ 𝑥𝑥𝑙𝑙 + 𝑈𝑈𝑔𝑔 ∙ ℎ𝑙𝑙−1 + 𝑏𝑏𝑔𝑔)  (7) 

𝑐𝑐𝑙𝑙 = 𝑓𝑓𝑙𝑙  ⨀ 𝑐𝑐𝑙𝑙−1 + 𝑖𝑖𝑙𝑙  ⨀ 𝑔𝑔𝑙𝑙    (8) 

ℎ𝑙𝑙 = 𝑜𝑜𝑙𝑙  ⨀ 𝑡𝑡𝑡𝑡𝑛𝑛ℎ (𝑐𝑐𝑡𝑡)    (9) 

where 𝑥𝑥𝑙𝑙  is the input at the current time step, ℎ𝑙𝑙 is the hidden unit 
at time step 𝑙𝑙, 𝑏𝑏 is a bias term, 𝜎𝜎(∙) is a logistic sigmoid function 
and ⨀ denotes a point-wise multiplication operation. Each word 
of the utterances in the dialogue history is represented as word 
embedding vectors and fed into the LSTM sequentially as an input 
𝑥𝑥𝑙𝑙 . The last hidden unit ℎ𝑙𝑙 of LSTM is obtained which encodes the 
dialogue context information for current utterance 𝑢𝑢𝑡𝑡. 

3.3. Combining CNN and LSTM 

To utilize both the representative feature of current utterance 
and context information of previous utterances, we concatenate the 
hidden unit ℎ𝑡𝑡  of LSTM to the ‘top-level’ feature vector 𝑠𝑠𝑡𝑡 
modeled by the CNN, as illustrated in [C] of Figure 1. Then, the 
penultimate layer consists of the concatenated vector ℎ𝑡𝑡� = 𝑠𝑠𝑡𝑡  ⨁ ℎ𝑡𝑡, 
which is passed to a fully connected output layer. 

𝑦𝑦� = 𝑊𝑊 ⋅ ℎ� + 𝑏𝑏   (10) 

Then the softmax is operated to normalize the output vector  𝑦𝑦� 
to the probability distribution as follows: 

𝑃𝑃(𝑦𝑦𝑘𝑘 = 1) = exp (𝑦𝑦�𝑘𝑘)
∑ exp (𝑦𝑦�𝑗𝑗)𝑗𝑗

  (11) 

where 𝑘𝑘  denotes the index of the multi-hot vector 𝑦𝑦 , which 
represents the pairs of speech act attribute and category 
information of utterance. 

3.4. Multi-label Threshold Predictor 

The output probability distribution 𝑝𝑝(𝑦𝑦|𝑢𝑢) from the softmax layer 
is used for multi-label prediction, while the proposed model is 
trained and used in prediction for a given utterance 𝑢𝑢. A relevant 
label set Y for an utterance 𝑢𝑢 is determined by a threshold t as 
follows: 

𝑌𝑌 = {𝑘𝑘|𝑝𝑝𝑘𝑘 > 𝑡𝑡, 𝑘𝑘 ∈ 𝐿𝐿}.      (12). 

The threshold learning mechanism used in the literature [17, 18] is 
adopted in [D] of Figure 1, which models 𝑡𝑡 with a linear regression 
model. The learning procedure is described as follows: For each 
training example (𝑢𝑢𝑚𝑚, 𝑌𝑌𝑚𝑚), we set the target threshold value 𝑡𝑡𝑚𝑚 
which minimizes the count of misclassified labels as follows: 

𝑡𝑡𝑚𝑚 = argmin
𝑡𝑡

(|{𝑘𝑘|𝑘𝑘 ∈ 𝑌𝑌𝑚𝑚 , 𝑝𝑝𝑘𝑘𝑚𝑚 ≤ 𝑡𝑡}| + |{𝑙𝑙|𝑙𝑙 ∈ 𝑌𝑌𝑚𝑚����, 𝑝𝑝𝑙𝑙𝑚𝑚 ≥ 𝑡𝑡}|)

 (13) 

where 𝑝𝑝𝑘𝑘𝑚𝑚 , 𝑝𝑝𝑙𝑙𝑚𝑚  is the output probability of relevant label 𝑘𝑘  and 
irrelevant label 𝑙𝑙  associated with utterance 𝑢𝑢𝑚𝑚  respectively. The 
target threshold values 𝑡𝑡𝑚𝑚 is used in learning the 𝜃𝜃 of the threshold 
predictor 𝑇𝑇(𝒖𝒖; 𝜃𝜃): 

 𝐸𝐸(𝜃𝜃) = 1
2
∑ (𝑇𝑇(𝒙𝒙𝑚𝑚; 𝜃𝜃) − 𝑡𝑡𝑚𝑚)2 + 𝜆𝜆

2
𝑀𝑀
𝑚𝑚=1 ‖𝜃𝜃‖2,          (14) 

where 𝜆𝜆 is the regularization parameter and M is the number of 
utterances in the train set. At the test time, the learned threshold is 
used to choose the relevant labels 𝑌𝑌  of a test utterance, as 
illustrated in (14). 

4. Experimental Setup 

In this section we introduce the DSTC5 dataset and describe 
the different models with their corresponding performances.  

4.1. Statistics of DSTC5 Datasets 

The summary statistics of the SLU datasets for the both 
speakers of the DSTC5 after tokenization are given in Table 2. For 
the case of Guide, one interesting point to note is that the size of  
sets of labels in the train set is smaller than that in the test set , 
which means that there is no way for the classifier to learn cases of 
certain labels assigned to utterances during the training and predict 
correct speech acts on the test dataset of Guide.  

4.2. Hyper-parameters 

In our experiments, we use: filter windows of 2, 3, 4 with 200 
feature maps for the CNN, dimension of 100 for the hidden unit of 
LSTM. Those values are chosen by adopting a rough grid 
search[8]. The model undergoes training through stochastic 
gradient descent over shuffled mini-batches with Adam 
optimization algorithm. The model stops the iterant processes of 
learning by an early stopping mechanism.  

As we mentioned in Section 3.2 that the length of dialogue 
context 𝐿𝐿 is treated as a free parameter, the optimal value of 𝐿𝐿 is 

Table 2. Statistics of dstc5 datasets. 

Datasets (Speaker) Language M L C 

Train (Tourist) English 14,226 74/88 1.19 

Test  (Tourist) Chinese 4,085 61/88 1.16 

Train (Guide) English 19,916 69/88 1.24 

Test  (Guide) Chinese 8,555 71/88 1.21 
M: Number of utterances. 
L: Size of label set (size/total). 
C: Average number of labels per utterance. 
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derived by conducting a grid search, where 𝐿𝐿 ranges from 1 to 10 
on both Guide and Tourist datasets. Figure 2 and Figure 3 illustrate 
the performance changes with respect to the length of dialogue 
context in the Guide and Tourist dataset respectively. It is shown 
that the optimal length of dialogue context would be L=3  and L=2 
for the Tourist and Guide dataset, respectively, for making a 
dialogue context that improves the classification performance.  

4.3. Word Embedding Vectors 

GloVe[19] and Word2Vec[20] are the two most popular word 
embedding algorithms aiming at mapping semantic meaning of 
words in a geometric space. We initialize our proposed models 
with two publicly available pre-trained word vectors and both 
word embedding vectors have dimensionality of 300; GloVe that 
are trained on 6 billion words from Wikipedia 2014 and 
Gigaword52 and Word2Vec that are trained on 100 billion words 
from Google News3. In the preliminary experiments, it is observed 
that all the proposed models trained on top of the pre-trained 
Word2Vec show slightly better performances over those on top of 
pre-trained GloVe. In this sense only the performances of 
Word2Vec based models will be presented in this paper.  

4.4. Model Variations 

We evaluate three models with different architecture: 

• CNN (multiclass): the model that predicts only one speech 
act category and attribute for given a speaker’s utterance. 

• CNN-LSTM (multiclass): the combined model which 
exploits dialogue context information from previous  
speaker’s utterances 

• CNN-LSTM (thresholding): the combined model with a 
threshold predictor that classifies multiple labels of speech 
act categories and attributes. 

4.5. Evaluation Metrics 

In the SLU task, a system is required to match relevant speech 
acts for a given unlabeled utterance spoken by the target role 
speaker. The following evaluation metrics are used in DSTC5. 

 
2 http://nlp.stanford.edu/projects/glove 

3 https://code.google.com/archive/p/word2vec 

• Precision: Fraction of speech act labels that are correctly 
predicted. 

• Recall: Fraction of speech act labels in the gold standard 
that are correctly predicted. 

• F-measure: The harmonic mean between precision and 
recall.  

5. Results  

Table 3 and Table 4 summarize the comparative experimental 
results of our models for classifying speech acts categories and 
attributes on  Guide and Tourist datasets, respectively. On the 
Tourist dataset, the CNN-LSTM (multi-class) model shows 
promising results. Note that CNN-LSTM (multi-class) models 
outperform most of the models submitted in the DSTC5 for both 
speakers even without utilizing threshold learning mechanism.  In 
terms of the F1-score, the model CNN-LSTM (thresholding) 
significantly outperforms all the other models on Tourist dataset. 
For the case of Guide dataset, our model is slightly behind of Team 
2’s model, but still highly comparable. 

 These results suggest that for conducting the SLU task of 
DSTC5 the CNN is a suitable model to predict and fill the slots of 
speech act categories and attributes. A threshold predictor enables 
the CNN models to classify a set of multiple labels on each 
utterances. It is worthy nothing that our model uses only publicly 
available word-embedding vectors without having any manually 
designed features or using delexicalization. Last but the most 
important thing is the dialogue context information encoded with 
the LSTM helps to improve the performance of conducting SLU 
task.  

6. Discussion 

At this point we circle back to the very beginning in order to 
understand what limitation had been posed on Xu et al.’s model 
and how our CNN-RNN model could tackle those issues4. The 
basic ideas of our study start from the properties of utterances. 
Each utterance is a sub-part of a dialogue and inevitably depends 
on the previous utterances in the intertwined way. In order to 
capture the semantic meaning from utterances the semantic 

4 A reviewer suggested that the problem statement of previous model should be 
addressed. We thank a reviewer for bringing the comparison between previous 
and current models to our attention.  

 
Figure 3. The performance of CNN-LSTM model based on various lengths of 

dialogue context on Guide dataset. 
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Figure 2. The performance of CNN-LSTM model based on various lengths 
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decoder must be robust enough (i) to detect the semantic meaning 
from utterances regardless of the specific word order – 
propositional meaning, and (ii) to understand the intention when a 
speaker utters them in the middle of dialogues – pragmatic 
information.  

 With these preliminaries in place Xu et al.’s model, which is 
grounded on CNN, overlooked the importance of pragmatic 
information, although it has specialized capability of extracting out 
of the necessary information from the current utterance. Our model 
has concatenated RNN to CNN before the soft-max operation so 
that it can retrieve the contextual  meaning from the previous 
utterances in the dialogues and build more complete concept 
structure.  

As illustrated in Table 5, our proposed CNN-LSTM model 
could correctly predict the labels which are supposed to be 
annotated. Consider the example of an utterance 嗯 ‘uh-huh’. If 
we only have a look this utterance itself, there is no way to 
disambiguate the meaning between acknowledge and confirmation. 
In the case of the example 4, since it has already uttered in the 

previous turn and both two participants of this dialogue know this 
fact, the confirmational phrase such as ‘you meant … is it right?’ 
is omitted to avoid the redundancy. This pragmatic information is 
stored in the long-term memory and utilized to understand the 
genuine meaning of corresponding utterance.  

7. Conclusion 

This paper has extended the work of Xu et al. on the SLU task 
of DSTC5, and has presented a semantic decoder using deep neural 
networks. We have compared different models for combining a 
threshold predictor and long short-term memory. Our concise 
model proved its efficiency by outperforming the models including 
the baseline on the DSTC5 and those submitted in the challenge. 
We observed that understanding the semantic meaning and 
building a concept structure of a certain utterance is effectively 
obtained by utilizing both current and previous information. It 
addresses that the architecture of our concatenated CNN-LSTM 
model may be applicable to other types of dialogues corpora for 
achieving SLU.  

Table 5. An example of test utterances annotated by different models. 

No. Utterances 
Speech Act Category (Attribute) 

CNN CNN-LSTM 

1 嗯。 
uh-huh . 

FOL (INFO) FOL (ACK) 

2 嗯。 
uh-huh . 

FOL (ACK) RES (CONFIRM) 

3 我说她们在新加坡的主要交通工具是什么?  
i said , what 's the main means of transport them in Singapore?  

QST (WHAT)  QST (INFO) 

4 政府 国家给你们出的吗?  

the government will give you out of the country?  
QST (INFO) QST (CONFIRM) 

5 我们这样谈话的。 

we talk like this. 
FOL (PREFERENCE) FOL (INFO) 

6 啊，不贵 
ah , it 's not expensive. 

FOL (INFO) FOL (POSITIVE) 

 

Table 3. Comparative results for Tourist dataset 

Model Precision Recall F1-measure 

Baseline (SVM) 0.3694 0.1828 0.2446 

Team 2 
(LC-MTL) 0.5331 0.5263 0.5297 

Team 3 0.4591 0.4241 0.4409 

Team 5 0.5026 0.4484 0.4739 

Team 7 0.5079 0.4156 0.4571 

Xu (2017) 0.5010 0.5624 0.5299 

CNN 
(multi-class) 0.5462 0.4873 0.5151 

CNN-LSTM 
(multi-class) 0.5603 0.4999 0.5284 

CNN-LSTM 
(thresholding) 0.5455 0.5276 0.5364 

 

Table 4. Comparative results for Guide dataset 

Model Precision Recall F1-measure 

Baseline (SVM) 0.4588 0.2480 0.3219 

Team 2 
(LC-MTL) 0.5127 0.4251 0.4648 

Team 3 0.4340 0.3635 0.3956 

Team 5 0.4639 0.3820 0.4190 

Team 7 0.5007 0.2976 0.3733 

Xu (2017) 0.4239 0.4295 0.4266 

CNN 
(multi-class) 0.4768 0.3927 0.4307 

CNN-LSTM 
(multi-class) 0.4837 0.3983 0.4369 

CNN-LSTM 
(thresholding) 0.4630 0.4256 0.4424 
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 This paper proposes a novel approach to sensor and actuator integrity monitoring in a 
dynamic system. Multiple sensor and actuator faults can be detected. Furthermore, faulty 
sensors and actuators are isolated by contribution analysis. Most importantly, fault 
magnitudes can be correctly estimated and failed sensors or actuators outputs can be 
reconstructed. The proposed approach is robust to disturbances, minimizes false alarms, 
while achieving maximized sensitivity to any faults. Numerical examples justify 
correctness and validity of the developed methodology. 
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1. Introduction  

Sensors and actuators are critical components in complex 
systems. For instance, in an airplane, effective flight control is 
impossible if sensors and/or actuators are malfunctioning [1-9]. 
Sensors and actuators can fail, and their failures have a significant 
impact on the performance of a system. In some applications such 
as arcing detection in power network [10] and motor corona 
monitoring [11], sensor and actuator condition plays critical role.   
In the worst case, the failure even can affect safe operation of the 
system, leading to a catastrophic event. Sensor failures may 
include precision degradation, drift, frozen reading, and complete 
failure [12]. Similarly, actuator failures may include limited range 
of motion, e.g., valve stiction, and complete failure [13]. It is a 
challenging task to detect sensor and actuator failures [1-5, 14-15] 
because sensor outputs contain information from a multitude of 
sources: normal system outputs, faulty sensor signals, and signals 
due to noise and external disturbances. Isolating different signals 
requires utilization of the input-output relationship of the system. 
Conventional approaches to increasing reliability of aircraft 
systems include installing redundant sensors, which will add more 
weights, costs, complexity, and most importantly, additional 
reliability problems.  

Sensor fault detection and diagnosis has been a research topic 
for decades, and many articles have been published. Interested 
readers are referred to the survey paper by Frank [16]. While fault 
detection is relatively easy, isolation of multiple faults is still a 
challenge to many existing schemes.  This paper proposes a novel 
and systematic approach to sensor and actuator integrity 
monitoring in systems such as jet engine of an aircraft. The first 
part is a fault detection scheme that can detect the presence of both 
sensor and actuator failures with maximized sensitivity. The 
newly proposed approach is based on analytic redundancy, which 
means no additional redundant sensors are needed. System input-
output relationships (state-space dynamical model of the system) 
are used to help differentiate different sensor and actuator failures. 
The second step in the proposed scheme is the fault isolation. A 
proven technique known as contribution analysis [17-18] that has 
been widely used in process control industry is utilized for root 
cause search of sensor faults. Contribution analysis is a practical 
technique for fault isolation, particularly useful for multiple faults. 
Moreover, the concept of the structured residuals [19] is applied 
for actuator fault isolation. Finally, in line with the fault isolation 
results, a systematic procedure is conducted to reconstruct the 
faulty sensors/actuators such that the considered system, e.g., an 
aircraft, can keep functioning with acceptable performance in 
presence of sensor and/or actuator failures. Extensive simulations 
using a jet engine model clearly demonstrated the correctness and 
effectiveness of the proposed algorithms. 
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We would like to mention that this paper is an expanded 
version of our earlier work [20]. More details and simulations 
have been added to enrich the technical contents. The paper is 
organized as follows. Section II describes the problem 
formulation by introducing notations and terminologies. Section 
III, IV, and V summarize the fault detection, fault isolation, and 
fault reconstruction algorithms. Section VI includes simulation 
results of applying the proposed algorithms towards a jet engine. 
Finally, conclusions are drawn in Section VII and future work is 
discussed.  

2. Problem formulation 

Consider the following dynamical system with multiple inputs 
(MI) and multiple outputs (MO),    

      1k k k k+
= + +x Ax Bu ω  

              k k k k= + +y Cx Du ε                (1) 

where n

k ∈ℜx  is the state variable vector, l
k ∈ℜu  the input 

vector, and m
k ∈ℜy  the output vector, at time k ; { },  ,  ,A B C D  

are system matrices with compatible dimensions; kω  and kε  are 
process disturbance and measurement noise, respectively. It is 
assumed that kω  and kε  are independent random variables with 
zero mean values and covariance matrices 
 

{ }T n n
k kE ω

×= ∈ℜω ω R
, { }T m m

k kE ε
×= ∈ℜε ε R

. 

     It is further assumed that { },  ,  ,A B C D , ,ωR  and εR  are 
known because they can be either derived or identified from 
historical data by using the subspace method of identification [21]. 

Note that (1) represents a failure-free MIMO system. In the 
presence of sensor failures, yn

k∆ ∈ℜy  and actuator failures 
,un

k∆ ∈ℜu  one has 
 

    
1

   
k k k u k k

k k k u k y k k

+ = + + ∆ +

= + + ∆ + ∆ +

x Ax Bu BM u ω

y Cx Du DM u M y ε
              (2) 

 

For a system represented by (2), given available data 
{ },k ku y , it is expected to detect if the magnitude of or  k k∆ ∆u y   
is non-zero.  If the answer is yes, the magnitude is estimated and  
the failure direction matrix  or  u yM M is identified.  Finally, the  
failed sensors or actuators will be reconstructed on-line and in real 
time such that all the sensors are always functional with accepted 
performance. Herein, it must be addressed that { }ku  comes from 
controllers. Therefore, it is always available and does not include 
any actuator failures. On the other hand, { }ky  is measured, also 
always available, and can contain sensor failures. The variables 
and terms in this paper are summarized in Appendix. 

3. Detection of Faulty Sensors/Actuators 

Given an integer s  (its determination will be discussed later), 
performing an algebraic manipulation on (2) leads to 

( )
1

1  

            

k s i
i k s i t

k s i k s t u t t
t k s

k s i u k s i y k s i k s i

− + −
− + − −

− + −
= −

− + − + − + − +

= + + ∆ + +

∆ + ∆ ++

∑y CA x C A Bu BM u ω

DM u M y εDu
 (3) 

where [0, ].i s∈  Note that at 0i = ,  

      
            

k s k s k s

u k s y k s k s

− − −

− − −

= + +

∆ + ∆ +

y Cx Du

DM u M y ε
                        (4) 

Define a stacked vector 

     
( )

1

1

: ...T T T

k s k s k

m s

k s k − − +

+

−
= ∈ℜ  y y y y              (5)  

Similarly, define five more stacked vectors  
( )1

:

l s

k s k

+

−
∈ℜu , 

( )1

:
un s

k s k

+

−
∆ ∈ℜu , 

( )1

:
yn s

k s k

+

−
∆ ∈ℜy , 

( )1

:

n s

k s k

+

−
∈ℜω , 

( )1

:

m s

k s k

+

−
∈ℜε .                                    (6) 

                            
It turns out from (3)-(6) that 

: : :

: : :

ss s
k s k k s k s k k s k

s s
u k s k y k s k k s k

− − − −

− − −

= + + +

∆ + ∆ +

y Γ x H u G ω

M u M y ε
                       (7) 

where 

( ) ( ) ( 1)...
TT T T s T

T
s m s n+ ×= ∈ℜ 

 C A C A CΓ ,      

( 1) ( 1)

1 2

                            

                            

                            

          

s m s l s

s s

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

D 0 0

CB D
H

CA B CA B D





 



, 

( 1) ( 1)

1 2

                       

                          

                       

         

s m s n s

s s

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

0 0 0

C  0
G

CA CA 0





 



, 

( 1) ( 1)

                        

    0                        

                           

     0                        

y

y

y m s n ss

y

y

+ × += ∈ℜ

 
 
 
 
 
  

M 0 0

M
M

M





 



, 

( 1) ( 1)

1 1

                                     

                                
 

                                      

         

u

u

u u m s n ss

u

s s

u u u

+ × +

− −

= ∈ℜ

 
 
 
 
 
 

DM 0 0

CBM DM
M

CA BM CA BM DM





 



. 

                                  
 Herein, the choice of s  is discussed. It must be chosen such 

that { }rank .
s

n=Γ  There can be many candidates for s  to meet 
such a requirement. We just select a proper value that allows us 
to perform both fault detection and isolation. This will be 
elaborated later.   
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       With the establishment of (7), a primary residual vector (PRV) 

can be calculated for fault detection. Select a matrix prv
W  from 

the null space of 
s

Γ . Multiplying both sides of (7) by prv
W  leads 

to    

( )
( )

prv : prv : prv : :

prv : :                    

s s s

k s k k s k u k s k y k s k

s

k s k k s k

− − − −

− −

= + ∆ + ∆ +

+

W y W H u W M u M y

W G ω ε
 (8) 

where prv

s
=W Γ 0  has been considered.  

    Define        

       

( )
( )
( )

, prv : :

prv : :

prv : :

      

           

s
s k k s k k s k

s s
u k s k y k s k

s
k s k k s k

− −

− −

− −

≡ −

= ∆ + ∆ +

+

e W y H u

W M u M y

W G ω ε

                (9) 

as the PRV for fault detection due to the following facts: 

a. In the ideal case, i.e., no fault, no noise, and no disturbance, 

,
.

s k
=e 0  

b. Without any faults, ( )*

, prv : :

s

s k k s k k s k− −
= +e G ω εW  is a 

moving average (MA) process of noise vectors kω  and kε , 
having zero mean value and covariance matrix   
 

  ( )( ) ( ) ( )( 1) ( 1)
prv prv

T m s n m s ns s s s s T
e ω ε

+ − × + −≡ + ∈ℜR W G R G R W           (10) 
 

where 1 ,s
sω ω+≡ ⊗R I R  1 ,s

sε ε+≡ ⊗R I R  with 1s+I  being an 
identity matrix and ⊗  the Kronecker tensor product [30].  

c. In the presence of sensor and/or actuator faults, the PRV is  
 

( ) *

, prv : : ,

s s

s k u k s k y k s k s k− −
= ∆ + ∆ +e W M u M y e                             

 

which is a random vector with non-zero mean,  
 

( )prv : :

s s

u k s k y k s k− −
∆ + ∆W M u M y   

and covariance 
s

e
R [22]. Therefore, fault detection is to check 

if the mean value of the PRV is zero. 

So far, no discussion on the calculation of prv
W has been 

conducted yet. Considering the dimension and rank of 
s

Γ , it can 

be figured out that prv
W  has ( 1)s m n+ −  rows and ( 1)s m+

columns. Detailed steps to calculate prv
W , which are lengthy but 

straightforward, are documented in [19].  

Assume that kω  and  k
ε  are Gaussian distributed. It can be 

easily shown that ( ) 1/2

, ,
s

s k e s k

−
=e R e  follows a zero mean 

Gaussian distribution with an identity covariance matrix [22]. 
Therefore, define  

                    , , ,

T

s k s k s kd = e e               (11) 

as the fault detection index, which follows a 
2

χ distribution with 
degree of freedom nsm −+ )1(  [22]. With a pre-determined 

confidence limit, if ,s kd   exceeds the limit, it indicates that some 

sensors and or actuators are faulty. Otherwise, everything is 
normal.  
 

At the end of this section, the issue of disturbance decoupling 
is discussed. It has been assumed that kω  is Gaussian distributed. 

In reality, this assumption sometimes may be not valid. If this is 
the case, one can try to decouple the effect of disturbance as much 
as possible.  

Note that in the PRV represented by (9), the disturbance 

contributed term is prv :
.

s

k s k−
W G ω  Perform a singular value 

decomposition (SVD) on ,
s

G  and design prv
W  such that each of 

its rows is orthogonal to the principal left singular vectors related 

to few largest singular values of .s
G   As a consequence, effect of 

kω  can be decoupled partially. How much percentage of kω  can 

be decoupled? This depends on the dimension of prv
W  and the 

rank of .sG  Intuitively, the lower the rank of 
s

G is, the easier to 
decouple kω  from the PRV. Even if kω  cannot be removed from 
the PRV completely, it can be decoupled to some extent by using 
the above-mentioned SVD [23]. 

4. Isolation of Faulty Sensors/Actuators 

   While many methods have been available, here contribution 
analysis [18] is proposed for sensor fault isolation due to its 
practicality and simplicity. Computationally, the PRV is 

( ), prv : :

s

s k k s k k s k− −
≡ −e W y H u , which is contributed by :k s k−

y  
and :k s k−

u . In the presence of sensor faults, the PRV will deviate 
from its nominal values. Consequently, by analyzing the 
contributions in ,s k

e  from each element of :k s k−
y , the faulty 

sensors can be identified.  

However, since :k s k−
u  does not include any actuator failures, 

contribution analysis cannot be used for isolation of actuator 
failures. We will propose the structured residual-based approach 
towards actuator fault isolation. Therefore, combining 
contribution analysis [17-18] and the structured residual-based 
approach [19] will develop a comprehensive fault isolation 
methodology for both sensor and actuator failures.   

4.1. Contribution Analysis for Isolation of Faulty Sensors 

We illustrate how to identify faulty sensors by contribution 
analysis first.  It turns out from (5) and the first line of (9) that
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Table 1. Incidence matrix showing actuator fault isolation logic. 
 

 
 

( ) ( )
1 2

, prv 1 2 : 1 2
1 1

prv :

:,   

         

m s

s k k s k
i i

s

k s k

i i m i i m
−

= =

−

≡ + + −∑∑e W y

W H u

               (12) 

where ( )
prv

:, iW  is the 
th

i  column of matrix prv
,W  and 

( )
:k s k

i
−

y  is the 
th

i  element of stacked vector 
( 1)

:

m s

k s k

+

−
∈ ℜy .  

 

     If the 1

thi  sensor has a failure for any 1
1 i m≤ ≤ , the failure-

associated term in ,s ke  is a vector: 

               
1

2

, 1 2 : 1 2
1

(:, ) ( )
s

k i prv k s k
i

i mi i mi−
=

= + +∑f W y . 

Moreover, define 
               

1
2

1 2 1 2, :
1

(:, ) ( )
s

prvk i k s k
i

i mi i mi−
=

= + +∑f W y  

where )( 21: miiksk +−y  is the scaled counterpart of )( 21: miiksk +−y , 
i.e., mean-centered and divided by its standard deviation.  
 

If a sensor failure begins to occur at time instance 
1f

k  and ends 
at 

2fk , then one calculates the absolute average value, i.e.,   

             ∑
=+−

=
2

1

1

12

121 ,,: 1
1 f

f

ff

k

kk
ik

ff
ikk tt

ff                                 (13) 

for all 1
[1, ]i m∈ , obtaining m  magnitude values. 

 Any sensor that has the largest magnitude defined by (13) can 
be identified as faulty. For example, if Sensor 5 has the largest 
magnitude, then it can be inferred that it is faulty. As a result, the  

failure direction matrices for the sensor is (:, 5)
y m
=M I .  

4.2. Isolation of Faulty Actuators 

In order to isolate faulty actuators, one can also generate a set 
of structured residual vectors (SRVs) in line with a predetermined 
isolation logic [18]. For simplicity, assume that at each time, only 
a single actuator can be faulty. Under this assumption, for the 
system represented by (2), we design a set of  l  SRVs such that 

the thi  SRV is insensitive to the 
th

i  actuator fault, while of 
maximized sensitivity to faults in other 1l − actuators for 

[1, ]i l∈ . Sensitivity of all the designed l  SRVs to actuator faults 
can be described by the following incidence matrix shown in 
Table 1. 

In the above incidence matrix shown in Table 1, ‘0’/‘1’ means 
insensitivity/maximized sensitivity of a SRV to an actuator fault. 
For instance, in presence of a fault, if SRVi  is not affected by the 

fault, while all the other SRVs are affected, then the 
th

i  actuator 
is faulty.  

Mathematically, the 
th

i  SRV can be calculated by 

( )
( )
( )

, srv : :

srv srv : :

srv : :

,
srv : : srv

( )

       

           

       

i i s
s k k s k k s k

i s i s s
k s u k s k y k s k

i s
k s k k s k

i s s i
u k s k y k s k

− −

− − −

− −

∗
− −

= −

= + ∆ + ∆ +

+

= ∆ + ∆ +

r W y H u

W Γ x W M u M y

W G ω ε

W M u M y r

                (14) 

where ( ),

, srv : :

i i s

s k k s k k s k

∗

− −
= +r W G ω ε  is fault free, and the matrix 

i

srv
W  is designed such that k-s

x  and the following associated   

( ) ( ) ( ){ }
: : :

, 2 ,
k s k k s k k s k

i l i l i sl
− − −

∆ + ∆ + ∆ +u u u  

are excluded from ,

i

s kr . This indicates that  

( ) ( ) ( ) ( )srv [   :,   :,   :, 2  :, ]i s s s s s

u u u ui i l i l i sl+ + + =W Γ M M M M 0   (15)                                   

for all [1, ]i l∈ . Design of  
i

srv
W  is documented in [19]. Similar 

to (11),  

            
, 1

, , ,
( ) ( )

i i T s i i

s k s k s s k
I

−
= r R r                                    (16) 

is defined as the actuator fault isolation index, where 
,s i

eR  is the 

covariance of 
,*

,

i

s kr  for [1, ]i l∈ .  
 

At the end of this section, hereafter we summarize the steps to 
perform detection and isolation of sensor and actuator faults:  

 

1. Develop an isolation logic under an assumed fault pattern.  
 

2. Design the PRV and a set of SRVs in line with the pre-
determined isolation logic.  

 

3. From a set of training data, calculate a sequence of PRV and 
sequences of SRVs. Calculate their respective thresholds.   

4. Check if the detection index , , ,

T

s k s k s k
d = e e  given by (11) is 

triggering an alarm. 
 

5. Use contribution analysis to isolation sensor faults. 
 

6. Use the SRVs to isolate actuator faults. 
 

The above procedures are detailed also in the following flow 
chart. We divide the procedures into off-line, which is the 
preparation phase, and the online parts. 

 
    SRVs   1st

  actuator 2nd
 actuator           … thi  actuator 

    1SRV              0            1           1           1 

    2SRV              1            0           1           1 

                      1                                     
    lSRV              1            1           1           0 
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5. Reconstruction of Faulty Sensors and Actuators 

After identification of faulty sensors/actuators, one has to 
estimate the fault magnitudes first. Then, from the estimated fault 
value, faulty sensors can be reconstructed.  

 

5.1. Estimation of Fault Magnitudes 

It can be derived from  

 ( ) *

, prv : : ,

s s

s k u k s k y k s k s k− −
= ∆ + ∆ +e W M u M y e  

that  

 [ ] :*

, , prv

:

   
k s ks s

s k s k u y

k s k

−

−

∆
= −

∆

 
  

u
e e W M M

y
           (17) 

With known 
s

u
M  and ,s

y
M  in line with [12], one can estimate 

( 1)( ):

:

 u ys n nk s k

k s k

+ +−

−

∆
∈ ℜ

∆

 
  

u

y
 by minimizing   

[ ] [ ]: :1

, prv , , prv

: :

      

T

k s k k s ks s s s

s k u y s e s k u y

k s k k s k

− −−

− −

∆ ∆
− −

∆ ∆

     
           

u u
e W M M R e W M M

y y

giving  

( ) ( )

( )

prv

:1

, prv

:

1

prv , ,

 [   ] [   ]  

  [   ]

T k s ks s s s

u y s e u y

k s k

Ts s

u y s e s k

−−

−

−

∆
=

∆

 
  

u
W M M R W M M

y

W M M R e

              (18) 

If the matrix ( ) ( )1

prv , prv
 [   ] [   ]

Ts s s s

u y s e u y

−
W M M R W M M   is of full 

rank, one can get the least squares (LS) solution to 

: :

TT T

k s k k s k− −
∆ ∆  u y  easily. If the matrix is of rank deficiency, 

one can apply a latent variable-based approach, such as the partial 
least squares (PLS), to estimate the fault magnitude [24].  
 
 5.2. Reconstruction of Faulty Sensors  
 

   With estimated fault magnitudes, one can correct measurements 
of the faulty sensors. The measurements in faulty sensors are 

affected both by k
∆u and .

k
∆y  In order to get the corrected 

measurements in faulty sensors, one can design a Kalman filter, 
 

1
ˆ ˆ ˆ ˆ ˆ( )

ˆ ˆ   

k k k k y k u k k k

k k k

+
= + + − ∆ − ∆ − −

= +

x Ax Bu K y M y DM u Cx Du

y Cx Du
  (19) 

where  ˆ
k

y is the corrected measurement of faulty sensors. 
 

6. Numerical Examples 

The proposed methodology for sensor/actuator fault detection, 
isolation, and reconstruction is applied to a gas turbine jet engine 
control system [25].  

6.1. The Simulated System  

The gas turbine engine can be described essentially as a heat 
engine that uses atmospheric air as a working medium to generate 
propulsive thrust and mechanical power. The central unit of the 
mechanical arrangement comprises two main rotating parts, the 
compressor and the turbine. The control system has the function 
of coordinating the main burner fuel flow and the propelling 
exhaust nozzle.   

The thermodynamic model of the engine is in continuous-time 
domain. It has 17 state variables, including pressures, air and gas 
mass flow rates, shaft speeds, absolute temperatures, and static 
pressure. This is a highly nonlinear dynamic structure that has 
grossly different steady-state operation over the entire range of 
spool speeds, flow rates, and nozzle areas. The linearized 17th 
model in the continuous-time domain is used here for study. The 
nominal operating point is set at 70% of the demand high spool 
speed (

HN ). For practical reasons and convenience of design, a 
fifth-order model is employed [25] to approximate the 17th-order 
model as represented by (20), where a sampling period of 

026.0=∆T s was taken. 

Using a reduced-order model to approximate the full-order 
dynamic system leads to modeling errors. Another problem is that 
the operating point of the system varies according to realistic 
running conditions. In general, different operating points 
correspond to different plant models. In the practical situation, the 
design of the fault detection and isolation scheme is based on a 
fixed mode. When the operating point changes, a model-plant 
mismatch occurs. Therefore, the system is represented by a fifth 
order state space model with two inputs, five outputs, and 
disturbance, i.e. 
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   -0.9813    7.5320   -0.5983    0.4857   -0.6979
    0.2838   -0.0826    0.0779   -0.0617    0.0928
  -6.8588   28.9161   -2.0561    1.6083   -2.2612
    1.2235   -5.6607    0.4020   -0.3192    0.

k+ =x

    0.0001    0.0002 1  0  0  0
    0.0001   -0.0000
    0.0032    0.0006

4141     0.0078   -0.0003
  13.2662 -53.4047    4.7390   -3.7710    5.3669     0.0031   -0.0015

k k

   
   
   
   + +
   
   
      

x u

  0 
0  1  0  0  0 
0  0  1  0  0 ,
0  0  0  1  0
0  0  0  0  1

1  0  0  0  0 
0  1  0  0  0 

    0  0  1  0  0 
0  0  0  1  0
0  0  0  0  1

                  

k

k k k

 
 
 
 
 
 
  

 
 
 
 = +
 
 
  

ω

y x ε

  (20) 

 
where the two inputs are main engine fuel flow rate and the 
exhaust nozzle area. In addition, the five outputs are compressor 
shaft speed, two pressure measurements, two temperature 
measurements, and the demand high spool speed. In addition, kω   
represents the afore-mentioned modeling errors or model plant 

mismatch and k
 ε  is measurement noise. It is assumed that kω

and k
 ε  are independently distributed Gaussian white noise 

sequences, with respective covariance matrices 5
 0.001

ω
=R I  

and 5
0.001 .

ε
=R I  

 

Given the model parameters, selecting 5,s = we calculate the 

following matrices 
30 5 ,s ×

∈ ℜΓ  
30 12 ,s ×

∈ ℜH  
30 12 ,s

u

×
∈ ℜM  

30 30s

y

×
∈ ℜM , and 

30 30s ×
∈ ℜG  in line with the formulas in (7). 

We then calculate the matrix, prv
W , to generate the PRV for 

fault detection. In accordance with [19], 
25 30

prv

×
∈ ℜW  is 

calculated such that each of its rows is orthogonal to 
s

Γ  while 
having maximized covariance with the non-zero singular value 
related-left singular vectors of 

30 42
[   ] .

s s

u y

×
∈ ℜM M   

   With the calculated prv
W , the PRV is generated by 

 ( ) 25

, prv , ,

s

s k s k s k
≡ − ∈ ℜe W y H u . 

Furthermore, we calculate two more matrices  
1 20 30

srv
R

×
∈W  and 

2 20 30

srv
R

×
∈W  to generate two SRVs 

( ) 20

. , ,

i i s

s k s k s k
≡ − ∈ ℜ

srv
r W y H u  

for  1, 2i =  according to the isolation logic listed in Table 1. 
 

Without any faults, we used (20) to generate 10,000 samples 
of training data, where [ ]k 100 100 T

=u , and accordingly we 
calculated three sequences of 

*

,{ }s ke , 
1,*

.{ }s kr , and 
2,*

.{ }s kr , 
respectively. Using such sequences, we estimated the covariance,  

25 25s

e

×
∈ ℜR  of { }*

,s k
e , 

,1 20 20s

e

×
∈ ℜR , and 

, 2 20 20s

e

×
∈ ℜR . 

 

We calculated a sequence of fault detection index ,
{ }

s k
d  from 

{ }*

,s k
e  and s

eR  by using (11). It is depicted below with a 

confidence limit 48.1444  (the red line in the graph). Moreover, 
we calculated two sequences of ,{ }i

s kI , which are depicted in 
Figure 2, respectively, with their own confidence limits.  

 

 
 

Figure 2.  Fault detection and Isolation indices from training data. 
 

,
{ }

s k
d  given a level of 

confidence 99%. And such a limit will be employed for fault 
detection in test data. 

 
6.2. Generation of Test Data and FDI Results  

    Many case studies have been conducted, and few results are 
presented hereafter.  

6.2.1 Case 1: Detection and Isolation of a Faulty Actuator 
      
A time varying fault simulated by  

( ) ( )1

10000      0

ff

k

k kk k −−
∆ = ∗

 
  

u  

is introduced to one actuator, where  

( )
1,    

1
0,    

f

f

f

k k
k k

k k

∀ ≥
− =

∀ <





 

and 510
f

k = . Note that 
f

k  denotes the instant at which a fault 
begins to occur.  In this case, the test data are generated from the 
following equation:  
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k k k u k k

k k k u k k

+
= + + ∆ +

= + + ∆ +

x Ax Bu BM u ω

y Cx Du DM u ε
 

where [ ]k 100 100 T
=u as selected before. 

From available data sequences 
k

{ , }
k

u y , we generated the 
PRV and two SRVs. At the meanwhile, we calculated the fault 

detection index sequence ,
{ }

s k
d  and two fault isolation index 

sequences
1

,
{ }

s k
I and 

2

,
{ }.

s k
I  As clearly shown in Figure 3, as time 

goes by, ,
{ }

s k
d  exceeded its limit, indicating that a fault/faults 

has/have occurred. 

 
 

Figure 3.  Fault Detection Result from Test Data. 
                                      

   

 
 

Figure 4.  Contribution Analysis Results. 
 

 
 

Figure 5.  The 1st Fault Isolation Index Sequence Calculated from Test Data. 

 
 

Figure 6. The 2nd Fault Isolation Index Sequence Calculated from Test Data. 

 
 

Figure 7. Actual and Estimated Fault Values from Test Data. 
 

 
     A bias with size 1.5 was introduced to a sensor. The fault 

detection index is displayed in Figure 8, where the ,
{ }

s k
d exceeds 

its limit at sample 3000, giving 
1

3000fk = . 
 

Having detected the sensor fault, the next step is to isolate the 
faulty sensor by conducting the contribution analysis. A bar chart 
showing the contributions from all five sensors is depicted in 
Figure 9, where 3000

1
=fk  and .9995

2
=fk . 

 

    It is clearly shown that the first output has made the most 
significant contribution to the sensor failure. Therefore, it can be 
inferred that the first sensor is faulty. 
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Figure 8. Detection result of a sensor fault 

 

Figure 9. Contribution analysis result of a sensor failure 

 

0.95p = , then one can calculate 
the probabilities of simultaneous sensor failures.  The results are 
listed in Table 2.  For example, the probability that i  sensors are 
faulty simultaneously is  
 

                            iii
i ppC )1(Prob 5

595.0, −= −  

where 5

iC   is the combination of i  from 5 for [ ]1, 5i ∈ . 
 

Table 2. Probabilities of simultaneous sensor faults 
 

Number of simultaneously faulty sensors probability 
                                1    0.2036 
                                2    0.0214 
                                3    0.0011 
                                4    0.0000297 
                                5 73.125 10−×  

 
    As shown in Table 2, since the chance for three or more sensors 
to fail simultaneously is low, one only needs to consider the 
detection and isolation of two sensor failures for the simulated 
system. Two faults are introduced to two sensors, respectively. 
One is a bias with magnitude 0.5, and the other is precision 
degradation simulated by a random noise signal with zero mean 
and variance of 0.01. The fault detection result is illustrated in 
Figure 10. 

 
Figure 10. Detection of two simultaneous faults 

        Contribution analysis is similarly conducted in this case, 
where 5000

1
=fk and 9995

2
=fk . The associated results are 

illustrated in Figure 11. In this figure, since Sensor 1 and Sensor 
2 have contributed the most to the violation of the fault detection 
index, it may be concluded that these two sensors are faulty.  

     
             Figure 11. Contribution analysis results of two simultaneous faults 

7. Conclusions 

Combining analytic redundancy and contribution analysis, a 
novel methodology for fault detection, isolation, and 
reconstruction in MIMO dynamical systems has been proposed. It 
has been applied to a simulated jet engine control system. 
Numerical results have fully supported the correctness and 
effectiveness of the developed theory. Even for a slowly evolving 
incipient fault, the scheme can detect, isolate, and estimate it very 
effectively. Moreover, different sensor failures are also 
successfully detected and isolated, further justifying the 
practicability of the developed methodology.  

One future research direction is the integration of our 
methodology to fault tolerant control systems and apply to power 
systems [10], aircraft [26], robots [27-28, 31], motors [11,32], 
planetary rovers [29], and missiles [33,34]. 
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Appendix: Nomenclature and Variables 
 
SVD – Singular Value Decomposition 

PRV – Primary Residual Vector 

MI - Multiple inputs  

MO - Multiple outputs 

SRV – Structured Residual Vector 

MIMO - Multiple inputs Multiple outputs 

k : time index 

n

k ∈ℜx : State variable vector  

l
k ∈ℜu : System input vector at time k  

m
k ∈ℜy : System output vector, at time k   

{ },  ,  ,A B C D : System matrices with compatible dimensions 

kω  and kε : Process disturbance and measurement noise 

,ωR  and εR : Covariance matrices of kω  and kε  

yn
k∆ ∈ℜy : Sensor failures  

un
k∆ ∈ℜu : Actuator failures  

or  u yM M : Failure direction matrix for actuators or sensors  

s
Γ : Observability gramian 
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prv
W : A matrix from the null space of 

s
Γ  

s

k
e : Primary residual vector 

,s kd : Fault detection index 

,

i

s kr : ith structured residual vector 

1, :k if  Term associated with faults. It is used in contribution analysis 
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In Computer Aided Diagnosis (CAD) tools, vertebra localization and 
detection are the essential steps for the diagnosis of cervical spine 
injuries. The accurate localization leads to accurate treatment, which is 
more challenging in case of poor contrast and noisy radiographs. This 
paper targets c-spine radiographs for the localization of vertebra using 
different vertebra templates, vertebra detection at each level using two 
different clustering techniques and gives a comparison between them. 
Moreover it separates the regions for each individual c-spine. It takes the 
poor contrast x-ray as input, enhance the contrast and detect the edges 
of enhanced image. After the edge detection, manually selected Region of 
Interest (ROI) helps in getting the edges of area covering C3 − C7 only. 
These edges along with 4 different template models of vertebra are used 
for the localization by Generalized Hough Transform (GHT). The results 
obtained are analyzed visually for the best localization template. Then, 
on voted points obtained after pruning, two clustering techniques Fuzzy 
C Means and K-Means are applied separately, to form clusters and 
centroids for each vertebra. Another part of this paper is to separate 
vertebra regions. For this, intervertebral points are calculated and then 
along these points, centroids are rotated using Affine Transformation. It 
gives parallel lines to vertebrae and joining them gives region for each 
vertebra. The comparison and testing of proposed technique has been 
performed using dataset ’NHANES II’ publicly accessible at ’The 
National Library of Medicine’, total 150 cervical spine scans are used 
securing accuracies 93.76%, 84.21% and 83.1% for FCM, K-Means and 
region separation, respectively.
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Region Separation
Generalized Hough Trans-
form
Clustering
Comparison

1 Introduction

Spinal cord proves to be the most important element
of human anatomy. It works as a backing for other
segments of human body so that one can bend, twist
and move easily. If this most essential segment of hu-
man structure is damaged in any way, a person can-
not even stand up straight. Figure 1 illustrates the
division of human spinal cord which consists of 33
individual bones known as vertebra. First 7 cervi-
cal vertebra (C1 −C7) collectively form the neck, next
12 thoracic vertebra (T1 − T12) form the chest, next 5
lumbar vertebra (L1 − L5) form the lower back, next 4

sacral vertebra (S1 − S4) form the pelvis and the last 4
fused vertebra form the tail bone of human structure
are known as coccyx bones.and fall down [1][2].

In the past few decades, medical imaging has been
developed in dramatic way and helping radiologists
for the diagnosis and treatment of cervical spine dis-
orders including osteoporosis, cervical spine injuries
and trauma [3]. The most common sources for c-spine
injuries (CSI) are accident of vehicles and outdoor
games. In youngsters age ranging 15-25, hyperexten-
sion and vehicles accident where as in senior citizens
and osteoarthritic victims, sudden fall is reported as
the most common reason of CSI [4]. Latterly, a signifi-
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cant amount of Traumatic Spinal Cord Injuries (TSCI)
has been reported which may become more problem-
atic and critical if the patient is not treated on time by
accurate diagnosis [5].

Figure 1: Spinal Column: Anatomical Features
In Computer Aided diagnosis (CAD) tools, verte-

bra localization and detection at each cervical level
are initial and essential steps to be performed and
it becomes more difficult when images are low con-
trast and noisy like X-rays. These steps work signifi-
cantly in many orthopedics and neurological applica-
tions for the diagnosis and treatment of spinal column
disorders. The accurate localization and detection
leads to accurate treatment of abnormalities. Thus,
great success rate in vertebra localization and detec-
tion with separated regions for each vertebra would
be very helpful for radiologists’ community, not only
for the diagnosis but also in surgeries. Figure 2 shows
the (a) Normal cervical spine x-ray with perfect rela-
tionship between posterior, anterior and spinolaminar
lines. They are aligned representing a healthy radio-
graph where as (b) shows loss of alignment at C6 and
C7 representing unhealthy or fractured X-ray.

Figure 2: C-Spine Radiographs (a) Healthy (b) Frac-
tured

This figure shows that the fractures can be lo-

cated using parameters like posterior, anterior and
spinolaminar lines by getting the alignment informa-
tion between them. In literature, many techniques
like Generalized Hough Transform (GHT) [6], Ac-
tive Shape Model (ASM) [7], discrete dynamic con-
tour model (DDCM) [8] and Template Matching [9]
have been described for the localization, detection
and segmentation of spinal cord using different set of
images including magnetic resonance imaging (MRI)
and computed tomography (CT) scans. Klinder et
al. [10] described a methodology for the extraction
of vertebra shape using CT scans. They designed a
methodology for the detection, identification and seg-
mentation of vertebra from CT scans. They applied
Generalized Hough Transform (GHT) with the com-
bination of adapted triangulation shape for the lo-
calization and segmentation of vertebra. They tested
the proposed technology on 64 CT Scans with suc-
cess rate of 70%. Alomari et al. [11] presented a
methodology of localization using MRI images. They
used two datasets of 50 and 55 scans attaining success
rate of 87% and 89.1%. Their proposed model was
based on two steps targeting intervertebral discs. Ko-
rez et al. [12] presented an automated technique for
the detection and segmentation of vertebra and spine
using 3D CT Scans. They used interpolation theory
for the localization of spine which is further used to
locate the individual vertebra. The localization re-
sults obtained helped in the segmentation of each
vertebra by enhanced shape-constrained deformable
model approach. They tested the technique using
two CT Scans databases of 50 lumbar and 170 tho-
racolumbar vertebrae and achieved high success rate.
Lecron et al. [13] presented a methodology taking
benefit of edge polygonal approximation to locate the
vertebra and perform the segmentation using Active
Shape Model (ASM). They enhanced the performance
of the methodology by parallel computing and het-
erogeneous architectures for the vertebra extraction.
They used X-ray images for the testing of proposed
methodology. Larhmam et al. [14] described a tech-
nique for the vertebra localization targeting x-rays im-
age. They used a novel combination of GHT and K-
means clustering for the localization of vertebra using
template matching theory. Benjelloun et al.[15] pre-
sented an analysis of vertebra based on segmentation
from x-ray images. They described a relative study of
two algorithms to segment out vertebra. Lecron et al.
[16] presented a model targeting the vertebra localiza-
tion from X-rays using SVM model and SIFT descrip-
tor. They evaluated their methodology using 50 scans
and attained satisfactory success rate of 81.6%. Dong
et al. [17] presented a graphical model based vertebra
identification which need no training steps for pro-
cessing. They designed it to automatically detect the
total number of visible vertebra in scans and localize
them. Larhman et al. [18] described a localization
technique by offline training of template model as a
preprocessing step and applied GHT to localize the
vertebra. Then they performed the post processing of
model using adaptive filter and attained success rate
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of 89% when tested by 200 vertebrae. Benjelloun et al.
[19] proposed a scheme based on polygon regions for
the extraction of vertebra boundries and perform seg-
mentation. Later in [20], they presented a technique
for the localization and segmentation based on ASM.

This paper is basically an extension of model orig-
inally presented in IEEE International Conference on
Communication, Computing and Digital Systems (C-
CODE 17)[21]. This paper is extended in terms of
comparison of template models for better localiza-
tion and then a comparison and analysis of cluster-
ing techniques used for the detection of centroids. A
section which is extension to original paper, is dedi-
cated to the region separation for each individual ver-
tebra which can be used further for the segmenta-
tion process and will be very helpful for the diagno-
sis of several c-spine disorders. Section II describes
the methodology of proposed technique, Results are
analyzed and discussed in Section III and Section IV
presents the conclusion of this paper.

2 Methodology

The presented technique comprises five stages to give
a comparison of techniques for better localization
and detection results along with separated regions for
each vertebra. The flow chart of presented model
is shown in Figure 4, representing the main steps
of model including Preprocessing, Creation of Mean
models, Vertebra Localization, Centroid detection and
Region separation.

2.1 Preprocessing

Preprocessing is the first and most significant stage of
the presented model for attaining high success rate.
The steps involved in this stage are contrast enhance-
ment, detection of edges and manual selection of Re-
gion of Interest (ROI). These steps are performed to
get enough data for our vertebra localization stage.

2.1.1 Contrast enhancement

The input X-ray images are poor contrast and noisy
set of images which cannot be processed directly to
achieve high accuracy of presented technique. The
superimposition of other bony structures and level
of brightness at C6 and C7 leads to wrong localiza-
tion results. So ‘Contrast Limit Adaptive Histogram
Equalization’(CLAHE) [22] is applied to input radio-
graphs so that the contrast can be enhanced for bet-
ter results. CLAHE works like ordinary adaptive his-
togram equalization, the only difference is it uses a
specific threshold to clip the histogram. For X-ray im-
ages, CLAHE is one of the most efficient contrast en-
hancement algorithm when compared with Gamma
Correction (GC) and Histogram Equalizer (HE)[23].

2.1.2 Detection of edges

After the contrast enhancement, the edges of input
image are detected using ‘Canny Edge Detector’ [24].
The reason behind the edge detection is that the GHT
algorithm works with edges only. The process of lo-
calization takes place using edges. So we detected the
edges of input image for any further processing.

2.1.3 Manual selection of Region of Interest (ROI)

The edge detection step gives us the edges of whole in-
put image, but the proposed technique requires edges
for the C3 −C7 only. so in this step we constructed the
Region of Interest (ROI) covering the area of lower 5
cervical vertebrae only. Then this ROI is multiplied
with the edges to get the edges of this area only. This
is the last step of our Preprocessing stage.

2.2 Creation of Mean Models

The creation of mean models is next stage of proposed
technology. In this stage, 4 different template models
M1,M2,M3 andM4 are constructed and shown in Fig-
ure 3. For the construction of these template models,
25 vertebra images for each template model are cre-
ated using some drawing tools and then mean image
is created using these 25 images. Eq. 1 is used to cre-
ate mean model of each shape.

Mi =
1
Vt

Vt∑
x=0

Vx (1)

where ‘Vt’ presents the total vertebra images (25) cre-
ated manually and ‘Vx’ is one vertebra image with ‘x’
varying from 1 to 25.

Figure 3: Vertebra Models created: (a) M1 (b) M2 (c)
M3 (d) M4

The reason behind using these 4 mean models is
just to analyze the results and give a comparison be-
tween them. So that one can select best mean model
for localization of vertebra securing high accuracy.
M1 and M2 represents the body of vertebra whereas
M3 and M4 represents complete vertebra shape in-
cluding body. These created models will be used as a
template image for the detection process of GHT. The
results are generated using all four template images
one by one and then analyzed visually to select the
best template image.

2.3 Vertebra Localization(GHT)

The third and most important stage of proposed
methodology is Vertebra Localization which helps in
the detection of centroids. In this stage, the selected
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Figure 4: Flow Chart: Main stages of the proposed methodology

edges of Preprocessing stage are used and GHT is
applied. Ab initio, Hough Transform [25] was intro-
duced as a technique for the detection of lines, cir-
cles, elipse etc following a modified concept by Bal-
lard, known as generalized Hough Transform [6] used
in various applications of image processing and com-
puter vision. GHT is a concept used widely for the
detection of arbitrary shapes and pattern recognition
in all fields of imaging including biomedical imag-
ing. The most positive point of this technique is it
is invariant to any kind of transformations. It works
with two factors R-Table which basically represents the
template model of vertebra which is to be detected
in the image and second one is Accumulator, which

is Hough Space and stores the voted points localizing
the area of C3 − C7. GHT is based on the template
matching theory and uses the information stored in
R-Table for the detection process.

2.3.1 R-Table creation

For the construction of R-table, a reference point
(rx, ry) is selected. The coordinates of extracted edges
helped in this regard. The reference point is selected
by taking the mean of all the edges and next, gradi-
ent is calculated. Then for each point, gradient direc-
tion is computed and saved as a function of gradient.
There are more than one entries of gradient direction
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for each value of gradient. So, in R-table each entry
is the difference between the coordinates of reference
point and boundary point w.r.t the direction of gra-
dient. In this way, the template model of vertebra is
stored as a R-Table. Table 1 [6] represents the generic
form of R-table, where Φ , dr and β represents gradi-
ent, distance and orientation, respectively. The dis-
tance and orientation are calculated using Eq. 2 and
Eq. 3, respectively.

dr =
√

(rx − bx)2 + (ry − by)2 (2)

β = tan−1 by − ry
bx − rx

(3)

where in both equations (rx, ry) is the reference point
and (bx,by) is the boundary point.

Orientation Φ Position (r,β)
0 (rx,βx)/Φx = 0
Φ (rx,βx)/Φx = ∆Φ

2∆Φ (rx,βx)/Φx = 2∆Φ
3∆Φ (rx,βx)/Φx = 3∆Φ
... ...

Table 1: R-Table: Generic Form

2.3.2 Template detection and Hough Space

Now, for the detection process an Accumulator is cre-
ated which represents the Hough Space and stores the
points known as Voted points. These points mark the
positions containing the template model. So, for each
edge point obtained in preprocessing stage, gradient
is computed and the corresponding value of R-Table
stored as r(Φ) is added into the coordinates of edge
point. Then the model check the resultant value if it is
within the scope of Accumulator, if yes it increments
the location of accumulator defined by this new point.
All the voted points obtained by this process give the
positioning of vertebra in X-rays. However, few out-
liers are also calculated by this process which are re-
moved in next step.

2.3.3 Pruning

Pruning [26] is a technique used to remove unwanted
data points known as outliers. These outliers may ef-
fect the success rate of the proposed model. The win-
dow scheme is applied and voted points are removed
if they are less than the specified number. Then the
voted points obtained after pruning are used for the
centroid detection. For each candidate point, a win-
dow placed such that candidate point lies at center of
window and all points lying inside window are com-
puted. Now, if the count of points is less than a spe-
cific number then that candidate point is removed.

2.4 Centroid Detection of vertebra body

After the localization of vertebra fromC3−C7, the next
stage of proposed technique is to detect the centroids

of each vertebra using the voted points obtained by
all four template models. The centroid detection is
performed using two different clustering techniques
K-Means and Fuzzy C Means. Each clustering tech-
nique forms clusters using the voted points and then
gives the centroid for each cluster representing each
vertebra (C3 −C7).

2.4.1 K-Means clustering

K-Means [27] is a clustering algorithm works simply
to segment out the data into clusters by calculating
the euclidian distance between them. Initially, the
cluster’s center are selected randomly from obtained
voted points, it randomly selected the 5 cluster cen-
ters representing 5 cervical vertebra (C3 − C7). Then
for each voted point, euclidean distance is calculated
between the voted point and all the cluster centers.
And the cluster at minimum distance is assigned to
that voted point. This process is performed for all the
voted points, completing the first iteration of k-means
algorithm. For next iteration, cluster centers are se-
lected by calculating the mean of all the points be-
longing to the same cluster. Then again distance com-
putation is carried out and clusters are assigned and
this process continues until two or more consecutive
iterations give same results. The cluster centers ob-
tained in last iteration represents the centroid of each
vertebra.

2.4.2 Fuzzy C Means clustering

Fuzzy C-Means (FCM) is another clustering technique
developed by Dunn [28] in 1973, then in 1981, Bezdek
[29] enhanced the working of this algorithm. It works
with the concept of fuzziness and assign clusters in
such a way that one data point may belong to more
than one cluster at a time. It assign membership to
each data point for all the clusters. The range of mem-
bership varies from 0 to 1. This factor of fuzziness
makes FCM less sensitive to outliers. Initially, FCM
selected the 5 cluster centers randomly representing
5 cervical vertebra. Then for each voted point, total
5 memberships are computed, between this point and
all the cluster centers. The membership varies from
0 to 1 and is computed using Eq. 4 which basically
gives the information about the point that how much
this point relates to which cluster. The cluster with
greatest membership is the most closes to that voted
point.

mjx =
1∑t

i=1
‖bj−cx‖
‖bj−ci‖

2
t−1

(4)

where ‘i’ varies from 1 to ‘t’ representing the total
clusters i-e 5, ‘cx’ and ‘bj ’ represents the cluster and
voted point for which membership is to be calculated,
respectively. This process of assigning memberships
creates a level of fuzziness and one voted point be-
longs to more than one cluster at a time. First iter-
ation is completed, after calculating the membership
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for all the voted points and new cluster centroids are
selected using Eq. 5

cx =

∑tp
i=1m

j
ix.pj∑tp

i=1m
j
ix

(5)

where ‘cx’ and ‘tp’ represents the new cluster com-
puted and total number voted points, respectively.
Then in next iteration for these new computed cluster
centroids, membership is calculated and this process
continues until we get similar centroids in 2 or more
consecutive iterations, representing the 5 cervical ver-
tebra from C3 to C7.

2.5 Separation of vertebra regions

The separation of each vertebra region is another stage
and extension to original work, which allows us to
extract the region for vertebra individually using the
center points of vertebra. These extracted regions are
very helpful in the segmentation process which fur-
ther leads to the diagnosis of many spinal cord disor-
ders. The steps involved in this stage are calculation
of Intervertebral Points and Affine Transformation.

2.5.1 Intervertebral Points

To extract the regions covering the area for each verte-
bra,intervertebral points are required. The interverte-
bral points are the location between the two vertebra.
In our case we required total 6 intervertebral points,
from which 4 are easy to find out by just calculating
the mean of centroids from C3 −C7 which we already
have. Eq.6 represents the calculation of these 4 inter-
vertebral points.

IVCi = (Ci +Ci+1)/2 where i = 3,4,5,6 (6)

The other two intervertebral points, one before C3
and second after C7 couldn’t be computed using this
equation as it require centroids before and after these
points. So, a simple technique using equations 7
and 8 is applied to obtained these two intervertebral
points. The difference between C3 and IVC3

is sub-
tracted from the coordinates of C3 to get an estimated
intervertebral point before C3 i-e IVC2

IVC2
= C3 − (IVC3

−C3) (7)

Similar technique using C7 and IVC6
is applied for

IVC7
but instead of subtracting the difference, it is

added into the coordinates of C7 to get points greater
than it’s location.

IVC7
= C7 + (C7 − IVC6

) (8)

Now, for next step there are total 11 points, 6 interver-
tebral and 5 centroids in the same sequence as IVC2

,
C3, IVC3

,...,C7, IVC7
.

2.5.2 Affine Transformation

A transformation following the rule of collinearity
is known as Affine Transformation [30]. The term
collinearity defines that points stay on a line at same
distance and the parallel lines remains parallel, before
and after the transformation. But in case of parallel
lines, collinearity is not applicable on the angles be-
tween them. The term Affine Transformation is also
called Affinity.

In proposed technique, affine transformation is
used to form lines parallel to the vertebra. For each
line, 3 points of vertebra are required, and location
of two points is transformed in such a way that they
stay on same line before and after the transformation,
Affine Map helps in this regard. The calculation of
Affine Map is shown in Eq. 9 where ‘a’, ‘R’ and ‘c’ are
rotational point, rotational matrix and directional ma-
trix, respectively. These three matrices are the general
Affine transformation matrix.

M = a ∗R ∗ c (9)

The rotational matrix requires angle Θ to rotate the
lines accurate enough and make them parallel to each
vertebra. To obtain this angle, initially two angles are
calculated: one between the first intervertebral point
and centroid and second between the centroid and
next intervertebral point, then taking average of these
two angles and adding 90 into it, gives an exact an-
gle for making lines parallel. Using this angle Θ + 90,
Affine Map is constructed using Eq. 9 and multiplied
with each point to rotate them along intervertebral
points. As a result, total 6 lines are formed covering
C3 to C7. Then these lines are joined to make separate
regions for each vertebra.

3 Results and Evaluation of pro-
posed technique

The proposed technique has been implemented in
MATLAB R2013a. The dataset NHANES II [31] used
for the evaluation of our proposed technique is pub-
licly accessible at U.S. National Library of Medicine,
incorporating 17,000 scans (10,000 cervical spine and
7,000 lumbar) of patients age ranging 25-74, cap-
tured in 1976-1980. These X-rays images had been
taken under varying scale, orientation and environ-
ment. For evaluation of our proposed technique we
used 150 cervical spine scans of this dataset, selected
on random basis. In literature, several methods has
been tested using the same dataset but varying num-
ber of images. In these papers, no one ever mentioned
the criteria following which they has selected the spe-
cific number of images. Neither they defined exactly
which images has been selected. So it is clear that ev-
eryone is using different images of the same dataset.
For fair testing, we selected subset with larger num-
ber of images than literature. For the comparison of
results, a ground truth is maintained by visually ex-
amining each image. For each image, 5 center points
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representing each vertebra body are marked manu-
ally, targeting C3 to C7. These annotated points are
stored and used for the testing purposes. A compari-
son of FCM and K-Means is given in this section using
Statistical and Visual results.

3.1 Statistical Results

The parameters used to obtain the statistical results
include pixel distance, mean, standard deviation and
accuracy.

3.1.1 Pixel distance

Figure 8 shows the pixel distance of 50 images for
both K-means and FCM. For better visualization, the
result of 50 images is shown in figure but is calculated
for all 150 images. Each graph represents each ver-
tebra with red dotted line representing the mean dis-
tance of K-means and black dotted line is for FCM, for
all 150 images. The difference is calculated between
the annotated points and detected centroids, repre-
senting how much detected centroid is away from the
center point. The mean error lines show that at each
vertebra level FCM works better than K-Means, the
mean error for FCM is less than that of K-Means, but
at levelC7 there is a minor difference between the two.
The presence of high brightness and superimposition
of other structures make the false detection at this cer-
vical level.

3.1.2 Mean

Figure 5 shows the calculated mean of the distance.
The green bar shows the mean of k-means which is
larger than FCM at every level, represented by blue
bar. This parameter also marked FCM as a better

Figure 5: Mean of calculated distance: K-Means vs
FCM

clustering technique for centroid detection of ver-
tebra from X-rays. The eq. 10 is used for the calcula-
tion of mean.

Meanerror =
∑T
i=1 di
T

(10)

Where ‘di ’ represents the distance at each cervical and
‘T’ represents total images used.

3.1.3 Standard Deviation

The standard deviation is another statistical parame-
ter of our presented methodology. Figure 6 shows the
calculated standard deviation in both cases.

Figure 6: Standard Deviation: K-Means vs FCM
Each level shows less variation in case of FCM than

K-means, making FCM better than the K-Means. The
standard deviation is calculated using Eq. 11

SD =

√∑T
i=1(di −Meanerror )2

T − 1
(11)

where ‘di ’, ‘Meanerror ’ and ‘T ’ represents distance, cal-
culated mean and total number of images, respec-
tively.

3.1.4 Accuracy

The accuracy of presented technique is measured at
two levels Visual and Experimental. In case of visual
accuracy, labels are assigned to all 150 images at each
cervical label.

Figure 7: Visual accuracies reported at each cervical
level

If the detected vertebra is correct label ‘1’ is as-
signed and in case of wrong detection label ‘0’ is as-
signed. The presented model consider the vertebra
detection as correct if it is within the body of verte-
bra.So in visual examination, this point is followed for
labeling process and each vertebra has been given la-
bel ‘1’ if it is inside or on the boundary of vertebra
body and ‘0’ is it is outside the vertebra body. Us-
ing this criteria all the images has been assigned total
5 labels representing 5 vertebra and then using these
labels overall accuracy of 94.7% and 79.4% are mea-
sured for FCM and K-Means, respectively.
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Figure 8: Pixel wise Distance Graph: (a)C3 (b)C4 (c)C5 (d)C6 (e)C7

The accuracies at each cervical level are shown in
figure 7 where green bars are representing greater ac-
curacies for FCM than the K-means represented by
blue bars.

Similar method of labeling is used for measuring
the accuracies of separated regions. An overall accu-
racy of 83.1% is reported for separated regions with
90.5%, 93%, 88.5%, 73%, 70.5% at each cervical level
from C3 to C7, respectively. In case of Experimen-
tal accuracies, ROC curves are formed for both FCM
and K-Means shown in figure 9. Each line represents
the accuracy measure of each cervical level from C3 to
C7 with varying threshold from 0 to 20. The thresh-
old here represents the width of vertebra. We se-
lected threshold 14 for the accuracies, the reason be-
hind choosing threshold 14 is, it is the radius of verte-
bra which means all the point inside the vertebra body
are correctly detected. At threshold 14 the proposed
technique attained accuracy of [93.12, 85.79, 81.30,
81.52, 79.30]and [96.74, 96.65, 95.51, 95.33, 84.55]
representing C3, C4, C5, C6 C7 for K-Means and FCM,
respectively.In both cases, visual and experimental ac-

curacies FCM secured more accuracy than k-means.
The accuracy when compared with other tech-

niques in literature, it has been observed that only
Larhman [14] secured greater accuracy of 97.5% than
proposed technique i-e 93.6%. But it is not a fair
comparison as both are using different subset of same
dataset. They used 66 images of NHANES II dataset
whereas presented methodology has been tested using
150 images of NHANES II dataset.

3.2 Visual Results

The visual analysis of each stage are shown in this
section including steps of each stage. All the results
shown are of 5 different cases of NHANES II dataset.
Each column represents different case, whereas each
row represents each step.

3.2.1 Preprocessing

Figure 10 shows the visual results of first stage i-e Pre-
processing of proposed technology. The first row
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Figure 9: Receiver Operating Characteristic (ROC): (a) FCM Clustering (b) K-Means Clustering

shows the low contrast input x-rays which are en-
hanced by using CLAHE and shown in second row, it
is clearly observed that the contrast of second row is
improved and now these images can be used for better
results. Next row shows the result of edge detection
step, the edges are extracted for complete input im-
age which are reduced to the ROI C3 −C7 and shown
in 4th row.

3.2.2 Creation and selection of vertebra Models

The next stage of our model is creation of different
vertebra models and figure 11 shows the results ob-

tained by these models. Each row shows the detected
centroids obtained using different models but same
cases and it is clearly observed that M1 has given the
most accurate results than other models.

3.2.3 Vertebra Localization (GHT)

The visual results obtained in vertebra localization
stage are shown in figure 12, first row represents the
hough space created by each case and voted points are
represented in row 2, row 3 shows the voted points
obtained after pruning where many outliers are re-
moved, which can be observe in row 2.

Figure 10: Phase 1: Preprocessing
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Figure 11: Phase 2: Comparison of different vertebra models

3.2.4 Centroid Detection

The centroid detection is carried out using two clus-
tering techniques and their results are shown in fig-
ure 13 where first two rows represent the clusters and
next two rows represents the detected centroids for
each vertebra using K-Means and FCM clustering, re-
spectively. Last row represents a comparison between
annotated centroids (blue points), FCM centroids (red
points) and K-Means (magenta point). It is clearly ob-
served that FCM works way much better than the K-
Means. In same cases FCM marked the correct cen-
troids where as K-Means failed to do so.

3.2.5 Separation of vertebra regions

The steps involved in the separation of vertebra re-
gions are shown in figure 14 where first row shows
the blue centroids and 4 intervertebral points marked
by red star. In next row, two additional interverte-
bral points are shown by yellow stars. The rotated
lines by Affine transformation can be observed in 3rd
row. Then after joining lines the separated regions are
shown in 4th column.

4 Conclusion

This paper presents a comparison between 4 differ-
ent vertebra template models for localization and 2

clustering techniques for centroid detection of cervi-
cal vertebra from x-ray images. The proposed model
gives the separated regions for 5 targeted vertebra
C3 − C7. The comparison of clustering techniques,
vertebra template models and region separation tech-
nique is the contribution to this paper. For the local-
ization of vertebra, GHT is applied along with each
template model and results are analyzed. For GHT,
M1 proves to be the best vertebra template. The voted
points obtained after pruning are used for centroid
detection. For the detection procedure two differ-
ent clustering techniques are used FCM and K-Means.
The results obtained by these two clustering tech-
niques are analyzed at statistical and visual level and
FCM proves to be much better than K-Means cluster-
ing for the detection of c-spine from x-rays. The re-
sults at level C7 are less than the other levels in both
clustering techniques, reason behind this is the pres-
ence of high brightness and other structures which are
superimposed. The testing and comparison of pro-
posed technique has been performed using 150 scans
of NHANES II dataset accessible publically at U.S Na-
tional Library of Medicine. The obtained accuracies
of centroid detection are 84.21 and 93.76 for K-means
and FCM, respectively. From all the experiments it
is concluded that the FCM is more accurate than the
K-means for the localization and detection of cervi-
cal verterba from X-rays. It is due to the fact that the
fuzziness of FCM makes it less sensitive to outliers
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Figure 12: Phase 3: Visual results of vertebra localization steps

Figure 13: Phase 4: Centroid detection and comparison of clustering techniques
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Figure 14: Phase 5: separation of vertebra regions

than K-means. Moreover, the proposed method se-
cured satisfactory success rate of 83.1% for the sep-
arated regions which can be increased by increasing
the width of the parallel lines. In future, our work is
focused on segmentation using the separated regions
and detected centroids.
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 Speaking about the commutation’s equipment, it can be said that the best solution in 
increasing reliability and lowering the maintenance costs is a continuous monitoring of the 
equipment.  However, if the price/quality ratio is considered, it is obvious that, for the 
moment, the diagnosis can be also an acceptable solution. Nowadays the predictive 
maintenance for equipment’s diagnosis is currently replacing the preventive diagnosis. An 
efficient modality of lowering the maintenance costs is to online monitoring the power 
breakers, during their operation in the power systems. Consequently any 
connecting/disconnecting operations may be used in diagnosing a power breaker. Thus any 
supplementary and superfluous tests and/or maintenance maneuvers are avoided. The 
paper presents the operational maintenance in a power station with three high voltage 
active breakers, Areva type. The method of establishing the state of a breaker consists in 
the comparison between the signature of the acoustic signal provided by the manufacturer 
and the signal issued from the testing operation of the breaker’s state. The software 
processing procedure and the methodology of determining the faults of the monitored 
equipment are also developed. All the tests on the circuit breaker are made according the 
prescriptions of normative. 
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1. Introduction  

Nowadays there is a major concern in using acoustic 
vibrations for monitoring medium and high voltage breakers.  The 
results of this method are comparable to the traditional test results 
of power breakers. Moreover, the vibration method gives online 
supplementary information, unavailable when using traditional 
methods.  

The use of the vibro acoustic method is possible because even 
though the same number of connecting/disconnecting maneuvers 
is made, in the signature of the vibro acoustic signal there are 
much more distinctive events. These issues can be solved using 
supplementary processing and filtration of the vibration signals.  

Measurements performed in a transformer substation 
compared to those performed in the laboratory highlight some low 
duration interference of acoustic signals in the first set of 

measurements. These interferences have led to errors in the results, 
but after finding out the noise sources, i.e. of the perturbations, 
and processing the registered signals using software analysis and 
filtering, consistent conclusive results were obtained.  

Mainly, the conclusion was that the vibration monitoring 
methods operate similarly both in the field and in the laboratory.     

2. Breakers’ Maintenance  

Nowadays the maintenance policy of power breakers is 
oriented to corrective maintenance, acting in the moment that a 
fault occurs and on planning maintenance, which uses pre-
established maintenance criteria periodically programmed.  

Power breakers represent one of the key components in every 
electric power transmission and distribution system. It is the very 
last component in the control system that has to protect the system 
against damages determined by faults. In the moment of a fault in 
the power system operation, the breaker should operate safely, 
even though there was a long period of previous lack of maneuvers. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Horia Balan, Technical University Cluj-Napoca, 
Department of Energy and Management, F.I.E, 400114, Romania. 
Email: horia.balan@eps.utcluj.ro 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1771-1776 (2017) 

www.astesj.com  

 Special Issue on Recent Advances in Engineering Systems 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

https://dx.doi.org/10.25046/aj0203216  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0203216


H. Balan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1771-1776 (2017) 

www.astesj.com     1772 

For a proper operation, medium and high voltage power breakers 
are periodically redrawn from the power systems in order to be 
submitted to measurements and functional tests [1].  

The main components of the breakers represent their so called 
“active part” and have the role to maintain and break the current in 
the electrical installations in which they are commissioned. These 
are:  

• the extinguishing chamber (the breaking chamber), 

• the ancillary equipment,  

• the electric insulation equipment (the insulating column, air, 
oil, vacuum, SF6, etc.).  

The control and the auxiliary element have the role to transmit 
the commutation command (connecting/ disconnecting) to the 
breaker. This category is composed by: 

• connecting/disconnecting circuits, 

• auxiliary commuters,  

• contactors,  

• relays,  

• thermostats,  

• the density control device SF6,  

• fuses,  

• blocking devices, etc. 

The driving mechanism represents the component that 
provides the mechanical energy necessary to move the contacts. It 
consists in:  

• the transmission mechanism,  

• the energy accumulator,  

• the control elements (the non electric ones),  

• the control devices,  

• the dumping elements,  

• the compressors,  

• the pumps, etc.  

The most used types of driving mechanisms are: 

• devices accumulating energy in springs 

• devices with hydraulic drive 

• devices with oleo pneumatic drive [2] 

3. Acoustic Vibrations of Breakers  

The aim of measuring vibrations at a power breaker is to make 
possible the diagnosis of its operational status without performing 
any traditional tests. For a proper processing and a real result, the 
vibration signal is registered during a connecting/disconnecting 
process and is compared with a reference signal of the same type. 
The reference signal must be a known previous registration 
corresponding to a proper operation of the breaker. The point is 
that when the vibration fingerprints are performed, one can detect 
the contact imperfections, the mechanical faults or any other faults 
which are obvious in the vibration’s signature modification of the 
breaker. 

Some practical aspects of the experiments [3] must be 
considered, like as an overvoltage in the data recording system. In 
order to prevent the failure of the recording system, an overvoltage 
protection system should be installed, and the accelerometer 
should be insulated with respect to the ground. 

For a breaker that had been previously tested in the sense of 
vibration signal during its long time operation, the time errors may 
be compared in the terms of commutation times. The advantage of 
the dynamic time warping (DTW) analysis is that the time error is 
related to a certain moment of the maneuver [4]. The traditional 
measurements of the commutation time, according to the existing 
standards, provide details about the total commutation time, but 
provide no information about the moment and the evolution area 
of the maneuver due to the time error.  

When the vibration signals determined by the movement of the 
operation mechanism is measured, it is possible to find some 
hidden and serious faults of the breakers, even though they were 
tested using traditional methods and have been considered in a 
proper functional status.  

The measurement of the current drawn by the operating 
inductor cannot be replaced by the DTW analysis. However if the 
accelerometer is located in the vicinity of the inductor, it is possible 
to register vibrations, when the inductor is energized.  

When the impulse is recorded with a higher sampling 
frequency, in this case more than 500 kHz, it is possible to estimate 
the impulse duration. See Fig. 1 in which the duration of the pulse 
is 2 μs (where x represents the measured value, the red line 
represents the evolution of the signal and the dotted line represents 
the width of the impulse). 

 
Figure 1. Impulse recorded at a sampling frequency of 500 kHz [5] 

In the case of such pulses it is very difficult to mention a fault 
or a non functionality, because when measuring with 
accelerometers, the measurements may be affected by high voltage 
pulses captured by the cables linking the piezoelectric sensors and 
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the measurement device, even though they are shielded and/or 
separately supplied.  

If sound recordings are performed and processed, one can 
obtain information on the operating anomalies and of their causes. 
Applying an appropriate electro acoustic measurement and 
analysis method, conclusions on several faults can be drawn. 

Due to the interdiction of mounting sensors on commissioned 
breakers, sound records may be suitable for the diagnosis of 
several types of faults. 

4. Methods of Processing Acoustic Signals  

Current or vibration signals measurements are in general 
performed in time domain. In order to identify the frequency 
components of signals it is necessary to use the Fourier transform. 
The Fourier analysis is useful in the study of the signals in general 
and in the study of harmonic functions in particular (Fig. 2). 

Any periodic function f(t) = f(t+T), may be written as an 
infinite sum of sinusoidal harmonic oscillations, each of them 
having frequencies equal to integer multiples of a minimum 
frequency, namely the fundamental frequency, according to eq. 1  
[7]: 

( ) ( )0
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f t a a n t b n tω ω
∞

=

= + ⋅ + ⋅∑            (1) 

Components appearing in the sums of the eq. 1 are called 
harmonic components and deserve to determine the signal 
spectrum, a0 being the continuous component. The coefficients an 
and bn are determined using the following equations [7]: 

Figure 2.  

 

Figure 2. Sinusoidal signals [6] 

( )0 0

1 T
a f t dt

T
= ⋅∫                          (2) 

( )
0

2 cos
T

na f t n t dt
T

ω= ⋅ ⋅ ⋅∫                 (3) 

                       ( )
0

2 sin
T

nb f t n t dt
T

ω= ⋅ ⋅ ⋅∫                   (4) 

The Wavelet technique is more and more used in the analysis 
and the synthesis of the sounds, due to the advantages with respect 
to the fast Fourier transform [8]. 

The continuous wavelet transform of a finite energy signal x(t), 
Ψ(t) represents the “mother Wavelet function” and it is the 
convolution product of x(t) with the wavelet scaled and conjugated 
function Ψ*, according to the eq. (5) [9]: 

             ( ) ( )1, t ba b x t dt
aaξ

∞ ∗

−∞

− Ω = ⋅ Ψ  
 ∫           (5) 

In order to be a Wavelet function, every function must satisfy 
the following admissibility condition [9]:  

                     
( ) 2

C d
ω

ω
ω

∞

Ψ −∞

Ψ
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where Ψ(ω) is the Fourier transform of Ψ(t) and CΨ depends 
on the chosen Wavelet transform [10]. The Wavelet functions are 
asymmetric, having a finite duration and a zero mean value.  

                       ( ) ( ) 0t dtω
∞

−∞
Ψ = Ψ ⋅ =∫           (7) 

Using the calculated coefficients of the Wavelet functions, the 
original signal x(t) can be restored. 

The Wavelet coefficients appreciate the resemblance between 
the signal x(t) and the function Ψa,b(t). The use of the Wavelet 
transform consists in the choice of “mother Wavelet” functions. A 
certain number of “mother Wavelet” functions exist, but for the 
choice and the use of these functions, several particularities 
application depending must be considered. 

Dynamic Time Warping is the method comporting two signals, 
the first one unknown and the second one a reference signal. The 
result of the comparison of the two signals is a function describing 
the temporal variation of the misalignment between the two 
signals. For an optimal result, the cumulated distance of the 
differences between the two signals must reach a minimum. In 
other words, considering the function from its initial point to its 
final point and cumulating at each step the distance between the 
characteristics of the frames, in the last point, the distance has to 
be the minimum one [11]. 

 
Figure 3. Alignment of two signals by the Euclidian method (a) and by the 

DTW method (b) [11] 
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Dynamic Time Warping (DTW) is an algorithm of aligning 
two time series, which was at its origins developed for the speech 
recognition. In the time series analysis, the dynamic deformation 
in time is an algorithm of measurement of the similitude of two 
temporal sequences that can be variable in time and in speed [12]. 

How resembling could be for instance the signals A and B from 
Fig. 3 (signal A is denoted with a red line and signal B with a blue 
line).  

A method that modifies the time axis by contraction or 
dilatation is needed in order to superimpose the two signals without 
modifying the phase of the signals or to displace the time axis. The 
approximation used in the Euclidian method is used quite often, 
but the method is not able to perform an accurate comparison 
between signals which are not in phase. 

 
Figure 4. Alignment of two signals by displacement on the time axis [11] 

The dynamic time warping (DTW) method is able to perform 
an alignment of events between the two signals, even though they 
are not in phase (Fig. 4). 

5. Experimental Results  

The experimental determinations are performed on a high 
voltage power breaker, Areva, GL 310 F3/4031 O/VR, with SF6, 
consisting in two columns of poles, the base frame and a driving 
mechanism. The columns with poles consist in an insulator which 
is isolating the operating voltage with respect to the ground and an 
insulator of the chamber in which the breaking unity is located. 

The experiment consisted in recording the sound depicted in 
Fig. 5, in the stages of connecting arming and locking of the power 
breaker. 

The objective of the determinations is to automatically identify 
the existence of the three stages (connection, arming and locking), 
of the operating mode, (the normal operating, or the abnormal 
operating mode) of the whole ensemble consisting in the three 110 
kV power breakers, on the three phases L1, L2 and L3.  

The dynamic warping method is used and the spectrograms are 
depicted in Figs. 6 and 7. 

 
Figure 5. Audio signal 

 
Figure 6. Audio signal spectrogram 

 

Figure 7. Magnitude versus frequency spectrum 

The method that is checking out the breaker status consists in 
using the software Test_DTW. The software allows the 
comparison of each line signal with respect to the reference signal. 
The values obtained after the time alignment and the comparison, 
highlight the status of the power breaker. 
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The simulations have been performed using the Matlab 
platform. 

 
Figure 8. The match matrix M. Comparison of the reference signal O_R1 with 

itself. 

 
Figure 9. Cumulated distance D matrix 

In order to highlight the accuracy of the method, Fig. 8 depicts 
a sort of a self test, consisting in a comparison between the 
reference signal with itself.  Due to the fact that the values of the 

algebraic sum of the cumulated magnitudes are perfectly 
superimposed on the diagonal of the base square, the validity of 
the solutions is confirmed. The lack of superposition on the 
diagonal of the matrix highlights the existence of failures. 

On the other hand, Fig. 9 indicates a breaker fault, highlighted 
by the comparison between the reference signal OR-1 and the 
signal OR 2.  

6. Conclusions 

Due to the permanent development of the electrical energy 
generating sources, the problem of the modernization of the 
transmission and distribution networks became a matter of high 
necessity. Consequently the need of higher reliability of equipment 
the cost reductions are compulsory. At the same time the 
maintenance problem is an acute one. 

The costs with the maintenance process can be influenced by 
the reduction of the regular maintenance operations which in 
several cases are even not necessary. These costs can be optimized 
by passing from the classic corrective maintenance to the 
preventive maintenance using efficient methods. 

The development and the implementation of the monitoring 
systems for power breakers became a necessity and a constant 
concern for the equipment manufacturers who provide equipment 
with embedded sensors. Due to the nowadays trend of monitoring 
and of the diagnosis of the medium and high voltage power 
breakers, the research topics should be focused on the monitoring, 
measurement and analysis of the sounds made be the vibration 
signals of the power breakers. This method represents a good 
choice because on one hand the vast majority of the power breakers 
commissioned until now has no embedded sensors and on the other 
hand the sensors cannot be mounted on the power breakers. 

The sound analysis method proposed is a non invasive one 
which comply the safety norms, the measuring equipment being 
kept at a safety distance with respect to the operating equipment. 

The monitoring systems presented in the paper have the 
following advantages: 

• obtain information according the operating faults or 
anomalies; 

• significantly mitigate the maintenance costs, by increasing 
the time duration between two faults;  

• simplify the diagnosis process; 

• increase significantly the life time of the power breakers; 

• optimize the maintenance costs; 

• maximize the investments efficiency; 

• reduce the reaction time in case of functional faults. 

Highlighting the specific type of fault that occurs at the 
commutation equipment will represent the topic of a further work. 
The present paper highlight only the benefits of the monitoring 
method that is able to offer the software processing procedure and 
the methodology of determining the faults of the measurements 
outcomes. 
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 Crime statistics and research on criminology show that under similar circumstances, 
crimes are more likely to occur in developing countries than in developed countries due to 
their lack of security measures. Transport crimes on highways and bridges are one of the 
most common crimes in the developing nations. Automation of various systems like the 
toll collection system is being introduced in the developing countries to avoid corruption 
in the collection of toll, decrease cost and increase operational efficiency. The goal of this 
research is to find an integrated solution that enhances security along with the advantage 
of automated toll collection.  Inspired by the availability of many security systems, this 
research presents a system that can block a specific vehicle or a particular type of 
vehicles at the toll booths based on directives from the law enforcement agencies. The 
heart of the system is based on RFID (Radio Frequency Identification) technology. In this 
system, by sending a text message the law enforcement agency or the authority that 
controls the toll booths can prevent the barrier from being lifted even after deduction of 
the toll charge if the passing vehicle has a security issue. The designed system should help 
the effort of reducing transport crimes on highways and bridges of developing countries. 
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1. Introduction 

Developing countries are still lagging behind in technological 
development compared to developed countries. Security systems 
and safety measures to stop crime in developing countries are still 
dependent on trivial manual systems rather than automated 
systems.  A major portion of crime happens at the highways and 
bridges. Most of the hijackers, kidnappers, murderers, anddrug 
dealers usually try to change their location by travelling from one 
state to another. As most of the roads and bridges have toll booth 
in developing countries, they have to pass through those areas. 
But police sometimes fail to recognize the criminals and their 
transport vehicles. However, in our work we tried to develop a 
system at the toll booth area to mitigate this problem. For this, we 
have integrated an advanced security system along with 
automated toll collection system based on the RFID 
technology.This paper presents the completed work of a research 
whose initial results were published in a conference paper [1]. 

For implementing this system, we need RFID tag in every 

vehicle. Moreover, every vehicle owner’s basic information will 
be recorded in the database along with their prepaid based 
account number. So, it will be easier for the authority to find the 
vehicle owner’s details in a faster way in case of emergency. For 
instance, suppose a car has been stolen from a state. Usually 
stolen cars are removed secretly out of the state and for this it has 
to pass any of the bridge. However, the victim can write a 
General Diary (GD) at the police station and the police can 
inform the authority about the specified RFID number plate and 
thus the particular vehicle can be prevented from crossing the exit 
point at the toll bridge. Thus, the missing car can be found easily. 

The overall system is a hassle free and user friendly secured 
system. The benefits of the system also include congestion 
reduction, time saving, operating cost saving, payment flexibility, 
and incident reduction. 

2. Literature Review 

A considerable research work has been going on regarding 
automation of toll collection system to replace manual toll 
collection system. Most of them are based on RFID technology as 
it is cost effective and also safer at the same time. Prepaid based 
account is needed for deducting the toll charge from the vehicle 
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owner’s account. This system is much more convenient, safer and 
it also reduces traffic congestion at the highways and bridges.  

In 2005, Jerry.L and Barbara.C proposed a technique which 
was based on smart card [2]. Later, in 2011 Hitachi.S had 
proposed a system using ARM-7 processor and that reduced the 
overall process time to a great extent [2]. The vital part of the 
system is the RFID. A study related to sustainability of passive 
RFID technology for fast moving vehicle identification was 
found in a research paper [3]. This paper talks about the ALOHA 
based anti-collision algorithms to identify moving vehicles. The 
simulation work was developed using C++ and three 
configurations which includes one, two and multi traffic lane [3]. 

However, some research is also going on in the area of 
intelligent safety and security of automobiles by implementing 
different types of sensor and wireless locking and unlocking 
systems to reduce road accidents [4][5]. Cyber security is another 
big concern nowadays. Research on data security is also going on 
in many ways [6]. 

We have analyzed some research on car parking systems and 
we found RFID based access control system that is used in some 
confidential areas. A tracker based automatic detection of 
suspicious behavior of pickpockets in a shopping mall related 
work is also been proposed in a research paper [7]. 

RFID identity card system is already available in hostels, 
universities, medical centers, and shopping malls to restrict the 
entry of unauthorized people [8]. Combining all the ideas, we 
have aimed at developing an advanced security system which will 
be integrated with the RFID based toll collection system and will 
provide higher security on highways or bridges. 

3. Description of the Proposed System 

The overall system model is designed based on our previous 
project ideas and some new concepts regarding RFID technology. 
For implementing this system in a country, all vehicles must hold 
RFID number plates or tags. After the vehicle enters the toll 
booth area, the RFID reader at the toll booth instantly reads the 
vehicle’s identification number and detects the vehicle type from 
memory. Then, according to the preset toll charge for each type 
of vehicle, it deducts toll charge from the vehicle owner’s prepaid 
based account.  

In case of truck or other weight carrying vehicles, like-cargo, 
it uses a formula to calculate the toll charge amount as the weight 
varies. However, a confirmation text is sent immediately to the 
vehicle owner’s phone. So, to execute the system, the database 
has to record all the information including National ID card 
number, phone number, and account number etc. of the vehicle 
owner. 

If any sort of crime occurs at the highways or bridges and the 
criminal wants to escape by moving into another state, he has to 
cross some toll booths. For example, if a murderer or a drug 
dealer is crossing a certain toll booth and the police somehow get 
informed about it, they can simply resist them. For this, they will 
only send the RFID tag code or number of the vehicle to the 
authority if they want to stop that vehicle. Then the system 
controller will send the code text to the system and block that 
vehicle even after paying the toll amount. In this way, if a 
security concern issue arises, the authority can also block all the 
vehicles from passing through that booth. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 1: The Proposed System 
 

4. Design Materials 

The prototype of the system has been developed by using 
RFID system which includes the RFID Reader and RFID Tag, 
Microcontroller-Arduino Mega 2560, Force Sensitive Resistor 
(FSR), LCD Display, GSM Module and Servo Motor. The 
specifications of the components are briefly given below: 

4.1 RFID Reader 
A RFID reader is a network connected device (fixed or 

mobile) with an antenna that sends power as well as data and 
commands to the tags. RFID systems allow the unique 
identification of items [8] [9] or any other products which allows 
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tracking of individual items throughout the supply chain. In our 
system, RFID reader is used to detect the RFID tag attached to 
the vehicle. The reader used in our prototype can read RFID tag 
within 3.5 cm. However, for the real time model we will use 
more powerful reader which can detect the RFID tag from a 
longer distance. 

4.2 RFID Tag 

Radio-Frequency Identification (RFID) is the use of radio 
waves to read and capture information stored on a tag attached to 
an object. In RFID system, every individual item is equipped 
with an inexpensive and small RFID tag. The tag contains a 
transponder with digital memory chip. An antenna packaged with 
a transceiver and decoder emits a signal activating the tag so that 
it can read and write data into it. When RFID tag passes through 
the reader zone, it detects the reader activation signal [8] [9]. For 
our prototype five different active RFID tags are used for 
identifying five types of vehicle 

4.3 Arduino Mega 

      Arduino Mega is a microcontroller board based on the 
ATmega2560. It has 54 digital input/output pins (of which 14 
can be used as PWM outputs), 16 analog inputs, 4 UARTs 
(hardware serial ports), a 16 MHz crystal oscillator, a USB 
connection, a power jack, an ICSP header, and a reset button 
[10]. In our prototype, two Arduino mega have been used. 

4.4 Force Sensitive Resistor (FSR) 

FSR is basically a resistor that changes its resistive value (in 
ohms Ω) based on the pressure it is given [11].In our system we 
have used a square shape FSR in place of weight sensor for the 
practical demonstration purpose. 

4.5 LCD Display  

A 16x2 LCD is used for displaying the deducted toll amount 
and vehicle types at the toll booth. 

4.6 GSM Module 
The technical design of the system includes a GSM module 

which will help to send a confirmation text to the vehicle owner 
about the toll deduction. It is also used to communicate with the 
security personnel hence control the access of vehicles. 

4.7 Servo motor 
Servo motor has been used in our prototype which rotates at 

90 degree angle to control the barrier. 

5. Hardware Design 

The system contains two Arduino Mega 2560 as the 
microcontrollers. The first Arduino is connected with a Force 
Sensitive Resistor (FSR), GSM module and the RFID Reader. On 
the contrary, the other Arduino is connected with a GSM module, 
servo motor and a Liquid Crystal Display (LCD). Then, the 
Arduino-1 and Arduino-2 are connected through serial 
communication. However, we need to power up the two Arduino 
Mega 2560 with 9V~12V and 2A. To activate the GSM shield, 
we need to insert a SIM card with balance recharged and hold the 
button until the green light stop blinking and settle down. Finally, 
we need to pass the RFID tag or card in front of the RFID reader. 

 

 

 

 

 

 

 

 

 

Figure 2:  Hardware architecture 

6. Software Design 

The software design is constructed with two microcontrollers. 
The first processor is used to communicate with the RFID 
system, GSM module and FSR. However, the second processor 
combines the functionalities of GSM module, LCD display and 
servo motor. In the first processor, the system embarks by 
sending a tag request. If the vehicle carries a valid RFID tag, it 
sets or resets corresponding bits to the second processor [7]. 
After executing all these steps, it reveals the information in 
Liquid Crystal Display.  

If valid tag is missing, then the former process backtracks 
again and thus the infinite loop continues. In the second 
processor, system activates by reading the analog voltage values 
A0, A1, A2 and then examines to determine the type of vehicle. 
For example, in case of truck it records the weight of the truck 
and the calculation is conducted by using the method below: 

Total amount = Preset toll amount for truck + (additional 
weight)/2 

For instance, if the vehicle is 50kg overweight, then the user 
has to pay half of the weight value along with the initial fixed 
amount. 

If valid tag is missing, then the former process backtracks 
again and thus the infinite loop continues. In the second 
processor, system activates by reading the analog voltage values 
A0, A1, A2 and then examines to determine the type of vehicle. 
For example, in case of truck it records the weight of the truck 
and the calculation is conducted by using the method below: 

Total amount = Preset toll amount for truck + (additional 
weight)/2 

For instance, if the vehicle is 50kg overweight, then the user 
has to pay half of the weight value along with the initial fixed 
amount. 

After performing the calculation, it displays the 
corresponding data and sends confirmation text using AT 
Commands. Then, it sends command to rotate servo motor at 90 
degree angle. After 30 sec of delay, it will rotate back into 0 
degree angle again. 
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Figure 3: Steps for integrating between two processors 

The security system starts when the first processor receives 
the RFID tag code by using GSM module. By using some AT 
commands, this process is done. After that, the second processor 
sends the currently available tag code. Then the tag code is 
matched with the currently available vehicle’s RFID tag code in 
the database. If it matches then the system stops commanding for 
the rotation of the servo motor. So, the barrier remains closed. 
However, if it doesn’t match, then the servo motor commands to 
rotate at 90 degree angle and eventually open the barrier. After 
30 sec of delaying, the servo motor again rotates back at 90 
degree angle to close the barrier. 

To control the barrier for security purpose, we have used a 
code text message with the help of GSM module. The code text 
format for blocking the system is given below: 

SMS Format:   Block<space>Car/Bus/Truck/CNG/Bike 

For example, to block a car the authority should write a text 
message to the system like Block Car and send it to the system. 

 

 

 

 

 

 

 

 

 

 
 

Figure 4: Blocking procedure 

7. Results and Discussion 

The designed prototype system has arranged a RFID booth 
over the road where the RFID reader was positioned for showing 
the demonstration. We had utilized a 16x2 Liquid Crystal Display 
for exhibiting purpose and also applied a 10k potentiometer to 
regulate the contrast of LCD display. We have used five different 
RFID tags or cards which represent five different types of vehicle, 
i.e., Bike, CNG, Car, Bus and Truck. A SIM card was inserted in 
the GSM module using which text messages were sent to the 
phone numbers that were already stored in the code for each 
RFID card. 

The satisfactory level of our demonstration was adequate 
enough. The process started when a vehicle crossed RFID booth 
area, it was scanned instantaneously and informed by means of 
some LED’s in the circuit. At the beginning the LCD exhibited in 
the display ‘no vehicle……charge is 0’.In contrast, in case of 
vehicle without proper RFID tag, the LCD display showed ‘no 
tag present, use alternate path’. Rather than truck for the other 
four types of vehicle (Bike, CNG, Car, Bus), it showed in the 
LCD display the type of vehicle and the corresponding charge. 

Figure 4: Toll charge for truck 
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We charged different amount of toll for the 5 types of vehicle. 
A confirmation text was received immediately in the phone 
number we had given in our system code. For truck the weight 
was calculated by varying the weight using FSR. For additional 
weight the extra toll amount that has to be paid was calculated 
using the following formula: 

Previous Toll Charge for truck + (1/2) * weight = Total Toll 
charge for truck. 

 

 

 

 

 

 

 
 

Figure 5:  Toll charge based on different types of vehicle 

 

 

 

 

 

 

 

 

 

 
 

Figure 6: The example of authentication messages 

 

 

 

 

 

 

 

Figure 7:The prototype of proposed system 

 

 

 

 

 

 

 

 

Figure 8: Internal circuit of the proposed system 

7.1 The result of the security feature 
In our demonstration, first of all we recorded five RFID cards 

in the database for five different types of vehicle. Now, we 
wanted to block the RFID card which was registered in our 
database system as ‘car’. For this, we sent a text message writing 
‘Block Car’ to the system and then the LCD showed ‘Car 
Blocked’ and barrier was not lifted. 

 

Figure 9: The example of message format for blocking vehicle 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 10: The example of screen for blocking vehicle 

Then againwe wanted to block the whole system so that no 
vehicle can pass the toll booth area. For testing, we used the 
format of the SMS “All<space>Block” and sent a message to the 
system. After receiving the SMS, when we passed the RFID 
cards, the system blocked all the five types of vehicle and 
showed in the display “All Blocked”. 
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Figure 11: The example of screen for blocking all types of vehicle 

Figure 12: Part of coding used in the proposed prototype 

The overall programming is done by using Arduino code. A part 
of our code is shown in Figure 12. 

In order to determine the performance, the key matrices are 
the distance and the range of RFID reader and Card. Time is also 
the parameter depending on which the overall performance of the 
system was determined. 

In our prototype, we have used an active RFID reader which 
can measure up to 3.5 cm distance. We did the distance vs 
efficiency calculation by checking how fast the RFID card is 
detected by the reader while passing the booth area and also kept 
the record when it was failed to do the detection process.  

For the improvement of efficiency we need to use higher 
frequency ranged RFID reader. Taking some sample data we 
tried to generate the graph using MATLAB to see the 
performance approach over the distance. 

Figure 13: The comparison of efficiency and distance 

From the graph, it is clearly visible that the efficiency of the 
system slowly decreases from 1cm to 2.5cm. After that the graph 
drastically decreases between 2.5 cm to 3.5 cm. Therefore, the 
finding is higher the distance lower the efficiency. 

8. Cost Analysis based on the proposed prototype 

One of the major steps for developing a compact system is 
taking into consideration about its building cost. As, our aim was 
to model the system for developing countries or underdeveloped 
countries, we tried to keep in mind about the cost issue. The 
system is very cost efficient and feasible for developing nations 
like Bangladesh, India, and Myanmar. Apart from that the 
components are easily available too. The whole circuit can be 
implemented on a PCB design board to have a compact design. 
The list and calculation of our total cost of the whole system are 
givenin Table 1. 

9. Constraints 

Junk messages are a problem which can hang the system. To 
erase the junk messages, the Reset button of the Arduino Mega 
2560 is pressed. The latteris connected with the Liquid Crystal 
Display. 

The implemented system has a short range for RFID tag 
detection, which are only a few centimeters at this time. This 
works fine in the small prototype system. Improvement of the 
system is possible by using more powerful RFID, which can be 
used for practical deployment with actual objects. 
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Table 1.Price of components and cost of the prototype system 

Components Quality Amount(BDT) 

RFID Reader 1 700 

RFID Card 5 
 

5x10=50 

Arduino Mega 2 (2x1200)=2400 

16x2 LCD  1 180 

GSM Shield 1 3500 

Servo Motor 1 320 

Potentiometer 1 20 

Force Sensitive 
Resistor(FSR) 

1 912 

Breadboard 2 (2x120)=240 

Other materials  678 

Total   9000 BDT = 112.5 USD 
 

10. Conclusion 

The paper has presented the successful design of an 
embedded security system along with the automated toll 
collection system for reducing transport related crimes on 
highways and bridges. The overall system is based on RFID 
technology. Hence, there is no chance of using duplicate number 
plates as RFID tag is unique for each vehicle. The designed 
system should help the law enforcement agencies in many ways 
in reducing and preventing highway crimes. The system is cost 
effective and sustainable. It is expected that the system will 
sustain for a long time. It is also resistive to all external functions 
and parameters. For developing and underdeveloped countries, 
this automated security system along with automatic toll 
collection system should help greatly in reducing crime rates. 

11. Future Work 

A new feature can be added to the system which may include 
a database that stores vehicle data that includes vehicle owner’s 
photo, name, national identification number and residential 
address. After the vehicle with security problem is detected, the 
information in the database related to the owner will be 
immediately pulled and sent to the police close to the area via text 
messages.  

Another feature can be added to the system in where CCTV 
can be placed at the toll booths. They will capture the image of 
the driver. The system will match the image with the images of 
known criminals with outstanding warrants. If there is a match, 
the toll boothwill block the passage of the vehicle and notify the 
law enforcement agency immediately. 
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 In crowdsourcing, selecting the person with suitable expertise is very important; especially 
since the task requester is not always in direct contact with the worker. Recently, this has 
become increasingly important particularly when the crowdsourced tasks are complex and 
require skillful workers (e.g. software development, software testing, vulnerability 
discovery, and open innovation). In this paper, we investigate the expertise indicators of 
vulnerability discovery professionals in a crowdsourcing vulnerability discovery platform. 
We conduct a systematic literature review, we review online contents, conduct interviews 
with domain experts, and survey vulnerability discovery professionals involved in the task 
of vulnerability discovery. We discuss the indicators we have found, and we provide some 
recommendations to help improve the process of selecting vulnerability discovery 
professionals to perform crowd tasks related to vulnerability discovery. 

Keywords:  
Crowdsourcing 
Expertise 
Vulnerability Discovery 
Professionals 

 

 

1. Introduction 

The complexity of software-based systems is increasing 
dramatically as development becomes even more distributed 
across multiple heterogeneous, autonomous, and evolving cloud 
services. More specifically, the increased reliance on third-party 
software-based systems (e.g., cloud services, open APIs, external 
programming libraries and black-box software packages) makes it 
very difficult for in-house IT experts to deal with the inherent risks 
of using external software. In order to overcome potential 
vulnerability issues, several organizations outsource tasks such as 
vulnerability discovery to third-party providers. More recently, the 
approach of crowdsourcing vulnerability discovery has emerged. 
Companies like Google, Facebook, and Microsoft have their own 
crowdsourced vulnerability discovery programs (aka vulnerability 
reward programs). At present, even the government sector is 
adopting this approach (e.g., United States Department of 
Defense). In Addition, several crowdsourcing platforms for 
vulnerability discovery have emerged (e.g., Bugcrowd 
‘Bugcrowd.com’, HackerOne ‘hackerone.com’, Synack 
‘synack.com’, and Cobalt ‘cobalt.io’). Similarly, competitions 
have been conducted for discovering vulnerabilities (e.g., 
Pwn2Own). This paper is an extension of work originally 
presented in IEEE 2nd International Conference on Collaboration 
and Internet Computing (CIC) [1]. 

Crowdsourcing vulnerability discovery allows organization to 
benefit from the merits of crowdsourcing (e.g., diversity, scale and 
speed). Alongside the benefits of crowdsourcing, some quality 

control concerns have emerged (e.g., clarity of the outcome, 
trustworthiness of the crowd) [2]. Facebook, in their vulnerability 
discovery program, highlights the following : “We received 13,233 
submissions in 2015. Of these, only 526 were valid and eligible to 
receive rewards”. Similarly, Bugcrowd mentions in the state of bug 
bounty report for 2016 [3], the platform received from January 1, 
2013 to March 31, 2016, a total of 54,114 submissions, of which 
only 9,963 contained valid vulnerabilities. Although the variation 
in expertise is considered desirable for discovering vulnerabilities 
[4], organizations may be overwhelmed by the number of 
contributions and hence need to adopt techniques to ensure the 
quality of submitted vulnerability reports. One technique used in 
crowdsourcing to mitigate quality concerns is worker selection. 
Research shows that recruiting suitable workers enhances the 
quality of contributions [2,5].  

In this respect, we are not advocating that limiting vulnerability 
discovery to selected vulnerability discovery professionals from 
the crowd is superior over open programs. The scope of this paper 
is to examine how Vulnerability Discovery Professionals 
(henceforth referred to as VDPros) are selected in crowdsourcing 
vulnerability discovery platforms. Organizations that crowdsource 
the task of vulnerability discovery are not always in direct contact 
with VDPros whom perform the task. Additionally, traditional 
methods of recruitments are not always feasible (e.g., interviews, 
probation periods). Hence, understanding expertise indicators of 
VDPros participating in the crowdsourced task of vulnerability 
discovery becomes even more important. We aim to understand 
how to measure the expertise of VDPros in order to make sure that 
the selected VDPro would yield a high-quality outcome for the 
vulnerability discovery task. In practice this is critical, since poorly 
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managed vulnerabilities could cause huge losses to organizations 
whether financially  or to the reputation . Our study aims to answer 
the following research questions: 

  – RQ1: What are the perceived indicators of expertise for 
selecting VDPros? 

  – RQ2: Which sources are accepted as reliable to extract these 
indicators of expertise for selecting VDPros? 

While there is a large body of research for worker selection in 
crowdsourcing [6], to the best of our knowledge none yet addresses 
the selection of VDPros in crowdsourced vulnerability discovery. 
Giboney et al. developed a conceptual-expertise-based tool that 
can be used to discriminate between novice and expert VDPros [7]. 
They rely on self-reported skills and testing the knowledge of the 
VDPros to measure their expertise. This could be suitable in 
traditional recruitment but for crowdsourcing systems it might 
have some shortcomings (e.g., recurrent questions, automating 
simple question-answering) [8]. On the other hand, Hafiz and Fang 
performed an empirical study on VDPros who have disclosed 
vulnerabilities [9]. They investigated methods and tools used by 
VDPros to discover the vulnerabilities and how the community of 
VDPros tend to focus on certain vulnerability types. While they 
have touched some aspects in regard to the expertise of VDPros 
involved in discovering vulnerabilities, they have not explored the 
criterion for indicators of expertise with respect to VDPros.      

  Accordingly, this paper makes the following main 
contributions: we have conducted an extensive review of literature 
using a “systematic literature review” methodology [10], along 
with investigating a diverse range of online contents (e.g., blogs, 
technical reports and articles). We have then adopted “exploratory 
research methods” [11,12], where we relied on the insights we 
gained from the literature and the online contents, to conduct semi-
structured interviews with domain experts. We also conducted an 
online survey for the VDPros involved in the task of vulnerability 
discovery to validate our findings. We employed “qualitative data 
analysis” guidelines [12,13] to analyse our data collected and 
scientifically present our findings. And finally, based on our 
findings we propose recommendations that we believe will pave 
the way for further advancement in the effective selection of 
security experts in vulnerability discovery crowdsourcing. While 
arguably personality traits are important characteristic in the 
selection of VDPros, in this paper we only focus on the indicators 
to expertise. An indicator to expertise is a signal about the 
knowledge of the VDPros in a certain area and their competency 
to solve problems within that area.   

The rest of this paper is organized as follows: In Section 2, we 
provide some background knowledge. In Section 3 we discuss our 
review of literature and online contents. The methodology we 
adopt in this work is thereby illustrated in Section 4. In Section 5, 
we outline our findings; and in Section 6 we provide 
recommendations to help improve selecting VDPros for 
vulnerability discovery tasks.  We conclude with a discussion and 
directions for future work in Section 7. 

2. Background 
In this section, we examine the topic of crowdsourcing and its 

application to vulnerability discovery. We provide an illustrative 
example to further clarify the research problem.  

 
1  www.vulnerability-lab.com/list-of-bug-bounty-programs.php 
2  hackerone.com/uber 

2.1. Crowdsourcing Vulnerability Discovery 

A vulnerability is a security flaw, which arises from system 
design, implementation, or maintenance (e.g. SQL injection 
vulnerability). By exploiting these vulnerabilities, malicious 
parties could gain unauthorized access to protected resources. The 
field of vulnerability discovery and repair has been very active in 
recent years, especially with the increase in number of security 
threats and incidents [14].  

Crowdsourcing (also known as human computation) harnesses 
the wisdom of large groups and communities working 
independently to solve problems, much as open source does for 
software development. From the service customers’ perspective, 
crowdsourcing is a form of digital service (notwithstanding its 
essentially human infrastructure), yet its unique value draws from 
its effective way to perform tasks that remain difficult for, or even 
beyond the reach of machine computation [15] (e.g., image 
tagging, natural language translation, and transcription). Several 
organizations including DARPA, NASA, Honda and various other 
organizations use platforms such as MTurk and Ushahidi to 
crowdsource information gathering. Other commercial 
crowdsourcing platforms have recently emerged alongside MTurk; 
platforms like Innocentive, TopCoder, Kaggle, and uTest use 
crowdsourcing for tasks that require skilled workers (Web design, 
testing, Web development tasks, R&D challenges). 

Crowdsourced vulnerability discovery programs allow 
vulnerability discovery professionals to play the role of an attacker 
to discover vulnerabilities. In a crowdsourced vulnerability 
discovery program, software providers submit vulnerability 
discovery tasks to a community of VDPros. This approach is 
gaining increasing popularity recently 1 . Crowdsourcing 
vulnerability discovery could be in the form of an open call and 
managed directly by an organization (e.g., Facebook VRP, and 
Google VRP), or directed toward members of specialized platform 
for crowdsourcing vulnerability discovery (e.g., Bugcrowd, 
Cobalt, HackerOne, or Synack). Crowdsourced vulnerability 
discovery programs could be publicly available for everyone and 
VDPros self-select and decide to participate according to their 
preference (e.g., Uber program in HackerOne2), or could be private 
where the organization invite only selected VDPros to participate 
according to a specific criterion (e.g., LinkedIn Private program3).  
There are also unregulated methods for the crowd to submit 
discovered vulnerability information (e.g., black and grey 
vulnerability markets[16], and VDPros disclosing vulnerabilities 
publicly4). 

Several researchers investigated crowdsourced vulnerability 
discovery from different angles. Laszka et al investigated the 
problem with invalid submitted vulnerability reports and their 
relation to incentives misalignment [17]. Zhao et al. investigated 
the web vulnerability discovery echo system and analyse 
vulnerability trends, response behaviour and reward structures 
[18]. Finifter et al. investigated two crowdsourced vulnerability 
discovery programs [19]. The authors illustrated that 
crowdsourced vulnerability discovery programs are economically 
efficient and explored the difference in the reward strategies and 
the effect on the engagement with VDPros.  

3  security.linkedin.com/vulnerability-disclosure 
4 schneier.com/essays/archives/2007/01/schneier_full_disclo.html 
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2.2. Illustrative Example 

Let’s assume that a company called AwsomeAPI has decided to 
delegate the vulnerability testing for its new API to a 
crowdsourcing platform for vulnerability discovery. AwsomeAPI 
is concerned about the quality of the output of the task. As the 
quality of the output from the crowdsourced task is related to the 
expertise of the crowd worker [2], AwsomeAPI has thereby 
decided to limit participation of the program to only expert 
VDPros. AwsomeAPIs has decided that the scope of the program 
is to protect its API from the injection attacks (e.g. SQL injection, 
and script injection) [20]. The internal team in AwsomeAPI has 
identified that in order for the VDPro to be competent in the 
vulnerability discovery task, they need to have: knowledge about 
the technology (e.g., the API to be tested, and protocols such as 
http, and SSL/TLS); programming skills (e.g., low level 
programming, and scripting); knowledge about security practices 
(e.g. security controls such as authentication and authorization, and 
software vulnerabilities). 

AwsomeAPI is facing some difficulties in regard to selecting 
VDPros with the required level of expertise, and how can they 
assess the expertise of the VDPro. 

3. Expertise Indicators from Literature and Online 
Contents  

We reviewed literature using a systematic literature review (SLR) 
approach where we followed the guidelines illustrated in [10,21]. 
As an additional source of information, we have also examined a 
range of online content, such as companies’ blogs, and 
technological articles, and rely on the online research methods 
[22]. We provide a brief description and summarize our findings 
in this section.  

3.1. Steps of the Systematic Literature Review 

Various approaches amongst literature have been adopted to 
determine expertise. Hence the use of literature review helps in 
identifying the indicators that have been relied on in these 
approaches and how relevant they are in measuring the expertise 
of VDPros involved in the task of vulnerability discovery. We 
adopt the methods of literature review on the recommendations of 
Kitchenham [10] and Okoli et al. [21].  

I.  Selecting the Articles 

We searched for relevant articles addressing people selection 
according to expertise. We included both journal and conference 
articles as the conference articles have been found to be of 
important role in the field of information systems [23]. The search 
was conducted for the period between January 2009 and January 
2016 for articles in IEEE Digital Library, ACM Digital Library, 
and Scopus databases. We focused on articles  available in full text 
and in English language. We used the following keywords for the 
search: “Expert” OR “Expertise” OR “Reputation”, “Selection” 
OR “Finding”, “Crowd” OR “Crowdsourcing”. We checked that 
searches using similar keywords like ‘crowd-source’, 
‘crowdsourced’, and ‘crowdsource’, identify the same corpus and 
therefore can be discarded. 

The result of the search was 172 articles. After removing the 
duplicates, editorial introductions, posters, tutorials, workshop 
summaries, and articles that just mention the search keywords and 
that are not relevant to discovering expertise, a total of 96 articles 
remain in the initial pool of resources. 

II. Filtering Articles and Additional Search 

We applied the following inclusion criteria: (i) articles concerned 
with selecting experts to perform a task; (ii) articles measuring 
expertise of workers in a platform or members in a community; 
and (iii) articles measuring reputation for workers in a platform or 
members in a community. We also applied the exclusion criteria 
for articles with the main focus of relying on self-assessments (e.g., 
self-reported skills or qualities). 

By applying the inclusion and exclusion criterion, the number 
of articles becomes 23. We performed additional literature search 
in a less systematic approach, focusing on articles that we were 
already aware of ourselves, articles found by a full text search 
using Google scholar, and relying on back snowballing where we 
looked at references cited in the articles we have. We believe that 
this addition has provided a more comprehensive review of 
scientific contributions in this area. The final number of articles 
that were reviewed was 34. 

III. Data Extraction and Synthesis  

We reviewed the articles in order to identify the indicators of 
expertise relied on in literature. The first author codified the review 
articles and the other authors checked the extracted data and 
modifications were made according to the comments. In any cases 
of disagreement on data extraction, the three researchers discussed 
until reaching consensus.  

We synthesized the extracted data in order to answer the 
research question. We reviewed the extracted data and built a list 
of the indicators of expertise that were relied on in each article. We 
then merged the indicators that were related together and narrowed 
down our list of indicators to five indicators. 

3.2. Emerging Indicators from the Literature Review and Online 
Contents Investigation 

Five indicators to expertise have emerged from the literature 
(illustrated in Fig. 1). In the following, we briefly discuss each of 
these indicators, and we explain the resources that motivated us to 
derive them as appropriate indicators. Table 1 illustrate a summary 
of the indicators and the supporting research work. 

  
Figure 1.  Selecting Vulnerability Discovery Professionals (Expertise 

Indicators) 

I. Certification  

This is one of the most known indicators to knowledge in both 
educational bodies (academic record certification) and industrial 
bodies (industrial professional certifications). Relying on a proof 
issued by a trusted party (whether being tested or not) the 
crowdsourced task owner will know that the VDPro have the 
required knowledge to perform the task of discovering 
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vulnerabilities. Crowdsourcing platforms like MTurk allow the 
task requester to issue a qualification test for each of the crowd 
workers to assert their eligibility to perform the task. Online 
freelancers market UpWork (previously known as oDesk) rely on 
certifications to assess the competency of the freelancer along with 
online testing for the skills. Similarly, Synack which is a 
crowdsourcing vulnerability discovery platform, administer  to 
VDPros a written and practical evaluation to certify that they are 
eligible to join the platform [24]. 

Ejiaku et al. in their work discussed the importance of 
Information technology certification and its impact on the 
recruitment process [25]. In a similar context, Bishop and Frincke 
in their work discussed general professional certifications and 
compared them with academic certifications. They also looked at 
how each of these certifications reflect the knowledge required for 
certain jobs and their effect in increasing the possibility of success 
on the job [26]. On the other hand, McGill et al. addressed the 
importance of recertification in order to ensure the validity of the 
certification and express the true knowledge and expertise of the 
certification holder [27].  

Kanij et al. in their work surveyed several software testers for 
factors they considered most important to the task of software 
testing [28]. In their study, 56.7% of the respondents to the 
questionnaire indicated that they had done training or certification 
in software testing in the last five years and the majority of the 
participants found certification and training useful. In a similar 
context but in different field, Botella et al. identified certification 
as a key requirement for persons who aim to become an expert in 
usability evaluation [29]. 

II. Referrals  

Referrals or recommendations are also well known in the domain 
of recruitment as a way to gather and confirm expertise. Many 
organizations rely on referrals and encourage the employees to 
recommend potential candidates for employment. Salesforce has 
indicated in its official blog that its main strategy for recruitment 
for 2015 is based on referrals [30]. 

Many online professional communities and professional social 
platforms have recognized the importance of referrals in 
determining expertise. For instance, professional social media 
platform LinkedIn facilitates endorsements in order to tag a 
specific skill to the professional [31]. CoderWall allow users to 
endorse and assert any skill that the profile owner has mentioned 
in her profile [32]. Repcoin a novel reputation market platform rely 
solely on recommendations to build up the users’ reputation of 
having expertise in a certain field, and as it is built on top of the 
bitcoin technology the platform facilitates having the reputation as 
a portable accreditation that could be presented anywhere [33]. 

Some research has addressed the impact of referral as an 
indicator to expertise. Schall et al. in their research introduced a 
context-sensitive trust-based algorithm called ExpertHITS 
inspired by the concept of hubs and authorities in Web-based 
environments [34]. They rely mostly on referrals from experts to 
delegate a task to another expert in her network. In the same 
context, Zhang et al. proposed a mechanism for finding experts by 
a referral chain from the initiator to the expert [35]. Similarly, the 
work of Pushpa et al. has addressed searching for expertise in a 
network of co-authorship where a query to find an expert is seen 

 
5 www.upwork.com/i/how-it-works/client/ 

by an agent that manages the expertise model of the users. It 
thereby makes a decision to forward the request to relevant experts 
in the neighbourhood of co-authors if the query is not matched 
[36]. 

Within the enterprise work environment, finding an expert to 
perform certain task has been a problem addressed by several 
researchers. Braub et al. have proposed people tagging where they 
rely on employees to tag certain skill or knowledge to their 
colleagues [37]. Ghosh et al. have proposed relying on user curated 
Twitter lists to determine topic experts, since users include experts 
on topics that interest them in their lists [38]. 

III. Performance Review  

Reviewing the performance of crowd workers has been relied on 
as an indicator for knowledge and expertise in many 
crowdsourcing platforms [39,40]. Similarly, the performance of 
VDPros within the crowdsourcing vulnerability discovery 
platform could be used to assert their level of expertise (reflected 
by a high reputation score). BugCrowd calculates a reputation 
score for each VDPro according to the number of discovered 
vulnerabilities, the speed of discovery, and abiding by the rules of 
the vulnerability discovery program [41]. Similarly, Cobalt 
(former known as Crowdcurity) relies on the same aspects but they 
add to them the feedback from the task requester and the quality of 
the vulnerability discovery report [42]. Hackerone in addition to 
relying on the number of the vulnerabilities discovered, speed and 
abiding by the rules, they add extra points for VDPros who acquire 
a bonus credit from the task requester (e.g., for clever 
vulnerabilities, or critical ones) [43]. 

Zhao et al in their work highlighted the performance of VDPros 
in a web vulnerability disclosure program as a measure of their 
expertise [44]. Similarly, Algarni and Malaiya in their work relied 
on the performance of VDPros to define the top discoverers of 
vulnerabilities [45]. Anvik et al. proposed an approach that apply 
machine learning algorithm to an open bug repository to 
recommend the suitable developer to fix a software bug according 
to their past performance [46]. In the same context, Hassan and 
Curry in their work proposed extracting the crowd worker 
expertise from the previously accomplished tasks of certain type 
(e.g. image tagging) in order to predict the performance of the 
crowd worker in tasks of different types (e.g. image recognition) 
[47]. Sarasua and Matthias however, proposed the use of a cross-
platform Curriculum Vitae in their work to record the crowd 
worker expertise and skills according to the performance of the 
crowd worker in several crowdsourcing platforms [48]. 

Ebay, as an online market, set reputation for each of the sellers 
according to the quality of the goods they provide and their 
performance (e.g. speed of delivery, how they handle returns) and 
accordingly they categorize the seller as being expert [49]. Resnick 
and Zeckhauser in their work looked at the reputation system in 
eBay and how predictive it is for future performance of the sellers 
[50]. Similarly, UpWork5 rely on the freelancer's job success rate 
and client feedback to assess her expertise. 

IV. Artefacts 

The artefact could be in the form of a software code in GitHub, an 
answer to a question in a Q&A platform like Stackoverflow, or a 
published article. Vasilescu et al. have looked at the relation 
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between the activity of users in Stackoverflow and GitHub, they 
have discovered that active GitHub committers ask fewer 
questions and provide more answers than others in Stackoverflow 
[51]. In the same context, Hauff et al. in their work proposed an 
approach for matching job advertisements with expert developers 
according to their artefacts contributed in GitHub [52].   

Table 1.    Indicators and Supporting Articles 

Indicator Supporting Articles 

Certification [9] [11] [21] [34] [46] [62] 

Referral [12] [26] [44] [52] [56] [71] [75] [76] 

Performance 
Review 

[2] [5] [28] [32] [33] [53] [54] [57] [64] [69] 
[72] 

Artefacts [8] [15] [16] [23] [30] [37] [50] [63] [65] 

Association [25] [43] [54] [58] [61] [68] [70] [74] 

 

Kolari et al. in their work looked at blogs related to certain 
enterprise as a source of evidence of that expertise for potential 
employees. The authors investigated whether depending on blogs 
has similar effect as depending on emails but with less privacy 
concerns and they even have the added value of allowing implicit 
voting via comments by the community [53]. Balog et al. have 
presented strategies for finding experts relying on document 
repositories in the enterprise [54]. In their work, they have 
proposed two approaches, the first determines the employee 
expertise based on the documents (e.g., reports, manuals) that they 
are associated with, whilst the second locates documents based on 
topic, and then finds associated experts.  

Pelechrinis et al. [55] proposed an approach to infer expertise 
and reliability of the answers provided in a Q&A platform 
depending on the pattern of the authors answering to other 
questions. The authors investigated users’ consistent responses to 
questions related to particular topic and their expertise in that topic, 
as well as determining whether the user is answering too many 
unrelated topics, it would therefore be safe to assume they are an 
amateur in each of those areas.  

Demartini investigated whether in order to find experts with 
certain knowledge, it is better to look at where knowledge is 
created. The author proposed an algorithm to find experts 
according to their contribution in Wikipedia [56]. Chang et al. in 
their reputation based access control for crowdsourcing platform 
relies on the quality of the artefacts submitted by the crowd worker 
in order to assert the quality of the worker herself [57].  

In the academic field, academics have been evaluated by their 
publications such as the number and quality of publications, 
number of citations, and the h-index. Tang et al. have presented an 
academic search system, called ArnetMiner which relies on the 
publication of academics as an indicator to their knowledge and 
expertise in a particular field amongst other sources [58]. 
Similarly, Freund et al proposed an expert-finding system in the 
academic domain where they also rely on the publications of 
academics as one of the measures of expertise [59]. 

V. Association  

Relying on associations to determine expertise is an approach that 
is recently emerging. Fu et al. in their work proposed strategies to 
discover the associations amongst people from emails and Web 
pages. Relying on these associations, a candidate can acquire extra 
expertise probability from a reliable expert who has strong 
relationship with the candidate [60]. Li et al investigated 
documents’ co-authorship as a relation between experts, and they 
assessed if the probability of being an expert increases if they have 
co-authored a topic relevant document together with a well-known 
expert [61]. Similarly Zhang et al. proposed a propagation-based 
approach to expert finding in a social network where they relied on 
local information (e.g. published articles in certain topic) and then 
propagated possible expertise of a candidate according to their 
relationships (e.g. co-authored or supervised) [62]. 

Daniel Schall introduced a ranking approach called Dynamic 
Socially-Aware PageRank where the expert ranking depends on 
context aware interactions. As an example, an expert of certain 
topic may attract a large number of help requests in regard to that 
topic [63]. In the same context, in [64] the authors investigated the 
usage of social relationships in a microblogging platform as a 
potential evidence that a person is a real expert. In the sense that if 
user A who is an expert follow user B, then user B is most likely 
to be an expert too. Similarly, Zhao et al. in their work have 
addressed the problem of lacking information about the crowd 
worker’s past performance (cold-start worker). They proposed an 
approach to determine the expertise of the worker from social 
networks, such as, if the cold-start worker was associated with 
another worker who is considered to be an expert then the cold start 
worker is also to be considered and expert [65].  

Pujol et al. in their work proposed an algorithm called 
NodeRanking, which rely on modelling the community as a social 
graph relying on relationships. Such as, being mentioned in the 
user’s website or having email exchange between the two users. 
Their approach is to infer expertise according to the degree of 
connectedness of each of the nodes in the graph [66]. Suryanto et 
al. looked at Q&A platforms and proposed that users who ask high 
quality questions that attract experts are considered experts and 
users who provide answers to questions asked by experts are 
considers experts as well [67]. 

4. Methodology 

In our study we rely on exploratory research methods [11,12]. Our 
study consists of three phases of data collection: (i) Literature 
review and online content investigation; (ii) Interviews; and (iii) 
Online surveys. Figure 2 illustrates the phases of the study. Our 
methodology consisted of data collection and iterative phases of 
data analysis.  

In the first phase all the authors contributed to the discussion 
and analysis of the literature, and online content following the SLR 
guidelines [10]. For the second phase, the interview questions were 
discussed by the authors and refined through multiple iterations. 
The interviews were conducted by one of the authors. Summaries 
of the interviews were discussed by the authors to draw insights 
and identify the key emerging themes. For the third phase, the 
survey questions were designed by the same author who conducted 
the interviews. The survey questions were revised through multiple 
iterations of refinement by the authors and three external VDPros 
before being published. This helped us refine the terminology used 
in the survey questions and to ensure the study was clear and 
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motivating to VDPros. The results of the survey were summarized 
and discussed by authors. In this section, we discuss the research 
questions, study design, data collection methods and data analysis 
approach. 

 
Figure 2.  Stages of the Study 

4.1. Study Design 

In the first phase of our study, we reviewed scientific literature 
using systematic literature review methodology [10]. As 
mentioned above, we also investigated a diverse range of online 
contents (e.g., companies’ blogs, experts’ blogs, and technological 
articles) [22]. We utilized the findings in this initial phase to refine 
our interview and survey questions for the second and third phases. 
The results of the initial phase were already presented in the 
previous section. 

In the second phase of our study, we interviewed 32 
participants. We also approached one of the platforms for 
crowdsourcing vulnerability discovery for additional insights. 
Through iterative analysis of the data collected from this phase we 
were able to gain better understanding of what domain experts 
perceived as indicators to measure expertise in VDPros and what 
are the reliable sources to extract them. 

In the third phase, by relying on the results of previous phases, 
we approached VDPros involved in the task of vulnerability 
discovery with an online survey. The purpose of this survey was to 
acquire the opinion of VDPros who are involved in the task of 
vulnerability discovery – and to thereby validate our findings from 
previous phases. 

4.2. Study Design 

In the first phase of our study, we reviewed scientific literature 
using systematic literature review methodology [10]. As 
mentioned above, we also investigated a diverse range of online 
contents (e.g., companies’ blogs, experts’ blogs, and technological 
articles) [22]. We utilized the findings in this initial phase to refine 
our interview and survey questions for the second and third phases. 
The results of the initial phase were already presented in the 
previous section. 

In the second phase of our study, we interviewed 32 
participants. We also approached one of the platforms for 
crowdsourcing vulnerability discovery for additional insights. 
Through iterative analysis of the data collected from this phase we 
were able to gain better understanding of what domain experts 

 
6 www.linkedin.com/groups/38412 
7 Interview Guiding Questions: https://goo.gl/jVyOCe 
8 Survey Questions: https://goo.gl/forms/kXjIHjAEkZdwUvIt2 

perceived as indicators to measure expertise in VDPros and what 
are the reliable sources to extract them. 

In the third phase, by relying on the results of previous phases, 
we approached VDPros involved in the task of vulnerability 
discovery with an online survey. The purpose of this survey was to 
acquire the opinion of VDPros who are involved in the task of 
vulnerability discovery – and to thereby validate our findings from 
previous phases. 

4.3. Data Collection 

For the interviews, we invited participants via e-mail invitation, 
LinkedIn messages, and advertising our study in information 
security groups on LinkedIn (e.g., Information Security 
Community 6 ). We also leveraged snowballing to get 
recommendation from people about their colleagues that would 
also be interested in participating [68]. Snowballing was the most 
effective approach since direct approaches may be considered 
spamming – especially as spamming attacks are well known by 
security experts who are much more cautious to accept invitations 
from an unknown party. The interviews lasted between 30-60 
minutes and were conducted via Skype, Google Hangouts, 
telepresence systems, phone calls, and e-mail exchange. Audio 
was recorded when the interviewee consented and notes were 
taken. The interviews were semi-structured based on the findings 
of Phase 1 of the study, and the interviewer asked additional 
questions when appropriate. Summary of interview questions are 
outlined in Table 2 and the full interview guide is published 
online7. 

We also interviewed a senior representative from one of the 
platforms that supports crowdsourcing vulnerability discovery. 
This interview provided us with indispensable insight from a 
typical platform that is responsible for managing vulnerability 
discovery programs. Hence, they provided very valuable input in 
accordance to their experience from interacting with over 250 
clients and thousands of VDPros. 

Finally, we targeted VDPros involved in the task of 
vulnerability discovery with an online survey. We designed the 
questions of the survey based on the results from Phase 1 and 2. 
We shared the preliminary survey with three of the VDPros to 
acquire feedback before releasing it. The feedback helped us to 
modify some of the terminology used and modify some of the 
questions that were considered vague. The survey included both 
closed and open questions [69]. While closed-form questions are 
easier to summarize, open questions allowed respondents to 
include their remarks and comments. 

We analysed the responses by applying structural codes and 
then aggregating the results for common trends [70]. Most closed-
form questions used a Likert scale [71] with five possible 
responses from “Very Important” to “Not Important”. The actual 
form of the survey is published online8. We sought participants via 
direct e-mail or tagging on twitter, LinkedIn messages, posting in 
Bugcrowd forum 9 , Offensive Community site 10 , and LinkedIn 
information security groups. 

9 forum.bugcrowd.com 
10 offensivecommunity.net/ 
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Table 2.   Summarized Interview Question for the Domain Experts 

Characterization 

1. Tell us about your organization (size, business area)? 
2. What is your role in the organization? 
3. Are you familiar with the approaches for vulnerability 

discovery (management, practices, decision making)? 

Indicators to Expertise 

1. What are the Indicators you rely on to measure expertise 
in vulnerability discovery professionals involved in the 
task of vulnerability discovery? 

2. How much do you value certification as an indicator that 
could be relied on to measure the expertise in 
Vulnerability discovery professionals? 

3. How much do you value referrals to measure the 
expertise of vulnerability discovery professionals? 

4. How much do you value performance as an indicator to 
the expertise of vulnerability discovery professionals? 

5. How much do you value artefacts generated by the 
vulnerability discovery professionals as an indicator to 
their expertise? 

6. How much do you value association networks as an 
indicator to expertise for vulnerability discovery 
professionals? 

Reliable Sources 

1. What sources of certification you consider reliable to 
indicate expertise of vulnerability discovery 
professionals? 

2. What forms of referrals do you rely on to measure 
expertise in vulnerability discovery professionals? 

3. How much do you value past performance as an 
indicator to measure expertise in vulnerability discovery 
professionals? 

4. What are the artefacts you think would be a reliable 
source to express expertise? 

5. What forms of association do you think are reliable to 
express expertise? 

 

4.4. Participants 

Due to the time constrains and the exploratory nature of the study, 
we followed the recommendations of Adler and Adler and aimed 
for a sample size between 12 and 60 [72]. We reached saturation 
in the opinions of the interviewees and this gave us confidence that 
we captured sufficient depth to enable us to assert the solidity of 
our findings. We designed a comprehensive set of questions for the 
interviews and surveys relying on the literature review and online 
contents. 

I. Interview Participants 

Table 3 shows the details about the domain experts who have 
participated in the interviews. We refer by domain experts to 
personnel who oversee the security posture of organizations. 
Although they do not perform vulnerability discovery tasks as their 
daily job, they nonetheless influence (directly or indirectly) setting 
the criterion for selecting VDPros to perform the task. 

For the purpose of analysis, participants are referred to by an 
anonymous identifier (P#). We invited participants from different 
disciplines (e.g., finance, entertainment, telecoms, etc.), so that we 
capture a diverse set of views sourced from different approaches 
for measuring expertise. Among the interviewees P3, P11, P13, 
P14, P17, P24, and P29 have experience in crowdsourcing 
vulnerability discovery. Furthermore, we interviewed a 
representative of one of the crowdsourcing vulnerability discovery 
platforms. 

Table 3.    Information about Interview Participants 

P# Industry Size of Company  
(# Employees) Position 

1 Entertainment 450-600 CISO 
2 Finance 350-500 CIO 
3 Security Consultancy 30-50 Senior Security Consultant 
4 Backup solutions 30-50 Quality Assurance manager 
5 Networking solution Global company Senior Security Analyst 
6 Multi-disciplinary Global company Security Testing Lead 
7 Telecommunication 350-500 Information Security Expert 
8 Telecommunication 350-500 Security Analyst 
9 Payment systems 100-150 CISO 
10 SaaS provider 30-50 Security Team Leader 
11 Multi-media 100-150 Platform Security Lead 
12 Security Consultation 50-100 Senior Security Engineer 
13 Charity Foundation 15-30 Internal Security Assessor 
14 Mobile Gaming 10-15 Security Lead 
15 Video production 50-100 Principle Security Advisor 
16 SaaS provider 100-150 Senior Security Engineer 
17 Social Media 50-100 Security Lead 
18 Financial Institute 150-250 CIO 
19 Security Consultation 25-50 Penetration Testing Lead 
20 Security Software 15-30 CTO 
21 Medical 250-300 CISO 
22 Education 300-500 IT Manager 
23 Security Consultation 30-50 Senior Consultant 
24 Software Provider 450-500 Security Architect 

25 Financial Institute 250-300 Security & System 
Engineer 

26 SaaS provider 250-300 Senior Security Analyst 
27 Telecom Equipment Global Company Security Evaluation lead 
28 Transportation Global Company Security Engineering Mngr 
29 Bitcoin Exchange 150-200 Product Manager 
30  SaaS Provider 25-50 Cyber Security Lead 
31 Software Provider 400-450 CSO 
32 SaaS Provider 600-700 CTO 
 

II. Online Survey Respondents 

We targeted VDPros who have been involved in the task of 
vulnerability discovery. We also targeted members of 
crowdsourcing vulnerability discovery platforms (Hackerone, 
Bugcrowd, and Cobalt), members of online cyber-security 
community along with relying on snowballing as well. The number 
of participants was 78 but we excluded 12 responses. In particular, 
8 responses were submitted by participants that were not directly 
involved in vulnerability discovery; we used test questions in the 
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survey to confirm that. Another 4 responses were apparently 
artificial, since we noticed that these participants selected the first 
choice of all the questions, which would otherwise create incorrect 
inconsistencies in the data.  

For the demographics of the participants in the online survey, 
45% of the participants were aged 18-25 years old, 30% were aged 
25-32, 13% were aged more than 33 years old, and the rest were 
aged less than 18 years old. With respect to location, the majority 
of participants were from the United States 37%, 21% were from 
India, 12% were from Pakistan, 9% were from Europe, 7% from 
Egypt, and the rest did not share their country of origin. 
Furthermore, 45% of the participants work in the security industry, 
30% were students, 10% work in system administration, and the 
rest work in software development. 

4.5. Data Analysis 

We analysed the data following the qualitative data analysis 
guidelines [12,13]. The following stages were included in the 
analysis: (i) Transcription of the data recorded; (ii) Organization 
of the transcripts data and notes taken into easily retrievable 
sections; (iii) Getting more familiar with the data through reading 
and re-reading and writing down notes and summaries; (iv) 
Labelling data segments (we relied on structural coding to annotate 
the responses[70]); and (v) contrasting different views of the 
interviewees and re-coding to develop a more refined 
understanding of how the indicators are valued by the participants. 
As part of the analysis, similarities and differences of the compiled 
codes were clustered together in order to create categories. 
Conceptual saturation was reached when no new categories were 
generated.  

5. Findings 

In this section, we address the research questions and present the 
themes that emerged from our study. We also discuss the findings 
from the interviews and online survey, and annotate with selected 
quotes to help appreciate how we derived our conclusions. 

5.1. The Interviews of Domain Experts 

I. Indicators to the expertise of Vulnerability Discovery 
Professionals as Perceived by Domain Experts  

There are four indicators for expertise that our study participants 
agreed on: (i) Certification; (ii) Referral; (iii) Performance review; 
and (iv) Artefacts. Relatively, there is weak support in regard to 
relying on association (see Fig 3). 

Certification as an Indicator to Expertise: 75% of the interviewees 
value certification as an important indicator of expertise. One of 
the interviewees described it as a clear indicator to commitment  
“To get a formal education in the field from an academic body or 
being certified to have knowledge in the field via acquiring an 
industrial certification, it shows that the VDPro is passionate and 
committed enough to invest this much time and effort” [P1]. The 
remaining 25% of the interviewees did not consider certification 
as an indicator to expertise for VDPros. One of the interviewees 
stated that “Some skills required for the VDPro involved in the task 
of vulnerability discovery are not taught in universities or 
professional courses” [P19]. 

Referral as an Indicator to Expertise: Referral is highly valued by 
90% of the interviewees since it provides attestation for the 
expertise of the VDPro from a person who they have known or 

worked with. One of the interviewees mentioned “Knowing that 
the person doing the referral has interacted with and observed the 
VDPro is a great way to measure expertise” [P1].  One of the 
interviewees indicated that when they trust a person doing the 
referral it would give very valuable credit to the VDPro especially 
since roles in the security field are sensitive ones. “Knowing and 
trusting the person doing the referral would mean minimized risks 
for us” [P8]. 57% of the interviewees mentioned that even if they 
do not know the person making the referral, if s/he is well-known 
in the industry, this would add substantial credit to the VDPro. 

 
Figure 3.  Indicators of Expertise (Domain Experts’ Perspective) 

Performance Review as an Indicator to Expertise: We found 84% 
of the interviewees assigned performance review as the top 
indicator while the remaining 16% considered it of high value. An 
interviewee stated, “If the VDPro has discovered vulnerabilities 
successfully many times before then why would s/he stop doing 
that now?” [P7]. Some considered it of high importance since it 
means the VDPro have used their knowledge in performing the 
task. One interviewee said, “Showing knowledge is good, but 
showing how the knowledge is implemented is more impressive” 
[P9]. 

We investigated further and asked about how the performance 
of VDPros is considered within the task of vulnerability discovery. 
Several themes have emerged. The first theme is considering the 
severity of the vulnerabilities discovered. 78% of the interviewees 
agreed that the severity of the discovered vulnerabilities is the best 
measure for performance. One of the interviewees mentioned 
“Discovering a critical vulnerability, that could cause a great loss 
or embarrassment to the company, is highly appreciated by any 
company and it means that the VDPro is an expert in what s/he is 
doing” [P15]. While the remaining 24% of interviewees 
considered it a good measure. Another theme is considering the 
number of vulnerabilities discovered by the VDPro. 56% of the 
interviewees considered it an important measure to performance. 
While 24% considered it somewhat an important measure. 19% 
considered it useful only when a good number of vulnerabilities 
discovered were of high severity. An interviewee has mentioned 
“If the VDPro has discovered thousands of vulnerabilities that of 
very low severity for me it does not tell they are good in what they 
are doing. May be they just have a good automated tool” [P12]. 
The last theme that has emerged is considering the accuracy in 
discovering vulnerability (i.e., the ratio of the valid vulnerabilities 
reported over all the vulnerability reports submitted by the VDPro) 
as a measure for performance. 90% of the interviewees agreed that 
accuracy is an important measure for the performance of the 
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VDPros. One of the interviewees mentioned “That is why we 
target VDPros with good expertise, we need to minimize the false 
positives since they consume a lot of resources” [P14]. 

Artefacts as an Indicator to Expertise: 81% of the interviewees 
agreed that contributed artefacts are important indicator for 
expertise. There was a contrast in opinions about the type of 
artefacts. 40% of the interviewees considered code artefacts and 
contribution to open-source projects to be the most valuable 
artefacts. An interviewee stated, “Developing your own testing 
tools is a clear indicator that you deeply understand the concepts” 
[P4]. Another 24% of the interviewees considered published 
articles, and blogging about vulnerabilities as a more important 
type of artefacts. One of the interviewees said “VDPros are 
supposed to be good in breaking systems and understanding how 
they work. I would consider a VDPro with good publications about 
security as an expert in the field” [P6]. While the opinion of the 
rest of the interviewees is that it is more effective to look at all 
artefacts and assess the quality as whole. An interviewee 
mentioned “Whether it is a publication, source code, or a blog, if I 
see many experts citing the work or using the open-source tool then 
it means the VDPro is not generating useless artefacts and that s/he 
is acknowledged for the contribution” [P4]. 
Association as an Indicator to Expertise: 84% of the interviewees 
considered association as a less important indicator of expertise of 
a VDPro. Sources like membership to a community, affiliation 
with a group, professional relationships with an expert were 
considered as indicators of passion and interest rather than 
expertise. One of the interviewees mentioned “Being affiliated 
with a group focused on security, indicates passion but not 
necessarily expertise” [P3]. Another interviewee shared with us “if 
the VDPro is well connected it could be useful since it indicates 
that the VDPro could reach out to experts if needed, but I would 
not say it is a must have” [P6]. The remaining 16% of the 
interviewees considered it a good indicator to expertise. An 
interviewee stated, “It is definitely not enough to see the number 
of connections or followers to determine expertise, but when I see 
interactions such as a post in LinkedIn being discussed or a tweet 
being retweeted by experts in the field then it must be that they 
acknowledge what the VDPro has produced” [P10]. 
II. Perceived reliable Sources to Extract the Expertise 

Indicators of Vulnerability Discovery Professionals?  

As sources of reliable certifications, 87% of the interviewees 
valued certification from industrial bodies (e.g., (ISC)²) the 
highest, followed by certifications from academic bodies (e.g., 
Universities) which was selected by 72% of the interviewees. On 
the other hand, accredited MOOCs and online learning were 
considered good to show eagerness to learn but not as much 
credible by 75% of the participants in the study. 

As sources of referral, all interviewees valued direct referral 
the most (i.e. a direct form of communication). We asked the 
interviewees if they would value indirect forms like LinkedIn 
endorsements or LinkedIn recommendations and 85% of the 
interviewees did not consider LinkedIn endorsements as reliable. 
While 62% of the interviewees thought that recommendations in 
LinkedIn could be useful. One of the interviewees shared with us 
“People in LinkedIn could just be nice and click ‘endorse’ for 
certain skills that appeared under the name of the VDPro, but 
making some effort and writing some detailed recommendation 
could be worthwhile to look at” [P4]. 

For performance review, 75% of the interviewees considered 
vulnerability databases to be the most reliable source. A 

vulnerability database is a platform to collect and disseminate 
information about discovered vulnerabilities (e.g., the National 
Vulnerability Database). Vulnerability Databases are considered 
an important source especially since they provide details of the 
vulnerabilities discovered (e.g., description of the vulnerability 
discovered, vulnerability severity score, references for security 
advisories related to the vulnerability). Furthermore, 83% of the 
participants in the study considered being mentioned in the hall of 
fame or ‘thank-you’ pages (e.g., Facebook white hat thanks page) 
is of high value. An interviewee said, “If the VDPro is mentioned 
in the hall of fame of Facebook or Google then they pack enough 
skills to be an expert” [P5]. Also 83% of the interviewees 
considered the measured performance within the crowdsourcing 
vulnerability discovery platform as a good source to extract 
expertise. While the rest agreed that it is a good source only if the 
crowdsourcing vulnerability discovery platform discloses the 
details of the discovered vulnerabilities by the VDPros. One of the 
interviewees stated, “With vulnerability databases, I can have a 
complete idea about the vulnerability discovered and its impact, 
but sometimes with the vulnerabilities discovered within a 
crowdsourcing vulnerability discovery platform we can only see 
limited information” [P16]. 

As reliable sources for artefacts, 39% considered GitHub to be 
the most reliable source. 60% considered security conferences, 
security forum, and blogs to be the most reliable sources. On 
another hand, 75% of the interviewees considered Q&A platforms 
(e.g., Security StackExchange) not very important sources. 
Additionally, 72% of the interviewees mentioned that they 
consider publishing exploits for vulnerability as a high-level 
indicator of expertise. An interviewee mentioned “By showing that 
you know how to exploit vulnerabilities, you show that you deeply 
understand how the vulnerability works and what its impact is” 
[P13]. 

5.2. The Perspective of Crowdsourcing Vulnerability Discovery 
Platforms 

To gain additional insights into the perspective of the 
crowdsourcing vulnerability discovery platforms, we interviewed 
a representative of one of the platforms. The interview allowed us 
to gain some valuable insights about the programs the platform is 
managing and the importance of selecting VDPros. The platform’s 
representative mentioned “Almost all of our customers now start 
with a private program with vetted VDPros before moving to a 
public program. It’s only a small fraction of companies are ready 
to work with thousands of VDPros”. About the effect of selecting 
VDPros in minimizing the false positives in reported 
vulnerabilities the platform’s representative mentioned, “Public 
bug bounties is 95% noise and 5% signal. Unless you have a very 
mature security organization it is not recommended to use public 
bounties. Private bounties with vetted VDPros are the way to go” 

Regarding the indicators of expertise, the platform relies on the 
past performance, artefacts and will also look at professional social 
network. It is quoted that: “We rely on past performance in private 
or public bounties, on our platform or other public bounty 
programs (Facebook/Google). Also, we check LinkedIn, GitHub 
profiles as well as conference talks” 

When we asked for elaboration about the sources the platform 
rely on, the platform’s representative mentioned: “We look at 
LinkedIn, GitHub, and Conferences. This is a manual process and 
it is on a case-by-case basis. E.g. a researcher might have given a 
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presentation on Blackhat but have no connections on LinkedIn etc. 
And the other way around”. 

About certification and whether clients ask for specific 
requirements, the platforms’ representatives mentioned: “We 
typically don’t see requirements like “university degree,” but 
occasionally we will get requests based on geographical region, or 
professional accreditation (CISSP11, CISA12, etc.)”. 

5.3. The Online Survey of Vulnerability Discovery Professionals 

In this section, we briefly discuss the results of the online survey. 
Figure 4 illustrates the high-level results of the online survey. 60% 
of the participants agreed that certification is an important 
indicator, while the rest considered it between somewhat important 
and useful. We asked about the sources of certification. 62% of the 
participants thought industrial certification were important, while 
only 30% considered certification from academic body as 
important. When we asked the participants about the importance 
of referral as a practice in the security domain, 72% considered it 
important while 11% considered it useful and the rest considered 
it not important. We also asked the participants their opinion about 
relying on artefacts as indicators to expertise: 83% considered it an 
important indicator. 74% considered publishing vulnerability 
exploits as an important indicator to expertise. Followed by, 
publishing security articles and presentations or videos both at 
63%. They considered the least important source of artefacts is 
answering questions in Q&A platforms (e.g., Security 
StackExchange) where only 30% considered it “somewhat 
important”. Regarding performance review, all participants 
considered it very important. 84% of the participants considered 
the number of vulnerabilities discovered by a VDPro as a very 
important measure for performance. While 75% considered the 
severity of vulnerability discovered as an important measure to 
performance. On the other hand, 56% considered the accuracy in 
discovering vulnerability as an important measure to performance, 
36% considered it useful but not important, and 8% considered it 
not important. Finally, we asked the participants about how much 
they value associations and being part of communities or groups 
as an indicator to expertise. 81% of the participants considered it 
an important indicator, and the rest considered it somewhat 
important. 

 
Figure 4.  Indicators of Expertise  (Vulnerability Discovery Professionals’ 

Perspective) 

 
11       www.isc2.org/cissp/default.aspx 

5.4. Analyzing Public Data about Vulnerability Discovery 
Professionals 

As an additional experiment, we have looked at public information 
of 100 VDPros from the leader boards (among the top 100 ranked 
in each platform) of three different crowdsourcing vulnerability 
discovery platforms: Bugcrowd, Cobalt, and Hackerone. For each 
VDPro we aggregated additional publicly available data from 
several external sources (LinkedIn, Twitter, GitHub, 
StackExchange (SE), blogs, and personal/professional websites). 
In this section, we discuss the result of the experiment in the light 
of the indicators we have discovered and illustrate some of the 
insights we have acquired. As we have relied only on the public 
data, there are possible threats to validity. The vulnerability 
discovery professionals could be providing falsified data to the 
public or hiding some information. We believe that these cases do 
not have much impact on the analysis; VDPros in the mentioned 
platforms seek to maintain good reputation to the potential 
business partners. Additionally, we aggregate the information from 
multiple sources to minimize this concern.  

 

 

 
Figure 5. Insights from the public information about Vulnerability 

Discovery Professionals 

 

12http://www.isaca.org/certification/cisa-certified-information-systems-
auditor/pages/default.aspx 
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We have noticed in this analysis of public data, 76% of the 
VDPros are university graduates of computer and technology 
fields. In addition (42%) of the VDPros have certifications in the 
security field (e.g., Certified Ethical hacker). We also noticed that 
88% of the VDPros tend to publicly publish information about the 
vulnerabilities they discover, methods of discovery, and 
exploitation of vulnerabilities. They rely on their personal blogs or 
Websites in addition to twitter. For artefacts created in platforms 
like GitHub or StackExchange, we discovered that 82% of the 
VDPros have no profiles in this platform or have inactive accounts.  
While for GitHub, 73% of the VDPros have profiles  in Github and 
47% are active. Figure 5 illustrates the insights from the public data 
about the VDPros. 

6. Discussion 

In this section, we: (i) summarize our findings; (ii) provide some 
recommendations based on these findings; and (vi) discuss 
potential limitations of our study. 

6.1. Analysis of our Findings 

It is clear from our findings that domain experts and VDPros 
disagree in regard to association being an indicator to expertise. A 
possible reason is that the cyber security community is a strong 
community where teaming with other VDPros and pair practice is 
considered one of the factors to success13. So, in the opinion of 
VDPros, being associated with expert VDPros reflects expertise. 

We observed from the results of the interviews that participants 
in our study valued certification from industrial parties more than 
from academic bodies. According to the input from the 
representative of the crowdsourcing vulnerability discovery 
platform we have interviewed, the platform has received requests 
to involve VDPros with industrial certifications before, but never 
a request to specify academic certification. A possible reason for 
this is that some academic bodies are not progressing as fast as the 
industrial bodies in the field of information security. One of the 
interviewees mentioned “some universities are not really up to date 
with the requirements of the security industry” [P5]. 

For measuring the performance of VDPros within the task of 
vulnerability discovery there are contrasting views in the way the 
number of vulnerabilities and accuracy thereof are valued. A 
possible reason for this contrast could be that domain experts look 
at how to utilize the resources to verify and mitigate the 
vulnerabilities. If VDPros are submitting a high number of 
vulnerability reports with only few of them being valid 
vulnerabilities, this defeats one of the purposes in selecting 
VDPros with the required expertise. On the other hand, VDPros 
may have the impression that all the vulnerability reports they 
submit (even if the task requester considered them invalid for being 
duplicates, or out of scope) illustrate their expertise. The reason for 
this is because they have already demonstrated what is required to 
discover the vulnerabilities. 

6.2. Recommendations 

I. Vulnerability Discovery Professionals Analytics  

Information about VDPros are scattered within different sources 
mentioned earlier (e.g., crowdsourcing vulnerability discovery 

 
13 hackerone.com/blog/what-great-hackers-share 
14  A database of vulnerability exploits (www.exploit-db.com). 

platforms, professional communities, research articles, social 
coding platforms, Q&A sites). Therefore, in order to facilitate 
effective selection of VDPros to perform the task of vulnerability 
discovery, we recommend leveraging VDPros analytics. Analytics 
rely on characterizing features, which are variables that grasp and 
encode information from raw or curated data, thereby enabling to 
derive meaningful inferences from data. Security expertise 
features could be extracted from within vulnerability discovery 
platforms (e.g., number of vulnerabilities discovered in the 
platform) and external sources (e.g., number of contribution to 
security related projects in GitHub, number of contributed records 
in ExploitDB14). It is possible to extract security expertise features 
using crowdsourcing (e.g., crowdsourcing tasks to judge the 
quality of comments, questions, and answers by VDPro in a 
security forum like Bugcrowd Forum 15), as well as automated 
extraction of security expertise features (e.g., relying on GitHub 
API calls to extract the number of security related code 
repositories). Properly leveraged efforts in vulnerability discovery 
professional  and content analytics [73,74] could potentially allow 
improving the selection of VDPro, ensure compliance with 
governance rules, and provide insights into the task of 
crowdsourcing vulnerability discovery (e.g., work effort 
estimation and time tracking, VDPro interests, or malicious 
VDPros). In addition, we recommend providing task requesters 
with a customizable language to specify rules (i.e., selection 
expressions) based on indicators they deem relevant to include in 
the selection process, as well as indicator aggregation strategies. 
As an example, let us assume Organization-A has a business rule 
stating that when contracting external parties, they prioritize 
certification from academic bodies. The security officer 
responsible for the task considers the exploits published in 
ExploitDB along with the number of repositories in GitHub as 
indicators to expertise. In this case, the task requester may specify 
the following rule to acquire a ranked list of VDPros: (Have 
University degree) AND (Number of records in ExploitDB) AND 
(Number of repositories in GitHub)). Moreover, we expect new 
indicators to be incrementally introduced and customized. Security 
is a complex area and there could be several different types of 
indicators, from generic to more specific knowledge (e.g., 
operating systems, databases, devices, browsers, and frameworks). 
This rule-based language will allow for the specification of fine-
grained selection indicators and hence will improve achieving a 
high probability in matching the task with the VDPro. 

II. Harvesting Expertise Indicators Systematically  

It is clear from our findings that it is difficult to homogenize the 
knowledge acquired from different sources (domain experts, 
VDPros, crowdsourcing vulnerability discovery platforms) in 
order to determine the indictors to measure expertise in VDPros. 
We propose to consider techniques that systematically harvest the 
knowledge from these different perspectives. We believe this 
could be done by leveraging a knowledge-driven approach to 
create a security expertise feature graph. We adopt the notion of a 
feature from the field of machine learning and data science [75].  
The security expertise feature graph will serve to store available 
features for reuse as part of future curation processes. Organizing 
features into high-level indictors (e.g., certifications, performance 
review) and low-level features (e.g., security course, number of 
vulnerabilities discovered) will help simplify their representation, 

15   forum.bugcrowd.com 
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and aid searching and using features and indicators. Experts in the 
security community would be invited to curate this graph by 
incrementally and collectively: adding new features (e.g., a sub-
feature of “artefacts” could be the number of published security 
articles); vote up/down; or add resources and comments as 
annotations to these features. Moderators may be assigned to 
verify amendments to the graph, reject, or accept new features. A 
similar approach has been proposed by Mark Klien which is a 
large-scale argumentation system for decision making in large 
communities [76]. 

III. Cyber Security Competitions 

We observed that there are contrasting views between the opinions 
of domain experts in industry and VDPros involved in the task of 
vulnerability discovery. In order to minimize this contrast, we 
recommend for industrial organizations and crowdsourcing 
vulnerability discovery platforms to strengthen their ties with 
VDPros. A possible step to achieve this is to rely on cyber security 
competitions (e.g., Google capture the flag 16 , Cyber Security 
Challenge Australia17) while emphasizing on educating VDPros 
about important practices that are relevant (e.g., providing high 
rewards or bonus to the VDPros with higher accuracy, providing 
higher rewards for high quality vulnerability reports). Similarly, 
involving universities in these competitions will be more 
beneficial. This would not only attract perspective students to 
pursue careers in the security industry and educate them about the 
rights skills and practices, it would also increase the focus of 
academic bodies to progress further in the field. Bridging the gap 
between what students is being offered at universities in the field 
of cyber security and what the security industry needs. 

6.3. Limitations and Threats to Validity 

When investigating online content, it is possible to come across 
material that is biased or inaccurate (since blogs and online articles 
are not peer reviewed). In order to minimize any bias or 
inaccuracies, we checked the background of the author to ensure 
are based on expert opinions. We also excluded articles that are 
marketing motivated (i.e. promoting or demoting certain technique 
or approach for personal gain). 

For the interviews, the number of participants is not high so it 
is possible that we missed some insights. We tried to minimize this 
threat by targeting various industries in order to obtain a broader 
view of possible opinions. We also considered only one participant 
from each organization. The strong background we acquired from 
performing the literature review and online content investigation 
helped us to formulate clear questions for the interviews and online 
survey. We observed saturation in the opinions of domain experts, 
and this indicated we have reached a proper depth to draw solid 
conclusions.   

For the online survey, although we obtained responses from the 
VDPros, we cannot assume that this number covers all the possible 
opinions from the security community. One of the authors attended 
security conferences (e.g., Ruxcon18, BSides19) to discuss with 
VDPros directly. While some feedback was acquired about the 
study from VDPros, it was mostly an off-the-record approach. We 
also reached out to some of the VDPros for clarification of their 

 
16 https://capturetheflag.withgoogle.com/ 
17 https://www.cyberchallenge.com.au/ 

answers in the survey, and this provided us with some additional 
insights. 

As the questions from the interview and the online survey 
relied on the results from surveying the literature and online 
contents, another threat of validity is having the study suffer from 
confirmatory bias. In order to minimize this threat, we started each 
interview with the open question of what the interviewees rely on 
to measure the expertise of VDPros and we also closed the 
interview with asking if there are any additional indictors we 
missed. Similarly, for the online survey we deliberately added 
some open-ended questions to allow the VDPros to add any 
additional indicators that were not mentioned in the survey. Some 
VDPros added comments but they fall within the same indicators 
that we have already included (e.g., publishing exploits, which we 
already considered part of the artefacts generated by the VDPro). 

Another important aspect to consider in the experiment we 
conducted for analysing public profiles of VDPro is time 
constrains. As a result, we were only able to look at a limited 
number of vulnerability discovery professionals; there could thus 
be insights we did not acquire due to this limitation. We intend to 
do a large-scale analysis and survey as future work. 

7. Conclusion and Future Work  

The contribution of this research is threefold: (i) Exploring the 
indicators to measure expertise of VDPros involved in the 
crowdsourced task of vulnerability discovery; (ii) Discovering the 
reliable sources that can be used to extract information about these 
indicators; and (iii) Recommendations to improve the selection 
process for VDPros involved in tasks related to discovering 
vulnerabilities. Our findings will help in the process of selecting 
VDPros that are more likely to contribute higher quality outcomes 
in this type of task. 

We observed that domain experts and vulnerability discovery 
professionals, who have participated in our study, agree 
unanimously on certification, referral, performance review, and 
artefacts as good indicators to measure expertise in VDPros. There 
is some conflict about the importance of association as an indicator 
of expertise. We also observed that the opinions of domain experts 
and VDPros involved in the task of vulnerability discovery diverge 
in some areas. Being aware of this divergence is an important step 
to build a better ecosystem.  

This is the first step for investigating the problem of selecting 
VDPros in Vulnerability Discovery Platforms.  As future work, an 
additional aspect we will pursue is identifying malicious VDPros, 
and methods to successfully block them from participating in the 
task. We will develop techniques to model and capture VDPros 
behaviour patterns and abstract them into meaningful concepts 
(e.g., honest or malicious). We will investigate indicators and 
powerful aggregation functions and operators to characterize and 
identify malicious VDPros. 
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 Underwater Wireless Sensor Networks (UWSNs) are extensively used to explore the diverse 
marine environment. Energy efficiency is one of the main concerns regarding performance 
of UWSNs. In a cooperative wireless sensor network, nodes with no energy are known as 
coverage holes. These coverage holes are created due to non-uniform energy utilization by 
the sensor nodes in the network. These coverage holes degrade the performance and reduce 
the lifetime of UWSNs. In this paper, we present an Intelligent Depth Based Routing (IDBR) 
scheme which addresses this issue and contributes towards maximization of network 
lifetime. In our proposed scheme, we allocate initial energy to the sensor nodes according 
to their usage requirements. This idea is helpful to balance energy consumption amongst 
the nodes and keep the network functional for a longer time as evidenced by the results 
provided. 
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1. Introduction 

     Underwater wireless sensor networks (UWSNs) have 
attained much attention nowadays due to their use in monitoring 
underwater environment. Underwater communication is 
characterized by larger propagation delay, high error rate and 
lower bandwidth.   Acoustic signals are thus used for 
communications in underwater environment due to channel 
characteristics. Furthermore, nodes in UWSNs are powered with 
batteries that have limited lifetime. It is impractical to change the 
batteries of the nodes once deployed. The energy of the sensor 
nodes should be optimally used to avoid coverage holes i.e., nodes 
with no energy. Due to these reasons, routing in UWSNs is quite 
challenging and we need to address these issues while developing 
routing strategies for UWSNs [1]. 

     A number of routing schemes are reported in literature to 
address the issue of efficient routing in UWSNs. One such protocol 
is depth based routing (DBR) protocol [2] which uses deployment 
depth of sensor nodes to determine the route of a data packet from 
its source node to the sink. Sensor nodes are usually deployed 
randomly in underwater environment and the sink is placed at the 
surface of water. Each sensor node is responsible to gather data 
and then send it to the sink in a cooperative manner. Some sensor 

nodes are deployed at a higher depth and some at a lower depth 
hence consituting a sensor network. Nodes with higher depth sense 
the required information and send it to a node present at lower 
depth in the form of data packets. Receiver nodes then send these 
packets to the next node located above. By repeating this process, 
data packets are passed from the sensor nodes to the sink which is 
placed at the water surface. It is important to note that nodes which 
are at a greater distance from the sink, only send their own data 
packets to low-depth nodes hence they consume lesser amount of 
energy and remain alive for a longer period of time. Whereas, 
sensor nodes that are near to the sink have to relay data packets 
received from deeper nodes in addition to  sending their own data 
packets. So the nodes near the sink consume more energy than 
other nodes located deeper and thus die earlier. In this way an area 
with dead nodes i.e., a coverage hole is created in the network and 
no more data packets can be received at sink. 

     We propose an intelligent depth based routing   (IDBR) 
protocol that overcomes coverage holes by assigning initial energy 
to the nodes in proportion to their distance from the sink.     This 
work is an extended version of our previous work [3] in which we 
used idea of optimal energy assignment for improving lifetime of 
UWSNs and now we have enhanced this idea to make energy 
assignment more intelligent. 

     Rest of the paper is organized as follows. Section 2 gives an 
overview of the related work. Section 3 provides motivation for 
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this research problem and we present our proposed protocol IDBR 
in Section 4. In section 5 performance of the proposed protocol is 
evaluated using simulations and Section 6 concludes the paper.  

2. Literature Review 

In this section, we present an overview of some of the protocols 
that have been reported in the literature to address the issues 
regarding efficient routing in UWSNs. 

A hybrid protocol is presented in [4] to contribute towards 
balanced energy consumption in UWSNs. This technique is 
limited to the sparsely deployed networks only. Proposed scheme 
uses direct as well as hop-by-hop communication modes among 
sensor nodes during its operation. All nodes in the network are 
deployed linearly. Authors divide energy of each node into small 
chunks known as energy grades. When the protocol operation 
starts, all nodes are communicating in hop-by-hop mode. As nodes 
closer to the sink bear more data traffic, their energy falls earlier. 
Remaining energy grades determine the residual energy of a node. 
When the energy level of a low-depth node falls, it informs high 
depth sender nodes. Sender nodes then do not send their data 
packets to that node; instead they send it directly to the sink. This 
reduces data traffic load on the low-depth node and increases its 
lifetime. This process continues for all nodes and energy of the 
whole network is utilized in a balanced way. 

Tayyaba et al. present another technique [5] for balanced 
energy consumption for UWSNs. The protocol is termed as depth 
based energy balanced hybrid (DB-EBH) protocol. In this 
protocol, all nodes are provided with equal amount of initial energy 
and then both direct and hop-by-hop communication modes are 
used to utilize the node energy in a balanced manner to maximize 
nodal lifetime. Sensor nodes in [4] are deployed linearly while in 
[5] these are deployed randomly in underwater environment. 

Authors in [6] propose two energy balancing techniques for 
UWSNs. First technique is named as Efficient and Balanced 
Energy consumption Technique (EBET). EBET is based on the 
residual energy level of the nodes but instead of using direct 
communication mode authors propose route changes to reduce 
traffic load on receiving nodes. When residual energy level of 
some receiving node falls, it informs the sending node. Sending 
node does not send its data packet to that receiving node; instead it 
looks for some other receiving node with higher residual energy 
level and sends its data packet to it. In this way data traffic load on 
the nodes with lower residual energy is decreased and they remain 
alive for a longer period of time. Other technique called Enhanced 
Efficient and Balanced Energy consumption Technique (EEBET) 
uses the concept of depth threshold to enhance significance of the 
proposed technique. 

EEDBR [7] is energy efficient version of DBR in which 
authors address limitations of DBR by suppressing transmission of 
extra data packets. Data packets are sent to the low-depth nodes 
and held for a short period of time called holding time. If the same 
packet is forwarded to the sink by some other node, its 
transmission is suppressed otherwise it is forwarded to the sink 
upon expiration of holding time. EEDBR performs better than 
DBR in terms of energy efficiency. 

Another balanced energy consumption scheme is proposed by 
the authors in [8]. This protocol is based on optimal distance 

acquisition to achieve higher energy efficiency in Wireless Sensor 
Networks (WSNs). Authors in [9] and [10] also contribute towards 
balanced energy utilization in UWSNs using hybrid technologies 
with slightly different approaches from each other. H2-DAB [11] 
meets the challenges of UWSNs by implementing the dynamic 
addressing scheme among the sensor nodes without requiring the 
localization information. Another scheme known as RERP2R [12] 
uses the routing metric based on the physical distances between the 
sensor nodes and to achieve higher throughput in UWSNs. This 
protocol also gives the energy efficient solution for data 
forwarding along with better link quality. QELAR [13] is another 
routing scheme for UWSNs which strives to achieve longer 
network lifetime by selecting adequate receiving nodes for sender 
nodes. PULRP [14] introduces layered architecture and detailed 
algorithm to improve throughput and achieve energy efficiency in 
dense underwater conditions. HH-VBF [15] uses the vectors 
assumptions between the source and the destination nodes and 
proposes a vector-based algorithm to achieve low end-to-end delay 
in UWSNs. 

3. Motivation 

DBR uses deployment depth of the sensor nodes to perform 
routing operation. This fact makes it a very simple and easy to 
implement routing protocol. But DBR has a limitation that nodes 
deployed closer to the sink are out of energy after a short period of 
operation due to greater traffic load on them. This limitation causes 
creation of coverage holes in the network and data packets fail to 
reach the sink despite many alive nodes in the network. Coverge 
holes disrupt the network operation and available energy of the 
alive nodes cannot be utilised. Ideally, all nodes of the network 
should have lifetime closer to each other to avoid this energy-
mismatch problem. EEDBR adresses energy wastage problem to 
some extent by suppressing extra transmissions. In EEDBR, nodes 
nearer to the sink are allocated with the same amount of energy as 
all other nodes. Ultimately these nodes die out because of greater 
load of data traffic. We address these limitations by proposing a 
more efficient scheme called IDBR which uses intelligent initial 
energy assignment to avoid coverage holes, improve throughput 
and prolong lifetime of the network.  

 
Figure 1. Network model 
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Figure 2. Comparison of alive nodes after each round for IDBR and EEDBR 

 

Figure 3. Comparison of packets received after each round in IDBR and EEDBR 

 

Figure 4. Comparison of packets dropped after each round for IDBR and EEDBR 

 
Figure 5. Comparison of transmission loss after each round for IDBR and EEDBR 

4. Proposed Scheme 

Energy efficiency is one of the most important issues in 
UWSNs. In this paper, we present an energy efficient routing 
protocol for UWSNs. 

Figure 1 shows 3-Dimensional view of the network under 
consideration. It is assumed that nodes are deployed randomly in 
an area with equal length, width and depth.  

In IDBR, we divide network area in three equal regions. 
Region nearest to the sink is named as R1. Second region is named 
as R2 at relatively greater distance from the sink compared to R1. 
Region at the maximum distance from the sink is named as R3. 
These regions are distinguished with the help of different colours 
in Figure 1. 

Nodes belonging to R1 consume maximum amount of energy 
as they are responsible to receive and transmit data packets to the 
sink from all other nodes along with their own data packets. In 
IDBR, we assign maximum amount of initial energy to the sensor 
nodes belonging to R1. This assignments reflects the core idea of 
our scheme i.e allocation of initial energy keeping usage 
requirements of nodes in view. 

 Nodes belonging to R2 are assigned with relatively lesser 
amount of energy because they share lesser traffic load as 
compared to those nodes present in R1. 

 R3 nodes are provided with the least amount of initial energy 
as they have to send their own data packets only and hence utilize 
least amount of energy. 

Total initial energies of IDBR and EEDBR are set be 
approximately equal to make realistic comparison  between 
protocols. For IDBR, we assume that nodes in each region are one 
third of the total nodes. Equation (1) is used to realize this 
supposition: 

n/3(ER1+ ER2+ ER3) ≈ nE0                                                       (1) 

Where: 

n = Total number of nodes  

ER1 = Energy of each node in R1 for IDBR 
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ER2 = Energy of each node in R2 for IDBR 

ER3  = Energy of each node in R3 for IDBR 

E0  = Energy of each node for EEDBR 

ER1, ER2 and ER3 are set in a way that equation (1) is satisfied. 
This relation ensures that total initial energies assigned to the entire 
network are approximately equal for both the protocols. The only 
difference is that; in EEDBR all nodes are assigned equal amount 
of energy but in IDBR nodes belonging to the different zones carry 
different initial energies. IDBR operation is summarized as 
follows: 

i. After deployment, all nodes in the network need to know 
about depth information of each other. This is accomplished 
through exchange of a hello packet. Hello packet contains depth 
information of each node. When nodes exchange this packet, they 
obtain the depth information of each other. This step is repeated 
before each round of data transmission. 

ii. Nodes that lie within the transmission range of a particular 
node, are known as neighbour nodes of that node. Each node in the 
network identifies its neighbor nodes when a hello packet is 
exchanged. 

iii. A node which has a sensed data packet to send is known as 
a sender node. All sender nodes compare their own depth with the 
depth of their neighbor nodes. Sender node passes its data packet 
to a neighbor node for which two conditions demonstrated by 
inequalities (a) and (b) are satisfied. Neighbour node to whom the 
data packet is sent, is called receiver node. 

dr < ds                                                                                                                             (a) 

ds – dr > dth                                                                                                                 (b) 

where: 

ds = Depth of sender node 

dr = Depth of reciever node 

dth = Depth threshold 

Inequalities (a) ensures that reciever node is a low-depth node 
so the data packet is being fowarded upwards i.e., towards the sink. 
While inequality (b) ensures that the distance between sender and 
reciever nodes is less than the depth threshold. Depth threshold is 
the minimum distance to which a node is allowed to send a data 
packet. Depth threshold makes sure that sender and reciever nodes 
are not too close. This idea avoids too many hops during the 
routing action of a data packet. 

iv. Receiver nodes now become sender nodes for their low-
depth neighbors. Steps (ii) and (iii) are repeated until data packets 
are passed to the sink. 

5. Results and Discussion 

In this section, performance of proposed scheme IBDR is 
evaluated using simulations. Performance of IDBR is compared 
with that of EEDBR. Simulations are carried out using MATLAB. 
Length, width and depth of the network under consideration are set 
to be 150 meters each. Transmission range and depth thresholds 
are taken as 50 and 25meters respectively. 100 nodes are deployed 
in the network and simulations are run for 18000 rounds of data 
transmission. 

Network Lifetime 

Network lifetime is defined as the time period from 
initialization of the network operation till death of the last node. In 
simulations, number of data transmission rounds determine 
network lifetime. More rounds of data transmission mean longer 
lifetime and vice versa. Number of alive nodes after each round for 
IDBR and EEDBR is shown in Figure 2. 

It is clear from the graph that number of alive nodes in EEDBR 
drop to zero when around 11000 data transmission rounds are run. 
Whereas, in IDBR almost 30% nodes are alive after 18000 data 
transmission rounds. This makes a huge difference between 
lifetimes of our proposed protocol IDBR and EEDBR. It is thus 
confirmed that intelligent assignment of initial energy to the nodes 
in IDBR increases operational lifetime of the network significantly 
as compared to that of EEDBR scheme. 

Throughput 

Data packets received at sink in unit time define throughput of 
a routing scheme. Comparison of data packets received after each 
round in IDBR and EEDBR is shown in Figure 3. 

Figure 3 shows that throughput of IDBR is much better than 
that of EEDBR. In EEDBR number of received data packets falls 
drastically and no more packets are being received after 11000 data 
transmission rounds. While in IDBR, number of ecieved packets 
decreases rather smoothly and data packets are being received till 
the last round. 

Data packets dropped after each round for both the protocols 
are compared in Figure 4. Number of packets dropped in EEDBR 
increases rapidly and finally drops to zero near 11000 rounds 
because at this stage no alive nodes are present in the network and 
no more data transmission is occurring. In IDBR, lesser data 
packets are being dropped than those of EEDBR. But more data 
packets are being dropped in IDBR during last rounds. The reason 
lies in the fact that more number of nodes in IDBR die with the 
passage of time. 

Energy Consumption 

One of the most important parameters to be considered in 
UWSNs is consumption of energy. Figure 5 shows comparison of 
transmission losses of IDBR and EEDBR.  

Figure 5 shows that transmission loss in EEDBR is much 
greater than that of IDBR. Transmission loss of IDBR is almost 
constant during initial rounds but goes decreasing in last rounds 
because sensor nodes go on dying as the time passes. Transmission 
loss of EEDBR is much higher in the later rounds.  

This comparison justifies the efficiency of IDBR in term of 
energy usage. Lesser and uniform energy consumption makes 
IDBR a much better routing protocol for UWSNs than EEDBR. 

6. Conclusion 

The paper compares the proposed protocol IDBR and EEDBR 
and shows significant improvement in lifetime, throughput and 
energy consumption of UWSNs. The intelligent assignment of 
initial energy to the sensor nodes enables us to distribute energy to 
the nodes according to their communications utilization. This idea 
improves the performance of depth based routing protocols for 
UWSNs and requires energy estimation of sensor nodes for 
realistic initial energy assignments.  
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1. Introduction  

"There is no substitute for a human opponent." — Vincent 
"T.J." Taijeron, USMA Warfighting Simulation Center, West 
Point, NY. When one is lacking, however, we attempt to offer a 
usable substitute. In this paper, we describe an architecture and a 
methodology for software engineering a Computer Opponent 
Artificial Intelligence (COAI) for professional military training. 
Such an architecture ideally should meet the design goals of being 
frugal and efficient in code, easily maintainable, and produce an 
acceptable level of realism and flexibility for military training 
personnel and administrators. A truly low-overhead and low-
impact solution to the vexing "AI" problem for professional 
military training at echelons below division and corps level. At 
the current time, a paucity of software exists, either commercial 
off-the-shelf computer games or DoD produced and acquired 
software, for low-cost training in this regard [1].   

1.1. Background 

Army simulation training has typically used extremely 
complex, sophisticated, and costly software that necessitates set-
up time and planning, large staffs, large budgets, training, and 

Herculean scenario design efforts. Recently, there has been a 
shifting of emphasis to what is called low-overhead/low-impact 
computerized training that lower-level echelons, which 
traditionally did not have access to large-scale simulation support, 
can utilize effectively and efficiently. The offerings in this area 
are slim, and typically commercial computer wargames are 
wholly inadequate for many reasons. In particular, realistic and 
useful computer opponent "AI's" are virtually completely lacking. 
Tasking organization staff to "play the part" of opposing forces is 
a plausible solution, but necessarily involves a huge commitment 
of resources when theoretically the CPU can be doing the same 
thing at little to no cost. Architecting and implementing a targeted 
solution to the "AI" problem at the appropriate level of simulation 
and modeling fidelity has been a persistent issue for more than a 
decade [2,3]. 

1.2. Current Practice 

Large-scale simulation exercises are frequently conducted at 
the higher levels of the Army command structure. These include 
division, corps, and army echelon levels. Lower-level training has 
largely been restricted to manual map exercises, or expensive field 
training and wargames [4]. Software tools at the company, 
battalion, and brigade training levels have been sparse. One 
frequently utilized piece of software is the VBS simulation, which 
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is commercially marketed as "Arma". This is a first-person 
shooter type game that has been utilized for squad and platoon 
level infantry type training. However, at the next higher echelons 
software training tools are virtually nonexistent. Even the widely 
utilized VBS platform has a woefully inadequate AI — routinely 
cooks and mechanics are tasked to drive trucks, fly planes and 
helicopters, and play civilians, as part of the simulation exercise. 

1.3. Envisioning the Solution 

How can the computer opponent AI problem be solved?  
Several AI approaches are possible. Hierarchical Task Network 
planning could be utilized. Unfortunately, HTN planning would 
typically result in one monolithic game-play solution largely 
predictable between sessions. Expert systems are possible, but 
structuring the implementation and gathering expert responses to 
all possible inputs is difficult and time consuming. Computer 
chess type solutions offer great promise, but it took over 50 years 
to get a computer to play a good enough chess to beat the best 
human players. 

1.4. The Computer Chess Analogy 

Despite 50 years of advancements in computer technology, 
computer chess AI still relies on a largely brute force approach. 
Using the Min-Max algorithm, transposition tables, and other 
optimizations, the chess AI scans through the game tree, 
analyzing millions of potential moves, before producing the 
highest scored next move [5,6]. Thankfully for chess, there are 
only 64 squares and a maximum of 32 pieces. In a professional 
military simulation, a map may consist of millions of individual 
100-meter sized grid squares, thousands of units, and a completely 
unpredictable terrain and mission. In other words, searching 
through the game tree of all possible actions is tens of magnitudes 
more difficult. The chess modeling approach is not scalable, not 
nearly so. The chess analogy AI cannot be made to fit, yet we can 
adopt some of the lessons learned from computer chess. This 
includes dividing the session into phases: opening, middle-game, 
and endgame. Scoring the value of different pieces (maneuver unit 
groups), and evaluating final desired states, and how to get there, 
have proven to be extremely useful concepts. 

1.5. A Scalable Hybrid Approach 

The approach we have implemented and described in this 
paper could be considered as a hybrid AI approach. Relying on 
the chess analogy and metaphor, particularly the game phase 
concept, we add on an expert system that models and abstracts the 
actual units in decision-making processes wherever possible. For 
example, the AI groups subunits into their actual mission structure, 
including companies and battalions. These are controlled as in the 
military force structure chain of command. For the creation of 
plans, it is possible to adopt the actual military staff procedure and 
adapt this into a software planning sequence. Further, lower-level 
planning details such as route determination can be supplemented 
by the ubiquitous A* Algorithm. Through trial and error over a 
development lifecycle of several years, and through feedback 
from professional users, we have cobbled together a hybrid 
approach that is efficient, robust, and easily implemented. 
Flexibility for future features and maintainability has been 
realized. 

1.6. Presentation Goals 

Our goals in this presentation are to describe to the simulation 
community, and perhaps computer gaming community, the 
derived computer opponent AI architecture. More than 10 years 
of effort have been devoted to its creation. Much of this time was 
spent ruminating on the final ideal implementation — a big part 
of the solution was multiple layers of modeling abstraction. 
Isolation between the layers was and is also extremely important 
for comprehension and maintainability. Further, and to a large 
degree, the AI layers actually model in parallel the military 
command echelons. 

1.7. Engineering the New Approach 

There are individuals who spend vast portions of their waking 
hours operating and contending with AI code in simulations and 
games. We have been careful to consider their recommendations 
and concerns in engineering an appropriate and efficient AI 
system for land warfare simulation. One of the quotes that comes 
to mind is the following: "The AI must perform the mission, the 
AI must be a good soldier not a general." In other words, 
unexpected or completely unpredictable behavior is out of the 
question. This is both for realism and utility. If the trainee utilizing 
the AI cannot understand what it is doing it may be time wasted. 
In addition, the scenario designer may want to script certain 
actions to instruct certain doctrinal principles. Thus, scripting of 
the AI should also make it possible to funnel behavior into a 
certain group of possible actions. At the same time, the AI cannot 
be overly complex: "…and one turn requires 15 minutes of 
preparation and then crashes! Good job!" Clearly there is a trade-
off between complexity and robustness. 

2. Methodology 

A realistic AI useful for professional training purposes should 
both model and mimic the military decision-making process at 
various echelons. In that light, as a robust foundation the AI goes 
straight to the U.S. Army field manuals for guidance. Fortuitously, 
more than 100 years of modern warfighting experience has 
distilled down Army planning doctrine to a few formulaic 
processes in the Military Decision-Making Procedures (MDMP). 
These include TLP, METT-TC, and OCOKA. These processes 
can and have been modeled almost directly in code. 

2.1. Military Decision-Making Procedures 

U.S. Army Field Manual 101–5, Staff Organization and 
Operations, explains in detail the Army MDMP (U.S. Army 1997). 
"The MDMP is an adaptation of the Army’s analytical approach 
to problem solving. The MDMP is a tool that assists commanders 
and staff in developing estimates and plans. The full MDMP is a 
detailed, deliberate, sequential, and staff-intensive process used 
when adequate planning time and sufficient staff support are 
available to thoroughly examine numerous friendly and enemy 
courses of action (COAs). This staff effort has one objective—to 
collectively integrate information with sound doctrine and 
technical competence to assist the commander (in our case the 
COAI "commander") in decisions, leading ultimately to effective 
plans. The analytical aspects of the MDMP continues at all levels 
during operations." 
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Figure 1: TLP, MDMP, METT-TC, and OCOKA Depictions [7]

2.1.1. Military Missions and Objectives 

The COAI is presented a military mission that is contained 
within scenario and AI option specification files. The files include 
information on task organization, friendly forces, and a timeline. 
Objectives are also specified with points values for various 
objective type such as occupying a location, clearing an area of 
enemy forces, moving friendly forces past a certain demarcation 
zone, or searching for a hidden target. 

2.1.2. Military Decision Making Procedures 

Where possible the military decision-making process 
(MDMP) is then followed both in modeling and implementation. 
The COAI is designed to follow a similar process to what is 
recommended doctrine in the Army field manuals. Likewise, 
parallel modeling and decision-making takes place at each of the 
important unit echelon levels: platoon, company, battalion or 
task-force, and support. The following further outlines MDMP 
aspects: 

TLP (Troop Leading Procedures) consist of the following 
steps: 1. receive the mission and conduct METT-TC and OCOKA, 
2. prepare for the mission and issue preliminary orders, 3. make a 
tentative plan: identify goals, gather information, 
generate/analyze/compare possible solutions, and implement the 
best tentative plan, 4. start movement, 5. conduct reconnaissance, 
and 6. follow through with execution of the final plan. 

METT-TC is: Mission analysis, Enemy analysis, Terrain 
analysis, Troops analysis, Time limit analysis, Civilian impact 
analysis. OCOKA is conducted as part of terrain analysis. 

OCOKA stands for Observation and fields of fire, Cover and 
concealment, Obstacles, Key terrain, and Avenues of approach. 
This constitutes a more detailed terrain analysis. Obstacles can 
include man-made and urban terrain obstacles, natural terrain 
obstacles, and water obstacles. Key terrain may involve, for 
example, high elevation or easily traversed terrain near objectives. 
Avenues of approach include roads and otherwise clear areas. 

Trafficability can be evaluated both for vehicle and troop 
movement regarding slowing, diverting, or stopping movement. 

2.1.3. Course of Action Adoption 

The Course of Action (COA) for the COAI that is produced 
is a result of the analysis of the above factors and constraints. 
Reducing all considerations to a quantitative scoring allows a 
brute force solution, that randomly generates various plans and 
each plan can be scored for its suitability and feasibility. The 
highest scoring feasible plan is selected as the best COA. Since 
plans are randomly generated, differing and unique plans are 
generated during each new instance of the same scenario mission 
design. This is important for replay value. 

Execution requires close supervision and monitoring, as well 
as continuous analysis, the updating of intelligence, and 
refinement of the COA plan. In certain cases, the plan must be 
discarded and regenerated completely. 

The COAI has certain unit groups assigned to it in the 
scenario and mission design. This allows the possibility of 
multiple instances of the AI, each controlling its own respective 
force grouping. Likewise, human participants would each be 
controlling various force groupings. 

2.2. Mission Analysis 

Scenario design inputs to the COAI for information analysis 
include: time limit constraints, enemy OOB, friendly OOB, 
quantified scenario objectives, along with AI options and settings. 
Five major phases are accomplished during a preliminary mission 
analysis:  

1. Analysis and calculation of the goal state to satisfy objectives. 
Often this will involve the ideal placement of forces by the 
scenario end time, such as the occupation of objective 
locations. 

2. Analysis and calculation of known enemy dispositions and 
force allocations. Here relative points values are calculated 
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relying on "combat power" summations for known enemy 
unit types in a catalog database of unit types. Friendly unit 
group combat power totals are likewise analyzed to create 
favorable force match ups. In general, a ≥ 3:1 points total 
advantage will be necessary for successfully taking the 
occupation of locational objective from a defender [8]. 

3. Analysis and calculation of a tentative plan to reach the goal 
end state. This is accomplished by using a brute force 
approach like the solving of the Traveling Sales Person 
problem [9]. Several thousand likely plans are randomly 
generated and scored. Top scoring plans are then further 
evaluated and selected. 

4. Surplus time and resources are evaluated. If the plan can be 
accomplished before the scenario mission end time, further 
refinements and optimizations can be preliminarily executed. 
This can include actions such as further intelligence gathering 
and reconnaissance, softening up of target locations through 
preliminary bombardments and airstrikes, and conducting 
feign attacks or deep pincer movements. 

5. Finally, initial tentative movements and actions for the first 
game phase are calculated, however these may change when 
the final COA is adopted. 

 
Figure 2: Scenario and Mission Specifications and Analysis. 

2.2.1. Discrete Mapping Zones 

As part of the mission analysis and execution, map zones are 
segmented and demarcated. Map zones are segmented based on 
the center mass coordinates of friendly forces, and known or 
likely center mass coordinates of enemy forces. With these two 
points fixed in space, a relative "mapping" of center, left and right 
flanks, and depth can take place. If portions of these areas are off 
the given terrain area, they are ignored and become notional. 
Areas which are untrafficable (for vehicular and/or foot units 
respectively) are also ignored for deployment or movements. The 
point halfway between friendly center mass and enemy center 
mass becomes the Forward Edge of the Battle Area (FEBA) 
anchor. Ten discrete zones are then demarcated from this mapping: 
forward screen left, left, center, right, screen right, and 
corresponding rear areas respectively. Reconnaissance missions 
will be routed into the far side of the FEBA, and missions will be 
allocated to specific zones. Combat group deployments take place 
generally in the left, center, and right, with screening units 
assigned to screen left and screen right areas. Supporting units, 
including headquarters, artillery, and logistics, are routed toward 
the rear areas. Spacing between units is calculated by the frontage 
span of the respective maps zone. Reserves are held in the rear 
area as well. Thus, any map size from 5 km × 5 km up to 500 km 
× 500 km can be automatically mapped into a convenient 
"scenario" mission and planning space, based on the map size, 
force size, and initial deployments. 

2.2.2. Map and Terrain Analysis and Updating 

As part of the mission analysis, a detailed terrain analysis is 
conducted and the results are stored in a map database of grid 
squares. Each map grid square is assigned a weighted and then 
normalized score value for specific characteristics. These include 
the following: 
Map static terrain analyses: 

• Objectives – value and proximity to objective locations. 
• Water – water obstructions to ground movement — note this 

may have an important lack of effect on the many amphibious 
vehicles in operation. 

• Elevations – in many circumstances higher elevation 
locations are more valuable to occupy. 

• Grades – steep uphill and downhill grade serve as detriments 
to mobility. 

• LOS – line-of-sight to nearby grid squares; some locations 
can observe much more of the surrounding terrain. 

• Blocks – blocks can include highly dense vegetation, urban 
locations, as well as man-made obstacles. 

• Cover – cover provides shelter from blast effects and 
observation. 

• Avenues – key avenues for movement, central locations 
networks to objectives are preferred. 

• Concealment – concealment has low line of sight visibility as 
well as good cover. 

• Defense – combination of effects from above for defensibility. 
• Survivability – cover, concealment, and defensibility 

modified for survivability aspects. 
• Ambush – areas with good visibility/survivability, nearby to 

key avenues of movement. 
• Counter mobility – places where the enemy's movement can 

be stopped efficiently. 

Map dynamically updated analyses: 

• Valuable Areas – avenues, high elevations, nearby to 
objectives, etc.  

• Friendly Proximity – weighted/normalized value for staying 
close to friendly concentrations. 

• Enemy Proximity – weighted/normalized value for 
known/updated enemy concentrations. 

The COAI user interface produces shaded map graphics 
depicting weighted and normalized values for each of the terrain 
analyses based on grid square location. The last three terrain 
analyses are dynamically updated as the simulation progresses, 
and reflect new and current information. 

2.2.3. Order of Battle (OOB) Analysis 

Because of the COAI not considering individual unit entities 
at the lowest level (platoon and section sized entities), the COAI 
is only aware of the unit groupings, relative combat power, and 
the group types. Using these characteristics, Order of Battle (OOB) 
analysis can assign various groups to specific objective missions. 
For example, an armor company may only constitute 14 tanks but 
have triple the combat power of a 90-soldier infantry company. 
The combat power is based on points totals from the unit catalogs. 
As part of the COA production, the COAI analyzes the most 
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optimal assignment of groups to objectives using its limited 
knowledge. With regards to enemy forces — given adequate 
knowledge, OOB analysis will endeavor to produce adequate 
match ups, specifically the greater than 3 to 1 advantage of an 
attacker over a defender in terms of combat power. 

2.2.4. Spot Table and Updates 

The COAI must keep track of known and likely enemy force 
locations. Initially, the training scenario designer can choose to 
reveal as much or as little about enemy force locations as desired. 
This can be loaded into an initial enemy spot table at scenario start, 
and be used for COAI planning. After that the COAI is on its own 
gleaning, updating, and aging information as it comes in. It keeps 
track of this in a dynamic spot table that contains coordinates, unit 
type and points value, and most recent spot time. As spots are aged 
they are reduced in weighting importance for relevance and 
accuracy. The simulation produces a listing of current force 
enemy spots and hands it off to the COAI, which collates and 
posts the information in the spot table. 

2.2.5. Force Allocations 

As previously mentioned, planning the force allocations of 
groups to objectives involves a brute force planning approach. For 
each of several thousand plan iterations, groups are randomly 
assigned to objectives. Then, based on the group data, objective 
data, and enemy locations, a special function calculates the 
feasibility of each allocation. Time to reach the objective, attack 
or defense ratio, and other factors, can cull out infeasible 
assignments. Of the remaining feasible plans, these are scored 
based on minimum cost in terms of movement time, and 
attractiveness of force match ups (desired minimum 3:1 on 
offense) and other factors. A final "minimum time to complete the 
plan" duration is calculated, and from this any surplus time 
available for further measures, such as reconnaissance or 
softening up of targets, is then known. Force allocation 
intrinsically calculates the end game phase plan. Since each 
scenario objective is assigned a relative points value, scoring of 
plans takes into consideration the satisfaction of more valuable 
objectives, as well as the distance from each respective group to 
its assigned objective. For further information on brute force 
planning using this approach, traveling salesperson solutions are 
a good starting point [9]. 

2.2.6.  Course of Action Decisions, Types, and "Playbooks" 

Once final endgame force allocations have been favorably 
calculated, if sufficient surplus time and resources exist, a middle 
game "playbook" COA can be adopted by the COAI to further 
shift the favorable odds preliminary to the endgame phase. In the 
case of a defensive posture this can include securing objectives, 
static defense, or in-depth defense [10]. For attack postures, broad 
front attacks, counterattacks, or deep attack "playbooks" can be 
adopted. A reserve force can possibly be selected. The playbook 
selected is not optimal, but suitable for the given situation and 
circumstances. This is analogous to the football play: a running 
play may not be any better than a deep pass, but it keeps the other 
team guessing. Seemingly random intelligent plans and actions in 
terms of time and execution are an important part of a realistic and 
engaging COAI with suitable replay value. 

2.3. Major "Game" Execution Phases 

Once the COA has been finalized execution will be 
transitioned through a series of major game phases, relying on the 
chess motif. These include the opening, middle-game, and 
endgame. Assuming little slack time exists for achieving the 
mission objectives — the execution phase will be shifted 
immediately to "endgame". Endgame can be considered the all-
out effort to achieve the objectives immediately. Otherwise, if 
slack time exists, perhaps an opening and middle-game phase will 
be adopted as part of the execution.  

2.3.1. The OODA Loop: Observe, Orient, Decide, and Act 

The execution phases are analogous to the very important 
military precept of the OODA loop [11]. The opening is 
comparable to the Observing phase. Here, advantages are to be 
acquired in terms of additional intelligence and other measures, 
such as occupation of key terrain. Middle game is analogous to 
Orienting — the major reorienting of friendly forces to further tip 
the balance for further movements and attacks. Endgame is the 
Decide and Act portion, where commitment to a decisive outcome 
is adopted. Final actions are wagered here. Replanning is 
necessitated between the opening phase and the middle-game 
phase, as well as between the middle-game and endgame phase. 

2.3.2. Execution Phase Transitions 

Transitions between the major game phases are based on the 
characteristics of what should be taking place generally in each 
phase — once again relying on the chess metaphor. The opening 
takes place between the scenario start and first enemy contact, 
first weapons fire, and/or first friendly casualties. The endgame is 
transitioned to after the middle-game when the previously 
calculated time deadline for accomplishing the mission objectives 
is reached. This also includes a time safety factor built-in. In other 
words, final execution is committed to when there is still enough 
time to safely accomplish the objectives. That said, to preserve 
verisimilitude, there exists the possibility of a "lightning battle" 
COA adoption where the COAI will skip the opening and/or 
middle-game phases and progress directly to an endgame phase. 
This is analogous to a surprise execution, which forces the 
training audience to consider all possibilities. Skipping phases is 
easily incorporated into the COAI options as probability factors 
for skipping middle game, and skipping opening and middle-
game. At the juncture of each major game phase, replanning takes 
place based on the phase goals described further below. 

2.3.3. The Opening Phase 

The opening phase is largely characterized by observing the 
enemy's respective force deployments and dispositions. Goals 
here include grouping and further deploying friendly forces, 
exploiting terrain based on mission analysis terrain calculations, 
reconnaissance missions are executed, counter reconnaissance 
missions are executed, and the seizing of easy objectives closer 
than the enemy which may not be occupied. 

2.3.4. The Middle-Game Phase 

The middle-game is characterized by major force movements 
to orient deployment for final attacks and/or defense. Seizing of 
key intermediate  terrain is  conducted.  Harassment  missions  are
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Figure 3. COAI Execution Phases, and major aspects of each phase.

perhaps selected, these would include randomized probes or 
artillery fire missions. Allocation of resources to the endgame is 
recalculated. Further, most COAs will hold a major reserve and/or 
counterattack force for unforeseen events. Counterattacks can 
also take place. Attacks use as a basis the "4F's" for planning and 
execution: find – fix – flank – finish [6]. 

2.3.5. The End Game Phase 

The endgame embarks on achieving the final scenario 
objectives. Thus, a regrouping of scattered forces may be 
necessary for the execution of the final plan. Final attacks are 
enacted, if necessary, and objectives are occupied. The plan is 
irretrievably executed at this point — for either final success or 
failure. Ideally, the opening and middle-game phases have set up 
the COAI for uncontested victory at this point through 
incremental and methodical gaining of advantage. As mentioned, 
the endgame is analogous to the Decide and Act portions of the 
OODA loop, and opening and middle-game phases only take 
place if surplus time and resources exist for the satisfaction of the 
mission goals. Otherwise, the COAI would need to embark on an 
endgame plan immediately at the scenario start. 

2.4. Modeling Layer Architecture 

Analogous to the OSI model [12] for computer networking 
(and its inherent division of responsibilities and functionality), 
there are at least six layers and levels of modeling that are used in 
the COAI architecture. Most of these parallel a corresponding 
layer in the military decision-making process and unit echelon 
structure, in real world military forces. This leverages the concept 
of object modeling for real-world abstractions, as well as 
organizes and simplifies the architecture software code. At the 
lowest level are the simulation entities, nominally platoon down 
to section sized organic units. The simulation in usage models 
each of these uniquely as a C++ class entity. Typically, these are 
grouped into company to battalion sized units, each consisting of 
4 to 10 subunits. It is these groups that constitute the "unit groups" 
that are under direct control of a scripting engine layer. The 
scripting engine layer is responsible for issuing the entire group 

order directives discussed in more detail below. Above the 
scripting layer is mission control, more directly controlled by the 
COAI. Once the group has been assigned to a mission, the mission 
instance is responsible for autonomous control over the group 
through the scripting engine. Mission sequences, are in turn 
controlled by the overall COA class plan that is being 
implemented. And finally, the COA class is planned in response 
to the overall scenario objectives, available resources, game phase, 
terrain map, and options. 

Table 1: Modeling Layers of Abstraction, Planning, and Control. 

1. Execution Phase: Open, Middle, Endgame → Determines 
strategic approach/goals. 

2. Course of Action (COA) → Self-contained master plan for 
phase, controls Layer 3. 

3. AI Mission Sequence Collection → Insertion, deletion, 
reordering possible. 

4. AI Independent Mission Control Agent → An autonomous 
OOP class, with reports. 

5. Group Scripting Engine → Programmed Sequences of 
Events/Actions/Responses. 

6. Unit Entity Grouping → Company/Battalion/Task Force, 
abstracts Layer 7. 

7. 
Simulation Entity → 
Platoon/Section/Section/Battery/Vehicle. Hi-fidelity 
modeling. 

2.4.1. Section-to-Platoon-Sized Entities 

Section to platoon entities are the lowest level of fidelity in 
the simulation in usage. The COAI does not control this echelon 
directly. The group and scripting engine issues direct orders and
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Figure 4: Group Orders Scripting User Interface, which allows the inputting of sequences of orders.

commands to entities at this level. In summary, sections and 
platoons are characterized by locations, ammunition and fuel 
levels, strengths and casualty levels, current orders and status, 
among other data in a cornucopia of minutiae. Accurately 
modeling this spectrum of characteristics is an extremely labor-
intensive task, that requires copious research and data entry. 
Accounting for hundreds of data items into COAI considerations 
is architecturally untenable, hence the abstraction to larger unit 
groupings is necessary to accomplish the goal of a robust and 
usable AI with a frugal amount of code. Codewise, these entities 
are modeled as classes. 

2.4.2. Unit Groups 

Scenario design creates company and task force level unit 
groupings that normally model individual combat companies or 
battalions, artillery batteries, helicopter flights, and other unit 
groupings that would normally be controlled by a battalion or 
brigade level task force organization. Unit groups are modeled as 
a class and are the owner of combinations of the platoon and lower 
level entity grouping. 

2.4.3. Group Orders, SOPs, and Formations 

Group orders and tasks are relatively straightforward and 
implemented easily by the controlling mission class. The 
controlling mission class merely instructs the scripting engine to 
calculate and implement the command order. Group orders 
contain such simplistic directives as: move n meters, change 
facing, set speed, dismount infantry, improve position, 
camouflage, discharge smoke, or set formation. Set formation 
automatically orients the group in, among others, line, column, 
box, diamond, forward wage, reverse wedge, and echelon 
formations. Company and battalion sized formations will 
typically orient themselves in one of the aforementioned 
formations to advantageously engage likely targets. The scripting 
engine handles the details, while the COAI concentrates on 
decision making at the next echelon above. Lower level units are 
responsible for handling their own engagement of targets of 
opportunity. Standard operating procedure (SOP) allows 

independent decision-making for units in regards to firing smoke 
or vehicle engine exhaust smoke systems for defense, reversing 
on enemy sightings, or aggressively attacking new contacts. 

2.4.4. Group Scripting 

Group order scripting consists of a collection of sequential 
orders. As mentioned earlier, movements, formation changes, 
camouflage orders, orders to "dig-in", etc., can be added to a 
scripting sequence. The scripting engine automatically executes 
the orders serially until completion. The COAI process 
communicates into the simulation the desired scripting sequence 
and parameters through active mission classes. The user interface 
of the group orders scripting window is shown below in Figure 4. 
Scripting can be manually controlled as desired, and saved to file. 

2.4.5. COAI Control 

The COAI enters a control main loop after completing the 
mission analysis and creating a preliminary COA. Each time the 
loop executes, more information is extracted from the simulation, 
this is processed, and the COAI may modify directives or give 
additional orders to the group scripting engine. Groups with 
scripting orders pending can have those sequences cleared if 
necessary. The main loop continues until the scenario end time is 
reached and objective condition scores calculated. 

2.4.6. Course of Action (COA) Modeling 

COAs are modeled as a class and store their own data and 
update themselves inherently. Additionally, given certain 
circumstances they are capable of canceling themselves which 
will necessitate and involve an automatic regeneration of a COA. 
This can optionally be done at random, or in the case of 
catastrophic goal failure. COAs contain enough information to be 
considered a high-level plan, with very little implementation 
details. 

2.5. Mission Types 

In satisfaction of the current COA, unit groups are assigned 
sequences of missions that fall into various categories. Each of the 
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missions is defined in a C++ class, and the sequences of missions 
are collections of missions. The unit group conducts the next 
mission listed in its respectively assigned mission collection, until 
each one is completed. If necessary, a new mission can be 
spawned and inserted at the top of the collection, at which time 
the unit grouping will embark on the new mission, and resume the 
second mission once the newly spawned mission has been 
completed. For example, a grouping on a movement mission 
toward an objective can be assigned a newly spawned mission to 
attack a target of opportunity. Once this attack mission has been 
completed, the movement toward the objective mission will be 
resumed. Further, since missions are modeled as autonomous 
agents, they can spawn their own new missions as necessary 
which may supersede the current mission. The hierarchical 
breakdown of various COAI mission classes developed totals 
over 40 at the present time. 

2.5.1. Mission Agents (as Self-Planning, Autonomous, Self-
Updating, and Reporting OOP Classes) 

As mentioned, missions are modeled as classes and have a 
decoupled implementation. Each mission has a pair of classes 
closely related: a planner class and an implementer class. The 
planner class plans the mission and hands over the 
implementation details to the implementer class. If the 
implementer class runs into problems, it will call the planner class 
to once again reinitialize and replan the mission. Once a mission 
is spawned, it is initialized with several goal variables and the 
mission class code itself calculates how to correctly carry out the 
mission. During each iteration update (periodically calculated 
based on an AI update time step), the mission updates itself and 
commands to the mission unit grouping as necessary.  Upon 
mission completion, the mission class instance is removed from 
the mission sequence collection and ceases to exist. Some of the 
major mission taxonomy types, which rely on C++ class 
inheritance from the mission base class, include movement 
missions (which activate A* pathfinding), attack, defense, recon, 
and support missions. Missions are queryable for public 
properties such as mission start time, estimated completion time, 
status codes, and other information. As a result, it is 
straightforward to keep the user interface updated with graphical 
status for users.  

2.5.2. Movement 

Movement missions are generally tactical movement or road 
movement missions. Tactical movement will move in a tactical 
formation using advantageous routes to the goal endpoint. Road 
movement will simply travel by the most trafficable route to the 
goal location. Generally, movement missions will respond to RTC 
(React To Contact) events using a SOP, which may include attack, 
evade, stop movement, or retreat doctrines. Recon missions are 
similar but will move to advantageous locations for observation 
based on the terrain analysis, among other doctrinal differences.  

2.5.3. Pathfinding 

Pathfinding to mission waypoints along a movement route is 
calculated using a modified version of the A* [13]. The 
implementation considers multiple goals, for example the cost 
function can include factors for avoiding or approaching the 
enemy, attractiveness for traveling on roads, moving through high 

line-of-sight grid squares, or maintaining terrain cover. For 
example, if one of the mission goals is concealment during 
movement, lower movement cost can be assigned for terrain 
covered by forested areas or buildings. Pathfinder estimated time 
of arrival results are based on the speed over terrain of the slowest 
unit in the group. 

An important consideration to note is that pathfinding 
algorithm code must take place in its own CPU thread. As a result, 
when a mission needs a pathfinding route, it sends desired goal 
coordinates as well as group data and route preference to a 
collection of pathfinder processes executing on the machine. The 
pathfinding request is queued and the mission class waits until a 
result is returned. Pathfinding is by far the most computationally 
intensive element of the entire COAI architecture, other than 
initial scenario and terrain analysis. Route movement of mission 
groups is 80% of what the COAI does. The importance of this 
cannot be under-stressed: a brick-house architecture for planning 
and implementing movement has been essential. 

2.5.4. Attack Missions 

Various type of attack missions are implemented based on group 
composition; vehicular, foot, aircraft, etc. Generally for attack 
missions an endpoint location is assigned as well as a casualty 
threshold. The group will generally conduct tactical movement 
toward the objective, execute the attack several times as necessary, 
and regroup between attacks. During movement react-to-contact 
standard operating procedure is enacted. 

2.5.5. Attack Precept: Find, Fix, Flank, and Finish 

Generally, attacks are coded to take place using the well-
established military metaphor for success which elaborates on the 
"4F's": find 'em, fix 'em, flank 'em, and finish 'em [14]. Therefore, 
planned attacks would normally involve coordinated movements 
and attacks by two or more unit groupings, comprising at least a 
≥ 3:1 combat power points advantage. Surprisingly, attacks are 
tractable to plan with acceptable realism once an enemy defender 
has been located. The fixing force approaches directly within 
weapons distance and begins firing. Meanwhile, the flanking 
force(s) conduct flanking movements around the left, right, or rear, 
and engage the enemy from that direction. The finishing force can 
be either the flanking force or another available group, which will 
move in for a final clobbering. A casualty loss threshold is 
established preliminarily, and if it is reached the attack will be 
broken off as unsuccessful and the forces reallocated. 

2.5.6. Defend Missions 

Isolated group defend missions are more simple and will 
merely move to the endpoint location and prepare a defense, 
normally by "digging in". If a casualty threshold is met the group 
will withdraw to a safer location.  

2.5.7. Support Missions 

Support missions include being held in reserve, artillery fire 
support, logistics and supply, and headquarters missions. Forces 
allocated to support missions, in addition to conducting their 
primary mission, will relocate periodically to maintain a relative 
position  behind  the  FEBA.  Most  support  missions  will  also 
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Figure 5: COAI User Interface with mission Gantt chart, terrain maps, and mission status logs. 

periodically relocate based on their proximity to the enemy, for 
example headquarters units will maintain a safe distance between 
themselves and the nearest enemy, or advance to maintain a 
general distance to the FEBA. Artillery monitors the current spot 
table and fires on lucrative targets of opportunity, or fires in 
support of attacking or defending units when advantageous. 

In the special cases of artillery and attack aviation support 
missions, available direct fire artillery as well as available attack 
aviation assets, are placed in pools. Group missions can request 
fire or aviation support based on their circumstances, in which 
case it is added to a request listing. Artillery and aviation assets 
periodically evaluate the listing and prioritize their response based 
on likely effectiveness and proximity. Once satisfied or 
determined infeasible, requests are removed from the queue 
listing. 

2.6. Group Force Types 

Missions are assigned based on unit group type, which is 
known from the scenario design specification. In general, most 
unit groupings can be categorized into one of the following major 
groups: armor, mechanized, mechanized with dismounts, infantry, 
artillery, recon, screening, aviation (attack/transport/recon), 
refueling support, ammunition support, or headquarters. The sum 
of the combat power points for various units is used for 
calculation of overall combat power and force match up ratios. 
Periodically, groups may find themselves unassigned to any 
particular mission. In this case the COA class will score and 
produce their next best mission assignment. 

2.7. Software Implementation 

The adopted architecture by necessity uses an object-oriented 
language. Prolific usage of C++ classes and inheritance features 
are realized. In particular, the ability to create object collections 
is critical, as well as the ability for data hiding, decoupling, and 
multi-threading. 

2.7.1. Code Architecture 

It is a very important design principle that the COAI code 
takes place in a separate process in isolation from simulation code. 

This allows a very important decoupling and higher-level 
abstraction from the lower-level details generally inherent in the 
simulation. Additionally, the general time step in the simulation 
is a tiny fraction of the time step necessary for the COAI 
calculation and update. For example, if the simulation time step is 
30 seconds per iteration, AI is easily updated at 10 minute 
intervals. 

As mentioned, COAs are implemented as a class object, and 
own mission sequence collections of mission classes. Each unit 
group has its own mission sequence collection. The current 
mission is the mission on the first position in the mission sequence 
collection. This mission class is responsible for controlling its 
assigned mission group. It passes high-level scripting orders to the 
simulation scripting interface. The scripting interface controls 
sequences of orders which include items such as move to 
waypoint, change formation, change facing, move at speed, and 
weapons tight or weapons free, among others. 

2.7.2. Sequence Execution 

When the COAI process is initialized with data, it begins 
scenario analysis, terrain analysis, and OOB analysis. Typically, 
this process can take several minutes. When preliminary analysis 
is completed, an endgame COA is produced as well as the group 
maneuver plan. Assuming surplus time and resources exist, an 
opening and/or middle-game COA may be implemented instead. 
At this point the COA is formally implemented, missions are 
spawned (which are responsible for planning their own 
independent execution, and updating themselves, or spawning 
new missions as replacements). Missions are then implemented. 
Current missions are posted to a Gantt chart in the user interface 
which includes each unit grouping. The Gantt chart depicts the 
mission stack for each group, as well as an estimated completion 
time for respective missions. The COA is then controlled until the 
next game phase is reached. The scenario ends at the scenario end 
time and the victor is calculated based on objective points totals. 

2.7.3. COAI User Interface and Processes 

It is important to give the training audience and training 
administrators a detailed window into the internal workings of the 
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COAI; this is both so that they can understand it as well as 
appreciate the realism inherent in the modeling. Further, they can 
more intelligently tweak the COAI settings and options and locate 
defects and probable improvements. The COAI has its own 
process independent UI running in parallel with simulation code. 
Some of the available graphical interfaces include an event log, 
static terrain map, updated maps with group locations, objective 
table listing, COAI options, and scenario options windows.  

User interface values are updated at each calculation iteration 
of the COAI, typically at one minute or greater intervals (clock 
time). The current game time and phase, and information on the 
COA in execution, is also displayed. It is possible to bring up child 
windows displaying detailed information on missions, along with 
corresponding mission log windows. For debugging, it has been 
necessary to display pathfinding windows with the status of 
individual route planning efforts.  

The user has the option to manually toggle the next game 
phase, and go from opening to middle-game, or middle-game to 
endgame. Further, the user can manually toggle a complete COA 
replan for the current game phase. Figure 5 below shows the 
COAI user interface. 

2.7.4. Allowable Matchups: H2H, H2AI, AI2AI, and MH2MAI 

Flexibility for opponents is maintained. Human versus AI 
contests are possible, as well as AI versus AI, multiple human 
teams versus AI, and multiple human teams versus multiple AI 
instances. All that is necessary is instantiation of a unique 
simulation user interface, and the AI interface that sits on top of 
it. AI implementation is basically built on top of a simulation user 
interface. The COAI takes advantage of and issues UI controls 
and commands not unlike a human user. 

2.7.5. Incorporating Plan and Action Randomness 

Is important to note that the AI solution to the scenario 
problem does not have to be optimal. In order to be realistic and 
acceptable as a computer opponent, it is well known that human 
opponents are far from optimal. However, they can be counted on 
for a unique solution to most specific problems that will vary 
significantly between occurrences. If optimal mission solutions 
were calculated, this would result in a decreased training benefit 
and replay value for the AI implementation. Using randomness, 
crucially, also greatly simplifies the coding and modeling 
requirement necessary. Missions can be randomly specified 
within certain acceptable limits; in type, time, and space. For 
example, a recon mission can set a goal 0.9 km distant from a 
similar mission, and the overall results will not be that much 
different or unrealistic. A battalion can attack at 21:00 hours 
instead of 19:30 hours, and the effect is perhaps more realistic 
than if all attacks took place at 19:30 hours in similar 
circumstances.  

2.8. Example Execution 

As an example of a typical execution, assume a mission with 
three objectives: A, B, and C. The AI has 5 unit groupings 
available, and conducts a preliminary mission and terrain analysis 
resulting in an "endgame" COA. In this COA the 5 unit groupings 
would proceed directly to their respective objective, and would be 
assigned using the brute force plan generation methodology 

previously described. Since several hours of surplus time is found 
to exist before the scenario deadline, the AI embarks on an 
opening and middle game phase. During this phase 
reconnaissance is conducted as well as the seizing of key terrain, 
as calculated by the terrain analysis. Upon first enemy contact or 
casualties, the AI transitions into a middle-game phase and 
conducts preliminary attacks and deeper movements, preparing 
for final endgame execution. Once the time threshold for 
proceeding into the endgame phase is reached, the AI transitions 
into the final execution and replans the endgame movements from 
the current situation. Forces are allocated and final movements 
and attacks are conducted. 

3. Results and Conclusions 

The model described in this paper constitutes a computer 
opponent AI system conceived for the conducting of professional 
military training. Although many approaches exist, it is important 
that the envisioned solution be capable of a low-overhead 
implementation in usage. In other words, a large stimulation staff 
and large budget must not be required for end-users to conduct 
their own training. No special hardware, facilities, or preparation 
must be required. Bringing low-cost computer-assisted training to 
the echelon targeted (company, battalion, and brigade level 
training) requires this characteristic. 

3.1. Advantages 

The approach outlined has been able to achieve a robust and 
realistic computer opponent, while at the same time maintaining 
a reasonable level of coding overhead and debugging requirement. 
Much of this is due to prolific abstraction and layer isolation. The 
implementation as a result remains simple enough to understand 
at each layer, and exists in segregation from the decoupled 
simulation engine. Grafting a user interface over the AI has 
allowed users to understand what is going on and to better tweak 
settings and provide improvement recommendations and defect 
reports. The AI produces significant enough mission solution 
differences between instances to allow valuable replay value of 
identical scenarios. 

3.2. Disadvantages 

Inability to do a major replans during one of the transitional 
game phases intelligently is perhaps a disadvantage. Once the AI 
commits to a certain plan in any of the major game phases, only a 
triggered event can cause a major replan. In other words, tweaking 
the plan significantly does not happen within a respective game 
phase. Certain thresholds can be set, such as an overall casualty 
factor (as in the event of a catastrophic plan failure) in order to 
reinstitute a new "ground-up" planned COA. However this is not 
completely congruent with human level decision-making. 
Ironically, it may come close — and close enough is what we have 
been after. Another disadvantage is inflexible unit groupings. 
Generally, the past grouping that the scenario designer has created 
in the design files is what the AI will have to implement in force 
allocations. 

3.3. Future Work 

Future work includes the addition of more mission types and 
implementing them in respective classes. Further refinement of 

http://www.astesj.com/


M. Pelosi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 3, 1804-1814 (2017) 

www.astesj.com     1814 

the COA production process and the addition of wider spectrum 
of playbook templates is envisioned. Better coordination between 
attacking unit groups is also necessary. This may require an 
additional layer of abstraction constituting a class (below the 
COA class level) that controls multiple mission classes — this 
layer of modeling does not yet exist. Incorporating genetic 
algorithms and neural networks into mission planning is under 
investigation. Additionally, implementing graphical output 
depicting mission maps and plans according to guidelines put 
forth in specifications outlined in FM101-5-1 Staff Organization 
and Operations [15] is desired. Black Box AI is a thing of the past. 
The audience deserves and should demand Clear Boxes. 
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 Nowadays, Ischemic Heart Disease (IHD) (Heart Attack) is ubiquitous and one of the major 
reasons of death worldwide. Early screening of people at risk of having IHD may lead to 
minimize morbidity and mortality. A simple approach is proposed in this paper to predict 
risk of developing heart attack using smartphone and data mining. Clinical data from 835 
patients was collected, analyzed and also correlated with their risk existing clinical 
symptoms which may suggest underlying non detected IHD. A user friendly Android 
application was developed by incorporating clinical data obtained from patients who 
admitted with chest pain in a cardiac hospital. Upon user input of risk factors, the 
application categorizes the level of IHD risks of the user as high, low or medium. It was 
found by analyzing and correlating the data that there was a significant correlation of 
having an IHD and the application results in high & low, medium & low and medium & 
high categories; where the p values were 0.0001, 0.0001 and 0.0001 respectively. The 
experimental results showed that the sensitivity and accuracy of the proposed technique 
were 89.25 % and 76.05 % respectively, whereas, using C4.5 decision tree, accuracy was 
found 86% and sensitivity was obtained 91.6%. Existing tools need mandatory input of lipid 
values which makes them underutilized by general people; though these risk calculators 
bear significant academic importance. Our research is motivated to reduce that limitation 
and promote a risk evaluation on time. 
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1. Introduction 

Cardiovascular diseases (CVDs) including Ischemic Heart 
Disease (IHD) are one of the major causes of death globally. As 
per the report of World Health Organization (WHO), in 2014, the 
death rate is 6.96% in Bangladesh due to Ischemic Heart Diseases, 
which ranks it first as the cause of death [1], [2]. WHO also 
forecasts that CVDs would be contributing to 24% as cause of 
death by 2030 and recommended to take extensive initiatives at 
various levels to reduce the mortality and morbidity out of IHDs 
[3]. 

For many diseases, prevention is better than cure and IHD is 
one of them and it can be primarily, primordially and secondarily 
prevented [1]. A good approach to prevent the improvement of risk 
factors or control of the risk factors will decline the risk of IHD. 
Having episode of IHD has long lasting impacts on the individual 
from having repeated episodes of chest pain to having limited 
quality of life due to heart failure and even death. There will be 
significant advantages if the people are made aware for health and 
preventive health checks for IHD [4]. With the known risk factors, 
calculating and categorizing a person into a risk level may help the 
person to be motivated for a preventive health check so that 
mortality can be reduced by detecting possibility of IHD earlier. 
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In current age, smartphones are one of the most widely utilized 
technologies worldwide and various smartphone based health apps 
are benefitting to people. Development of a smartphone based tool 
to predict heart attack risk would benefit masses of people. 
Currently, there are several tools like Framingham risk calculators, 
ASCVD risk calculator [5] available in the world to forecast risk 
of IHD which bear excellent academic significance but are 
underutilized by general people due to few limitations like 
mandatory inputs of Lipid profile and Blood Pressure (BP) values 
moreover, these risk scores do not individualizes the risk.  

We developed a robust tool to forecast the threat of developing 
Ischemic Heart Disease (Heart Attack) using smartphone based 
application in android platform that may push much of population 
to check their own risk. This application generates a score based 
on the input and classifies the person into low, medium or high risk. 
The application also guides the person for further work up based 
on the result. 

This paper is an extension of our previous work titled 
“Smartphone Based Ischemic Heart Disease (Heart Attack) Risk 
Prediction using Clinical Data and Data Mining Approaches, a 
Prototype Design” originally published and presented in 19th 
International Conference on Computer and Information 
Technology (ICCIT) 2016. We collected and added 130 more data 
to enrich our sample size and now, our total sample size is 917 
which was 787 in the previous one. Moreover, we performed some 
significant statistical analysis like finding sensitivity, specificity, 
positive predictive value, and f-score here in this paper which were 
not in the earlier one. We surveyed more relevant literature and 
also compared our existing system with c4.5 algorithm. 

2. Related Works 

In order to identify risk factors for coronary heart disease 
(CHD), in [6], the authors introduced a coronary diseases 
prediction strategy using categorical feature, where blood pressure 
and dyslipidemia were categorized and correlated with the threat 
of coronary heart disease. They set a community based group to 
collect data and provide feedback after analyzing that data. Their 
total sample size was 5345. Throughout the twelve years of follow-
up a total of 383 men and 227 women were found who had CHD. 
Multivariate logistic regression was used to predict the CHD as 
well as identify the risk factors. Sex-specific prediction equations 
were formulated to predict CHD. In case of middle aged white 
population sample, their suggested strategies can predict CHD risk 
effectively.  

In [7], the researchers proposed a model to predict CHD risks 
perfectly. They developed Framingham functions and compared it 
with the performance of risk functions, originally developed from 
the individual clinical data. Cox regression coefficients and chi-
square test as statistical measures were used in their methodology. 
The Framingham functions achieved good result for both black and 
white men and women. This event was taken within 5 years of 
follow up. 

In [8], the scientists studied how mobile health can play 
significant role in prevention of cardiovascular disease. After that 
study, the team represented many statistics and provided some 
ideas how mobile health (mHealth) can prevent cardio vascular 
disease. They recommend some future research such as mobile 
application for treating obesity encouraging regular physical 
activity, smoking cessation, control of hypertension and 
dyslipidemia; and treating diabetes mellitus. 

In [9], the researchers used different classification algorithm 
such as Decision Trees, Naive Bayes and K Nearest Neighbor in 
their research. For their analysis they used UCI machine learning 
database and WEKA (Waikato Environment for Knowledge 
Analysis), a data mining tool developed by the University of 
Waikato, New Zealand. Now, WEKA is really a popular suite of 
machine learning software. The experimental result showed that 
their true positive rate and accuracy is very good. In case of Naive 
Bayes algorithm they got 84.2% accuracy and sensitivity. 

A system that can automatically predict heart disease was 
proposed in [10]. They used Decision Tree (C4.5) based algorithm 
for heart disease prediction. They used Cleveland heart disease 
dataset in their system which is available in UCI machine learning 
repository.  They had designed a system that can efficiently predict 
the risk level of patients based on the given parameter about their 
health. The performance of their system was evaluated in terms of 
classification accuracy and the results showed that the system has 
great potential in predicting the heart disease risk level more 
accurately. They had used KEEL (Knowledge Extraction based on 
Evolutionary Learning) tool for prediction. 

In [11], the scientists used several data mining techniques to 
predict heart disease. In their system, they implemented Decision 
Tree, Neural Network and Naive Bayes to find out interesting 
patterns from data collected from heart patients. For attribute 
selection they used Best first search and used WEKA as data 
mining tool.  WEKA workbench contains a collection of 
visualization tools and various machine learning algorithms for 
data analysis. From Naive Bayes algorithm they got 82.914% 
accuracy with all attributes and 82.077% with selected attributes. 

In [12], the authors presented that up to 75% of Cardiovascular 
diseases (CVD) in diabetes can be attributable to hypertension. In 
that paper, they also showed that atherosclerosis, dyslipidemia, 
micro-albuminuria, endothelial dysfunction, platelet 
hyperaggregability, coagulation abnormalities, obesity and 
diabetic are most important risk factors responsible for heart 
disease. 

3. Methodology 

 Data of 917 patients was collected, where, there were 636 
patients admitted in two cardiac hospitals with symptoms like 
chest pain, dyspnea, palpitations and syncope and remainder 281 
individuals’ data was collected from health camps irrespective of 
their symptoms and presence of IHD. The above mentioned 
symptoms are suggestive of underlying diagnosis of IHD. In 
Figure 1 the overall analysis flowchart has been represented and 
the existing system’s architecture [1] of mobile application has 
been shown in Figure 2 and Figure 3. Here, a total number of 70 
attributes have collected. 

The variables analyzed for the purpose of this study were 
age, gender, presence or absence of hypertension, diabetes, 
dyslipidemia, smoking status, a significant family history [13], 
habit of exercise, abnormal  ECG, positive ETT, presence or 
absence of symptoms suggestive of IHD were considered which 
are shown in Figure 4 and Figure 5. Chi square test, fisher’s exact 
test, probability, percentage and ratios were used to calculate risk 
score. The data and generated risk score tree have been integrated 
to the android application named PredictRisk. In the application, 
the risk has been categorized as per score generated for variables 
of risk factors but if the user gives an input of having one or more 
symptoms, the risk level ascends up by one. This is designed to 
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avoid bias of not having known about presence of diabetes and/or 
hypertension.  The mobile screen shots with active application 
PredictRisk as shown in Figure 6 to Figure 11. 

 
Figure 1: Overall Analysis 

 
3.1. Chi-square test and Fisher’s exact test 

For nominal data correlation between two attributes can be 
discovered by chi-square test. If A has c distinct values, namely a1, 
a2, ……. , ac and B has r distinct values namely b1, b2, …….. , br, 
the data tuples cn can be shown as table, where with the c values of 
A making up the columns and the r values of B making up the rows 
[14] [15]. The value (also known as Pearson chi-square statistic) is 
computed as [14]: 

χ2 = ��
(𝑜𝑜𝑖𝑖𝑖𝑖 − 𝑒𝑒𝑖𝑖𝑖𝑖)2

𝑒𝑒𝑖𝑖𝑖𝑖

𝑟𝑟

𝑖𝑖=1

𝑐𝑐

𝑖𝑖=1

 

Fisher’s exact test is a statistical significance test used in the 
analysis of contingency tables. For fisher’s exact test the p is 
calculated as [1] [16] [17]: 

p =  
(𝑎𝑎 + 𝑏𝑏)!  × (𝑐𝑐 + 𝑑𝑑)!  × (𝑎𝑎 + 𝑐𝑐)!  × (𝑏𝑏 + 𝑑𝑑)!

𝑎𝑎!  × 𝑏𝑏!  × 𝑐𝑐!  × 𝑑𝑑!  × 𝑛𝑛!
 

 
3.2. Risk Score Calculation 

One of the risk factors, Age, was sub-categorized into four and 
given scores based on level of significance and association with 
having heart attack. In our dataset, 62.5% Age is greater or equal 
to 55 years and out of that heart attack → yes is 75.3%. This 
experimental result has been shown in Figure 12. So we have given 
the highest score 4 for this sub category. Our highest category Age 
has 4 subcategories and we have given score 1 for  the age range 
15-30, 2 for the age range 30-40, 3 for the age range 40-55 and 4 

for the age greater or equal to 55 based on ratios and percentage 
with respect to heart attack. 

 
Figure 2: System Architecture of existing system 

 

 
Figure 3: Android application process 

 
Figure 4: Risk Score tree 

 

Figure 5: Symptom tree 
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Figure 6: Application screen shot 1 

 
Figure 7: Application screen shot 2 

 
Figure 8: Application screen shot 3 

 

Figure 9: Application screen shot 4 

 
Figure 10: Application screen shot 5 
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Figure 11: Application screen shot 6 

The confusion matrix is an appropriate tool for analyzing how 
well your classifier can identify tuples of different classes has been 
shown in Table 2. TP (true positive) and TN (true negative) tell us 
when the classifier is getting things right, while FP (false positive) 
and FN (false negative) tell us when the classifier is getting things 
wrong [14] [15] [18]. 

3.4. Statistical Metrics for Evaluating Classifier Performance 

Statistical metrics such as sensitivity, specificity, accuracy, 
precision etc. are very significant to evaluate a classifier 
performance [14]. In this research paper we used sensitivity, 
specificity, accuracy, positive predictive value (PPV), F-measure, 
negative predictive value (NPV) as measurement. 

a. Sensitivity: The sensitivity or true positive rate or recall 
of an experimental test refers to the ability of the test to 
correctly identify those patients with the disease [19] [20] 
[21]. 

Sensitivity = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

 

b. Specificity: The specificity or true negative rate of a 
medical test refers to the ability of the test to correctly 
identify those patients without the disease [14] [20]. 

Specificity = 𝑇𝑇𝐹𝐹
𝐹𝐹𝑇𝑇+𝑇𝑇𝐹𝐹

 

c. Positive Predictive Value (PPV): The Positive Predictive 
Value (PPV) or Precision can be thought of as a measure 
of exactness [14] [19]. The PPV answers the question: 
‘How likely is it that this patient has the disease given 
that the test result is positive?’[20]. 

PPV = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

 

d. Negative Predictive Value (NPV): NPV is the percentage 
of patients with a negative test who do not have the 
disease [19]. 

NPV = 𝑇𝑇𝐹𝐹
𝐹𝐹𝐹𝐹+𝑇𝑇𝐹𝐹

 

e. Accuracy: The accuracy of a classifier on a given test set 
is the percentage of test set tuples that are correctly 
classified by the classifier [14] [15] [21]. 

Accuracy = 𝑇𝑇𝑇𝑇+𝑇𝑇𝐹𝐹
𝑇𝑇+𝐹𝐹

 

f. Error rate: the error rate or misclassification rate of a 
classifier which is simply calculated as [1][19][21]: 

Error rate = 1 – Accuracy 

g. F-measure: F-measure or F-score is the harmonic 
mean of precision and recall [14]. 

F-Score = 2×𝑝𝑝𝑟𝑟𝑝𝑝𝑐𝑐𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝×𝑟𝑟𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑝𝑝𝑟𝑟𝑝𝑝𝑐𝑐𝑖𝑖𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝+𝑟𝑟𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 

 
Table 1: Risk Score 

Attribute Subcategory Score 
   
Age 15-30 1 

30-40 2 
40-55 3 

Above>=55 4 
Sex female 2 

male 4 
Smoking yes 4 

ex 3 
no 1 

HTN no 2 
yes 4 

DLP no 2 
yes 4 

DM no 2 
yes 4 

Physical Exercise no 4 
yes 1 

Family History no 2 
yes 4 

Drug History no 2 
yes 4 

Psychological Stress no 2 
yes 4 
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Table 2: Confusion Matrix 

Predicted Class 

Actual Class 

 yes no Total 

yes TP FN P 

no FP TN N 

Total Pˊ Nˊ P+N 

3.5. C4.5 Decision Tree 

C4.5 constructs a classifier in the form of a decision tree. In 
order to do this, C4.5 is given a set of data representing things that 
are already classified [22] [23] [24]. A classifier is a tool in data 
mining that takes a bunch of data representing things we want to 
classify and attempts to predict which class the new data belongs 
to [14]. 

Pseudo code of C4.5 decision tree [23] [25] [26]: 

i. Check for base cases 
ii. For each attribute a : Find the normalized information 

gain ratio from splitting on a 
iii. Let a_best be the attribute with the highest normalized 

information gain 
iv. Create a decision node that splits on a_best 
v. Recur on the sublists obtained by splitting on a_best, and 

add those nodes as children of node 

 
Figure 12: Bar chart between Age and IHD 

4. Experimental Results and Statistical Analysis 
We calculated the significance level between IHD and risk type 

(app result).We had 3 categories in risk types: high, low and 
medium. 

4.1. Significance level of IHD & Risk Type: 

Here, the association between presence or absence of IHD and 
risk type (high & low) have been considered to be extremely 
statistically significant at 5% significance level [1] [16] [27].We 
used fisher’s exact test to calculate the p value. 

 

Table 3: Confusion Matrix IHD*Risk (High & Low) 

Risk Type (App Result) P-Value 

IHD 

 High Low Total 

0.0001<0.05 

significant 

Yes 271 53 324 

No 75 123 198 

Total 346 176 522 

Table 4: Confusion Matrix IHD*Risk (High & Medium) 

Risk Type (App Result) P-Value 

IHD 

 High Medium Total 

0.0001<0.05 

significant 

Yes 271 179 450 

No 75 134 209 

Total 346 313 659 

Table 5: Confusion Matrix IHD*Risk (Medium & Low) 

Risk Type (App Result) P-Value 

IHD 

 Medium Low Total 

0.0001<0.05 

significant 

Yes 179 53 232 

No 134 123 257 

Total 313 176 489 

The association between presence or absence of IHD and risk 
category high & medium and medium & low is considered to be 
extremely statistically significant at 5% significance level as 
shown in Table 4 to Table 6.Bar chart between IHD, ECG and risk 
category was shown in Figure 13 and Figure 14. 

Table 6: Chi Square Test between IHD and Risk Type 

 Value df Asymptotic 
Significance 

(2-sided) 
Pearson Chi-Square 115.150 2 .000 

Likelihood Ratio 117.744 2 .000 

N of Valid Cases 835   

 
4.2. Statistical Measurements 

By analyzing 835 clinical data we calculated number of TP, FP, 
FN and TN as shown in Table 7. Accuracy, sensitivity, specificity, 
f-score, error rate and precision of our existing system as shown in 
Table 8 were calculated. 

Table 7: Confusion Matrix of Existing System 

Predicted Class 

Actual Class 

 yes no Total 
yes 523 63 586 
no 137 112 249 

Total 660 175 835 
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Table 8: Statistical Measurement of Existing System 

Statistic Formula Value 
Sensitivity TP/(TP+FN) 89.25% 
Accuracy (TP+TN)/(P+N) 76.05% 
Error Rate 1-accuracy 23.95% 
Specificity TN/(FP+TN) 44.98% 

PPV TP/(TP+FP) 79.24% 
NPV TN/(FN+TN) 64.00% 

 
We found, sensitivity was 89.25% and specificity was 44.98%. 

Under the category high 53.9% had IHD, under low 10.5% had 
IHD while under medium category 35.6% had IHD. 

 
Figure 13: Bar chart between IHD and Risk Type 

 
Figure 14: Bar chart between ECG and Risk Type 

4.3. C4.5 Decision Tree 
We used WEKA data mining tool to apply C4.5 on our clinical 

data [28]. By applying C4.5 algorithm our decision tree looks like 
this: 

ECG = abnormal: Yes  
ECG = normal 
|   Chest Pain = yes 
|   |   Risk Type = medium: No  
|   |   Risk Type = high 
|   |   |   Dyspnea = no: No  
|   |   |   Dyspnea = yes: Yes  
|   |   Risk Type = low: No  
|   Chest Pain = no: No  

Here IHD is the output class. We use 70% data as training set 
and 30% for test set. The results of C4.5 are shown in Table 8 and 
confusion matrix in Table 9.We got 86% accuracy and 91.6% 
sensitivity from C4.5 algorithm. 

Table 9: Statistical results of C4.5 

 Precision Recall F-
Measure 

ROC 
Area 

Class 

 0.865 0.916 0.89 0.852 Yes 

0.851 0.771 0.809 0.852 No 

Weighted 
Average 

0.859 0.86 0.859 0.852  

Table 9: Confusion Matrix 

 Yes No 
Yes 141 13 
No 22 74 

 
From C4.5 algorithm number of correctly classified instances 

are 215 and number of incorrectly classified instances are 35. 
Mean absolute error is 0.2702. 

5. Conclusion 

IHD is a major killer worldwide. Using data generated from 
health care systems and mining them leads to development of 
mobile applications which are being used for predicting health and 
health related issues. PredictRisk categorizes the risk into 
clinically and socially acceptable parameters. PredictRisk 
generates and spreads awareness on the prevention and control of 
risk factors leading to IHD. In experimental analysis significant 
results have been found among the compared groups and users will 
be benefited heavily if this app will available in open source 
platform. Our research is motivated to make simple approach to 
detect the IHD risk and aware the population to get themselves 
evaluated by a cardiologist to avoid sudden deaths and morbidities. 

Currently available tools have mandatory input of lipid values 
which makes them underutilized by population; though, those risk 
calculators bear excellent academic importance. Our research 
application PredictRisk reduces this limitation and promotes a 
risk evaluation on time. 

Our future target is to collect more patients’ data who are 
admitted in hospitals with heart disease and analyzed then using 
deep learning techniques. Moreover, our approach does not work 
well when the risks belong to the medium category, so we would 
like to work more to improve this section also. 
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