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 In this paper, we evaluate a list of classifiers in order to use them in the detection of 
vandalism by focusing on metadata features. Our work is focused on two low resource data 
sets (Simple English and Albanian) from Wikipedia. The aim of this research is to prove 
that this form of vandalism detection applied in one data set (language) can be extended 
into another data set (language). Article views data sets in Wikipedia have been used rarely 
for the purpose of detecting vandalism. We will show the benefits of using article views data 
set with features from the article revisions data set with the aim of improving the detection 
of vandalism. The key advantage of using metadata features is that these metadata features 
are language independent and simple to extract because they require minimal processing. 
This paper shows that application of vandalism models across low resource languages is 
possible, and vandalism can be detected through view patterns of articles. 

Keywords:  
Machine learning 
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1. Introduction  

Vandalism is a great challenge for Wikipedia, with humans 
being the main cause, through various illegitimate acts leaving 
traces in computer systems. Our hypothesis is that vandalism can 
be characterized through models of article views of vandalized 
articles in Wikipedia and that vandalism behavior is similar across 
different languages. In the past, a similar research was done in [1] 
and [2].       

This paper is an extension of work originally presented in [3], 
by addressing the issue of using metadata features in predicting 
vandalism in Wikipedia’s articles across languages.   

According to our hypothesis, a model developed in one 
language can be applied to other languages. If successful, this 
would drop the costs of training the classifiers separately for each 
language.  

Applying this model of vandalism detection across different 
languages shows similar results. In this paper, we will explore the 
possibility of applying the detection of vandalism across languages 

through article views daily and through article editing data set. We 
combine these data sets in order to analyze any gains in terms of 
language independency of certain features.  

For this purpose, we compare performances of standard 
classifiers for identifying vandalism in two Wikipedia data sets 
(Simple English and Albanian). On top of this, we compare the 
performances of classifiers in one language and the other one and 
in the combined data set.    

2. Approaches 

Since 2008 Wikipedia vandalism detection based on machine 
learning approaches has become a field of increasing research 
interest. In [4] authors contributed the first machine learning 
vandalism detection approach using textual features as well as 
basic metadata features with a logistic regression classifier.  

In [5] authors used a Naive Bayes classifier on a bag of words 
edit representation and were the first to use compression models to 
detect vandalism in Wikipedia. In [6] authors used Dynamic 
Markov Compression to detect vandalism edits in Wikipedia. 

In [7] author extended the approach in [4] by adding some 
additional textual features and multiple wordlist-based features. 
In [8] authors were among the first to present a vandalism 
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detection approach based only on spatial and temporal metadata, 
without the need to inspect article or revision texts.  

In [9] authors, in a similar fashion, built a vandalism detection 
system on top of their WikiTrust reputation system [10]. In [11] 
authors combined natural language, spatial, temporal and 
reputation features used in their aforementioned works [7, 8, 9]. 
Besides in [11], in [12] authors were the first to introduce ex post 
facto data as features, for whose calculation also future revisions 
have to be considered. Previously, the process of the detection of 
vandalism required building a separate learning system for each 
data set, where by research is focused on each language 
individually, as in the case in [12]. In the learning process of 
transfer learning, the domains of the source task and target task 
are different, as explored in [13]. This work focuses specifically 
on learning vandalism from one article and applying the models 
to another article. Supporting the current trend of creating cross 
language vandalism classifiers, in [2] authors evaluated multiple 
classifiers based upon a set of language independent features that 
were compiled from the hourly article view counts and 
Wikipedia's complete edit history. 

We use two data sets from Wikipedia: full history of edits in 
Wikipedia’s Simple English and Albanian data sets1 and article 
views on a daily basis2. For future reference, we designate data sets 
as "simple" for Simple English and "sq" for Albanian. The 
processing of these data sets is explained in the following. 

2.1. Wikipedia Data sets  

We use the Wikipedia History Dumps of edits dated 
29.10.2015, for Simple English and Albanian. In Table 1 are 
summarized the number of articles and of the revisions, along with 
usernames. The contents of the articles, used throughout the paper, 
are encyclopedic and do not include re-direct articles, discussions 
between users, and other help-related articles. 

Table 1: Statistical data of editing history – January–April 2015 

Data set Articles Revisions Users 
Simple English 413.249 5.565.876 575.755 
Albanian 172.150 1.847.827 89.843 

The raw data set of article views includes MediaWiki projects, 
including Wikipedia. In Table 2 are shown statistical data from the 
raw data set, with article views as filtered data. The filtering 
process of raw data set is based upon the analysis period of January 
– April 2015. Although this period of time is relatively short, we 
demonstrate the viability and success in the detection of vandalism 
based on models created from within the data set of article views. 

Table 2: Statistical data of article views – January–April 2015 

Data set Article Views 
Simple English 53.866.869 
Albanian 16.698.447 

 

2.2. Revisions with vandalized content 

From the main data set, each revision is transformed to a set of 
features, as shown in Table 3. Feature selection is based on 
simplicity and language independence and is similar as in [3]. For 

 
1 https://dumps.wikimedia.org/backup-index.html  

each revision, we analyze comments made about it, looking for 
keywords that might suggest vandalism repair.  

If this type of comment is detected, we designate the previous 
revision as vandalism. The process of labeling revisions is 
incomplete and noisy. In the past, active learning has been used to 
solve this issue as in [14].  

However, in terms of quality, automatic approach has its 
limitations, thus requiring the assistance of humans in specific 
cases of vandalism, as explained in [15]. Based on the reported 
period of analysis (January – April), we find that approximately 
2% of revisions contain vandalism. 

This is in consistency with values provided in [16], but less 
than values reported in [17] and in [18], which report 4-7% of 
revisions with vandalized content. 

2.3. Article views 

The raw data set is structured through article views on the hour 
level. We apply transformation and filtering of articles viewed on 
the data set, containing previous revisions. The resulting features 
are shown in Table 4. 

In [17] authors showed that these article views are important in 
order to see the impact of vandalism in Wikipedia. The behavior 
of the vandals can be analyzed through models, as a result of 
vandals controlling their work and as a result of increase in 
curiosity from other users. In [17] authors obtained article views 
from Wikipedia server logs. This method offered very precise data, 
in terms of time, but creates a lot of data to be processed.  

Many researchers use this data set. A relevant study done in 
[19] uses this data set in order to compare accesses in medical 
related information such as allergies. Access models on this data 
set take into account the impact of seasonal diseases. On the other 
hand, online users have much more access to Wikipedia than other 
online medical encyclopedias.  

Wikipedia is a well-known on-line source of medical 
information. Although vandalism has not been included within this 
study, access models based on seasons do indicate potential 
vandalism targets. 

To determine whether these article views appear at the moment 
when they were vandalized, we apply search in the edit history data 
set and label all article views of observed revisions as legitimate or 
vandalizing. We do not take into account revisions made before 
January 2015, or articles without any revisions made during the 
period January – April 2015. This way, we obtain a labeled data 
set in terms of revisions being vandalized or not.  

The final size of data is identical to the size of the combined 
data set, as explained below. This labeled data set enables us to 
determine whether or not article view models can predict 
vandalism. From this final combined data set, we split the time 
stamp attribute in the hour attribute. With this, we enable machine 
learning algorithms to learn models of daily access.    

2.4. The combined data set 

The combined data set is a result of merging two sets of time 
series for each language. The data set is built by adding features 

2 https://dumps.wikimedia.org/other/pagecounts-raw/      
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from the revisions data set labeled in the article views data set by 
repeating features of revisions.  

This way, for each article view, we have information about 
whether or not the vandalized revision is viewed and, which are 
the revision features. The process of merging is shown in Figure 1. 

We use the split of the “hour” attribute from the time stamp of 
the article views data set. Based on this split, we obtain eight 
features in the combined data set: hour, number of requests, 
transferred information, anonymous edit, minimal revision, size of 
comment, size of article and vandalism (class label). 

These features are language independent and catch metadata of 
the revisions used more frequently, along with models of access. 
In order to apply classification algorithms, we split the combined 
data set to the training data set (January – March) and into the 
testing data set (April). Statistical data of these data sets are shown 
in Table 6. 

Table 3: Description of features in the edit history data set 

Attribute Description 

Title of article Unique identifier of the Wikipedia 
article. 

Time stamp Time when the revision was done. 

Anonymous edit 

Only if an IP address is given. Value 
0 is associated with a registered user. 
Value 1 is associated with an 
anonymous user.  

Minimal revision 

Minimal revision has the value 1. 
Normal revision has the value 0. The 
editor can emphasize that he/she made 
minimal revisions in the article (re-
formatting, grammar, etc.). 

Size of comment Size of comment (in bytes). 
Size of article Size of the revised article (in bytes). 

Vandalism 

Revision is classified as vandalism 
based on the analysis of comments (of 
the current or upcoming revisions). 
Value 0 is associated with legitimate 
revision. Value 1 is associated with 
vandalizing revision. 

 
Table 4: Description of features in the article views data set 

Attribute Description 

Name of the project 
Name of the MediaWiki project. In 
our case, Wikipedia’s Simple English 
(“simple”) and Albanian (“sq”). 

Time stamp Time stamp of the revision. 
Title of article Title of the Wikipedia article.  
Number of requests Number of requests at a certain hour. 
Transferred 
information 

Transfer of data (bytes) from various 
requests. 

 
2.5. Performance measures 

For measuring the efficiency of the classifiers, we will use Area 
Under Precision-Recall (AUC-PR) and Receiver Operating 
Characteristic (ROC), as described in [20].  

AUC-PR determines the probability that the classifier correctly 
identifies a random positive sample (vandalism) as positive.  

AUC-ROC determines the probability that a classifier correctly 
identifies a random sample (positive or negative). Both have 
values ranging from 0 to 1, where value 1 means 100% correctness 
in labeling all samples taken into consideration. These evaluations 
are implemented with a confusion matrix, based in [21], as shown 
in Table 5: 

Table 5: Example of confusion matrix 

Actual class Classifier prediction 
Positive Negative 

Positive True positive (TP) False positive (FP) 
Negative False negative (FN) False positive (FP) 

 

3. Detection of vandalism across languages 

We use the Weka tool, which offers well known machine 
learning algorithms. 

The following supervised machine learning algorithms have 
been used for this type of vandalism detection: 

1. Random Forest (RF) – a supervised classification 
algorithm [22], which builds the model from many trained 
decision-making trees from the training data set sample. 
The default Gini’s impurity criterion is used in order to 
ascertain the best split on the data feature. 

2. Gradient Tree Boosting (GTB) – a supervised algorithm 
(ensemble tree) based on boosting in order to create a 
better classifier by optimizing the loss function. Because 
of the fact that for classification purposes we use two 
classes, we use the binomial deviation as in [23].  

3. Nearest Neighbour (NN) – non parametric classification 
algorithm. Used in KDTree structures of Bentley [24] 
because of efficiency in determining separated points and 
in order to avoid brute force search of the Naïve Nearest 
Neighbour algorithm.  

4. Stochastic Gradient Descent (SGD) – a stochastic 
approximation to the gradient descent optimization 
method for minimizing an objective function that is written 
as a sum of differentiable functions. It is one of the ways 
of creating linear classifiers. Easily scalable although 
requires adjusting many parameters. As a result of using 
too many parameters, the selection of the loss function 
impacts the performance of the classifiers. As a loss 
function, we use the logistic regression. 

The experiment was conducted in such a way that different 
arrangements for the above listed classifiers are tested, although 
with slight differences in results. The reason for the slight 
differences lies in the fact that all classifiers have converged for a 
very large number of observations. 

If we analyze the data in Table 6, we can conclude that they are 
not balanced which, in turn, causes problems in the performance 
of the classifiers used for the experiments. We solve this problem 
by under sampling the legitimate observations until they match the 
number of vandalism observations. We extend this application to 
other data sets.  

As a result, we build a set of a balanced subset of the training 
and testing data. For the detection of vandalism across language, 
we first train the classification models for the two languages in our 

http://www.astesj.com/
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data sets: Simple English and Albanian. Afterwards, these models 
are evaluated on the testing set for the same language, then on the 
testing set of the other language.  

The similarities between language domains are captured by 
using metadata, which are language independent. The model of 
applying the detection of vandalism across languages enables us to 
generalize the editing and viewing features in Wikipedia.  

Application of these models across languages has been 
successful in the research area of text categorization across 
languages [25]. In cases of applying these models in text, cultural 
knowledge of the relevant target language is needed as additional 
information for the classifiers. 

 

        Table 6: Data sets with corresponding vandalism  

Data set Number of articles Article views Training set Testing set 
Simple English 413.249 53.866.869 27.543.172 9.611.483 
Vandalism (2.23%) 9.215 - (2.14%) 589.423 (2.02%) 194.152 
Albanian 172.150 16.698.447 9.943.521 5.140.374 
Vandalism (0.12%) 206 - (0.16%) 15.909 (0.11%) 5654 

The advantage of applying these vandalism detection models, 
built across languages, is that one model can be used for multiple 
languages, saving resources in developing models for each 
language. This is especially convenient in Wikipedia, since it 
contains hundreds of language sections. 

This works allows the potential generalization of the 
concentration of vandalism research in Simple English to other low 
resource languages, without additional inputs. 

4. Experiments and Results 

The classification results are shown in Figures 2 to 7. We can 
see in these Figures the differences in AUC-PR and AUC-ROC 
values within the same language, and between the two languages 
used in the experiments. In the case of the designation "simple-sq," 
the model of the classification is trained in the English language 
data set and then applied in the testing data set of the Albanian 
language. 

As far as applying classification models in the single language 
data sets (simple-simple, sq-sq), methods based on trees have 
better performances, with regards to AUC-PR and AUC-ROC 

values. In our case, for the revision data set, higher values have 
been obtained for GTB and RF, and in the case of the views data 
set, RF has higher values. However, in terms of time-related costs, 
these classifiers are the most expensive, as shown in Table 7.  

Methods based on trees have higher classification results in the 
revision data sets. 

Applying models across languages obtained lower values, 
proportionally, although with similar stability in comparison to the 
application in one language. GTB and RF classifiers have higher 
values in comparison to other tested classifiers. 

SGD classifier has shown better results in single language data 
sets, and in the case when the training is based in the revision data 
set of the English language. Based on these results, we can 
conclude that the English language offers more patterns for 
detecting vandalism.  

If we combine this fact with the fact that SGD is the fastest 
algorithm for training purposes (Table 7), the benefit, in terms of 
time costs, is much higher. 

http://www.astesj.com/
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In general, the combination of the data sets does not increase 
the performance of the classifiers (Figures 4 and 7). There is an 
evident trend of an increase (although slight increase) in the 
performance of the classifiers of the combined data sets in 
comparison with the individual data sets.  

Based on this, we can conclude that classifiers learn from the 
best models in each data set (language) but the improvements are 
not persistent. 

Table 7: Execution time (in seconds) for the tested classifiers 

                              Classifier 
                  Data  

RF GTB NN SGD 

Training 
set 

simple 60 150 12 6 
sq 4 12 2 1 

Testing set 

simple-simple 11 4 0.5 35 
sq-sq 0.5 0.5 2 0.5 
sq-simple 6 4 65 2 
simple-sq 0.5 0.5 3 0.5 

The classification values in the particular language data sets of 
the revisions (Figures 2 and 5) are at the same level or slightly 
higher (up to 5%) than the actual systems. Our classification results 
in particular language data sets have higher AUC-PR values than 
AUC-ROC (Figures 2, 3, 5 and 6). 

In general, the RF classifier is more appropriate for detecting 
vandalism across languages in terms of cost-related requirements 
(faster training and testing times).  

If we compare AUC-PR values with AUC-ROC values of the 
RF classifier and GTB classifier, they are on the same level except 
for the training time (GTB classifier requires much more training 
time than RF classifier).  

Another advantage of the RF classifier is the ability of 
scalability, which enables parallelism for vandalism detection 
models on full Wikipedia’s sets. 

The advantage of the data sets presented here is in the 
extraction of language independent features. These features, along 
with basic classifying algorithms show better performances in 
comparison to previous studies. The combination of editing and 
reading patterns shows improvement in the performance of the 
classifiers and enables these classifiers to use the best features from 
two data sets in order to predict vandalism. The RF classifier 
results are comparable to the results obtained in [2]. 

 
Figure 2: AUC-PR values for the article revisions data set 

 

Figure 3: AUC-PR values for the article views data set 

 

 
Figure 4: AUC-PR values for the combined data set 

 

 

Figure 5: AUC-ROC values for the article revisions data set 

http://www.astesj.com/
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Figure 6: AUC-ROC values for the article views data set  

 

 

Figure 7: AUC-ROC values for the combined data set 

 Table 8 shows the impact of the features from the article views 
data set for the performance of the RF classifier. In this table, we 
have summarized the comparisons of the two data sets in terms of 
rankings of the features, based on the RF classifier. It 
comparatively describes the impact that each feature has on the 
overall performance of the RF classifier. 

Although the improvements are not high, the addition of the 
features from the article views data set does not have a negative 
impact on the overall performance. The article views data set alone 
is not sufficient for vandalism detection and requires labeling from 
the revisions’ data set.  

However, the article views data set is a simple data set with few 
features that show some changes in access patterns when 
vandalism has occurred. 

 
Table 8: Feature rankings of the combined data set based on the RF classifier 

Features 
Combined 
Data sets 

simple sq 
Size of comment 0.358 0.243 
Transferred bytes 0.261 0.238 
Number of requests 0.196 0.354 
Minimal revision 0.086 0.089 
Anonymous edit 0.042 0.036 
Size of article 0.041 0.024 
Hour 0.017 0.017 

 

5. Conclusions and Future Work 

In this paper, we have presented data sets for the detection of 
vandalism and have demonstrated the application of four machine 
learning algorithms for the detection of vandalism within different 
languages and across languages. We have created three data sets 
from the data set of article views; full history of article edits and 
their combination. We have analyzed two Wikipedia editions: 
Simple English and Albanian.  

During the experimentations, we have found out that the GTB 
classifier showed better performances in predicting vandalism, 
although in terms of time, it has higher costs.  

 The RF classifier has similar performances (0.2% - 0.5% 
difference) in comparison to the GTB classifier but with very low 
training costs (Table 7). 

 These results show that viewing and editing features of vandals 
are similar across languages. As a result of this fact, vandalism 
models of one language can be trained in one language and applied 
into another language. We have shown that application of the 
vandalism model across languages is feasible, and that view 
patterns can be used to detect and predict vandalism. 

For future research, the inclusion of popular articles and the 
changes in traffic, caused by the vandalism, would be the right step 
to better understanding of the correlation of different data sets with 
regards to the impact they have on improving the vandalism 
detection rates. 
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 In this paper, Novel (Gʹ/G)-expansion method is used to find new generalized exact 
travelling wave solutions of fractional order coupled Burger’s equations in terms of 
trigonometric functions, rational functions and hyperbolic functions with arbitrary 
parameters. For the conversion of the partial differential equation to the ordinary 
differential equation, complex transformation method is used. Novel (Gʹ/G)-expansion 
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for different values of parameters which were in travelling waveform. 
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1. Introduction 

Fractional complex transformation as in [1] is utilized for 
transformation of nonlinear fractional order partial differential 
equations into nonlinear ordinary differential equations. The one-
dimensional case of Burger’s equation was introduced by a Dutch 
scientist J. M. Burger in 1939 see [2], its general form is given as 

𝜕𝜕𝑡𝑡(𝑟𝑟) + (𝑟𝑟.𝛻𝛻)𝑟𝑟 = 𝑠𝑠∇2𝑟𝑟. 
Afterward, new type of Burger’s equation was presented in 

further research named as time-space fractional order coupled 
Burger’s equations [3], which has the form 

𝜕𝜕𝛼𝛼𝑤𝑤
𝜕𝜕𝑡𝑡𝛼𝛼

−
𝜕𝜕2𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥2𝛽𝛽

+ 2𝑤𝑤
𝜕𝜕𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥𝛽𝛽

+ 𝑐𝑐
𝜕𝜕𝛽𝛽(𝑤𝑤𝑤𝑤)
𝜕𝜕𝑥𝑥𝛽𝛽

= 0, 

𝜕𝜕𝛼𝛼𝑤𝑤
𝜕𝜕𝑡𝑡𝛼𝛼

−
𝜕𝜕2𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥2𝛽𝛽

+ 2𝑤𝑤
𝜕𝜕𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥𝛽𝛽

+ 𝑑𝑑
𝜕𝜕𝛽𝛽(𝑤𝑤𝑤𝑤)
𝜕𝜕𝑥𝑥𝛽𝛽

= 0, 

where  0 < 𝛼𝛼 ≤ 1, 0 < 𝛽𝛽 ≤ 1, 𝑡𝑡 > 0. 

     An assortment of approaches occurs for nonlinear equations 
which gives their travelling wave and numerical solutions. Wang 
et al. introduced (Gʹ/G)-expansion method [4]. This method was 
further reached out for coupled Burger’s equations by Younas et 
al. [3]. In this article Novel (Gʹ/G)-expansion method has been 

utilized to discover travelling wave solutions of nonlinear space 
and time fractional order coupled Burger’s equations. 

1.1. Fractional complex transformation 

     Fractional complex transform is the unobtrusive way for the 
transformation of the fractional order differential equation into 
integer order differential equation. This simplifies the rest of the 
procedure towards a solution. Presently consider 

𝛿𝛿 = 𝐿𝐿𝑡𝑡 + 𝑀𝑀𝑥𝑥 + 𝑁𝑁𝑁𝑁 + 𝑂𝑂𝑤𝑤, 

where L, M, N and O are constants. 

     Let the fractional complex transformation in nonlinear 
fractional order coupled Burger’s equations be defined as 

𝛿𝛿 =
𝐿𝐿𝑡𝑡𝛼𝛼

𝛤𝛤(𝛼𝛼 + 1) +
𝑀𝑀𝑥𝑥𝛽𝛽

𝛤𝛤(𝛽𝛽 + 1) +
𝑁𝑁𝑁𝑁𝛾𝛾

𝛤𝛤(𝛾𝛾 + 1) +
𝑂𝑂𝑤𝑤𝜆𝜆

𝛤𝛤(𝜆𝜆 + 1). 

1.2. Travelling wave solution 

     Travelling wave solution was used for transformation of partial 
differential equations into ordinary differential equations. For this 
purpose, we consolidate two independent variables into one 
independent variable known as travelling wave variable x [5]. 
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     Travelling wave solution of nonlinear partial differential 
equation 

𝜕𝜕𝑡𝑡𝑤𝑤(𝑤𝑤, 𝑡𝑡) + 𝑐𝑐𝜕𝜕𝑧𝑧𝑤𝑤(𝑤𝑤, 𝑡𝑡) = 0, 

where 𝑤𝑤 ∈ 𝑅𝑅, 𝑡𝑡 > 0, can be calculated as follows. 

     Applying phase plan analysis technique by presenting the 
travelling wave coordinates as takes after 

1. Define the travelling wave variable x as 
𝑥𝑥 = 𝑤𝑤 − 𝑏𝑏𝑡𝑡, 𝑤𝑤 ∈ 𝑅𝑅 and 𝑏𝑏 > 0 is the propagation speed of 
the wave or travelling wave speed. 

2. Defining the travelling wave Ansatz [6] for 𝑤𝑤 (𝑤𝑤, 𝑡𝑡) in 
the following form 

𝑊𝑊(𝑥𝑥) = 𝑊𝑊(𝑤𝑤 − 𝑑𝑑𝑡𝑡) = 𝑤𝑤(𝑤𝑤, 𝑡𝑡) 

By the travelling wave Ansatz, we have 

𝜕𝜕𝑡𝑡𝑤𝑤 = −𝑑𝑑
𝜕𝜕𝑊𝑊
𝜕𝜕𝑥𝑥

= −𝑑𝑑𝑊𝑊′(𝑥𝑥), 

𝜕𝜕𝑧𝑧𝑤𝑤 =
𝜕𝜕𝑊𝑊
𝜕𝜕𝑥𝑥

= 𝑊𝑊′(𝑥𝑥), 

                 −𝑏𝑏𝑊𝑊′(𝑥𝑥) + 𝑐𝑐𝑊𝑊′(𝑥𝑥) = 0,    𝑥𝑥 = 𝑤𝑤 − 𝑏𝑏𝑡𝑡. 

1.3. Fractional derivatives in Caputo sense 

     Fractional derivative presented in the Caputo sense of 𝑓𝑓 ∈ 𝐶𝐶−1𝑛𝑛  
[7], is defined as 

𝐷𝐷𝛼𝛼𝑓𝑓(𝑟𝑟) =
1

𝛤𝛤(𝑛𝑛 − 𝛼𝛼)�
(𝑟𝑟 − 𝛿𝛿)𝑛𝑛−𝛼𝛼−1𝑓𝑓𝑛𝑛(𝛿𝛿)𝑑𝑑𝛿𝛿.
𝑟𝑟

0
 

By Caputo’s derivative 

𝐷𝐷𝛼𝛼𝐿𝐿 = 0, 

where L is constant. 

𝐷𝐷𝛼𝛼(𝑟𝑟)𝛽𝛽 =
𝛤𝛤(𝛽𝛽 + 1)

𝛤𝛤(𝛽𝛽 − 𝛼𝛼 + 1) 𝑟𝑟
𝛽𝛽−𝛼𝛼 ,      𝛽𝛽 > 𝛼𝛼 − 1. 

Linear relationships of Caputo’s derivative are 

𝐷𝐷𝛼𝛼�𝑓𝑓(𝑟𝑟)𝑔𝑔(𝑟𝑟)� = ��
𝛼𝛼
𝑛𝑛
�

∞

𝑛𝑛=0

𝑓𝑓(𝑛𝑛)(𝑟𝑟)𝐷𝐷𝛼𝛼−𝑛𝑛𝑓𝑓(𝑟𝑟), 

𝐷𝐷𝛼𝛼�𝜃𝜃𝑓𝑓(𝑟𝑟) + 𝜑𝜑𝑔𝑔(𝑟𝑟)� = 𝜃𝜃𝐷𝐷𝛼𝛼𝑓𝑓(𝑟𝑟) + 𝜑𝜑𝐷𝐷𝛼𝛼𝑔𝑔(𝑟𝑟), 

where θ and φ are constants. This relation is likewise named as 
Leibnitz rule. 

𝐷𝐷𝑡𝑡𝛼𝛼𝑤𝑤(𝑥𝑥, 𝑡𝑡) =
𝜕𝜕𝛼𝛼𝑤𝑤(𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝑡𝑡𝛼𝛼
, 

=

⎩
⎪
⎨

⎪
⎧ 1
𝛤𝛤(𝑛𝑛 − 𝛼𝛼)�

(𝑡𝑡 − 𝛿𝛿)𝑛𝑛−𝛼𝛼−1
𝜕𝜕𝑛𝑛𝑤𝑤(𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝑡𝑡𝑛𝑛
𝑑𝑑𝛿𝛿,   𝑛𝑛 > 𝛼𝛼 > 𝑛𝑛 − 1,

𝑡𝑡

0
𝜕𝜕𝑛𝑛𝑤𝑤(𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝑡𝑡𝑛𝑛
,                                                                 𝛼𝛼 = 𝑛𝑛.

 

2. Novel (Gʹ/G)-Expansion Method 

     Fractional order partial differential equation of the form 

                         𝑆𝑆(𝑤𝑤,𝑤𝑤𝑥𝑥 ,𝑤𝑤𝑡𝑡 ,𝐷𝐷𝑡𝑡𝛼𝛼𝑤𝑤, … ) = 0,                   (1) 

see [8], where 𝐷𝐷𝑡𝑡𝛼𝛼𝑤𝑤 demonstrates the modified form of Riemann-
Liouville derivative presented by Jumarie [9], and S is a 
polynomial of unknown function 𝑤𝑤(𝑥𝑥, 𝑡𝑡) and its several nonlinear 
partial and fractional derivatives.   

     Step I: Fractional complex transformation projected by Li and 
He [10] was used in order to transform PDE into ODE. For 
required equations, complex transformation is 

𝑤𝑤(𝑥𝑥, 𝑡𝑡) = 𝑤𝑤(𝛿𝛿),      𝛿𝛿 =
𝐿𝐿𝑡𝑡𝛼𝛼

𝛤𝛤(𝛼𝛼 + 1) +
𝑀𝑀𝑥𝑥𝛽𝛽

𝛤𝛤(𝛽𝛽 + 1),            (2) 

where L and M are non-zero arbitrary constants. Complex 
transformation (2) converts fractional order partial differential (1) 
into ODE in integer order as 

                        𝑆𝑆(𝑤𝑤,𝑤𝑤′,𝑤𝑤′′,𝑤𝑤′′′, … ) = 0,                          (3) 

     Step II: Integrate (3) to possible extent. At that time submit 
the constants which are to be determined later. 

     Step III: Considering the solution of (3) 

                  𝑤𝑤(𝛿𝛿) = � 𝛼𝛼𝑖𝑖�𝑛𝑛 + 𝛾𝛾(𝛿𝛿)�𝑖𝑖 ,
𝑚𝑚

𝑖𝑖=−𝑚𝑚

                           (4) 

where 

                                     𝛾𝛾(𝛿𝛿) =
𝐺𝐺′(𝛿𝛿)
𝐺𝐺(𝛿𝛿) ,                                  (5) 

𝛼𝛼𝑚𝑚 and 𝛼𝛼−𝑚𝑚 can't be simultaneously zero. 𝑛𝑛 and 𝛼𝛼𝑖𝑖 are constants 
that will be determined later. 𝐺𝐺 =  𝐺𝐺(𝛿𝛿) satisfies the nonlinear 
ordinary differential equation of second order  

                   𝐺𝐺𝐺𝐺′′ = 𝑃𝑃𝐺𝐺𝐺𝐺′ + 𝑄𝑄𝐺𝐺2 + 𝑅𝑅(𝐺𝐺′)2,                     (6) 

where P, Q and R are genuine constants and the derivative 
represented by prime is with respect to 𝛿𝛿. 

     By using Cole-Hopf transformation [11, 12], (6) reduces to 
Riccati equation  

          𝛾𝛾′(𝛿𝛿) = 𝑄𝑄 + 𝑃𝑃𝛾𝛾(𝛿𝛿) + (𝑅𝑅 − 1)𝛾𝛾2(𝛿𝛿).                    (7) 

Equation (7) has twenty-five solutions [13]. 

    Step IV: By the homogeneous balance the value of m can be 
calculated, where 𝑚𝑚 >  0. 

     Step V: Embedding (4) together with (5) and (6) into (3), we 

get polynomials of the forms �𝑛𝑛 + 𝐺𝐺′

𝐺𝐺
�
𝑖𝑖

 and �𝑛𝑛 + 𝐺𝐺′

𝐺𝐺
�
−𝑖𝑖

. 
Assembling each coefficient of polynomials equivalent to zero an 
overdetermined set is acquired as algebraic equations comprising 
𝛼𝛼𝑖𝑖  , 𝐿𝐿,𝑚𝑚 and M. 
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     Step VI: Values of 𝛼𝛼𝑖𝑖  , 𝐿𝐿,𝑚𝑚  and M the constants can be 
obtained by solving set of the algebraic equations. Cnsequently 
the solutions of (6) together with the resulted values of the 
constants generate exact travelling wave solutions of the 
nonlinear (1). 

3. Application of Novel (Gʹ/G)-Expansion Method 

     Consider the Coupled Burger’s equations of time-space 
fractional order form as 

𝜕𝜕𝛼𝛼𝑤𝑤
𝜕𝜕𝑡𝑡𝛼𝛼

−
𝜕𝜕2𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥2𝛽𝛽

+ 2𝑤𝑤
𝜕𝜕𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥𝛽𝛽

+ 𝑐𝑐
𝜕𝜕𝛽𝛽(𝑤𝑤𝑤𝑤)
𝜕𝜕𝑥𝑥𝛽𝛽

= 0,                     (1) 

𝜕𝜕𝛼𝛼𝑤𝑤
𝜕𝜕𝑡𝑡𝛼𝛼

−
𝜕𝜕2𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥2𝛽𝛽

+ 2𝑤𝑤
𝜕𝜕𝛽𝛽𝑤𝑤
𝜕𝜕𝑥𝑥𝛽𝛽

+ 𝑑𝑑
𝜕𝜕𝛽𝛽(𝑤𝑤𝑤𝑤)
𝜕𝜕𝑥𝑥𝛽𝛽

= 0.                         (2) 

     By using fractional derivatives, (1) and (2) are converted into 
ordinary differential equations of integer order. After integration, 
we get 

 𝑘𝑘1 + 𝐿𝐿𝑤𝑤 −𝑀𝑀2𝑤𝑤′ + 𝑀𝑀𝑤𝑤2 + 𝑐𝑐𝑀𝑀(𝑤𝑤𝑤𝑤) = 0,                    (3) 

        𝑘𝑘2 + 𝐿𝐿𝑤𝑤 − 𝑀𝑀2𝑤𝑤′ + 𝑀𝑀𝑤𝑤2 + 𝑑𝑑𝑀𝑀(𝑤𝑤𝑤𝑤) = 0,                       (4)     

here 𝑘𝑘1  and 𝑘𝑘2  are the constants of integration. By considering 
now the homogeneous balance of w and 𝑤𝑤′ we get 𝑚𝑚 =  1. 

   The trial solution 𝑤𝑤(𝛿𝛿) = ∑ 𝛼𝛼𝑖𝑖 �𝑛𝑛 + �𝐺𝐺
′(𝛿𝛿)
𝐺𝐺(𝛿𝛿)

��
𝑖𝑖

𝑚𝑚
𝑖𝑖=−𝑚𝑚  of Novel 

(Gʹ/G)-expansion method becomes 

𝑤𝑤(𝛿𝛿) = 𝛼𝛼−1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
−1

+ 𝛼𝛼0 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
0

+ 𝛼𝛼1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
1

.                                   (5) 

     In a similar way, the trial solution for z is 

𝑤𝑤(𝛿𝛿) = 𝛽𝛽−1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
−1

+ 𝛽𝛽0 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
0

+ 𝛽𝛽1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
1

.                                   (6) 

     Using (5) and (6) into (3) also in (4), we obtain polynomials in 

�𝑛𝑛 + 𝐺𝐺′

𝐺𝐺
�
𝑖𝑖
 and �𝑛𝑛 + 𝐺𝐺′

𝐺𝐺
�
−𝑖𝑖

on left-hand side. Now assembling each 
coefficient of polynomials equal to zero, we get an algebraic set 
of equations for 𝛼𝛼0,𝛼𝛼−1,𝛼𝛼1,𝛽𝛽0,𝛽𝛽−1,𝛽𝛽1, 𝑘𝑘1, 𝑘𝑘2, 𝐿𝐿  and M. After 
solving overdetermined set of the algebraic equations by the use 
of computational software Maple 18 the required solution sets are  

3.1. Set 1 

𝑃𝑃 = 0,𝑄𝑄 =
3𝛽𝛽−1(−1 + 𝑑𝑑𝑐𝑐)
𝑀𝑀(−1 + 𝑑𝑑) ,𝑅𝑅 =

𝑀𝑀𝑐𝑐 −𝑀𝑀 − 𝛼𝛼1 + 𝑑𝑑𝑐𝑐𝛼𝛼1
𝑀𝑀(𝑐𝑐 − 1) , 

𝐿𝐿 = 0,𝑀𝑀 = 𝑀𝑀,𝑛𝑛 = 0, 𝑘𝑘1 =
−4𝑀𝑀𝛽𝛽−12 (−1 + 𝑑𝑑𝑐𝑐)(𝑐𝑐 − 1)

(−1 + 𝑑𝑑)2 , 

𝑘𝑘2 =
−4𝑀𝑀𝛽𝛽−12 (−1 + 𝑑𝑑𝑐𝑐)

(−1 + 𝑑𝑑)
,𝛼𝛼−1 =

𝛽𝛽−1(𝑐𝑐 − 1)
−1 + 𝑑𝑑

, 

𝛽𝛽1 =
𝛼𝛼1(𝑑𝑑 − 1)
𝑐𝑐 − 1

,𝛽𝛽0 = 0,𝛽𝛽−1 = 𝛽𝛽−1,𝛼𝛼1 = 𝛼𝛼1,𝛼𝛼0 = 0, 

where 𝑀𝑀,𝛼𝛼−1,𝛼𝛼1,𝛽𝛽−1,𝛽𝛽1 are arbitrary constants. 

3.2. Set 2 

𝑃𝑃 =
−𝐿𝐿𝛽𝛽−1 + 2𝑛𝑛𝐿𝐿𝛽𝛽0 + 2𝑛𝑛𝑀𝑀𝛽𝛽0

2 + 2𝑀𝑀𝛽𝛽−1𝛽𝛽0
𝑀𝑀2𝛽𝛽−1

,𝑀𝑀 = 𝑀𝑀,𝑄𝑄 = 𝑄𝑄, 

𝑅𝑅 =
−𝐿𝐿𝛽𝛽0 − 𝑀𝑀2𝛽𝛽−1 + 𝛽𝛽0

2𝑀𝑀
𝑀𝑀2𝛽𝛽−1

, 𝑘𝑘1 = 0, 𝐿𝐿 = 𝐿𝐿,𝑛𝑛 = 𝑛𝑛,𝛽𝛽0 = 𝛽𝛽0, 

𝑘𝑘2 = −𝐿𝐿𝑛𝑛𝛽𝛽−1 − 𝐿𝐿𝑛𝑛2𝛽𝛽0 − 𝑀𝑀2𝑄𝑄𝛽𝛽−1 −𝑀𝑀𝛽𝛽−1
2 − 𝑀𝑀𝑛𝑛2𝛽𝛽0

2

− 2𝑀𝑀𝑛𝑛𝛽𝛽−1𝛽𝛽0, 

𝛼𝛼−1 = 0,𝛼𝛼0 = 0,𝛼𝛼1 = 0,𝛽𝛽1 = 0,𝛽𝛽−1 = 𝛽𝛽−1, 

where 𝑀𝑀,𝑄𝑄, 𝐿𝐿,𝑛𝑛,𝛽𝛽0,𝛽𝛽1 are arbitrary constants. 

3.3. Set 3 

𝑃𝑃 = −
𝛼𝛼0(−1 + 𝑑𝑑)

𝑀𝑀
,𝑄𝑄 = 𝑄𝑄,𝑅𝑅 = 1, 𝐿𝐿 = −𝑀𝑀𝛼𝛼0,𝑀𝑀 = 𝑀𝑀, 

𝑘𝑘1 = 𝑀𝑀𝑛𝑛𝛼𝛼−1𝛼𝛼0 −𝑀𝑀2𝑄𝑄𝛼𝛼−1 + 𝑀𝑀𝛼𝛼−12 − 𝑀𝑀𝛼𝛼−12𝑑𝑑 −𝑀𝑀𝑛𝑛𝑑𝑑𝛼𝛼−1𝛼𝛼0, 

𝑘𝑘2

=
−𝑀𝑀𝛼𝛼−1(−2 + 𝑑𝑑)(−𝛼𝛼0𝑛𝑛𝑐𝑐 + 𝑀𝑀𝑄𝑄𝑐𝑐 − 2𝛼𝛼−1 + 𝑑𝑑𝛼𝛼−1 + 𝑐𝑐𝑑𝑑𝛼𝛼−1 + 𝑐𝑐𝑑𝑑𝑛𝑛𝛼𝛼0)

𝑐𝑐2
, 

𝛽𝛽−1 =
𝛼𝛼−1(−2 + 𝑑𝑑)

𝑐𝑐
, 

𝛼𝛼−1 = 𝛼𝛼−1,𝛼𝛼0 = 𝛼𝛼0,𝛼𝛼1 = 0,𝛽𝛽0 = 0, 

𝛽𝛽1 = 0,𝛼𝛼0 = 𝛼𝛼0,𝑛𝑛 = 𝑛𝑛,  

where 𝑄𝑄,𝑀𝑀,𝑛𝑛,𝛼𝛼0,𝛼𝛼−1 are arbitrary constants. 

     By using every one of these sets into (5) and (6), then 
consolidating with the solution 𝐺𝐺(𝛿𝛿) of Novel (Gʹ/G)-expansion 
method, we get travelling wave solutions to Burger’s equations.  

     Now we take Set 1 and put it in (5) and (6) simultaneously. 
Then substitute all twenty-five solutions of Novel (Gʹ/G)-
expansion method into the resulted equations. 

     Rewriting Set 1, we get values of 𝛼𝛼1,𝛼𝛼−1,𝛽𝛽−1 and   𝛽𝛽1  as 

𝛼𝛼1 =
𝑀𝑀(𝑅𝑅 − 1)(−1 + 𝑐𝑐)

−1 + 𝑑𝑑𝑐𝑐
, ,𝛼𝛼−1 =

𝑀𝑀𝑄𝑄(−1 + 𝑐𝑐)
3(−1 + 𝑑𝑑𝑐𝑐)

,𝛼𝛼0 = 0,𝑛𝑛 = 0, 

𝛽𝛽1 =
𝑀𝑀(𝑅𝑅 − 1)(−1 + 𝑑𝑑)

−1 + 𝑑𝑑𝑐𝑐
,𝛽𝛽−1 =

𝑀𝑀𝑄𝑄(−1 + 𝑑𝑑)
3(−1 + 𝑑𝑑𝑐𝑐) ,𝑃𝑃 = 0, 𝐿𝐿 = 0.
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     Putting the whole set in (5) and (6) respectively, we get

𝑤𝑤(𝛿𝛿) = 𝛼𝛼−1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
−1

+ 𝛼𝛼0 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
0

+ 𝛼𝛼1 �𝑛𝑛 +
𝐺𝐺′

𝐺𝐺
�
1

,

by putting values of  𝑛𝑛,𝛼𝛼−1,𝛼𝛼1,𝛽𝛽−1 and 𝛽𝛽1, we get 

𝑤𝑤(𝛿𝛿) =
𝑀𝑀𝑄𝑄(−1 + 𝑐𝑐)
3(−1 + 𝑑𝑑𝑐𝑐)

�0 +
𝐺𝐺′

𝐺𝐺
�
−1

+ 0�0 +
𝐺𝐺′

𝐺𝐺
�
0

+
𝑀𝑀(𝑅𝑅 − 1)(−1 + 𝑐𝑐)

−1 + 𝑑𝑑𝑐𝑐
�𝑛𝑛 +

𝐺𝐺′

𝐺𝐺
�
1

, 

𝑤𝑤(𝛿𝛿) =
𝑀𝑀𝑄𝑄(−1 + 𝑐𝑐)
3(−1 + 𝑑𝑑𝑐𝑐)

�
𝐺𝐺′

𝐺𝐺
�
−1

+
𝑀𝑀(𝑅𝑅 − 1)(−1 + 𝑐𝑐)

−1 + 𝑑𝑑𝑐𝑐
�
𝐺𝐺′

𝐺𝐺
�
1

, 

Similarly, 

𝑤𝑤(𝛿𝛿) =
𝑀𝑀𝑄𝑄(−1 + 𝑑𝑑)
3(−1 + 𝑑𝑑𝑐𝑐)

�
𝐺𝐺′

𝐺𝐺
�
−1

+
𝑀𝑀(𝑅𝑅 − 1)(−1 + 𝑑𝑑)

−1 + 𝑑𝑑𝑐𝑐
�
𝐺𝐺′

𝐺𝐺
�
1

When 𝜌𝜌 = 𝑃𝑃2 − 4𝑄𝑄𝑅𝑅 + 4𝑄𝑄 > 0 and (𝑅𝑅 − 1)𝑄𝑄 ≠ 0 or (𝑅𝑅 − 1)𝑃𝑃 ≠ 0 then solutions of 𝑤𝑤(𝛿𝛿) are 

𝑤𝑤1(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑐𝑐 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/2���
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑐𝑐 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/2���

1

, 

                                                  

                                                 
Figure 1:  (a) -(d) shows singular soliton solutions of 𝑤𝑤1(𝛿𝛿) for different values of parameters. 
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𝑤𝑤2(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑐𝑐 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/2���
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑐𝑐 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/2���

1

, 

𝑤𝑤3(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑐𝑐 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑠𝑠𝑖𝑖𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑐𝑐 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑠𝑠𝑖𝑖𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����

1

, 

𝑤𝑤4(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑐𝑐 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑐𝑐𝑠𝑠𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑐𝑐 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌�𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑐𝑐𝑠𝑠𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����

1

, 

𝑤𝑤5(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑐𝑐 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

4(𝑅𝑅 − 1) �2𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/4� + 𝑖𝑖𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/4����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑐𝑐 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
4(𝑅𝑅 − 1) �2𝑃𝑃 + �𝜌𝜌�𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/4� + 𝑖𝑖𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/4����

1

. 

There are twenty more solutions of 𝑤𝑤.  

     Now solutions of 𝑤𝑤(𝛿𝛿) when 𝜌𝜌 = 𝑃𝑃2 − 4𝑄𝑄𝑅𝑅 + 4𝑄𝑄 > 0 and (𝑅𝑅 − 1)𝑄𝑄 ≠ 0 or (𝑅𝑅 − 1)𝑃𝑃 ≠ 0 are 

𝑤𝑤1(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑑𝑑 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/2���
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑑𝑑 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/2���

1

, 

                                            

                                                     

Figure 2: (a) -(d) shows singular soliton solutions of z1(δ) for different values of parameters. 
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𝑤𝑤2(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑑𝑑 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/2���
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑑𝑑 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/2���

1

, 

𝑤𝑤3(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑑𝑑 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑠𝑠𝑖𝑖𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑑𝑑 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑠𝑠𝑖𝑖𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����

1

, 

𝑤𝑤4(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑑𝑑 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌 �𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑐𝑐𝑠𝑠𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑑𝑑 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
2(𝑅𝑅 − 1) �𝑃𝑃 + �𝜌𝜌�𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿� ± 𝑖𝑖𝑐𝑐𝑠𝑠𝑐𝑐ℎ��𝜌𝜌𝛿𝛿����

1

, 

𝑤𝑤5(𝛿𝛿) =
𝑀𝑀𝑄𝑄(𝑑𝑑 − 1)
3(𝑑𝑑𝑐𝑐 − 1)

�−
1

4(𝑅𝑅 − 1) �2𝑃𝑃 + �𝜌𝜌 �𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/4� + 𝑖𝑖𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/4����
−1

+
𝑀𝑀(𝑅𝑅 − 1)(𝑑𝑑 − 1)

𝑑𝑑𝑐𝑐 − 1
�−

1
4(𝑅𝑅 − 1) �2𝑃𝑃 + �𝜌𝜌�𝑡𝑡𝑡𝑡𝑛𝑛ℎ��𝜌𝜌𝛿𝛿/4� + 𝑖𝑖𝑐𝑐𝑐𝑐𝑡𝑡ℎ��𝜌𝜌𝛿𝛿/4����

1

. 

There are twenty more solutions of z. 

     For convenience, other exact solutions are overlooked. 

Conclusion

Novel (Gʹ/G)-expansion method is an effective method for finding 
exact solutions of the fractional order partial differential equation. 
As an application, exact solutions have been all around got for 
time-space fractional order coupled Burger’s equations. The 
fractional complex transformation used as a part of the exhibited 
work is very momentous. By utilizing this fractional 
transformation, fractional order partial differential equation can be 
converted into the integer order ordinary differential equation. 
Graphical portrayals insure that the required solutions are 
travelling wave solutions. Novel (Gʹ/G)-expansion method is an 
influential mathematical tool for solving the nonlinear partial 
differential equations. 
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 Pure Aluminium and its alloy are widely utilized in Engineering and Industrial applications 
due to certain significant properties such as softness, ductility, corrosion resistance, and 
high electrical conductivity which it possesses. Addition of an agro-waste based grain 
refiner to the melt can alter the characteristics positively or negatively. Therefore, the aim 
of this paper is to investigate the inoculating capability of an agro-waste based inoculant 
and the effect of adding varying sizes of its grains on some of the properties of pure 
aluminium after solidification. The beneficial outcome of this investigation would enhance 
the economic value of the selected agro-waste and also broaden the applications of 
aluminium in Engineering. The assessed properties include; microstructure, micro 
hardness, ductility, and tensile strength. The agro-waste used as the grain refiner is 
pulverised cocoa bean shells (CBS). Three sets of test samples were produced using dry 
sand moulding process, with each melt having a specified grain size of the inoculant added 
to it (150, 225 and 300microns respectively). Ladle inoculation method was adopted. The 
cast samples after solidification were machined to obtain various shapes/sizes for the 
different analysis. The microstructural examination showed that the mechanical properties 
are dependent on the matrix as the aluminium grains became more refined with increasing 
grain size of the inoculant. I.e. Due to increasing grain size of the inoculant, the micro 
hardness increased (56, 61, 72HB) as the aluminium crystal size became finer. Meanwhile, 
the tensile strength (284, 251, 223N/mm2) and ductility (1.82, 0.91, 0.45%E) decreased as 
grain size of the inoculant increased. The overall results showed that the used agro-waste 
based inoculant has the capability of refining the crystal size of pure aluminium as its grain 
size increases. This will make the resulting aluminium alloy applicable in areas where 
hardness is of superior consideration relative to tensile strength. 
 

Keywords:  
Evaluation 
Inoculation  
Pure Aluminium 
Agro-waste 
Grain Size 

 

 

1. Introduction  

Through innovative thinking, most of the wastes in our 
environment which take space, and require huge cost of disposal 
or pollute our ecosystem as they decompose or when burnt, can be 
converted for use in the industry to develop improved materials 
which are indigenous for enhancing cost effective production and 
customer satisfaction. Consequently, this work focuses on 
investigating the potential of cocoa beans shell which is one of the 

agro-waste in our environment, to be used as indigenous inoculant 
for improving the microstructure and mechanical properties of 
pure aluminium. 

Pure aluminium is soft, ductile, corrosion resistant and has a 
high electrical conductivity. It is widely used for foil and conductor 
cables, but alloying it with other elements is necessary to provide 
the higher strength needed for other applications. Aluminium is 
one of the lightest engineering metals, having strength to weight 
ratio superior to steel. By utilizing various combinations of its 
advantageous properties such as strength, lightness, corrosion 
resistance, recyclability and formability, aluminium is being 
employed in an ever-increasing number of applications. This array 
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of products ranges from structural materials to thin packaging foils 
[1, 2]. 

Pure aluminium does not have a high tensile strength. 
However, the addition of alloying elements like manganese, 
silicon, copper and magnesium can increase the strength 
properties of aluminium and produce an alloy with properties 
tailored to particular applications [2]. 

Aluminium is well suited to cold environments. It has the 
advantage over steel in that its’ tensile strength increases with 
decreasing temperature while retaining its toughness. Steel on the 
other hand becomes brittle at low temperatures [3]. 

Inoculation is defined as the addition of a certain solid 
particles to the molten metal in order to obtain changes in crystals 
distribution, more uniform microstructure, improvements in 
mechanical properties, and a reduction of the chilling tendency 
[4]. 

The phenomenon of crystallization following after pouring 
molten metal into the mould, determines the shape of the primary 
casting (ingot) structure, which significantly has effects on its 
usable properties. The crystallization of metal in the mould may 
result in three major structural zones [2, 5]. 

(a) Zone of chilled crystals (grains) formed by equiaxed 
grains with random crystallographic orientation, which are in the 
contact area between the metal and the mould. 

(b) Zone of columnar crystals (grains) formed by elongated 
crystals, which are parallel to heat flow and are as a result of 
directional solidification, which proceeds when thermal gradient 
on solidification front has a positive value. 

(c) Zone of equiaxed crystals (grains) formed by equiaxed 
grains with random crystallographic orientation in the central part 
of the casting. The equiaxed crystals have larger size than chilled 
crystals and are as a result of volumetric solidification, which 
proceeds when thermal gradient has a negative value in liquid 
phase.  

Depending on the cooling rate, chemical composition and the 
intensity of convection of solidifying metal in the casting may be 
three, two or only one structural zone [2]. 

The tensile strength of wrought aluminium is not high. 
However, introduction of alloying elements such as silicon, 
copper, manganese, and magnesium can enhance the strength 
characteristics of aluminium and make an alloy having properties 
targeted at particular applications [6]. 

Thorough literature study revealed that the inoculant 
(powdered CBS) used for this work has never been used before as 
a grain refiner for any metal. Common aluminium melt treatment 
inoculants in use include MgFeSi [7], Al-Ti-C and Al-3Ti-1B [8], 
in situ AlN-TiN-TiB2/Al composite inoculants [9]. Addition of 
some special master alloys that have much particles functioning 
as the substrates for heterogeneous nucleation can cause the grain 

size of the inoculated alloys to be noticeably reduced and enhance 
the comprehensive properties [10 -12]. In reality, majority of the 
master alloys are linked to Al-based composites, in which the 
aluminium-based solid solution is the matrix and the inoculant 
particle is the secondary phase [9]. 

From literature search, cocoa bean shell was found to contain 
some already existing inoculant elements as part of its 
compositions. The overall content of cocoa bean shell [13] and 
the mineral content [14, 15] are as shown below in Table 1 and 2 
respectively. 

Table 1. Content of Cocoa Bean Shell Powder 

Minerals  43.18% 

Crude fibre 21.3% 

Crude protein 17.6% 

Ether extract 5.9% 

Ash  9.3% 

Total sugar 1.0% 

 

Table 2.  Mineral Content of Cocoa Bean Shell 

Minerals Value 

Calcium 3.7g/kg 

Phosphorus 4.4g/kg 

Potassium 26.8g/kg 

Sodium 0.2g/kg 

Magnesium 4.3g/kg 

Copper 39mg/kg 

 

Therefore, the scope of this work is specifically to study the 
inoculating ability of the selected agro-waste and to investigate 
the effect of varying the grain size of the inoculant on pure 
aluminium. The evaluation will be limited to determining the 
tensile strength, ductility, micro hardness and microstructure of 
the resulting specimens. 

2. Materials and Method 

2.1 Materials/Equipment Selection 

The materials selected for this research are cocoa bean shells 
(CBS), silica sand, water, and pure aluminium having the 
composition as presented in Table 3. Equipment selected include 
sieves of aperture 150μm, 225μm, and 300μm respectively, LCD 
series 2-digits and 3-digits electronic weigh balance, a 40kg 
capacity crucible furnace, three rectangular shaped wooden 
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patterns of dimension 300mm x 40 mm which were used to make 
a pair of cope and drag moulds, a stirrer, hack saw, Universal 
Testing Machine (model- UTE 100, max.capacity-30KN, Make-
Fuel Instruments & Engineer’s Pvt. Ltd., Maharashtra), Vickers 
Micro hardness tester (Make-Saroj Udyog Pvt. Ltd., Maharashtra, 
India), Structure reveal machine (Meji optical microscope Make 
ZEISS Axiovert 40 MAT, Japan), and Keller enchant. All the 
workshop and laboratory equipment utilized were assessed at the 
Federal University of Petroleum Resources, Effurun (FUPRE), 
and the Petroleum Training Institute (PTI), both are situated in 
Delta State, Nigeria. 

Table 3. Composition of the chosen pure aluminium 

Alloys Al Fe Si Cu Ti Mn 

Composition 99.9 0.03 0.04 0.01 0.01 0.01 

 

2.2 Method/Experimental Procedure 

Dry sand casting method was used to produce the test 
samples. The agro-waste based inoculant raw material (CBS) was 
obtained separately (Figure 1), well sun-dried, and cleaned to 
remove impurities. It was then crushed, and pulverized into a fine 
powder and sieved using different sieves of 150, 225, and 
300microns aperture respectively [16]. The samples were sand cast 
in the foundry workshop. The aluminium was melted using a 40 
kg capacity crucible furnace pre-heated at 10°C. Three rectangular 
shaped wooden patterns of dimension 300mm x 40 mm were used 
to make a pair of cope and drag moulds. Four moulds were 
prepared a day before the actual casting from a mixture of dried 
fresh silica sand, and water. This was done to dry the mould 
completely in order to reduce casting defects. The four moulds 
were labeled as sample 1, 2, 3 and 4 respectively. A 15 Kg known 
quantity of pure aluminium were melted at 720°C in the crucible 
furnace and poured at 700°C into the pouring ladle. The first batch 
of the melt without addition of inoculant was poured into the 
mould labeled sample 1. Thereafter, a known quantity (15grams 
precisely) of the inoculant having grain size of 150 microns (Figure 
2) was added to the melt stream and stirred manually with a stirrer 
in order to facilitate a homogeneous bath and poured into the 
second mould labeled sample 2. Also, addition of the inoculant 
having grain sizes of 225 (Figure 3), and 300microns (Figure 4) 
was done in succession and poured into the third and fourth moulds 
labeled sample 3, and 4 respectively. A uniform quantity (15g) of 
the inoculant was used for all samples produced.  After, total 
solidification, the castings were knocked out of the moulds and 
thoroughly fettled and cleaned before dispatching them for 
evaluation. 

The various test samples were cut or shaped to sizes and taken to 
the Petroleum training institute metallurgical/microscopic 
accredited laboratory for micro hardness test, tensile test and Image 
analyzer test respectively. As shown in the appendix, the samples 
were machined and measured to fit into the Universal Testing 
Machine as per ASTM standard. The Micro hardness of the samples 

was determined using Vickers Micro hardness tester, carried out 
under a load of 187.5 N and a dwell time of 5 seconds. Structure 
revealing machine was used to take micro structural images of the 
specimens at 40 x magnification. The etching was done using Keller 
enchant. 

 

Figure 1. Raw Cocoa Bean Shells (CBS) 

 

Figure 2. Pulverized Cocoa Bean Shells (150microns) 

 

Figure 3. Powdered Cocoa Bean Shells (225μm) 

 

Figure 4. Pulverized CBS (300μm) 

2.2.1 Tensile Testing Procedure 

As shown in Figure 5, each of the test specimens was 
specified to have 70mm gauge length on the tensile test specimen 
using the dial callipers and marker. Then the thickness and width 
of the specimens was re-checked using the dial callipers. The 
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specimen was placed on the machine grips and removed the slack 
by moving the lower crosshead. The load indicator was set at zero 
and the right side hydraulic valve was opened about halve turn. 
Load was applied increasingly at a slow rate. Strain value started 
to increase more rapidly as the load was continuously applied on 
the sample until it fractured. The load at failure was read from the 
load indicator and recorded. Using the dial callipers, the 
dimensions of the final gauge length, thickness and width was 
obtained and recorded. 

 

Figure 5. Tensile Test Specimen Specification 

2.2.2 Microstructural Examination Procedure 

The specimen was cut to a hard grip size using hack saw. 
As shown in the appendix, the specimens were inserted in 
phenolic resin in order to enable easy manual and automated 
grinding/polishing operations. After mounting, surface damages 
created by hacksaw during cutting were removed by grinding 
operation using emery papers of fineness number in the following 
increasing order: 150, 220, 320, 400, 600, 800 and 1200 
respectively. During the process, water was constantly added to 
reduce friction on the phenolic resin surface and also air-dried 
with blower immediately after grinding to avoid rust. The fine 
scratches caused by final grinding operation were removed by 
mounting the specimen on a polishing machine with a mixture of 
manganese dioxide (MnO2). In other to reveal the microstructural 
features of the polished specimen, the specimen was etched in 
190ml distilled water, 5ml Nitric acid, 3ml hydrochloric acid and 
2ml of hydrofluoric acid for 23seconds. After etching operation, 
the specimens were vigorously washed in water and blown 
immediately before taking them to the metallurgical microscope 
for inspection. The pictures resulting from inspection was 
magnified to 40 ×  0.65 for proper understanding of the 
micrographs. 

2.2.3 Vicker’s Micro Hardness Testing Procedure 

Micro hardness testing is a method of determining a 
material’s hardness or resistance to penetration when test samples 

are very small or thin, or when small regions in a composite 
sample or plating are to be measured. During micro hardness 
testing, a Vicker’s (DPH) diamond indenter is pressed into the 
mounted specimen’s surface with a penetrator and a light load of 
up to 1000 grams. The result of applying the load with a penetrator 
is an indentation or permanent deformation of the material surface 
caused by the shape of the indenter. Accurate measurement of the 
resulting indentation requires the use of a special micro hardness 
testing microscope since the indentations are so small. The 
procedure is pictorially displayed in Figure 6. 

 

Figure 6. Vicker’s Hardness Procedure 

3. Results and Discussion 

3.1 Tensile Testing Result 

Tensile strength and ductility values are computed from 
the ultimate tensile testing machine.  

The following equations (1) to (6) were used in 
calculating the tensile strength values 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝜋𝜋𝜋𝜋2

4
                             (1) 

𝑀𝑀𝐴𝐴𝑀𝑀. 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 𝑀𝑀 𝐴𝐴𝑅𝑅          (2) 

Where: 

𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐴𝐴𝑀𝑀 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 

𝐴𝐴𝑀𝑀 =  𝐴𝐴𝐴𝐴𝑀𝑀 𝑅𝑅𝐴𝐴𝐹𝐹𝐹𝐹𝐿𝐿𝐴𝐴 = 6.492 

 

𝑈𝑈𝐹𝐹𝑈𝑈 = 𝑅𝑅𝑅𝑅 𝑋𝑋 𝑅𝑅𝑅𝑅
𝐴𝐴𝑂𝑂

                             (3) 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝑈𝑈𝐹𝐹𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈 = 𝑈𝑈𝑈𝑈𝑈𝑈 
1.31

               (4) 

 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝑌𝑌𝑈𝑈 𝑀𝑀 𝐴𝐴𝑂𝑂            (5) 

%𝐴𝐴 = 𝑅𝑅𝑓𝑓− 𝑅𝑅𝑜𝑜
𝑅𝑅𝑜𝑜

  𝑥𝑥 100                     (6) 

The reading taken from the ultimate tensile testing 
machine is as presented in Table 4. 
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Table 4. Tensile Strength Test Data Obtained for all Samples 

SAMPL
E 

Lo 

(mm
) 

Lf 

(mm
) 

Do 

(mm
) 

Df 

(in) 

Ao 

(in2) 

RAM 
LOA
D 
(RL) 

Pure Al 
without 
inoculant 

110 122 12.0 0.47 0.17
5 1300 

Pure Al 
with 
150μm 
inoculant 

110 112 12.2 0.48 0.18
1 1150 

Pure Al 
with 
225μm 
inoculant 

 

110 

 

111 

 

12.1 

 

0.47
6 

 

0.17
8 

 

1000 

Pure Al 
with 
300μm 
inoculant 

110 110.5 12.2 0.48 0.18
1 900 

 

The distribution pattern of Ultimate Tensile Strength 
(UTS), Yield Strength (YS), and percentage Elongation (%E) of 
each of the specimens are calculated as follows using equations 
(1) to (6). 

(a) Pure Al without Inoculant 

 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝑜𝑜  =  𝜋𝜋𝜋𝜋
2

4
 = 0.175in2 

𝐴𝐴𝐴𝐴𝑀𝑀 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 = 1300𝑙𝑙𝑙𝑙 

𝐴𝐴𝐴𝐴𝑀𝑀 𝑅𝑅𝐴𝐴𝐹𝐹𝐹𝐹𝐿𝐿𝐴𝐴 = 6.492 

𝑀𝑀𝐴𝐴𝑀𝑀. 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 𝑀𝑀 𝐴𝐴𝑅𝑅 = 8439.6 lb 

𝑈𝑈𝐹𝐹𝑈𝑈 = 𝑅𝑅𝑅𝑅 𝑋𝑋 𝑅𝑅𝑅𝑅
𝐴𝐴𝑂𝑂

  = 48226 psi 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝑈𝑈𝐹𝐹𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈 =
𝑈𝑈𝐹𝐹𝑈𝑈 
1.31

= 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑 𝒑𝒑𝒑𝒑𝒑𝒑 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝑌𝑌𝑈𝑈 𝑀𝑀 𝐴𝐴𝑂𝑂 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟔𝟔 𝒍𝒍𝒍𝒍 

%𝐴𝐴 = 𝑅𝑅𝑓𝑓− 𝑅𝑅𝑜𝑜
𝑅𝑅𝑜𝑜

  𝑥𝑥 100 = 10.9% 

(b) Pure Al with 150μm inoculant 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝑜𝑜  =  𝜋𝜋𝜋𝜋
2

4
 = 0.181in2 

𝐴𝐴𝐴𝐴𝑀𝑀 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 = 1150𝑙𝑙𝑙𝑙 

𝐴𝐴𝐴𝐴𝑀𝑀 𝑅𝑅𝐴𝐴𝐹𝐹𝐹𝐹𝐿𝐿𝐴𝐴 = 6.492 

𝑀𝑀𝐴𝐴𝑀𝑀. 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 𝑀𝑀 𝐴𝐴𝑅𝑅 = 7465.8 lb 

𝑈𝑈𝐹𝐹𝑈𝑈 = 𝑅𝑅𝑅𝑅 𝑋𝑋 𝑅𝑅𝑅𝑅
𝐴𝐴𝑂𝑂

  = 41247.6 psi 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝑈𝑈𝐹𝐹𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈 =
𝑈𝑈𝐹𝐹𝑈𝑈 
1.31

= 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑.𝟕𝟕 𝒑𝒑𝒑𝒑𝒑𝒑 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝑌𝑌𝑈𝑈 𝑀𝑀 𝐴𝐴𝑂𝑂 = 𝟓𝟓𝟑𝟑𝟓𝟓𝟓𝟓 𝒍𝒍𝒍𝒍 

%𝐴𝐴 = 𝑅𝑅𝑓𝑓− 𝑅𝑅𝑜𝑜
𝑅𝑅𝑜𝑜

  𝑥𝑥 100 = 1.82% 

(c) Pure Al with 225μm inoculant 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝑜𝑜  =  𝜋𝜋𝜋𝜋
2

4
 = 0.178in2 

𝐴𝐴𝐴𝐴𝑀𝑀 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 = 1000𝑙𝑙𝑙𝑙 

𝐴𝐴𝐴𝐴𝑀𝑀 𝑅𝑅𝐴𝐴𝐹𝐹𝐹𝐹𝐿𝐿𝐴𝐴 = 6.492 

𝑀𝑀𝐴𝐴𝑀𝑀. 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 𝑀𝑀 𝐴𝐴𝑅𝑅 = 6492 lb 

𝑈𝑈𝐹𝐹𝑈𝑈 = 𝑅𝑅𝑅𝑅 𝑋𝑋 𝑅𝑅𝑅𝑅
𝐴𝐴𝑂𝑂

  = 36472 psi 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝑈𝑈𝐹𝐹𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈 =
𝑈𝑈𝐹𝐹𝑈𝑈 
1.31

= 𝟔𝟔𝟕𝟕𝟑𝟑𝟑𝟑𝟑𝟑 𝒑𝒑𝒑𝒑𝒑𝒑 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝑌𝑌𝑈𝑈 𝑀𝑀 𝐴𝐴𝑂𝑂 = 𝟑𝟑𝟓𝟓𝟓𝟓𝟑𝟑 𝒍𝒍𝒍𝒍 

%𝐴𝐴 = 𝑅𝑅𝑓𝑓− 𝑅𝑅𝑜𝑜
𝑅𝑅𝑜𝑜

  𝑥𝑥 100 = 0.91% 

(d) Pure Al with 300μm inoculant 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝑜𝑜  =  𝜋𝜋𝜋𝜋
2

4
 = 0.181in2 

𝐴𝐴𝐴𝐴𝑀𝑀 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 = 900𝑙𝑙𝑙𝑙 

𝐴𝐴𝐴𝐴𝑀𝑀 𝑅𝑅𝐴𝐴𝐹𝐹𝐹𝐹𝐿𝐿𝐴𝐴 = 6.492 

𝑀𝑀𝐴𝐴𝑀𝑀. 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝐴𝐴𝐿𝐿 𝑀𝑀 𝐴𝐴𝑅𝑅 = 5842.8 lb 

𝑈𝑈𝐹𝐹𝑈𝑈 = 𝑅𝑅𝑅𝑅 𝑋𝑋 𝑅𝑅𝑅𝑅
𝐴𝐴𝑂𝑂

  = 32280.7 psi 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝑈𝑈𝐹𝐹𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈 =
𝑈𝑈𝐹𝐹𝑈𝑈 
1.31

= 𝟔𝟔𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑.𝟕𝟕 𝒑𝒑𝒑𝒑𝒑𝒑 

𝑌𝑌𝑌𝑌𝐴𝐴𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐴𝐴𝐿𝐿 = 𝑌𝑌𝑈𝑈 𝑀𝑀 𝐴𝐴𝑂𝑂 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟒𝟒 𝒍𝒍𝒍𝒍 

%𝐴𝐴 = 𝑅𝑅𝑓𝑓− 𝑅𝑅𝑜𝑜
𝑅𝑅𝑜𝑜

  𝑥𝑥 100 = 0.45% 

The above results for each specimen are converted to S. I. 
unit and summarized as presented below in Table 5. 
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Table 5. Summary of the calculated Tensile Strength and Ductility Values 
(converted) of each specimen. 

Sample 
 

UTS 
(N/mm2) 

YIELD 
STRESS 
(N/mm2) 

YIELD 
LOAD (N) %E 

Pure Al 
without 
inocula
nt 

 

333 

 

253 

 

28655 

 

10.9 

Pure Al 
with 
150μm 
inocula
nt 

 
284 

 
217 

 
25350 

 
1.82 

Pure Al 
with 
225μm 
inocula
nt 

 
251 

 
192 

 
22045 

 
0.91 

Pure Al 
with 
300μm 
inocula
nt 

 
223 

 
170 

 
19839 

 
0.45 

 

Note in table 4 that: 

Do = Initial Diameter 

Df                =            Final Diameter 

Ao = Initial Area 

Lo = Original Length 

Lf = Final Length 

E = Elongation 

From Table 5 above, it is shown that the tensile strength 
of the specimen diminishes as the grain size of the inoculant 
increases. This may be as a result of increased fine crystals of 
aluminium. Finer crystals lead to reduced tensile strength but 
increased compressive strength [17]. Reduced elongation (E) is 
also an indication of declining ductility of the metal. Ordinarily, 
the presence of copper in pure aluminium is to improve the 
strength and machinability, but other elements such as Calcium, 
Phosphorous, Potassium, and sodium present with it in the 
inoculant might have inhibited its effect on the aluminium [17]. 

3.2 Metallographic Test Result and Analysis 

Figures 7, 8, 9 and 10 show the microstructures of the 
inoculated aluminium. It is obvious from the figure that the 
microstructure consists of two distinguished phases – a dark and 
a bright white phase. The rough surface was not actually from the 
specimen preparation but from the way the material was cast. 

 

Figure 7. Pure Al sample without inoculant at × 40 Magnification 

 

Figure 8. Pure Al sample with 150μm inoculant at × 40 
Magnification 

 

Figure 9. Pure Al sample with 225μm inoculant at × 40 
Magnification 

 

Figure 10. Pure Al sample with 300μm inoculant at × 40 
Magnification 
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It is seen from the microstructural examination as 
depicted in figures 7 to 10 that addition of inoculant introduced 
whitish phase in the microstructure, and it became more 
pronounced as the grain size of the inoculant increased in the 
metal matrix. Also the aluminium crystals appear finer in 
succession. This is responsible for lower tensile strength and 
higher compressive strength. 

3.3 Vicker’s Micro Hardness Result 

From the appendix (Figures 4 to 7) the results and 
pictures from the Vicker’s hardness test are presented. It indicated 
that the increasing grain size of the inoculant added to the pure 
aluminium increases the micro hardness of the material. After 
conducting the Vicker’s hardness test at different point on the 
samples, the specimen with no inoculant addition (the control 
sample) has an average hardness value of 29HB. While each pure 
Al sample with inoculant having 150µm, 225µm, and 300µm 
grain has an average hardness value of 56HB, 61HB, and 72HB 
respectively. 

4. Conclusion 

In this work, the effects of varying the grains size of the 
selected agro-waste based inoculant on some mechanical 
properties of pure aluminium was studied. The microstructural 
examination showed that the mechanical properties are dependent 
on the matrix as the aluminium grains became more refined with 
increasing grain size of the inoculant. I.e. Due to increasing grain 
size of the inoculant, the micro hardness increased as the 
aluminium crystal size became finer. Meanwhile, the tensile 
strength, and ductility decreased as grain size of the inoculant 
increased. The overall results showed that the used agro-waste 
based inoculant has the capability of refining the crystal size of 
pure aluminium as its grain size increases. This will make the 
resulting aluminium alloy applicable in areas where hardness is of 
superior consideration relative to tensile strength. 
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Appendix 

 

 
Figure 1. Mounted Microstructural Test Specimens 

 

 
Figure 2. Tensile Strength Specimens before Fracture. 

 

 
Figure 3. Tensile Strength Specimens after Fracture. 
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Figure 4. Vicker’s Hardness Results of Non-inoculated aluminium Specimen 
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Figure 5. Vicker’s Hardness Results of aluminium Specimen with 150μm grain size of the inoculant 
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Figure 6. Vicker’s Hardness Results of aluminium Specimen with 225μm grain size of the inoculant 
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Figure 7. Vicker’s Hardness Results of aluminium Specimen with 225μm grain size of the inoculant 
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 In this paper, we investigate the performance of channel inversion schemes for interference 
cancellation with compensation network in multi-user MIMO broadcasting channel. To 
achieve good performance, mutual coupling between two-element compact arrays is 
characterized by the receiving mutual impedance method (RMIM) to formulate the 
compensation network-operating matrix. A prototype of two-element compensation network 
with an insertion loss between input and output ports better than 11 dB is fabricated.  We 
demonstrate results to confirm that output voltages of decoupling network can effectively 
be removed off the coupling effect. A typical standard MIMO channel model is presented, 
and system performance is evaluated when coupling effects existed and after decoupling 
process. Bit error performance results also indicate the promising potentials of regularized 
channel inversion scheme with efficient decoupling scheme in massive MIMO system.  
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Channel Inversion 
Coupling matrix 
Inserted component scheme 
MIMO 
Multi-user 
Receiving mutual impedance 

 

 

1. Introduction 

The expanding interest for higher data rate, greater spectrum 
efficiency, larger average throughput and shorter latency by 
wireless systems has stimulated tremendous amount of research 
towards capacity enhancements of the communication links [1].  
The main challenge in data transmission in broadcasting channel 
is interference cancellation, and channel inversion is one of the 
advanced technologies developed to confront the challenge. 
Channel Inversion (sometimes referred to as “zero-forcing (ZF) 
beamforming”) can be viewed as a precoding strategy to undo the 
effects of a channel, and is one of the simplest modulation 
techniques for the multiuser channel [2]. This technique 
multiplies the vector signal to be transmitted by the inverse of the 
channel matrix and the result is an equalized channel to each user, 
and therefore, suppresses the co-channel interference [3]. It has 
the following advantages in the MIMO context: it is 
implementable with a non-iterative transmitter processing and 
unitary receiver processing [2], [4], and [5], therefore, no noise 

improvement happens at the receiver. Again, when the channel 
rank is restricted by the number of receiver antennas, receiver 
processing is not required, and the subsequent virtual channels 
correspond one-to-one with the receiver antennas. 

Channel inversion has attracted tremendous amount of research, 
and is well investigated in light of the fact that it is suitable for 
multi-user MIMO downlink channels [6]-[11]. One noteworthy 
issue that should be tended to in connection to multi-user MIMO 
system is mutual coupling, and the development of a successful 
decoupling strategy to compensate the performance degradation 
in MIMO antennas. If mutual coupling is strong, a large portion 
of the power fed into one port will be coupled to the other port 
rather than radiating to free space; consequently diminishing the 
signal-to-noise ratio and restricting the channel capacity. Ref. [12] 
separates decoupling strategies into four classes: 1) Eigen-mode 
Decomposition Scheme: Its guideline is to diagonalize the 
scattering matrix of a compact array using 90 and /or180  [13]-
[17]. 2) The Inserted Component Scheme: It works on the concept 
of inserting a section of transmission-line between the coupled 
antenna ports [18]-[22]. 3) Artificial Structure Decoupling 
Scheme: This method uses sub-wavelength EM structures such as 
electromagnetic band gap (EBG) structure [23], defected ground 
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structures (DGS) [24], and magnetic metamaterials [25], [26]. 4) 
Coupled Resonator Decoupling Scheme: This method was 
proposed for the first time in 2014, and has the concept of 
decoupling pair of coupled elements using coupled resonators [12] 
and [27]-[30].    

It is clear at this point that decoupling techniques to balance the 
performance degradation by coupling are widely investigated. 
However, its coexistence with channel inversion needs further 
investigation, importantly, the effects of coupling matrix on the 
channel coefficients, and the resulting consequences on channel 
inversion interference cancellation schemes that are rarely 
accounted for or are studied in the signal processing or 
communication literature. We intend to investigate the system 
performance of channel inversion with decoupling network 
scheme in multi-user MIMO system by evaluating error 
performance of the coupled and decoupled antenna elements at 
the receiving end. This paper systematically presents the 
measurement of receiving mutual impedance of monopole array 
to formulate the decoupling network operating matrix and design. 
For illustration, coupling matrix under coupled and compensated 
voltages is determined and included in the multi-user MIMO 
system with channel inversion interference cancellation model for 
the broadcasting channel. 

The purpose of decoupling network however is to enhance the 
isolation between ports closely located within restricted space in 
mobile handset. It is therefore reasonable to investigate the effect 
of mutual coupling matrix on channel coefficients, and 
subsequent effects on performance of channel inversion in MIMO 
system after decoupling process. For reasons of clarity, the 
contribution of this paper is to demonstrate the impacts of mutual 
coupling on channel inversion after the decoupling process. We 
do this by fabricating a two-element decoupling network to 
explore the effect of coupling matrix when incorporated in the 
MIMO system model with channel inversion algorithm. BER 
performance results also indicate the promising potentials of 
regularized channel inversion scheme with efficient decoupling 
scheme in massive MIMO system 

The outline of the paper is as follows: Section II presents 
channel inversion, coupling matrix, system and channel model. 
The theory of receiving mutual impedance to formulate coupling 
effect and to design the inserted component scheme are described 
in Section III. Section IV presents simulation results and 
discussions. Finally, we give concluding remarks in Section V. 

2. System and Channel Model 

In this paper, a standard MIMO channel of T transmitters and 
R  receivers represented as a matrix H of dimension R T× is 
presented, where each of the entries t,rh is a zero-mean unit-
variance complex-Gaussian fading gain. The received signal of 
each user can be represented as [31] 

  
t,

1

T

r r r r
t

y h x n
=

= +∑    (1) 

where rx is the signal sent from the tht antenna, and rn defined as 

a standard complex-Gaussian receiver noise seen at the thr user. 
In a vector form, the receive signal is represented as 

  ( )y H d nη= +       (2) 

where 1[ ,..., ]T
rd d d= and 1[ ,..., ]T

ry y y= . The scaling 
factor η  is introduced to restrict the transmit power to some 
predetermined value α  

2
x d αη= =    (3) 

We assume that the total transmit signal power 1α = . The 
ergodic sum capacity of users with single receive antenna system 
in (bits/channel use) is expressed as [12], [13] 

*
2sup log | |s EC P I H DHρ= +   (4) 

where P is the set of all R R× nonnegative diagonal matrices 
D  with ( ) 1tr D = , 21/ρ σ=  *H is the Hermitian transpose 
of H . We just consider impacts of mutual coupling and channel 
correlation of two-element compact array closely placed to each 
other due to the relatively limited space at the receiver. Hence, the 
channel oH is given by [32] 

1/2
o mH Z R H=    (5) 

mZ  and 1/2R  denote the coupling matrix and spatial 
correlation matrix at the receiver respectively. The coupling 
matrix of the antenna array can be written as [33] 

12 1( )( )m A T TZ Z Z Z Z I −= + +                     (6) 

where AZ  is the antenna impedance in isolation, I is identity 
matrix, TZ is the impedance of the receiver at each antenna 
element, chosen as the complex conjugate of AZ  and 12Z is the 
mutual impedance. 

A. Plain and Regularized Channel Inversion Schemes 

Recently, channel inversion has been introduced as one of 
transmission schemes for interference cancellation in multi-user 
multi input multi-output (MIMO) broadcasting channels. In the 
plain channel inversion (CI), data symbol is precoded with the 
pseudo-inverse of the channel prior to transmission; the precoded 
data symbol is calculated as 

( ) 11 ( )x H HH dη ∗ ∗ −=      (7)                             

As indicated by [31], the main drawback of this approach is 
the high power level required to cancel the small elements of H
and this arises when the channel is ill conditioned. The plain 
channel inversion capacity is expressed as [7]-[31] 

1
0

1
log 1

1
ci R

C R dy
R

R

ρη

η

∞

+
= +

+
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=  bits 

per channel use. The regularized channel inversion (CI-R) 
approach is equivalent to using a minimum mean-squared error 
(MMSE) criterion to design the beamformer weights. This 
method reduces the effects of noise amplification by regularizing 
the inverse in the ZF filter. The precoded data symbol solution at 
the transmitted side is 

( ) 11 ( I)x H HH dη ξ∗ ∗ −= +   (9) 

where ξ  is the regularization parameter. Let the signal-to-
interference noise ratio (SINR) be represented by [7] 
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(10) 

then, the sum capacity for CI-R can be expressed as 

log(1 )CI RC R SINR− ≈ +             (11) 

3. Theory and Design of the Inserted Component Scheme 

A. Formulation for the Mutual Coupling Effect 
Mutual coupling effect between two receiving monopoles for 

the study is characterized by receiving mutual impedance method 
(RMIM) described in [34]. The two parallel monopoles operating 
at 2.4 GHz are placed on a metallic ground plane and connected 
to a 50Zo = Ω  load in anechoic chamber. The monopoles have 
length of 30 mm, radius of 2 mm and element separation of 25mm 
(0.2λ  at 2.4 GHz). The transmitting antenna is a horn antenna, 
whereas a separation of 50 mm is given between transmitting 
antenna and receiving monopole array. Considering the concealed 
impacts of the metallic ground, the scattering parameters (1)

21S ,
(2)
21S  and 11S  are measured utilizing the procedure in [34]. If γ  

is complex and represents the square root of the transmitted power, 
the respective terminal voltages can be calculated as [35] 

(1) (1)
21 21V S Zoγ= ,    (2) (2)

21 21V S Zoγ=  

and                                 11 11V S Zoγ=                            (12)       

The voltage and current relationships can be expressed as 

                                         (1) (2)
21 11 12 tV V Z I= +      (13) 

and 

12Z =  
(1) (2)

(1) (2)21 21

0

,t t
o

V VI I
Z Z

= = , and 11
t

o

VI
Z

=                (14) 

After some manipulations, the mutual coupling between array 
elements is expressed as 

 
(1)

11 21
12 (2)

21
o

V VZ Z
V

 −
=  
 

  
(1)

11 21
(2)
21

o
S S Z

S
 −

=  
 

           (15) 

Consider a receiving antenna with array of N elements, the 
relationship between the uncoupled voltages 

(k 1,2,..., )kU N= and the received coupled voltages kV  can be 
written in a matrix notation as [36] 
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    − −    =     
    
     
 − −
  






   



         (16) 

where ki
tZ  represents the mutual impedance between the kth  

and the ith  antenna elements and LZ is the terminal impedance 
connected to the antennas. 

B. Operating Matrix and Design of Compensation Network 

Using (16), the operating matrix for two-element receiving 
array for the compensation network is expressed as 

12 12
1 2

1 1

2 221 21
2 1

1

1

L L

L L

Z ZV V
Z ZU V

U VZ ZV V
Z Z

   − −         = =         − −   
   

             (17) 

where 1V 2V

1U  and 2U

AZ , BZ  and CZ ), 

each having impedance of 2 oZ , where oZ
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electrical length φ  can be defined as ( )1 12cos t LZ Zφ −= ,   

whereas Ψ   and θ  are 90  and ( )90 φ+  respectively. 

The even-mode circuit for the power divider is shown in Fig. 1, 
where 2Y and 3Y are the input admittances of the upper and lower 

branches respectively. In the odd-mode shown in Fig. 2, if 2k  is 
the power ratio, then 2 SkV− and 2 SV  are the magnitude of 
voltage sources at the output ports of the divider circuit. We 
fabricate the circuit by using the substrate FR4 with dielectric 
constant 4.8 at operating frequency of 2.4 GHz as shown in Fig. 
3. The measured insertion losses between input and output ports 
of the decoupling network are shown in Fig. 4. 

4. Simulation Results and Discussion 

For demonstrating the performance of channel inversion 
schemes with decoupling network in multi-user MIMO system 
effectively, coupling matrix of the decoupling network under two 
distinct conditions is determined in an anechoic chamber. In this 
work, the decoupling network has been fabricated using 
microstrip transmission-lines, the   measured insertion loss 
between input and output ports are better than 11 dB. The 
scattering parameters of the coupled monopole array are measured 
to determine the coupled voltages ( 1V and 2V ) and coupling 
matrix.   

 

Fig. 1. Odd-mode circuit of proposed power divider. 

 

 

Fig. 2. Even-mode circuit of proposed power divider. 

 

Fig.3. Photograph of the fabricated inserted compensation 
network. 

 

 

Fig.4. Measured insertion loss between input ports 1&2 and 
output ports 3&4 

The monopole antennas in the array are connected to the 
decoupling network through equivalent length coaxial links and 
scattering parameters of the output ports of the decoupling 
network are measured to determine the coupling matrix for the 
compensated voltages ( 1U and 2U ). These are incorporated into 
the channel inversion schemes of the multi-user MIMO 
broadcasting channel for performance evaluation. The BER 
performance of a multi-user MIMO system for plain and 
regularized channel inversion schemes are shown in the Fig. 5 and 
Fig. 6 respectively.  It is clear that performance of the coupled 
voltages at different frequencies must incur losses to make 
practically identical results for the compensated voltages for the 
same bit error performance in both schemes due to the coupling 
phenomenon. 
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Fig.5. Bit error performance of plain channel inversion with 
decoupling network 

 

Fig.6. Bit error performance of regularized channel inversion 
with decoupling network 

The simulation results also supports the variations of cross 
correlation coefficients ( )12ρ recorded by the procedure in [38] 
under both conditions. As it can be seen, the regularized scheme 
accomplishes better performance than plain scheme, thanks to 
mitigating noise enhancement. Again, in Table I, the last row 
defines the ratio of the voltage obtained with monopole B to the 
voltage obtained with monopole A. Results confirm that the ratio 
of the compensated voltage is very close to the uncoupled voltages, 
demonstrating that the compensated voltages have successfully 
been removed off the coupling effect. It is a known fact that  
channel inversion provides effective interference cancellation in 
multi-user broadcasting channel, however, our analysis 
demonstrates that  an efficient decoupling network with channel 

inversion schemes enhance system performance and 
demonstrated the lesser impacts of coupling on the compensated 
voltages in multi-user MIMO. This is because coupling matrix can 
have decorrelation effect on the channel coefficient and therefore 
improving the error performance of multi-user MIMO system. 

5. Conclusion 

In this paper, we demonstrate the effect of coupling matrix on 
channel coefficient, and the resulting consequences on channel 
inversion interference cancellation schemes in multi-user MIMO 
system. Our results confirm that the output of the decoupling 
network can adequately be removed off the coupling effect. In the 
event that coupling affects the performance of antenna arrays, our 
outcomes demonstrate an opposite case. This is because the lesser 
impacts of coupling on the compensated voltages also translated 
into an improved bit error performance, indicating the promising 
potentials of regularized channel inversion scheme with efficient 
decoupling scheme in multi-user MIMO system. 

TABLE I 

MEASURED RECEIVING VOLTAGES 

 Uncoupled 
Voltages 
(reference) 

Coupled 
voltages 

Compensated 
voltages 

M
on

op
ol

e 
   

   
  

A
 

mag (mV) 16.64 12.4 11.55 

angle  (° ) -160.64 -166.67 34.967 

M
on

op
ol

e 
B mag (mV) 16.54 15.42 12.30 

angle  (° ) -139.56 -141.46 55.16 

B/A mag 0.9939 1.2199 1.065 

angle  (° ) 21.08 25.208 20.193 
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1 Introduction

The operation of manufacturing systems is increas-
ingly challenging because of the execution of more
complex tasks. In order to reduce periods for manu-
facturing procedures, but complying with regulatory
standards to guarantee a proper operation and prod-
uct quality, plenty of manufacturing features have
been improved in recent years ([1]). The reconfig-
urability allows to change the entire procedure of an
Automated Manufacturing System (AMS), but it also
must minimize the use of time and resources ([2]).
The safety of the operation, with all the automatic
processes occurring in the AMS is a critic feature,
leading to the existence of entities with the propose of
guarantee safety operation, such as Supervisory Con-
trollers (SCs). For AMS modeled as discrete event sys-
tems, Supervisory Control Theory (SCT) proposed by
Wonham in [3] is a well-accepted paradigm frequently
employed for designing logic controllers at the coor-
dination and basic layers of control systems. Petri
Nets provides a formal logic platform for modeling
and synthesis of logic controllers as well as analysis
widely used in AMS (e.g. [4] [5]). The synthesized
Supervisory Controller (SC) is a Petri Net (PN) with
a finite number of places, which are called monitor

places. Some of the advantage of PN, more compact
representations of the supervisor than their automata
counterparts are usually achieved and accepts con-
currency in the execution of transitions. Among sev-
eral design methods considering safety specifications,
the Invariant Based Control Design method [6] has
been successfully employed to deal with forbidden
states [7] and Behavioral Constraints [8]. However,
the resulting PN may not be a minimal realization of
the SC. Synthesis strategies for PN supervisor with
a reduced number of monitor places have been pro-
posed for forbidden state avoidance [9] only, not for
Behavioral Constraints. This paper studies the syn-
thesis of 1-monitor place supervisory controllers for
safe PN. The proposed design approach employs the
Invariant Based Control Design (IBCD) method and a
class of safety specifications [10] that can be modeled
as Behavioral Constraints [8]. Section 2 introduces the
fundamentals of PN and SCT and the representation
of Behavioral Constraints (BCs) as a set of linear in-
equalities. Section 3 shows the proposed technique to
transform the set of Behavioral Constraint (BC) into
a smaller set of linear inequalities, leading to a PN
supervisor with a reduced number of monitor places
using the IBCD method. Section 3 also establishes the
conditions for a Supervisory Controller based on Be-
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havioral Constraints (SCBC) to be proper. Section 4
shows the case study used in this work, an AMS, pre-
senting its description and modeling. Then, Section 5
presents a set of BCs to be imposed in the AMS, the
representation as linear inequalities and the resulting
SC designed using the IBCD method, as well as its im-
plementation as a ladder diagram.

2 Fundamentals

In this Section the basic definitions of Petri Nets and
Supervisory Control Theory are introduced.

2.1 Petri Nets fundamentals

For modeling techniques, as well as structural and dy-
namic properties of PN the reader is refereed to [11].

Definition 1 (Petri Net) A Petri Net is defined as the
triplet (S,T ,F) with S as the set of places, T as the set of
transitions and F : {S→ T ,T → S} a total relation.

Definition 2 (Marking vector) Let N be a PN and S =
{s1, s2, . . . , sn} its set of places. The marking vector is a
mapping M : S → N ∪ 0 represented by [M(s1) M(s2) ...
M(sn)].

Definition 3 (Enabled transition) Let N be a PN and
t ∈ T a transition of N . The transition t is said to be en-
abled if the marking of all input places is grater or equal
than 1.

Definition 4 (Initial marking vector) Let N be a PN
and [M(s1) M(s2) ... M(sn)] its marking vector. The ini-
tial marking vector is defined as the marking vector when
no transition has been fired.

Definition 5 (PN System) Let N be a PN and M0 its
initial marking vector. A PN system is defined as a the
pair (N,M0).

Definition 6 (Boundedness) Let (N,M0) be a PN sys-
tem. The system is called bounded if for each place s exists
a natural number b such that M(s) ≤ b for all reachable
markings from M0.

If M(s) ≤ b holds for any place s, then the system is
called b-bounded.

Definition 7 (Liveness) Let (N,M0) be a PN system.
The PN system is called live if, for any reachable mark-
ing M and any transition t, there is a marking M′ which
enables t.

Definition 8 (Safe Petri Net System) Let (N,M0) be a
PN system. The system is called Safe if the system is 1-
bounded and live.

Even though the term Safe is defined for systems,
if a PN structurally generates a Safe system is usually
called Safe PN.

2.2 Supervisory Control Theory (SCT)

The automata version of SCT is developed in [3]. In
this subsection, the fundamentals SCT for discrete
event system modeled as PN are introduced, as seen
in [6]. Moreover, the basic concepts and definitions of
BC are discussed in [12] and presented in the current
section.

Definition 9 (Control pattern) Let N be a PN and T
be its set of transitions.

The control pattern Γ is defined as the set of transi-
tions enabled in a marking M of (N,M).

Definition 10 (Transition sequence) Let (N,M) be a
PN system and T be its set of transitions.

σ = t1t2 · · · tn is a transition sequence of transitions
such that

• Mi−1
ti→Mi

• ti is enabled in Mi−1

with ti ∈ T , ∀i = 1,2, · · · ,n.

Definition 11 (Petri Net Supervisor) Let L ∗M ≤ b a
constraint for the marking vector of a PN system (N,M)
with incidence matrix D. S : M → Γ is a supervisor for
PN system (N,M). Let C be a PN with marking Mc and
set of transition T . C is the implementation of S as a PN
such that

• Marking vector Mc = b −L ∗M0.

• Incidence matrix Dc = −L ∗D

• Γ is the control pattern for (C, Mc).

Definition 12 (Open loop system) Let (N, M) be a PN
system. (N, M) is also called an Open loop system.

Definition 13 (Closed loop system) Let (N,M) a PN
system and (C, Mc) a PN implementing S, with S a su-
pervisor. The closed loop system is defined as the syn-
chronization of N and C.

Definition 14 (Controllability) Let (N,M) be a PN
system and T be its set of transitions. Let Σ ⊂ T ∗ be the
set of all transitions sequences σ . Σ is called controllable
if the prefix closure of Σ is invariant under the occurrence
of uncontrollable transitions in N .

Definition 15 (Admissible marking) Let marking
Ma be reachable from initial marking M0 of a system
(N,M0) with uncontrollable transitions. Ma is an admis-
sible marking for the constraint L ∗M ≤ b if the following
conditions hold

• L ∗Ma ≤ b

• For all reachable markings Mr from Ma trough the
occurrence of uncontrollable transitions in (N,M)
L ∗Mr ≤ b

Definition 16 (Admissible constraint) Let (N,M) a
PN system with initial marking M0. An admissible con-
straint satisfies

• L ∗M0 ≤ b

www.astesj.com 33

A. Nuñez et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 32-43 (2017)

http://www.astesj.com


• All reachable markings from M0 are admissible
markings.

Finally, the concept of safety specification is ex-
plained. A safety specification leads to the system
to developed a safety property. Safety properties are
often characterized as “nothing bad should happen“.
The mutual exclusion property, deadlock freedom are
examples of safety properties [10].

2.3 Predicate representation of Behav-
ioral Constraints

Let N be a safe PN with firing vector Q =[q1 q2 · · ·
ql] and let (N,M) be a system with marking vector
M =[m1 m2 · · · ml].

Definition 17 Predicate variable A : Q→ {T rue,False}
associated to a firing transition Ti is defined with the rule

A(qi) =

 T rue if qi = 1
False if qi = 0

Definition 18 Predicate variable Θ :M → {True, False}
associated to a marking place mi is defined with the rule

Θ(mi) =

 T rue if mi = 1
False if mi = 0

Definition 19 (Behavioral Constraint (BC)) A BC is
defined with the following predicate logic syntax

A(qa)→ Φ (1)

with A being a predicate variable associated to firing tran-
sition Ta and Φ a formula in conjunctive normal form,
composed by predicate variables associated to marking
places, that is

Φ = φ1 ∧φ2 ∧ . . .φn (2)

with
φi(zr ) = Θ(mr1 )∨Θ(mr2 )∨ . . .Θ(mrl ) (3)

with rj as the place index in N , j = 1,2, . . . , l, with l the
number of places associated in Eq. 3 and

zr =mr1 +mr2 + . . .+mrl (4)

φ(z) =

 T rue if z ≥ 1
False if z = 0

Eqs. 1 and 2 are equivalent to

(A(qa)→ φ1)∧ (A(qa)→ φ2)∧ . . .∧ (A(qa)→ φn) (5)

Definition 20 (P (S ≤ 0)) Let S be an algebraic expres-
sion formed by elements in Q and in M. The associated
predicate P : Q ×M → {T rue,False} is defined with the
rule S ≤ 0.

Proposition 21 Let A(qa), Θ(mb) be predicate variables
and P (qa −mb ≤ 0) be their associated predicate. The fol-
lowing expressions are equivalent

A(qa)→Θ(mb) (6)

P (qa −mb ≤ 0) (7)

Proof. N is a safe net, thus N is a 1-bounded net. Hence
the marking vector takes only 0 and 1 values. Therefore
Table 21 holds.

qa mb A→Θ P (qa −mb ≤ 0)
0 0 T T
0 1 T T
1 0 F F
1 1 T T

Table 21 Truth table of Proposition 21

Using Proposition 21, BC presented in Eq. 5 can
be written in an equivalent form, as shown in Lemma
22.

Lemma 22 Let A(qa) and Θ(mk1
), Θ(mk2

) . . .Θ(mkl ) be
predicate variables The BC 5 is equivalent to predicate
system 8

P (qa −mr11
+mr12

+ . . .+mr1l ≤ 0)
...

P (qa −mri1 +mri2 + . . .+mril ≤ 0)
...

P (qa −mrn1
+mrn2

+ . . .+mrnl ≤ 0)

(8)

with il as the number of disjunction variables in each for-
mula φi .

Proof. It follows from applying Proposition 21 to BC
5.

3 Supervisory Controllers design
using an Equivalent representa-
tion of a set of Behavioral Con-
straints

Using the n inequalities induced by predicate system
8 with the IBCD method ([6]), a PN supervisor is ob-
tained with n monitor places, each one with a bidi-
rectional arc to transition ta. It is presented below a
procedure to design a PN SC, based on a BC as in Eq.
1 with a single monitor place.

Theorem 23 Let A(qa) and Θ(mk1
), Θ(mk2

) . . .Θ(mkl )
be variables as in definitions 17 and 18. Let a BC for
restricting the system behavior be

A(qa)→Θ(mk1
)∧Θ(mk2

)∧· · ·∧Θ(mkn )∧[Θ(mj1 )∨Θ(mj2 )∨· · ·∨Θ(mjm )]
(9)

A 1-monitor place PN supervisor can be synthesized
(i. e. its incidence matrix can be calculated) with the
IBCD method using linear inequality

m[nqa −mK ] + [qa −mJ ] ≤ 0 (10)

with mK =mk1
+mk2

+ · · ·+mkn and mJ =mj1 +mj2 +
· · ·+mjm and m > 0

Proof. See Appendix A.
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Corollary 24 Let equation A(qa)→ Θ(mk1
)∧Θ(mk2

)∧
· · · ∧Θ(mkn ) be a BC for restricting the system behavior.
A 1-monitor place PN supervisor can be synthesized (i.
e. its incidence matrix can be calculated) with the IBCD
method using linear inequality

[nqa −mK ] ≤ 0 (11)

with mK =mk1
+mk2

+ · · ·+mkn

3.1 Properness of a Supervisory Con-
troller based on Behavioral Con-
straints

The conditions for a SCBC to be non-blocking and
controllable are studied in this subsection.

Definition 25 (System Under Supervision) Let N be
a safe net and M its marking vector. Let C be the PN
that implements a supervisor for N and Mc the marking
vector of C.

A System Under Supervision (SUS) is defined as

(N ||C, [MMc]) (12)

where N ||C represents the synchronization of nets N and
C with marking vector [M Mc].

This definition complements definition 13, adding
the marking vector. In the rest of the document,
closed loop system will be refereed as SUS.

A supervisor is proper iff the SUS in non-blocking
and controllable [3].

3.1.1 Liveness analysis

A necessary condition for non-blocking is liveness.
For safe PN modeling AMS, the condition of liveness
is required, as shown in this subsection. An AMS is
composed by sub systems, each modeled as a live and
bounded PN circuit.

Definition 26 (Partial blocking) A system (N,M) is
called partially blocking if there is a sub system (N1,M1)
of (N,M) which is blocking.

Lemma 27 Let N be a safe PN. System(N,M) is live if
and only if is not partially blocking.

Proof. As necessary condition, if a system is not par-
tially blocking, then there is the system is live. For the
sufficiency, is enough to prove that in a partially blocking
system there is a transition not enabled in every reach-
able marking ofM. Assuming a blocking system (N1,M1)
with N1 a sub net of N . Let t be an output transition to
a place s of N1 and t is not enabled in marking M1, s has
no tokens in M1. The system is partially blocking M1,
hence the reachable markings from M contains element
such that s has no tokens. If s has no tokens, transition t
is not enabled. Therefore (N,M) is not live.

Therefore, for safe PN, non-partial blocking is re-
quired in order to ensure a full funcionallity in the
AMS. Hence by Lemma 27, liveness is required.

Now, the condition for a SCBC to be live is es-
tablished. Using definition 28, of Proposition 29 and
Lemma 31 are proved. Proposition 29 establishes con-
ditions to guarantee reachability of a marking vector.
Lemma 31 demonstrates if an associated marking vec-
tor is reachable, then SUS is live. Finally, Theorem 32
follows from Proposition 29 and Lemma 31, establish-
ing condition for a SUS to be live.

Definition 28 (Marking vector associated to constraints)
Let A(qa)→Θ(mk1

)∧Θ(mk2
)∧ . . .∧Θ(mkn ) be a BC. The

marking vector associated to the above constraint is de-
fined as

mkj =

 mkj if place kj is not in BC

1 if place kj is in BC

Proposition 29 Let a BC of the form A(qa)→ Θ(mk1
)∧

Θ(mk2
)∧ . . .Θ(mkn ) There is not more than 1 place in the

BC belonging to the same minimal S-invariant S of N if
and only if the associated marking vector of the above BC

RT =
[
m1 m2 · · · 1 1 · · · 1 m2+kn · · · ml

]
with l as the number of places, is reachable.

Proof. First the following implication is proved us-
ing its contra-positive. If the associated marking vector
is reachable, then there is not more that 1 place in the
BC belonging to the same minimal S-invariant. Consider
S a minimal S-invariant containing 2 or more places in-
cluded in the BC, and vector S1 = [1 1 · · · 1] of length m,
with m as the number of places in S. The next equation is
the invariance condition and guarantees that the number
of tokens in an S-invariant is conservative.[

1 1 . . . 1
]
∗Mos = 1 (13)

Mos is the initial marking of the places in S, and for
the conservativeness of the S-invariant, this value holds
for any reachable marking. Let R′ be a projection con-
taining the values of R corresponding to the places in S.

Multiplying S1 by R′

S1 ∗R′ ≥ 2
The above expression violates conservativeness, hence

the marking is not reachable.
For the converse implication, consider that there is not

more than 1 place in the BC belonging to the same min-
imal S-invariant S. Therefore, all places of the BC be-
longs to different and disjoints minimal S-invariant, this
is concluded from the fact that the net N is 1-bounded
and system (N,M) is live. The last claim implies that ev-
ery minimal S-invariant is marking in M, because N is a
free-choice PN (see [11] Commoner Theorem). Thus, ev-
ery S-invariant has a token in the initial marking, the sys-
tem is live and by Lemma 27 it is not partially blocking.
Hence, there is a reachable marking of the system (N,M)
such that every place in the BC has one token simultane-
ously (invariants are disjoints) and the associated mark-
ing vector is reachable.

Proposition 30 Let a BC of the form A(qa)→ Θ(mk1
)∧

Θ(mk2
)∧ . . .Θ(mkn ) imposed to a system (N,M) and R its

associated marking vector.
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The formula Φ is true if and only if the system (N,M)
reaches marking R.

Proof. By definition, vector R changes its values only
in the places appearing in formula Φ . The sufficiency con-
dition, if formula Φ is true the marking of the system is
R. Assuming Φ true in some marking Mr , all Θ variables
are true and, by definition, all places in the formula have
one token in marking Mr . Hence, R=Mr .

For the necessary condition consider that system
(N,M) has reached marking R after some firing sequence.
Using a similar argument, all places appearing in Φ have
one token in R, all Θ variables are true in R, hence Φ is
true in R.

Using previous results two useful conditions for
liveness under supervision are developed.

Lemma 31 Let a BC of the form A(qa)→ Φ and C a PN
representing a supervisor forN . If the associated marking
vector of Φ is not reachable, then the SUS of C is not live.

Proof. If associated marking vector is not reachable,
it means that the formula Φ of the BC never is true, thus
transition ta is never enabled. The system is not live.

Theorem 32 Let A(qa)→ Φ and C a PN representing a
supervisor for N .

SUS of C is live if and only if there is a reachable
marking Mr such that formula Φ is true and ta is enabled
in Mr .

Proof.
By contradiction, assume a SUS live and there is not

any reachable marking such that formula Φis true and ta
is enabled. By 30, associated marking vector of the BC is
not reachable, hence by 31 SUS is not live, leading to a
contradiction.

Now for the sufficiency condition, assume that mark-
ing Mr is reachable and formula Φ is true and ta is en-
abled in Mr . Therefore, transition ta is enabled in SUS,
hence it is enabled in systems with and without supervi-
sion. The following claim is proved in 37 from subsection
3.1.2, only transition ta may be disabled by the super-
visor. The system (N,M) is live and the SUS may only
disables transition ta. However, there is a marking Mr
enabling transition ta in the SUS, henceforth every tran-
sition is enabled in some reachable marking of SUS and
by definition SUS is live.

3.1.2 Non-conflict analysis

If a set of BC is non-conflicting then the resulting SC
is non-blocking [3]. As before, liveness is required for
manufacturing systems. Hence, a set of BC is called
non-conflicting if the SUS is live.

Theorem 33 Let A(q1)→ Φ1, A(q2)→ Φ2, · · · A(qn)→
Φn be BCs that satisfy conditions of Lemma 32. Let C be
the net representing the supervisor of all the constraints.

The set of BC is non-conflicting if and only if, every
subnet of PN C generates a live subsystem.

Proof. Necessary condition. A set of constraints is
non-conflicting if the SUS is live. Assume a SUS such
that there is a subnetC1 ofC generating a non-live system

(C1,M1). Since is not live, there is a transition t1 disabled
in all reachable markings from some marking Mi . t1 is a
transition of the SUS also, therefore the SUS is not live,
leading to a contradiction.

For the sufficiency, assume that a SUS is not live.
Therefore, at least a transition t of N is not enabled for
all reachable markings. In the first case, t is connected to
C. Then, there is a place c input to t in C with no to-
kens for all reachable marking. There is a transition T1
input to c not enabled and following the same idea that
t, assuming T1 connected to C there is c1 input to T1 in
C. Recursively until place cn is place c (there is a finite
number of places in C), there is a subnet of C with a dis-
abled transition, hence the subnet is not live. If transition
t is not connected to C, there is a transition t

′
in the same

minimal S-invariant of t connected to C, and the above
procedure can be followed for t

′
i .

Corollary 34 Let A(q1)→ Φ1, A(q2)→ Φ2, · · · A(qn)→
Φn be BCs that satisfy conditions of Lemma 32. Let C be
the net representing the supervisor of all the constraints.

If all the supervisory nets generated by the set of BC
are disjoint then the SUS is live (i.e. the set of BCs is
non-conflicting)

Proof. If the nets are disjoint and the conditions of
Lemma 32 are satisfied all the nets generate live systems,
hence by Theorem 33 the set of BCs is non-conflicting.

Definition 35 (Controlled Siphon) { [13] } Let R be a
siphon in a net N with MR as its marking vector. R is
a controlled siphon if for all marking M

′
R reachable from

M0R, |M ′
R| ≥ 1. Otherwise, it’s an uncontrolled siphon.

That is, a controlled siphon is a siphon that never
becomes unmarked.

Corollary 36 Let A(q1)→ Φ1, A(q2)→ Φ2, · · · A(qn)→
Φn be BCs that satisfy conditions of Lemma 32. Let C be
the net representing the supervisor of all the constraints.
Consider that every BC has only one variable in each re-
spective formulae Φi .

The set of BCs is non-conflicting if and only if there is
not an uncontrolled siphon

Proof. The same argument used in 33 is applied.
Since all the BCs have only one variable, their correspond-
ing nets have only one place each. The condition of a not
live subnet becomes then in a subnet with no tokens, hence
an uncontrolled siphon.

3.1.3 Controllability analysis

This subsection shows that a SUS synthesized using
the IBCD method with BC is, in fact, controllable.

Lemma 37 Let A(qa) → Φ be a BC imposed to the PN
N . Let C be the net representing the corresponding super-
visor and let tb , ta

If a transition tb is enabled in a markingM ofN , then
it is enabled in marking Mc of (N ||C).

Proof. Consider sb an input place to tb. Assume sb
as part of the constraint. The net N es safe, hence it is
composed by S-invariants (i.e. state machines), thus ev-
ery transition has one only input place. Hence if Tb is
enabled, then sb has a token. Obtaining the marking of
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the monitor place using the formula mc = −L ∗M [6] the
monitor place has at least B tokens (B being the coeffi-
cient corresponding the place sb in vector L). Calculat-
ing the incidence matrix Dc of the monitor place using
Dc = −L ∗Dp, for the place sb, the value corresponding to
transition tb is coefficient −B. Therefore transition tb is
enabled because the monitor place has at least B tokens,
necessary to fire transition B.

Theorem 38 Let A(qa)→ Φ be a BC imposed to net N .
Constraint is admissible (RW-controllable) if and only

if transition Ta is controllable.
Proof. By Lemma 37 no other transition of N will

be disabled by the supervisor. The supervisor can dis-
able only transition Ta. Hence the supervisor only dis-
ables controllable transitions. Therefore, any sequence of
the SUS is invariant to the occurrence of uncontrollable
transitions.

4 AMS case study

4.1 System description and open loop
model description

The AMS employed as a case study is a pneumatic
punching center whose topology is illustrated in Fig.
1. The manufacturing procedure begins when a piece
arrives to the storage unit (SU), then valve B (VB)
opens, activating the input piston (IP). IP pushes the
piece into the slot 1 (S1) of the rotatory table, while
valve A (VA) retracts the IP. The motor (MR) is turned
on, generating a rotation of 90 degrees clock-wise in
the rotor, and the piece advances to slot 2 (S2). The
piece is processed by the punching machine (PM) at
slot 2, using valve E (VE) to activate the PM. Then,
the motor turns 90 degrees clock-wise again, placing
piece into slot 3 (S3). The piece at slot 3 is pushed by
the output piston (OP), activated by valve D (VD), to
a conveyor belt, and finally, valve C (VC) retracts the
OP.

Each elementary component of the AMS is mod-
eled as a two-places PN block. A place is added to
the block associated to each discrete value. The set
of transitions are defined as the events to change the
discrete value of a component. A transition is added
to the model for each event. For the initial marking,
a token is added to the associated place of the ini-
tial discrete value of each component. The rest of the
places remain with no tokens. Table 3 enlists the ele-
mentary components with the associated semantics of
each place and transition. Fig. 2 shows the PN blocks
of the AMS.

The following causal relationships complete in the
open loop behavior of the AMS. Bidirectional arcs are
added to the model to include the relationships in the
behavior, as shown in Fig. 2.

• A piece can arrive to slot 1 only if input piston is
out and there is a piece in storage (bidirectional

arcs from P 2 and P 4 to T 5).

• Input piston can be activate only if valve A is
open, and it can be retract only if valve B is open
(bidirectional arcs from P 18 to T 4 and from P 20
to T 3).

• Punching machine can be activate only if valve
E is on (a bidirectional arc from P 26 to T 11).

• Output piston can be activate only if valve C is
open, and it can be retract only if valve D is open
(bidirectional arcs from P 22 to T 14 and from
P 24 to T 13).

This PN is live and 1-bounded, i. e. is a safe PN.
The incidence matrix d of each PN module is of the
form of Eq. 14. Hence, the incidence matrix Dp of the
entire system is a 28x28 block matrix in Eq. 15. The
initial marking vector m of each module is shown in
Eq. 16. Hence, the initial marking vector Mo of the
AMS is shown as a block vector in Eq. 17.

d =
[
−1 1
1 −1

]
(14)

Dp = blockdiag{d} (15)

m =
[

1 0
]

(16)

MT
o =

[
m m m m m m m m m m m m m m

]
(17)

4.2 Closed loop specification modeling

The specifications to be imposed upon the AMS are
described in this subsection. Four safety specifica-
tions are defined to ensure the AMS safe operation.
Matching definition 19, each specification have a cor-
responding BC.

1. If turning on motor (T27) is enabled, then both
piston (P3, P13) and punching machine (P11)
are in the withdrawn position and there is a
manufacturing piece in slot 1 (P6) or in slot 2
(P8). The corresponding BC is shown in Eq. 18.

2. If opening valve B to activate input piston (T19)
is enabled, then there is a piece in storage (P2)
and table is in load position (P15). The corre-
sponding BC is shown in Eq. 19.

3. If opening valve D to activate output piston is
enabled (T23), then there is a piece in slot 3
(P10). The corresponding BC is shown in Eq.
20.

4. If opening valve E to activate punching machine
(T25) is enabled, then there is a piece in slot 2
(P8). The corresponding BC is shown in Eq. 21.

A(q27)→Θ(m3)∧Θ(m13)∧Θ(m11)∧ [Θ(m6)∨Θ(m8)]
(18)

A(q19)→Θ(m2)∧Θ(m15) (19)
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Figure 1: AMS Topology

A(q23)→Θ(m10) (20)

A(q25)→Θ(m8) (21)

Using Lemma 22, the induced system for the BCs
from Eqs. 18-21 is presented in Eq. system 22 con-
sisting of a linear system of 8 inequalities. Employing
the method proposed in section 3 (Theorem 23 and
corollary 24) Eqs. 18-21 are transformed into a set of
4 linear inequalities shown in Eq. system 23.

q27 −m3 ≤ 0
q27 −m13 ≤ 0
q27 −m11 ≤ 0

q27 −m6 −m8 ≤ 0
q19 −m2 ≤ 0
q19 −m15 ≤ 0
q23 −m10 ≤ 0
q25 −m8 ≤ 0

(22)

7q27 − 2m3 − 2m13 − 2m11 −m6 −m8 ≤ 0
2q19 −m2 −m15 ≤ 0

q23 −m10 ≤ 0
q25 −m8 ≤ 0

(23)

Using Eq. system 23 with the IBCD method, a PN
supervisor is designed. The matrix L is defined in
Eq. system 24. Using the equation Dc = −L ∗Dp in-
cidence matrix Dc of the supervisor is calculated, ans
it is shown in Eq. system 25. Four self-looped arcs are
added, one for each BC, connecting the monitor place
with the corresponding controllable transition. The
weight of each arc is the corresponding coefficient for
the transition in the set of induced inequalities shown

in Eq. system 23.The equation Moc = −L ∗Mo is used
for calculating the initial marking vector Moc of PN
supervisor, shown in Eq. 26. Each monitor place is
connected only to some transitions in the open loop
model. Thus, each monitor place can be represented
as a modular supervisor, using only the PN blocks
connected to the monitor place. The resulting 4 mod-
ular PN supervisors are shown in Fig. 4.

4.3 Properness analysis

This subsection presents the analysis to show that the
designed SCBC is in fact proper, i. e. the SUS is live,
non-conflicting and controllable. For each BC, there
are not 2 places belonging to the same PN block. Each
PN block is a minimal S-invariant (see [11]).Therefore,
there are not 2 places belonging to the same minimal
S-invariant. Hence, by Proposition 29 the associated
marking vectors for all the BCs are reachable. Now, by
Proposition 30 in those markings the respective for-
mulaes Φ are true. Since all transition of the BC are
enabled in its respective associated reachable mark-
ings by Theorem 32 the SUS for every BC is live.

Now, by Theorem 33 the PN supervisor must not
have any not live subnet in order to prove that the set
of constraints is non-conflicting. However, the only
not disjoint subnet of PN supervisor is concerned to
transitions T7 and T8. From a quick analysis it is clear
that this particular subnet is live. Hence, by 34 and
Theorem 33 the SUS is live, i.e. the set of BCs is non-
conflicting.

The set of constraints must be proven admissible.
By Theorem 38, the set of constraints is proven admis-
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Figure 2: AMS model

sible since transitions T27, T17, T21 and T25 are control-
lable.

4.4 Ladder diagram implementation of
supervisory controller

A PN can be translate into a ladder diagram for its
implementation in a control device (e.g. a PLC). The
general procedure for the translation of PN into lad-
der diagram is explained in [14]. Every place has a
corresponding register in the ladder diagram. Every
transition has a corresponding contact and its execu-
tion generates the change of the contact state.

The following rules are an adaptation of the trans-
lation procedure developed in [14]. Let Ta be a transi-
tion in the supervisor PN. Let Pa be an output place of
Ta, connected by an arc with weight na. Let Pb be an
input place of Ta, connected by an arc with weight nb.

• Each transition Ta is represented as a contact in
a ladder segment.

• If Pa is 1−bounded, then it is represented by a
coil with a set function. If Pa is not 1−bounded,
then it is represented by an add block, adding
na tokens to Pa.

• If Pb is 1−bounded, then it is represented by a
coil with a reset function. Also,a normally open
contact is associated to Pb in the segment.

• If Pb is not 1−bounded, then it is represented
by a subtract block, subtracting nb tokens to Pb.
Also, a comparison contact is associated to Pb,
with the rule, greater or equal than nb.

• If Pa = Pb (self-loop), then the number of tokens
holds. Thus, there are not output blocks associ-
ated to Pa in the segment.

The resulting ladder diagram for the SCBC is com-
posed by 28 segments, one for each transition of the
AMS model. A part of this ladder diagram is shown in
Fig. 4.4. Each segment contains the conditions to en-
able the corresponding transition. For example, mon-
itor place C1 must have at least 7 tokens for enabling
transition T27. The number 7 is the coefficient corre-
sponding to transition T27 in the Eq. system 23. More-
over, in the Fig. 4 the weight of the bidireccional arc
from monitor place C1 to transition t27 is 7. Moni-
tor place C4 must have a token for enabling transition
T25.
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Component Discrete Value Place Event Transition Type
Storage Unit (SU) No piece in storage P1 Piece arrives to storage T1 uc

Piece in storage P2 Piece leaves from storage T2 uc
Input piston (IP) Input piston in P3 Activate input piston T3 uc

Input piston out P4 Retract input piston T4 uc
Slot 1 (S1) No piece in slot 1 P5 Piece arrives to slot 1 T5 uc

Piece in slot 1 P6 Piece leaves from slot 1 T6 uc
Slot 2 (S2) No piece in slot 2 P7 Piece arrives to slot 2 T7 uc

Piece in slot 2 P8 Piece leaves from slot 2 T8 uc
Slot 3 (S3) No piece in slot 3 P9 Piece arrives to slot 3 T9 uc

Piece in slot 3 P10 Piece leaves from slot 3 T10 uc
Punching machine (PM) Machine withdrawn P11 Activate punching machine T11 uc

Machine active P12 Retract punching machine T12 uc
Output piston Output piston in P13 Activate output piston T13 uc

Output piston out P14 Retract output piston T14 uc
Position sensor of Loading position P15 Arriving to loading position T15 uc
rotatory table (PS) Not in loading position P16 Leaving from loading position T16 uc
Valve A (VA) Valve A closed P17 Open valve A T17 c
retract input piston Valve A open P18 Close valve A T18 c
Valve B (VB) Valve B closed P19 Open valve B T19 c
activate input piston Valve B open P20 Close valve B T20 c
Valve C (VC) Valve C closed P21 Open valve C T21 c
retract output piston Valve C open P22 Close valve C T22 c
Valve D (VD) Valve D closed P23 Open valve D T23 c
activate output piston Valve D open P24 Close valve D T24 c
Valve E (VE) activate Valve E closed P25 Open valve E T25 c
punching machine Valve E open P26 Close valve E T26 c
Rotatable Motor (MR) Motor off P27 Turn on motor T27 c

Motor on P28 Turn off motor T28 c

Figure 3: Elementary components, discrete values and events of AMS with the corresponding places and tran-
sitions assignment (uc, uncontrollable; c, controllable)

Figure 4.4 Ladder diagram

5 Conclusions

The approach presented in this work reduces the
number of monitor places needed to impose a set of
constraints in a AMS. In the case study, the safety
specification were successfully imposed in the system
behavior using 4 monitor places, showing the exact
same results that using the classical approach with 8
monitor places.

The incidence matrix of a discrete event system

modeled as a PN usually has a lot of zero entries. The
proposed approach reduces the dimension of Matrix
L of the IBCD method, avoiding unnecessary by-zero
multiplications giving a computational numerical ad-
vantage.

In the context of discrete event system the state ex-
pansion leads to complicated and unreadable graphs
representations, such as Finite State Machines. The
use of PN gives a more compact representation of the
system, but it is still possible to find very complex
graphs representations when a SC is design.

It has been proposed a synthesis method for a class
of BC with a restricted syntax. Giving rise to a mini-
mal PN SC. This increases the variety that can be con-
sidered in the synthesis (i.e. forbidden states) using a
solid and mathematically established procedure.

The safety specifications ensure a behavior that
forbids to any unwanted situation occurs in the sys-
tem. The implementation was made using techniques
previously proposed. The resulting implementation
is compact and is a more usable approach for manu-
facturing systems.

Appendix A: Proof of Theorem 23

Proposition 39 Let x, y1, y2 be integer variables with
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L1 =


0 0 −2 0 0 −1 0 −1 0 0 −2 0 −2 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0


L =

[
L1 0

] (24)

Dc1 =


0 0 −2 2 1 −1 1 −1 0 0 −2 2 −2 2 0 0
1 −1 0 0 0 0 0 0 0 0 0 0 0 0 −1 1
0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0


Dc =

[
Dc1 0

] (25)

MT
oc =

[
6 1 0 0

]
(26)

Figure 4: a) Modular supervisor for monitor place C1. b) Modular supervisor for monitor place C2. c) Modular
supervisor for monitor place C3. d) Modular supervisor for monitor place C4

domain {0,1}. The solution set for inequality

(x − y1) + (x − y2) ≤ 0 (27)

is the same solution set for the system

x − y1 ≤ 0
x − y2 ≤ 0 (28)

Proof. The solution set of an inequalities system agrees to
the intersection of each inequality solution set. Let pred-
icate 29 be associated to system 28 and predicate 30 be
associated to ineq. 27.

P [(x − y1 ≤ 0)]∧ P [(x − y2 ≤ 0)] (29)

P [(x − y1) + (x − y2) ≤ 0] (30)

Table 39 shows that both expressions are equivalent.

Table tab:T1 Truth table for Proposition 39
x y1 y2 Eq. (29) Eq. (30)
0 0 0 T T
0 0 1 T T
0 1 0 T T
0 1 1 T T
1 0 0 F F
1 0 1 F F
1 1 0 F F
1 1 1 T T

Lemma 40 Let x, y1, . . . yn be integer variables with do-
main {0,1} and n ≥ 2. Y = y1 + y2 · · ·yn. Let R =
{(x,Y )|x = {0,1},Y = {0,1, · · · ,n}} be the constrained do-
main. Let Σ ⊂ R the solution set for the inequalities sys-
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tem
x − y1 ≤ 0
x − y2 ≤ 0

...
x − yn ≤ 0

(31)

Then Σ is the solution set for the inequality

(x − y1) + (x − y2) + · · ·+ (x − yn) ≤ 0 (32)

or in a compact form

nx −Y ≤ 0 (33)

Proof. (By mathematical induction) Let the base case be
Proposition 39. The induction hypothesis of the induc-
tive step is the Lemma statement. Therefore, it must be
proved that the solution set of ineq. 34 and system 35 is
the same.

(x − y1) + (x − y2) + · · ·+ (x − ys) + (x − ys+1) ≤ 0 (34)

x − y1 ≤ 0
x − y2 ≤ 0

...
x − ys ≤ 0
x − ys+1 ≤ 0

(35)

Ineq. 34 holds if and only if

x − ys+1 ≤ 0 (36)

holds and

(x − y1) + (x − y2) + · · ·+ (x − ys) ≤ 0 (37)

also holds. This is derived from the fact that x can only
take values 0 and 1. If Σ is the solution set for ineqs. 36
and 37, then σ is the solution set for 34. By induction
hypothesis, if ineq. 37 holds, then system
x − y1 ≤ 0
x − y2 ≤ 0

...
x − ys ≤ 0

also holds. Therefore, Σ is the set solution for system 35
and it is proven that Σ is solution for 34 and 35.

Lemma 41 Let X, y1, y2, · · · , yn, z1, z2, · · · zm be inte-
ger variables with domain {0,1}. Let Y = y1 + y2 + · · ·yn,
Z = z1 + z2 + · · ·zm. Let R = {(X,Y ,Z)|X = {0,1},Y =
{0,1, · · ·n},Z = {0,1, · · ·m}} be the constrained domain.
Let Σ ⊂ R the solution set for the inequality

m(nX −Y ) + (x −Z) ≤ 0 (38)

Then Σ is also the solution set for the system

X − y1 ≤ 0
X − y2 ≤ 0

...
X − yn ≤ 0
X −Z ≤ 0

(39)

Proof. The proof consists of two steps. First the inequal-
ity 38 is derived from a geometrical perspective. Then,
it is proven that if Σ is solution for eq. 38, then it is
also solution for system 39. By Lemma 40, the first n in-
equalities are equivalent to ineq. 33, therefore system 39
becomes

nX −Y ≤ 0
X −Z ≤ 0 (40)

From a geometric perspective, both inequalities in sys-
tem 40 have a corresponding plane in a tree dimensional
space (X,Y ,Z). The solution set for each inequality is
constructed with the points contained in domain R and
bounded above by the corresponding plane, thus the so-
lution set for system 39 is constructed with the points
contained in domain R and bounded above for the inter-
section of both corresponding planes. Therefore, there is
a plane such that contains the intersection of both planes
and bounds above all the points contained in domain R
and the solution set of system 40. The intersection of
these planes is a line containing the points (0,0,0) and
(1,n,1). In order to describe a plane equation, an orthog-
onal vector to the plane is required, and for its calculation
a third point is obtained by convenience, ( m

(mn+1) ,1,0).
the orthogonal vector is obtained by calculating the cross
product of two vectors in the plane, for simplicity, v1 =<
1,n,1 > and v2 =< m,mn+ 1,0 >.

Figure 41 Solution plane

v3 =

∣∣∣∣∣∣∣∣
i j k
1 n 1
m (mn+ 1) 0

∣∣∣∣∣∣∣∣ =< −(mn+ 1),m,1 >.

The plane equation is (mn+ 1)X −mY −Z = 0. Thus,
the solution set for (mn + 1)X −mY − Z ≤ 0 is the same
of system 39. Fig. 1. shows the plane and the constrained
domain R. Now it is proven that solution set Σ for ineq.
38 is the same for system 39. System 39 holds for X = 0.
If X , 0, because of the domain constraint, then X = 1. If
X = 1, 39 holds for yi ≥ 1 and Z ≥ 1, then Y ≥ n. Again
because of the domain constraint, Y = n. Hence the set Σ
that holds for expression 41 is the solution set for system
39.

(x = 0)∨ [(Y = n)∧ (Z ≥ 1)] (41)
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x = 0 Y = n Z ≥ 1 (x = 0)∨ [(Y = n)∧ (Z ≥ 1)]
F F F F
F F T F
F T F F
F T T T
T F F T
T F T T
T T F T
T T T T

Table 41 Truth table of equation 41

x = 0 Y = n Z ≥ 1 P [(mn+ 1)x −mY −Z ≤ 0]
F F F F
F F T F
F T F F
F T T T
T F F T
T F T T
T T F T
T T T T

Table 41 Truth table of equation 38

The truth table of expression 41 is shown in Table 41. Us-
ing definition 20, the truth table for predicate variable for
ineq. 38 P ((mn+1)x−mY −Z ≤ 0) is showed in Table 41.
It can be seen that there is a logical equivalence between
expression 41 and ineq. 38 associated predicate.

Constraint 9 can be transformed to a system with
n+ 1 inequalities, as established in Lemma 22

qa −mk1
≤ 0

qa −mk2
≤ 0

...
qa −mkn ≤ 0

qa − [mj1 +mj2 + · · ·+mjm ] ≤ 0

(42)

By Lemma 40, the first n inequalities are equiva-
lent to inequality

nqa − [mk1
+mk2

+ · · ·+mkn] ≤ 0 (43)

Hence the new system

nqa −mK ≤ 0
qa −mJ ≤ 0 (44)

Variables qa, mK , mJ satisfy conditions of Lemma
41. Therefore inequality

m[nqa −mK ] + [qa −mJ ] ≤ 0 (45)

shares the same solution set with system 44 and,
henceforth, with system 42.
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 The concept of cloud computing has arisen thanks to academic work in the fields of utility 
computing, distributed computing, virtualisation, and web services. By using cloud 
computing, which can be accessed from anywhere, newly-launched businesses can 
minimise their start-up costs. Among the most important notions when it comes to the 
construction of cloud computing is virtualisation. While this concept brings its own security 
risks, these risks are not necessarily related to the cloud. The main disadvantage of using 
cloud computing is linked to safety and security. This is because anybody which chooses to 
employ cloud computing will use someone else’s hard disk and CPU in order to sort and 
store data. In cloud environments, a great deal of importance is placed on guaranteeing 
that the virtual machine image is safe and secure. Indeed, a previous study has put forth a 
framework with which to protect the virtual machine image in cloud computing. As such, 
the present study is primarily concerned with confirming this theoretical framework so as 
to ultimately secure the virtual machine image in cloud computing. This will be achieved 
by carrying out interviews with experts in the field of cloud security. 

Keywords:  
Cloud Computing 
Virtual Machine Image  
Information Security  
Virtualisation 

 

 

1 Introduction  

Recent times have seen a sudden increase in the number of 
organisations adopting cloud computing; indeed, this growth has 
brought about a 21st-century computing paradigm. As a type of 
information technology, the cloud includes a number of internet-
based commercial applications; these applications exist because of 
today’s greater bandwidth, thus giving present-day users the 
chance to exploit the advantages offered by top-quality data 
services and application software. Being scalable in nature, cloud 
computing takes advantage of virtualisation to spread resources. 
For those who use the cloud, of particular importance is a resource 
base that houses numerous IT resources, the purpose of which is to 
distribute computing assignments that necessitate a substantial 
amount of processing capability. Surfers of the Web can easily ear-
mark online storage space, which they can then use to safely store 
their data; indeed, they can also gain access to IT resources which 

they can employ to manage and sort their information according to 
their requirements. This paper builds on work which was originally 
presented at the IEEE International Conference on Smart Cloud 
2016 [1].  

 Cloud computing itself gives rise to a number of security issues 
linked to resource scheduling, databases, virtualisation, load 
balancing and networks [2]. Numerous organisations are of the 
opinion that moving their sensitive data to central datacentres is 
fraught with danger. This scepticism stems from the fact that the 
management staff in charge of these datacentres might not be 
trustworthy [3]. Switching databases to a datacentre involves many 
security-related obstacles, e.g. access control issues, virtualisation 
vulnerability, integrity and confidentiality [4]. 

Among the most vital elements of cloud computing is 
virtualisation, which minimises the cost of hardware and supports 
techniques used for saving energy [4]. Virtualisation can be broken 
down into three types: application level virtualisation, operating 
system level virtualisation, and Virtual Machine Monitor (VMM) 
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or hypervisor level virtualisation [5]. When one real-life machine 
is used to run two different virtual machines, this might affect data 
security, as these machines are not completely separated by the 
virtualisation. Moreover, the Virtual Machine Monitor, or 
hypervisor, has control, but not complete control, over the host and 
its operating system (OS) [6]. 

Among the most important elements of cloud computing is 
multi-tenancy. Indeed, while this is thought to be one of the most 
beneficial components of cloud computing, it nevertheless poses a 
threat to security, due to the fact that it spreads infrastructure 
resources across different customers [7]. The hardware layer of 
cloud computing contains no absolute separation, and thus various 
breaches can materialise, such as unauthorised viewing, data 
leakage, and theft of sensitive or confidential data [8].  

Previous studies have put forth a security framework which can 
be used to protect the Virtual Machine (VM) image in cloud 
computing [1]. The present paper details exactly how the 
conceptual framework has been confirmed through interviews 
with experts in the field of cloud security. Indeed, this paper is 
broken down into the following sections: Section 2 summarises the 
concept of cloud computing, Section 3 explores concerns related 
to cloud security, Section 4 examines related work, Section 5 
details the research methodology used, Section 6 presents the 
results and findings of the research, which are subsequently 
discussed in Section 7, and Section 8 puts forth conclusions and 
outlines plans for additional work in the future. 

2 Cloud Computing 

Recent times have witnessed the rapid development of 
hardware, the introduction of distributed computing, and the 
tremendous success of internet technologies. All of these factors 
have made computing resources more powerful, cheaper and more 
readily available than ever before [9]. Current developments in 
hardware and software have ushered in a new computing model 
called cloud computing. In the cloud, computing resources are 
delivered to the users as services, just like public utilities. 
Consumers of these resources can contract for the services based 
on their needs, while the services can be scaled up or down as 
necessary. The National Institute of Standards and Technology 
(NIST) defines cloud computing as “a model for enabling 
convenient, on-demand network access to a shared pool of 
configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service provider 
interaction” [10].  

3 Cloud Security Issues 

As concluded by the NIST, security is the primary concern 
when it comes to delays in adopting cloud computing [11]. This is 
because cloud computing has certain vulnerabilities which can 
potentially affect the major foundations of information security. 
These vulnerabilities are essentially weak points of the system that 
could be taken advantage of by someone attempting to infiltrate 
the cloud. Indeed, with the right tools, a person could gain illegal 
access to these resources. When talking about a threat, the basic 
premise  is that an attacker could use unlawful means to gain access 
to such resources [12]. Figure 1 summarises safety and security 
concerns which are found in different areas of cloud computing. 
When it comes to virtualisation, resources can be grouped together 
or spread throughout numerous environments, namely Virtual 

Machines (VM). A VM is defined as “A way of making a physical 
computer function as if it were two or more computers where each 
non-physical or virtualized computer (machine) is provided with 
the same basic architecture as that of a generic physical computer.   

 

 

 

 

 

 

 

 

 
 

Virtualization technology therefore allows the installation of an 
operating system on hardware that does not really exist” [14]. An 
OS is hosted by the VM [15], with the former representing the 
virtualisation element which makes it possible for a guest OS to 
run on a host computer [13].  

A very handy feature of cloud computing, multi-tenancy can 
be defined as “a property of a system where multiple customers, 
so-called tenants, transparently share the system’s resources, such 
as services, applications, databases, or hardware, with the aim of 
lowering costs, while still being able to exclusively configure the 
system to the needs of the tenant” [16]. Multi-tenancy can be 
broken down into two categories: multiple instance and native 
multi-tenancy. With regards multiple instance tenancy, each tenant 
benefits from the services of a dedicated application instance from 
a shared OS, hardware and middleware server in a hosted 
environment. However, in relation to native multi-tenancy, one 
instance of a program can provide service to several tenants across 
numerous hosting resources. When looking at the Software as a 
Service (SaaS) model, it is clear that multi-tenancy can be linked 
to four varied software layers: the virtual layer, the application 
layer, the OS layer, and the middleware layer [17]. 

With regards a multi-tenancy virtualised environment, every 
user is assigned a VM that plays host to a guest OS. It is possible 
that VMs belonging to different users will have identical real-life 
resources as a result of resource pooling. The purpose of the VMM 
is to orchestrate the VMs and makes it possible for the numerous 
OS instances to function on the same physical hardware [18]. With 
regards the multi-tenancy virtualised environment, certain security 
elements have come into focus, such as VM isolation, which 
pertains to guaranteeing that VMs that function on identical 
physical hardware are kept apart from one another.  

VMs may be transported (migrated) to various real-life hosts – 
a move which often occurs because of maintenance, load 
balancing, and fault tolerance. It is possible that a VM which has 
been transported may be infiltrated by an attacker and redistributed 
to an infected VMM or unsteady server [19]. If essential, it is 
possible to roll back VMs to a former state. This facility gives the 
user a great deal of flexibility, but also gives rise to security 
concerns; this is because, when it happens, the result may be a VM 
being exposed once more to a vulnerability that had previously 
been resolved [12]. In addition, it is plausible for a VM to escape 
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Figure 1 Security issues in Cloud Computing 
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from the control of the VVM. This kind of VM can give an attacker 
the ability to access additional VMs in the same hardware, or 
disable the VMM altogether [20]. Another issue, known as VM 
sprawl, comes about when numerous VMs are being hosted by a 
system, but the majority of said VMs are serving no purpose. This 
situation can lead to a significant waste of the resources found 
within the host machine [21].  

Among the most common threats to the security of the cloud is 
VM image sharing, simply because the image represents the initial 
state for new VM instances [18]. Taking into consideration both 
confidentiality and integrity is vital if the VM image is to be 
secured; this is due to the fact that, if an attacker can gain 
unauthorised access and is malicious, then said attacker can delete, 
modify, and alter administrator passwords, or formulate malicious 
VM instances. Another risk which certainly exists is non-
compliance and running unlicensed software [5]. 

4 Related Work 

It is certainly true that virtualisation is vital when it comes to 
cloud computing; however, it is also accompanied by various 
security concerns. Of these issues, one of the most important is VM 
image sharing, simply because the VM image is used to initialise 
new VMs.  Numerous studies have focused on ways in which to 
secure the VM image. The Image Management System (IMS) 
addresses four security requirements: outdated software detection, 
access control, left owners’ data removal, and malware protection. 
With this said, however, no attention is paid to privacy and 
integrity [22]. The Encrypted Virtual Disk Images in Cloud 
(EVDIC) tool looks at integrity, privacy, and access control; it does 
so by means of encrypting the VM image when it finishes. 
However, it is unable to detect outdated software or leftover 
owners’ data removal [24]. Among other techniques to have been 
proposed are those used to check for software updates in the VM 
image [24, 25, 26]. These techniques are specifically utilised to 
search for software updates in the VM image, but do not take into 
account additional security requirements. Of these past studies, 
none have addressed every single security requirement necessary 
to safeguard the VM image in cloud computing. Hence, there is the 
need for a new method with which to secure all elements of the 
cloud-based VM image.  

5 Research Methodology  

This section describes the research methodology which was 
used to confirm the framework and identify additional 
requirements which are necessary in order to secure cloud 
computing VM images, as shown in  [1]. The initial framework, 
shown in Figure 2, was derived from the literature review. A 
review by cloud security experts was carried out to explore the 
proposed framework and establish if any security requirements are 
missing. 

The method used was an expert review, which is a qualitative 
approach. This form of research is used to gain an understanding 
of underlying reasons, opinions and motivations in the research 
area. It does not use statistical procedures or other means of 
quantification [27]. For this work, interviews were conducted with 
people who have in-depth knowledge of the subject under study 
[28], although the method can also use group discussions or video 
conferencing. This use of interviews permits the collection of valid 
and reliable data that are relevant to the research and its objectives 

[29]. The sample size requirements are based on an heuristic 
evaluation, which often uses between three and five experts [30]. 

In order to achieve the aims of the present study, interviews 
were carried out with a total of eight UK-based experts in the field 
of cloud security. The semi-structured interviews consisted of a set 
of questions that had been prepared in advance. The use of 
semi-structured interviews means that, by also employing an 
exploratory study, it is possible to understand the exact nature of 
the topic at hand [31]. All of the respondents were selected as a 
result of their expertise in the area under study.  

Prior to commencing the interviews, every expert was required 
to sign a consent form after thoroughly reviewing the participant 
information sheet, which presented all the necessary information, 
including the terms and conditions of the research [32]. This study 
was approved by The University of Southampton Ethics 
Committee (reference number 22876).

 
Figure 2. Framework development process to secure the VM image in cloud 

computing 
6 Results and findings 

The results are divided into two sections: Demographic 
Information and Qualitative Data. 

6.1 Demographic Information 

The data were collected from eight cloud security experts in the 
United Kingdom, all of whom were from different organisations. 

http://www.astesj.com/


R. K. Hussein et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 44-50 (2017) 

www.astesj.com     47 

All the interviewees had at least three years’ experience dealing 
with cloud security and virtualisation issues, and thus all had the 
ability to understand and explain current security situations and 
trends. The interviews were conducted either face-to-face or via 
Skype video conferencing [34] between July and December 2016. 
The audio conferencing was recorded using the QuickTime 
recorder application. Face-to-face interviews were recorded using 
the Apple voice memory application. Details of the experts used in 
this study are presented in Table 1. 

Table 1:  Cloud security experts’ attributes used to validate the framework 

Code Job Description Experience 
(years) 

Cloud involvement 

 
A 

Director of the IBM 
Institute of Advanced 

Security in Europe 

 
17 

 
Cloud policy 

 

B Cloud Systems 
Administrator 

 

10 
 

Cloud Security Architect 
 

C Cloud Systems 
Implementer 

 

4 Cloud System 
Administrator 

 

D Cloud Security 
Administrator 

 

6 Cloud System 
Administrator 

 

E 
 

Cloud Security 
Consultant 

 

5 Direct advisory 
involvement with cloud 

implementation 
 

F 
 

Cloud Security 
Consultancy 

 

4 Direct advisory 
involvement with cloud 

implementation 
 

G Cloud Security 
Consultancy 

 

7 
 

Cloud Security Consultant 
 

H 
 

Cloud Security 
Officer 

 

4 Link between Cloud 
deployment & security 

policies 
 

6.2 Qualitative Data 

The purpose of the expert interviews was to review the 
identified security requirements and establish if there are more 
security requirements not included in the framework. Before 
interview questions were asked, each expert was given a brief 
background of the research area and the aim of the study.  After 
the research had been outlined, five open-ended question were put 
to the experts [35]. The first question asked the cloud security 
experts about the importance of the identified security 
requirements. The experts gave an opinion about each of the 
requirements based on their expertise in the field. With regards the 
next question, the identified security requirements were defined 
according to the context of the study. The experts were asked to 
explain the security requirements in the context of securing the VM 
image. In the subsequent questions, they were asked whether there 
are more security requirements not mentioned in the framework 
and how they felt about the possibility of overlap or related factors. 
Finally, the experts were asked if they have any other 
methodologies or approaches to secure the VM image.  

Most of the experts felt that the security requirements identified 
in the framework are essential when it comes to securing the VM 
image in cloud computing. The identified security requirements 
are: privacy, integrity, availability, accountability, regulatory 
compliance, encryption, authorisation, authentication, out-dated 
software detection, malware protection, left owner’ data removal, 
auditing and trust. However, Expert B felt that regulatory 
compliance is irrelevant to the designed framework, while Expert 
D opined that privacy and trust are not necessary when it comes to 
securing the VM image.  

Some of the experts did not agree fully with the definitions of 
the security requirements that are discussed in [1], and added 
additional details to the definitions. Most of the interviewed 
experts agreed with the provided definition of privacy. However, 
Experts B, D and E only partially agreed with this definition and 
added more details. Expert B was of the opinion that privacy is 
related to the data rather than the VM image itself. He stated that 
“Privacy is about saved data not the VM image. The VM image 
should be securely built”. Moreover, Expert D believed that 
building a secure layer is sufficient to ensure the required security 
for the VM image. He said that “Privacy is the layer where you 
define or set policies to secure the VM image”. In contrast, Expert 
E thought that different mechanisms, such as regulatory 
compliance, are required to achieve privacy. He opined that “There 
are other mechanisms used to ensure privacy like regulatory 
compliance”. 

The majority of the experts agreed with the provided definition 
of auditing. However, Experts A and C only agreed partially with 
this definition. Expert A believed that auditing is about keeping 
track of the client’s access usage. He said, “Auditing is about 
recording the usage/access of the user to the VM image”.  Expert 
C thought that auditing is related to storing processes that are 
performed by the client during the access session to understand 
what is happening in the system. He stated that “Audit is taking a 
review of a system and an ongoing process to find out what is 
happening to something”. 

All the interviewed experts agreed with the provided definition 
of accountability and regulatory compliance. However, Expert E 
felt that internal compliance is essential and should be considered. 
He posited that “Internal compliance to reach a set of standards can 
also be considered”. In contrast, Expert B believed that regulatory 
compliance indirectly affects the security of VM. He was of the 
opinion that keeping the operating system and anti-virus up-to-date 
is necessary to ensure the regulatory compliance of the VM image. 
He stated that “Regulatory compliance does not directly refer to 
VM image but, it does so indirectly as it requires Operating System 
and anti-virus to be to up-to-date”.  

Most of the experts agreed with the provided definition of 
encryption. However, Expert G only agreed partially with the 
definition.  He felt that authorised devices also needed to be 
considered. All the interviewed experts agreed completely with the 
provided definitions of authentication, integrity and availability. 
They felt that there is no need for more details related to its 
definition. Most of the interviewed experts agreed with the 
provided definition of authorisation. However, Expert A 
disagreed. He felt that setting the appropriate policies is the 
essential element when it comes to ensuring efficient authorisation. 
He stated that “Administrator typically sets the policies. They 
define the policies for authorisation but, the process of the 
authorisation is automated as it is a large complicated process”. 
Moreover, Expert G believed that authorisation is an automated 
process, thus meaning that the administrator is not dealing with 
checking users’ rights. He stated that “Authorisation is usually 
driven out of permissions assigned to users or groups, not by 
administrations checking customers’ right”. Many of the experts 
agreed with the provided definition of out-dated software 
detection. Conversely, Expert G disagreed with this definition to 
some extent. He asked, “What about the software version of the 
virtual hardware in the VM image itself?”.  Expert A also disagreed 
with this definition. He believed that the software update should be 
against the versions of that particular software. Most of the experts 
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supported the provided definition of malware protection. With this 
said, however, Expert A only agreed with this definition to a 
certain extent, adding that malware should be detected, blocked 
and then removed from the VM image. Moreover, Expert E 
disagreed, to some extent, with this definition, but added that “It is 
a protective measure for detection, not a user removal. Proactive 
protection as well as reactive”. 

The majority of the experts agreed with the provided definition 
of left-over data removal. However, Expert A mentioned that 
personal data needed to be destroyed. Many of the interviewed 
experts supported the definition of trust. However, Expert A 
disagreed, to some extent, with this definition, though he 
mentioned that trust is all about confidence and assurance in using 
the VM image. He also mentioned that integrity of the VM image 
is important and thus the VM image should not include bugs, 
defects or malware. 

After conducting the interviews with the cloud security experts, 
the security requirements were reviewed and updated based on the 
context for securing the VM image in cloud computing. The 
definitions with which the interviewed experts agreed (as shown 
in Figure 3), are listed below: 

• Privacy: Refers to a set of policies that is used mainly for 
securing the data within the VM image [36], and these policies 
must ensure that regulatory compliance is taken into 
consideration. 

• Auditing: Relates to recording the usage or access of authorised 
users to VM image resources, which helps to secure the VM 
image. Audit is the systematic security review of the 
information related to an organisation and how well it conforms 
to a set of criteria [37]. 

• Accountability: This is a measure of the amount of information 
an authorised customer is using during his/her session. This 
includes the quantity of data and time which is used to set 
authorisation control [38]. 

• Regulatory compliance: This refers to conformity to rules such 
as policy, law, and specifications relevant to the business while 
an organisation is working on the goal they wish to achieve. 
Regulatory compliance sometimes does not refer to the VM 
image itself, although it does refer to the operating system and 
the need for anti-virus measures to be kept up to date. 
Internally, it represents the set of polices specific to the 
organisation or the project [39]. 

• Encryption: A technique used to secure the shared data used by 
authorised users and authorised devices in a shared 
environment. In information systems, encryption is achieved 
by converting the data to a form that can only be understood by 
authorised people [40]. 

• Authentication: The process of identifying the customer as one 
authorised to use the cloud service. This is achieved by 
comparing the file of authorised users’ information in the 
database with credentials provided by the user [41]. 

• Authorisation: This refers to the set of polices assigned by the 
administrator, while the implementation of these polices is 
automated [42]. 

• Outdated software detection: Is the comparison of software 
updates against the set of software versions within the VM 
image [18]. 

• Malware protection: Is a protective measure to detect, block 
and remove malware from the VM image. It includes proactive 
as well as reactive protection [26]. 

• Leftover owner’s data removal: A technique used to promptly 
remove authentication details, as well as personal and private 
data from the VM image [22]. 

• Trust: Is the confidence and assurance of using the VM image, 
which belongs to a certain provider. In reality, it is the 
confidence and assurance in the provider who provides the VM 
image. The integrity of the VM image is important, and so the 
VM image should not include bugs, defects or malware [43]. 

• Integrity: This means that information remains unaltered while 
it is stored or being transmitted, and can only be modified and 
deleted by authorised users [44]. 

• Availability: Availability means that information must be 
available when it is needed. Systems with high availability 
allow access to data all the time and prevent service disruptions 
due to hardware failure, system upgrades, power outages, 
power failure, and operating system or application problems 
[45]. 

 
Figure 3. Security requirements agreed by security experts 

     All the experts agreed that the security framework designed to 
secure the VM image in cloud computing is comprehensive, with 
none of them adding more security requirements. Regarding 
overlaps between the security requirements and other approaches 
to securing the VM image, the majority of the experts did not 
identify overlaps between the provided security requirements. 
However, Expert G suggested that auditing could be substituted 
for accountability. Moreover, Expert D suggested that 
accountability is part of regulatory compliance, and so 
accountability can be removed.  

7 Discussion 

     The experts reviewed the proposed framework in order to 
assess the importance of its factors. The majority of experts felt 
that the identified security requirements are important. A thematic 
analysis was used to examine themes within the interview results. 
According to the theme coding, the proposed framework factors 
are considered important when it comes to securing the VM image 
in cloud computing. 
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      Expert B felt that regulatory compliance is not necessary to 
secure the VM image in cloud computing. However, regulatory 
compliance is one of the cloud control matrix components 
published by cloud security alliance [46], and for this reason 
regulatory compliance will be retained in the framework. Expert D 
argued that privacy is not important, although Mazhar et al. [18] 
identified privacy as an important requirement when it comes to 
securing the VM image in cloud computing. Therefore, privacy 
will also be retained in the framework. Similarly, although Expert 
D claimed that trust is ineffective in terms of securing the VM 
image in cloud computing, it is one of the cloud control matrix 
components published by cloud security alliance [46], and so trust 
is also retained in the framework. Regarding the overlap between 
the provided security requirements, there was no unified opinion 
among the experts in terms of whether there are overlaps between 
the proposed frameworks of the security requirements. Hence, 
none of the security requirements can be merged. 

8 Conclusion and Future Work 

      As a brand-new processing paradigm, cloud computing leads 
to greater efficiency, minimised cost, and gives organisations 
round-the-clock access to a communal collection of resources and 
services; moreover, little is required in the way of management. In 
terms of elements which stand in the way of the adoption of cloud 
computing, security is one of the main hindrances; this is due to 
the fact that end-users’ data are kept on the server(s) of the service 
provider. Discussion related to security issues has also taken into 
consideration the various cloud layers, with every layer 
accompanied by its own security problems. Of particular interest 
here is the virtualisation layer; indeed, the issues originating from 
this layer are among the most significant problems affecting the 
security of both the application layer and the data storage layer. As 
such, this study has put forth a framework focused on VM image 
security; the aim of this framework is to protect the VM image 
itself. Expert interviews were conducted in order to achieve the 
aims of this study; interviewees were experts in the field of cloud 
security. These interviews demonstrated that the theoretical 
security framework is sufficient to protect the VM image in cloud 
computing. Future work will involve questionnaires being 
distributed to cloud practitioners so as to further confirm the merits 
of the framework.  
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 Chikungunya virus (CHIKV) is mosquito-borne, alpha virus. It causes acute fever and acute 
and chronic musculoskeletal pain in humans. CHIKV has spread to 22 countries including 
Pakistan resulting in hundreds of thousands of death across the world. International travel 
stands out as one of the major risk factors for rapid global spread of the disease. CHIKV 
can be highly debilitating and large epidemic have severe economic consequences. 
Reemergence of CHIKV is serious public health concern. In the past 10 years, after decades 
of infrequent, specific outbreaks, the virus has caused major epidemic outbreaks in Africa, 
Asia, the India Ocean, and more recently the Caribbean and Americas. Chikungunya virus 
represents a substantial health burden to affected population, with symptoms that include 
severe joint and muscle pain, rashes, and fever, as well as prolonged periods of disability 
in some patients. Entry of virus into tissues causes infiltration of innate immune cells, 
monocytes, macrophages, neutrophils, natural killer cells and adaptive immune cells. 
Macrophages bearing the replicating virus, in turn, secrete pro-inflammatory cytokines IL-
1B, TNF-a, IL-17. Together, this pro-inflammatory milieu induces osteoclastogenesis, bone 
loss, and erosion. Understanding the mechanisms of host immune responses is essential for 
the development of diagnosis, treatments and vaccines. Viral culture and isolation from 
blood cells of infected patients are the Gold standards for diagnosis. Early diagnosis of 
CHIKV is possible by nucleic acid detection techniques. Thus there is urgent need for 
continued research into the epidemiology, pathology, prevention and treatment of this 
disease. In this article, we have provided and update on Chikungunya virus with its recent 
epidemiology, molecular virology and antiviral therapies and vaccines. 
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1. Introduction 

Chikungunya virus (CHIKV)  is mosquito-borne, alpha virus. 
It causes acute fever and acute and chronic musculoskeletal pain 
in humans. CHIKV has spread to 22 countries including Pakistan 
resulting in hundreds of thousands of death across the world. 
International travel stands out as one of the major risk factors for 
rapid global spread of the disease. (1, 2) CHIKV can be highly 
debilitating and large epidemic have severe economic 
consequences. Re-emergence of Chikungunya virus  is of serious 
public health concern. (3,4) In the past 10 years, after decades of 

infrequent, specific outbreaks, the virus has caused major epidemic 
outbreaks in Africa, Asia, the India Ocean, and more recently the 
Caribbean and Americas. Chikungunya virus represents a 
substantial health burden to affected population, with symptoms 
that include severe joint and muscle pain, rashes, and fever, as well 
as prolonged periods of disability in some patients. Entry of virus 
into tissues causes infiltration of innate immune cells, monocytes, 
macrophages, neutrophils, natural killer cells and adaptive immune 
cells. Macrophages bearing the replicating virus, in turn, secrete 
pro-inflammatory cytokines IL-1B, TNF-a, IL-17. (5) 
Chikungunya virus (CHIKV), an arthropod-borne virus 
(arbovirus) that belongs to the family Togaviridae, genus Alpha 
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virus.(6) Alpha viruses can be divided into New and Old World 
viruses. Chikungunya virus is part of the Semliki Forest SF group 
of Old World Alpha viruses. Chikungunya virus is a member of 
the arthritogenic alpha viruses, but some cases also include 
meningeo-encephalitis and hemorrhagic diseases too. 
Chikungunya and O’nyong virus have 85% similarities in their 
symptoms. Chikungunya virus is a small (about 60-70 nm 
diameter), spherical, enveloped, positive-stranded RNA virus. The 
chikungunya virus genome is 11,805 nucleotides long and encodes 
for two polyproteins. The virus consist of four nonstructural 
proteins and three structural proteins. (7) 

 

                        

 
 

Figure 1: Chikununya virus genome structure (8) 

2. Virus Replication  

Virions located on the surface of the cell membrane enter the host 
cells by fusion and endocytosis of the viral envelope (9, 10). The 
uncoating of the Virions occurs in the cytoplasm. The site of 
mRNA transcription is in the cell cytoplasm. Replication is not 
restricted to a particular tissue or organs. Figure 2 shows 
replication as under: 

 

Figure 2: Replication of CHIKV (11) 

3. History: 

The disease was first detected in 1953 in Africa following an 
outbreak on the Makonde Plateau in a Swahili village in the 
Newalla district, Tanzania (12). The virus was isolated from the 
serum of febrile patient. The name chikungunya is derived from 
the Makonde word kungunyala, meaning “that which bends up” 
in reference to the stooped posture developed as a result of the 
arthritic symptoms of the disease. In Swahili, this means “the 
illness of the bended walker”. 

Chikungunya virus likely originated in the Central /East Africa 
(13), where the virus has been found to circulate in a sylvatic cycle 
between forest-dwelling mosquitoes and non-human primates. 

Currently, chikungunya fever has been identified in nearly 40 
countries. Recent epidemics in Indian Ocean an Americas have 
led to the recognition that CHIKV is capable of moving into 
previously unaffected areas and causing significant levels of 
human suffering. (14) In 2008, chikungunya was listed as a US 
National institute Of Allergy and Infectious Disease 
(NIAID)category c priority pathogen. 

4. Symptoms: 

Most of people infected with Chikungunya virus will develop 
some symptoms are fever and very debilitating joint pain. 
Symptoms usually begin 3-7 days after being bitten by infected 
mosquito. Other symptoms may include headache, muscle pain, 
joint swelling, or rash. Chikungunya disease does not often results 

in death, but the symptoms can be severe and disabling. Most 
patients feel better within a week. In some people, the joint pain 

may persist for months. People at risk for more severe disease 
include newborns infected around the time of birth, older adults 
(>60 years), and people with medical conditions such as high 
blood pressure, diabetes, or heart disease. Once a person has been 
infected, he or she is likely to be protected from future infections 

5. Diagnostic techniques: 

Several methods can be used for diagnosis. 

1. Enzyme-linked immunosorbent assays (ELISA), 
Serologic tests may confirm the presence of IgM and IgG 
anti-chikungunya antibodies. An IgM antibody level is 
highest 3 to 5 weeks after the onset of illness and persists 
for about 2 months. Samples collected during the first 
week after the onset of symptoms should be tested by 
both serological and virological methods (RT-PCR). 
(15,16) 

2. Reverse transcription-polymerase chain reaction 
(RT-PCR) methods are available but are of variable 
sensitivity. RT-PCR products from clinical samples may 
also be uses for genotyping of the virus, allowing 
comparisons with virus samples from various 
geographical sources. (17) 

3. Immunofluorescence assays are sensitive and specific 
but lack the ability to quantify antibodies, are subjective, 
and require specific equipment and training. (18) 

4. Plaque reduction neutralization tests (PRNT) are very 
useful because they are quite specific for alpha viruses 
and are gold standard for confirmation of serological test 
results, however it require live virus and special 
laboratory containment equipments. (19) 

5. Haemagglutination-inhibition test used to diagnose 
disease by distinguishing chikungunya strain. 
Chikungunya is confirmed when symptoms such as fever 
and joint pain seen along with four fold 
Haemagglutination Inhibition antibody difference in 
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paired serum samples. This turns positive within 5 to 8 
days of infection. (20,21) 

6. POC (Point-Of-Care) Assays has been recommended to 
facilitate outbreak control. Rapid CHIKV IgM POC tests 
are now available, but little information exists regarding 
their performance. (22) Diagnosis of such cases require 
discrimination between CHIKV, Dengue and Zika Virus, 
this could be facilitated by use of reliable POC Assay. 
POC tests are highly cost-effective because they are easy 
to perform. 
 

6. Vaccine Research: 

    A phase 2 clinical vaccine trial sponsored by the US 
Government in 2000, used a live, attenuated virus, developing  
viral resistance in 98% of those tested after 28 days and 85% still 
showed resistance after one year.(10) However, live chikungunya 
vaccines are still questionable as there could be a risk of a live 
vaccine possibly inducing chronic rheumatism.(23) 

DNA vaccination is a technique for protecting an 
organism against disease by injecting it with genetically 
engineered DNA to produce an immunological response. Nucleic 
acid vaccines are still experimental. DNA vaccines have 
advantages over conventional vaccines as they have ability to 
induce a wider range of immune response types. 

The recent vaccine cassette was designed based on 
chikungunya virus capsid and Envelop specific consensus 
sequences with several modifications, including codon 
optimization, RNA optimization, the addition of a Kozak 
sequence, and a substituted immunoglobin E leader sequence. 
These results support further study of the use of consensus 
CHIKV antigen in a potential vaccine cocktail. 

      Insecticide susceptibility status and major detoxifying 
enzymes activities in Aedes Albopictus (Skuse), Vector of dengue 
and Chikungunya in Northern part of West Bengal, India 27 Feb 
2017.(10) Vector control with the use of insecticides remains the 
suitable method of choice to stop the transmission of these 
diseases.  

7. Clinical Manifestations: 

1. Rheumatic manifestations associated with 
Chikungunya virus infection:  

A study of 307 patients with 32 month follow-up done on 2017 
Feb 23. A Cohort of 307 patients underwent rheumatologic 
examinations for pain secondary to Chikungunya virus infection. 
The long term evaluation was conducted by telephone survey 1 
and 2 years after the onset of the viral infection. At inclusion, 
mean age was 54 years (24-87) and 83.1% of the patients were 
female. Chronic joint pain was associated with synovitis in 64.2% 
of the patients, affecting primarily the wrists, the proximal 
interphalangeal joints of the fingers, and ankles.(24) Attempts to 
detect viral genome in joint fluid (10 patients) and synovial tissue 

(6 patients) using the RT-PCR technique were repeatedly 
unsuccessful. With a mean follow-up of 32 months, joint pain 
persisted in 83.1% of the patients. Functional impairment, 
however, was moderate, with a HAQ score of 0.44+/- 0.5.  

2.  Acute Respiratory Distress Syndrome,  

An unusual case with all other symptoms of Chikungunya virus 
infection showed bilateral infiltrates involving all zones with 
normal cardiac size with no evidence of pleural effusion 
suggestive of ARDS. (25) The working diagnosis of mild ARDS 
as per Berlin criteria secondary to Chikungunya infection was 
established with baseline Acute Physiology and Chronic Health 
Evaluation score of 14 

 3. Cutaneous manifestations:  

           Individuals with CHIKV fever frequently present with 
flushed appearance involving the face and trunk, followed by a 
diffuse erythematous maculopapular rash of the trunk and 
extremities, sometimes involving the palms and soles.(26) The 
rash gradually fades; may evolve into petechiae, urticaria, xerosis, 
or hypermelanosis; or resolve with desquamation.(18, 19) 

 4. Neurological manifestation:  

       In the acute phase of illness  (reported during the outbreak in 
Indian Ocean in 2005-2006), 23 patients presented with 
neurological symptoms associated with abnormal CSF tests and 
positive CSF immunoglobulin M (IgM) or reverse-transcriptase 
polymerase chain reaction(RT-PCR) for Chikungunya virus.(27) 
Clinical manifestations in this outbreak included altered mental 
status or behavior in 95%, headache in 30.4%, seizures in 26%, 
motor dysfunction in 4.3%, and sensorineural abnormalities in 
8.7%.  

8. Outbreak of Chikungunya in Pakistan: 

Chikungunya virus was found as early as 1983(28). In fact, a 
fewer patients with chikungunya were also reported in Lahore 
during the 2011 dengue outbreak(29). The current outbreak(30) is 
said to have started on the second week of December, 2016. 
Different health-care authorities in Karachi estimated the total 
number of patients to be more than 30,000. The National Institutes 
of Health, Pakistan, and Armed Forces Institute of Pathology, 
Pakistan, have so for confirmed more than 4000 cases through 
qualitative RT-PCR. Ministry of Health Services, Regulation and 
Coordination (NHSRC) has for the first time on 26 December 
officially reported the outbreak to the World Health Organization 
(WHO). 

“It is for the first time that Pakistan has officially documented 
the cases and has reported to WHO. The disease surfaced after 
some patients suffering from high fever and joint pain were taken 
to the facility. Pakistan undergoing substantial climate changes. 
The rising temperature has nurtured the outbreak of many 
arboviral illnesses in the region, including malaria and dengue. 
The deplorable sanitary conditions of most Asian countries 
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further adds fuel to the fire by providing excellent breeding 
grounds for arthropod vectors. Chikungunya is now spreading 
explosively in Karachi, Pakistan. Many patients develop 
neurological, cardiovascular, pulmonary, renal, ocular, and 
cutaneous sequelae following acute infection (31). Open sewers 
and feculent morasses, which are excellent breeding habitats for 
mosquitoes, can be found all throughout the city(29). There is an 
urgent need to get rid of the city of stagnant water bodies and to 
raise awareness via campaigns. 

9. Prevention and Control: 

The proximity of mosquito vector breeding sites to 
human habitation is a risk factor for chikungunya as well as for 
other diseases. Prevention and control relies heavily on reducing 
the number of natural and artificial water-filled containers 
habitats that support breeding of the mosquitoes. During 
outbreaks, clothing which minimizes skin exposure to the day-
biting vectors is advised. Repellants can be applied to exposed 
skin, Insectide-treated mosquito nets for children, or sick or older 
afford good protection. Mosquito coils or other insecticide 
vaporizers may also reduce indoor biting.(32)  

Basic precautions should be taken by people travelling 
to risk areas and these include use of repellents, wearing long 
sleeves and pants and ensuring rooms after fitted with screens to 
prevent mosquitoes from entering. 

There is no specific antiviral drug treatment for 
chikungunya. It has now been shown that type1   Interferon 
sensing by non-myeloid cells plays a significant role in fighting 
against Chikungunya infection.  Treatment is directed primarily 
at relieving the symptoms, including the joint pain using anti-
pyretic, optimal analgesics and fluids. There is no commercial 
chikungunya vaccine. 

10. Conclusion: 

        Chikungunya leads to (self-perceived) long term sequelae in 
a considerable proportion of the patients, impacting significantly 
on quality of life(33). Long-term chikungunya sequelae must be 
taken into account when dealing with this disease because of its 
important effects on public and individual health. Prospective 
large scale, long-term studies with objective assessment of signs 
and symptoms attributed to the disease are needed to optimally 
quantify and qualify these problems. 

11. Recommendations: 

  Following recommendations can be helpful in vector control and 
its transmission. 

1. Advocacy, social mobilization, regulatory control for 
public health and empowerment of communities. 

2. Collaboration within the health sector and with other 
sectors through the optimal use of resources, planning, 
monitoring and decision making. 

3. Integration of non-chemical and chemical vector control 
methods and integration with other disease control 
measures. 

4. Evidence-based decision making guided by operational 
research and entomological and epidemiological 
surveillance and evaluation. 

5. Development of adequate human resources, training and 
career structures at national and local level to promote 
capacity building and manage Integrated Vector 
Management (IVM).  
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Matrix Encryption Scheme

1 Introduction

Public key cryptographic is the fundamental technol-
ogy in secure communications. It was devised by
Diffie and Hellman in 1976 to secret key distribution.
The mathematical problems more used are the dis-
crete logarithm problem (DLP). In 1985 the elliptic
curve discrete logarithm problem (ECDLP) was pro-
posed independently by Koblitz and Miller. In this
paper, we present the Matrix discrete logarithm prob-
lem in a new cryptographic scheme. Consider a finite
field L = Fq , where q is a power of p the characteristic
of L.[1, 2, 3]
Throughout this work, we denote:
L∗ multiplicative group of L.
Let a,b ∈ L∗ and let x,y ∈ L,

Mx
y =

(
x
a − 1 y

b − 1
y
b + 1 x

a + 1

)
G = {Mx

y�det(M
x
y ) = 1}

Gq = G mod p.

Mx1
y14M

x2
y2 =Mx3

y3

where,

(1) :

 x3 = b2x1x2+a2y1y2
ab2

y3 = x1y2+x2y1
a

Mk =

 k2+1
2k − 1 k2−1

2k − 1
k2−1

2k + 1 k2+1
2k + 1

 , k ∈ L∗.

m = |Gq |

The next theorem whose proof is evident.

Theorem 1 The setGq with the operator 4 defined by (1)
is a abelian group.
The identity element is Ma

0, that if M = Mx
y then N =

Mx
−y is the invertible element of M.

Remark 1 The MDLP consists of following for two ele-
ments M,N ∈ Gq, determine the scaler k ∈ Zm such that
M4k = N . It is necessary that M be a generator of the
group Gq.

Assumption 1 Given a group Gq and tow elements
M and N ∈ Gq, there exists non polynomial time algo-
rithm θ(logq) deciding the integer k such that M4k = N
if such a k exists.

Assumption 2 Given a group Gq and θ(logq) elements
Ni on Gq, there exists non polynomial time algorithm
(θ(logq)) deciding the integers ki , such that

N4k1
1 4N4k2

2 4.......4N
4kθ(logq)

θ(logq) =M

if such ki exist, where M is a random element on Gq.
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2 Matrix Cryptosystem

2.1 Key distribution protocols

Let Mx
y be a generator of the group Gq.

Alice take a private key 1 < l < m, and computes Mxl
yl =

Mx
y
4l , then she transmits Mxl

yl to Bob.
Similar, Bob takes a private key 1 < t < m, and computes
Mxt
yt =Mx

y
4t and transmits Mxt

yt to Alice.
In the same way Alice and Bob compute Mxtl

ytl = Mxt
yt
4l

and Mxlt
ylt =Mxl

yl
4t respectively.

Theorem 2

xlt
a

+
ylt
b

=
xtl
a

+
ytl
b

mod p

The secret key is α = xtl
a + ytl

b mod p

2.2 Description of This Cryptosystem

Let L = Fq with q = pn.
1)Space of lights: P = Gq.
2)Space of quantified: C = Gq .
3)Space of the keys: K = L∗ .
4)Function of encryption:∀α ∈ K ,

eα : P −→ C
Mx
y 7−→ eα (Mx

y) =Mx
y4Mα

5)Function of decryption:∀α ∈ K ,

dα : C −→ P
Mx
y 7−→ dα(Mx

y) =Mx
y4M−α

Remark 2

dαoeα(Mx
y ) =Mx

y4Mα4M−α =Mx
y

Remark 3 a) Secret key :α
b) Public keys:
1) Space of lights; P
2) Space of quantified; C
3) Space of the keys; K
4) Generator of the group P ; Mx

y
5) Function of encryption; eα
6) Function of decryption; dα

Remark 4 The Mxl
yl , M

xt
yt and m are public and can

known by another person, but to obtain the private key
α, it is necessary to solve the Matrix problem discrete log-
arithm in Gq, what returns the discovery of the difficult
key α.

2.3 Numerical Example

Alice and Bob Choose the following public numbers;
p = 41, a = 2, b = 5, and n = 1. They determine the
group G41 =<M26

31 >, with the identity element M2
0 .

1) Exchange of the key deprived between Alice and
Bob:
Alice take a private key; l = 13 < 39, calculation; M13

23 =
M26

31
413 and send to Bob M13

23 . In turn, Bob take a pri-
vate key; t = 21 < 39, calculation; M15

10 = M26
31
421 and

send it to Alice. Alice and Bob calculate separately :
M13

18 =M15
10
413 andM13

18 =M13
23
421. They determine their

secret key:

α =
13
2

+
18
5

= 6 mod 41

2) Message to send:
Alice wants to send the following message

me = {M28
18 ,M

0
4 ,M

23
27 ,M

34
36 }

It encrypts it using the encryption function

Mx
y e6(Mx

y )

M28
18

(
39 40
1 0

)
M0

4

(
15 37
39 17

)
M23

27

(
28 13
17 30

)
M34

36

(
28 25
27 30

)
3) Message received:

Bob receives message crypt send by Alice

mr = {
(

28 25
27 30

)
,

(
28 13
17 30

)
,

(
15 37
39 17

)
,

(
39 40
1 0

)
}

It decrypts it using the decryption function

Mx
y d6(Mx

y )(
39 40
1 0

)
M28

18(
15 37
39 17

)
M0

4(
28 25
27 30

)
M34

36(
28 13
17 30

)
M23

27

3 Example for cryptography

In this example we take p = 3, a = b = 1, n = 3, and α
root of the polynomial X3 + 2X + 1. We have P = G27,
C = G27, and K = F

∗
27 and M2α+2

α2 is a generator of the
group P .

1) Exchange of the key deprived:
Alice take a private key l = 12 < 25, send to Bob Mα+1

α2 =
M2α+2
α2

4l . Bob take a private key t = 20 < 25, send to Alice

M2α2+2
2α2+α+1 =M2α+2

α2
4t . Their secret key is

β = 2α2 + 2 +α2 + 2α + 2 = 2α + 1.
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2) Message Encryption:
It is known that the encryption functions and the decryp-
tion functions are defined by:

eβ(Mx
y ) =Mx

y4M2α2+2
α2+2α+2

dβ(Mx
y ) =Mx

y4M2α2+2
2α2+α+1

Lets x = iα2 + jα+k and y = lα2 +mα+n, we denote Mx
y

by ijklmn.
Each letter is represented by a ijklmn character. Of-

ten the simple The scheme a = 001000, b = 010112, ...,
z = 221102 is used, but this is Not an essential feature
of encryption. To encrypt a message, each letter will be
decrypted by the decryption function, for a message one
obtains a block of n letters (considered as an n-component
vector). Consider the message ’bonjour’ Which will be en-
crypted by the message: ”crvzrng”.

Table of the Symbol Encryption

Mx
y Symbol eβ(Mx

y ) Encrypt Symbol
001000 a 202120 h
010112 b 010220 c
010220 c 012210 d
012210 d 211110 s
012122 e 010112 b
122110 f 021210 q
122222 g 112102 m
202120 h 011101 j
202212 i 001000 a
011101 j 221102 z
011201 k 202212 i
112200 l 122110 f
112102 m 022101 w
002001 n 101212 v
020112 o 021122 r
020220 p 020112 o
021210 q 020220 p
021122 r 122222 g
211110 s 221200 y
211222 t 012122 e
101120 u 002001 n
101212 v 022201 x
022101 w 101120 u
022201 x 112200 l
221200 y 011201 k
221102 z 211222 t

4 Conclusion

Although matrix multiplication can not provide security
for the encryption of a message [4, 5, 6], we have been able
to construct a law of internal composition other than the
law of multiplication, which allows us to create a cryp-
tography on the matrices and which is safer for a key of
reasonable length.
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 In this article we'll tackle the control of multi-motors electric drives with high dynamic, 
with rapid changes in torque and speed, with rigid or flexible coupling of motors, where 
the control strategy is FOC (Field Oriented Control) for each drives and the distributed 
control in local network using the CANopen protocol. In the surface mining industry, from 
which the electric drive application for this article is selected, the general trend is toward 
using asynchronous motors with short-circuit rotor, due to the advantages of this motor 
both in terms of design and operation. In order to achieve the variable speed, must be used 
the static frequency converters with sensorless control, where speed is estimated using a 
Model References Adaptive Control Estimator. The global control system proposed in this 
paper contain this type of MRAC estimator together with PI-control based, who ensures a 
good dynamic performance but in a lower complexity of structure such that are properly to 
implement in real time in a distributed control system with DSP in local network using the 
CANopen protocol with advantages in terms of software technology, as well as control cost 
and flexibility of use. Following these directions a functional application was implemented 
and tested in practice. 

Keywords:  
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Multi-motors 
Electric drives 

 

 

1. Introduction   

This paper is an extension of work originally presented in 
International Conference on Applied and Theoretical Electricity 
(ICATE) 2016 [1]. 

Electric drives represent complex equipment designed to 
ensure optimal power supply and command of actuators during the 
operating processes. The development of electric drive systems 
was characterized in recent years by a special dynamic, linked both 
with technological advancements in the manufacture of 
semiconductor switching elements and new topologies of electric 
drive [2–6]. 

To study the behavior of the system of frequency converter 
plus motor prior to the actual construction of the converter, a series 
of numerical simulations have been carried out using 
MATLAB/Simulink environment. Trial and error type iterations 
are necessary to avoid the rough design errors, but also to identify 
a series of complex effects and phenomena, even if in the simulated 
environment, which should converge towards a positive 

purposefulness of the whole project. We are showing the control 
of electric multi-drive with high dynamic, with rapid changes in 
torque and speed, with rigid coupling of motors where the control 
strategy is FOC for each drives, sensorless control, where speed is 
estimated using an Estimator. Simulations were carried out in 
MATLAB/Simulink environment, highlighting the control 
structures, and the tuning parameters for a multi-drive application 
commonly used in surface mining industry. Sensorless control has 
a lot of advantages in terms of software technology, as well as 
control cost and flexibility of use. Therefore, the main function of 
the control subsystem is prediction of speed. Fortunately, 
achievements in control theory, such as Kalman or Luenberger 
estimators, have largely contributed to solving this problem. This 
emphasizes the importance of continuous migration of new 
approaches and achievements in control theory to the field of 
electric drives. 

From point of view of control of overall system, active research 
area include sliding mode control [7,8], model predictive control 
[9–11], adaptive control, [12,13] and their references, I/O feedback 
linearization [14], robust control [15], artificial neural networks 
and fuzzy control [16,17]. In [2,8,9] a set of observers are analyzed 
like: super–twisting observer, an observer based on generalization 
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of the phase locked–loop technique, a simple Luenberger observer, 
full order and reduced order adaptive system. The conclusion is 
that in general, these control schemes yield satisfactory results, as 
verified by numeric simulations and real–time experiments, 
making difficult to decide which sensorless control scheme 
performs better (in reasonable requirements of precision, like an 
industrial application). 

From these reasons, in this article we will focus on observer, 
namely a MRAC-Model References Adaptive Control [12,18]. 
Although it doesn’t have the advantage of the Kalman type 
estimator (which provides a good prediction even for additional 
uncertainty added to the measured values), this estimator has the 
advantage of simplicity in terms of its structure, because obviously 
beside the simulations which ensure a good design, it also performs 
the implementation of algorithms for measurement, control and 
prediction in a DSP, where the number of variables and performed 
operations must be optimized [19].  

The overall control system is distributed around a local 
network using the CANopen protocol [20]. The multi-motor 
control system can drive motors with rigid or flexible coupling 
with rated output power between 45 kW and 75 kW, using same 
hardware and specifically software, but in commissioning phase, 
the system make an automatically dynamic identification of 
electrical and mechanical motor parameters. After that before each 
starting a static identification of motor is performed and from 
internal database of each DSP are selected the optimal parameters 
for each regulators. 

We start the simulations and implementation of the functional 
application from this paper, with the results presented in [1,21] 
were the speed is measured directly with an encoder, compared 
with the case of sensorless control. 

The functional device for driving complex multi-motor 
applications has the following features: driving under acceleration 
and braking of two (to six) engines; using the common DC bus; 
braking power is provided with inverter for braking energy 
recovery in industrial electrical network; operates in master-slave 
mode with vector control method; no need for various transducers: 
motion, position, speed, etc. 

The functional model has the advantage of using a drive 
scheme in which independent drives will have one DC 
intermediate circuit properly sized. Also, a significant 
breakthrough in independent electrical drives is the uses of a single 
inverter in the network recover braking energy, while the actuators 
(motors) have different characteristics. Such equipment is used in 
applications where multiple motors are required to achieve the 
necessary torque or synchronous speed, such as: industrial 
machinery and large excavators; conveyor unit; electric traction 
vehicle (tram, metro); railway electric traction; cement mills, coal 
mills. The proposed functional model will perform and recover 
braking energy of each motor in the electrical network. The 
functional model from this paper was tested in practice for a long 
time period with good results.  

The structure of the paper is as follows. In second section will 
briefly present the basics of Field Oriented Control for the 
induction motor and the simulations performed in sensorless 
control. In section 3 are presented the control strategy master-slave 
and the simulations in multi-motors electric drives. Section 4 show 
the practical implementation of the control structures from 

previous sections, and the experimental setup and results are 
presented. Finally, some conclusions will be issued and will be 
pointed out some ideas for continuation of work.  

2. Sensorless Control of Electric Motor Drives 

 The technical data of each electric drive (master and slave) 
system, used for simulations, which includes static frequency 
converter designed with superior technical features providing 
speed regulation between zero and the rating value for induction 
motors with short-circuit rotor, are as follows: supply voltage: 3 x 
400 Vac/50 Hz; rated output power: 45 kW; peak output: 1.5 x 
PN/2 minutes; operating temperature: -25°C to 45°C. The nominal 
parameters of each motors used in simulations are given in the 
below Table. 

Table: Nominal parameters of motor. 

Parameter Value Unit 
Power 51136 VA 
Voltage 400 Vrms 
Frequency 50 Hz 
Stator resistance - Rs 0.041 Ω 
Rotor resistance - Rr 0.05 Ω 
Leakage inductance stator - Ls 0.0008 H 
Leakage inductance rotor - Lr 0.0008 H 
Mutual inductance stator - Lm 0.0207 H 
Rotor values - Inertia 3.1 kg·m2 
Rotor values - Friction 0.1 N·m·s 
Pole pairs - p 2 – 
Snubbers resistance 104 Ω 
Snubbers capacitance 20*10-9 F 
Diodes On-state resistance 0.001 Ω 
Diodes Forward voltage 1.3 V 
DC Bus Capacitance 8400*10-6 F 
Breaking chopper resistance 8 Ω 
Breaking chopper frequency 4000 Hz 
Breaking chopper activation voltage 750 V 
Breaking chopper shutdown voltage 650 V 
Machine Flux 0.73 Wb 
Speed ramp (acceleration) 150 rpm/s 

 

The model Simulink for the sensorless version is shown in 
Figure 1, [18]. In the following simulations, the behavior of the 
converter unit plus motor will be analyzed, in terms of the 
following quantities: stator current, rotor speed, torque and voltage 
in the intermediate circuit.  

The classic form in s domain of a PI controller is: 

 )11()(
sT

KsH
i

R += , (1) 

 where RK  is the proportional term and iT  is the integral term. 
For the Simulink implementation we have the equivalence [18]: 

 Rp KK =  , 
i

R
i T

KK = ,                       (2) 

 where pK  is the proportional gain and iK  is the integral gain. 
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The varying parameters were: for the speed regulator Kp and 
Ki, for the flux controller Kp and Ki, speed ramps and the 
hysteresis band for the current regulator. In addition with the 
encoder case, the estimator which is implemented around a PI 
controller will also have tuning parameters Kp and Ki. The PI 
controllers tuning was carried out using the parameters and 
discrete models presented in Simulink [18]. The model Simulink 
is show in Figure 1, the interface for parameterization of the motor 
is shown in Figure 2 and the interface for the parameterization of 
the rectifier, inverter, intermediate filter and braking chopper is 
shown in Figure 3. 

 The chosen vector control mode is of FOC type, and the 
parameterization of speed regulators, flow controllers, current 
regulators, acceleration/braking ramp, filters and limitations is 
shown in Figure 4. Figure 5 show the general control diagrams of 
speed controllers, current and flux controllers, the transform of 
coordinates and calculation of the rotor position for FOC control 
strategy implemented in Simulink. 

 
Figure 1.  Simulink block diagram for sensorless model. 

 
Figure 2. Interface for Parameters of motor. 

 
Figure 3.  Interface for Parameters of Rectifier, DC Bus and Inverter. 

 
Figure 4.  Interface for adjustable parameters of the controllers. 

 
Figure 5.  Field Oriented Control block diagram. 

 

The output of speed controllers supply the electromagnetic 
torque (T*) and flux (Phi*) references for inner loop control. 
Following [18] and Figure 5 for usual electrical parameters given 
above we can write the equations and transfer functions for 
calculate the Id, Iq and the intermediate value of flux used at each 
iteration by de FOC strategy control in rotor reference frame. 

 
Phi
T
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where the symbol * mean that the value is calculated and will 
be used to the next iteration. In this way we can write the equations 
for each block from Figure 5. 

The type of estimator for angular speed is MRAC (see Figure 
6). The equations of Blocks A and B are [12]: 
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 For the speed Estimator implemented in Simulink, let note 

sr

m

LL
L2

1−=σ  and starting with equations [12,13] we obtain: 

 ( ) ( ) s
dsss

m

rs
ds

m

rs
dr isLR

L
Lv

L
L

dt
d σ+−=Ψ  ,         (8) 
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m
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m
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Lv

L
L

dt
d σ+−=Ψ ,         (9) 

 
Figure 6.  Speed estimator block diagram. 

 

The encoder is thus eliminated, and the angular speed is 
estimated from current and voltage measurements. Using Popov 
hyperstability criterion, in order to achieve the overall asymptotic 
stability, an estimator will be achieved as follows [12]: 

 





 +=

s
KK i

pr ξω̂  , (10) 

 s
qr

s
dr

s
qr

s
dr ΨΨ−ΨΨ= ˆˆξ  . (11) 

In FOC control strategy (see Figure 1 and Figure 5) the flux 
and current controllers are in inner loop and the speed controller is 
in outer loop control. Because the speed estimator must operate 
faster than the outer control loops, we choose considerably 
lowering the tuning values for the speed regulator (so that they will 
be much smaller than the values of the controller from the 
estimator), and the optimum tuning is achieved even for an 
increasing dynamic of the references torque and speed like in the 
next set of parameters (see Figure 7):  

Set of parameters no.1: Speed controller: Kp=30, Ki=20; Flux 
controller: Kp=100, Ki=3, hysteresis band of current 
controller=10A; speed estimator controller: Kp=500, Ki=5000; the 
speed reference is given by the sequence: [0 0.5 2 4 7 8 9]s [0 
150 300 500 350 450 700]rpm; the torque reference is given by the 
sequence: [0 3 6 9 10]s [10 100 200 300 100]Nm. 

The controllers have a good tuning even for a fluctuation of 
100% in rotor resistance and for regenerative braking. Besides the 
good dynamic performance are achieved (stationary error, settling 
time, rising time, overshooting and oscillation index), due to 
proper tuning of the regulators PI using Ziegler-Nichols method [9] 
and varying the hysteresis band of current controller between 5A 
and 20A.  

Using a quality index given by de sum of squared errors 
between desired speed and measured speed, after a lot of 
simulations the best tuning is achieved. Both in simulations and in 
implementation in DSP, a special attention is given to the 
phenomenon of saturation of component blocks. For the control 
loops, limiting and anti-windup components will be implemented 
in the PI controllers [1,18,21]. 

Because the influence of the tuning parameters of PI-
controllers on the performance parameters is complex and 
somehow antagonist, trial and error type iterations are necessary 
when the Ziegler-Nichols method is used for tuning of each PI loop. 
For example increasing Kp  and Ki then the stationary error and 
rising time are reducing but overshooting and oscillation index are 
rising. In practice depending on the application, the importance 
and the weights of the performance parameters is chosen. 

In [9] are presented a set of applications where the control is 
predictive or PI-control based and are highlighted the advantages 
and disadvantages for each of them. Although the predictive 
control can be seen like a real time optimal control, for an induction 
motor with similar parameters with the above Table, in [11] is 
proved that dynamic performance are slightly reduced in 
comparison with PI-control based because of complexity of model 
and the controller. These can be seen like reasons for which we 
choose for the applications presented in this paper a PI-control 
based. This type of control together with MRAC estimator ensures 
a good dynamic performance but in a lower complexity of 
structure such that is properly to implement in real time in a 
distributed control system with DSP in local network using the 
CANopen protocol.   

 
Figure 7.  The simulation of sensorless model for the set no.1 of parameters of 

the controllers and references. 

3. Multi-motors Electric Drives Control 

The multi-motor applications require a synchronization of the 
inverters according to the type of the load and the interaction 
between the engines. An important feature of these applications is 
rigid mechanical characteristic kinematic chain as a whole. 
Between the electric motor and machine, there is only mechanical 
gear with fixed multiplication ratio. As a result, the complex drive 
equipment must ensure the following: equal or similar input 
frequency so to maintain maximum torque at each motor; 
frequency variation from minimum to maximum value; protection 
of electric motors in mechanical or electrical caused defects. In the 
multi-motor drives they are two essential conditions: kinematic 
chain and mechanical devices to be identical; mechanical 
characteristic of the electric motor to be more flexible. In practice, 
the first condition is very difficult to obtain due to operating 
conditions and mechanical wear, so these disadvantages should be 
directed to the second condition, namely the permanent and 
automatic adjustment of the electric motor, so it develops the 
needed torque at the imposed speed. The control system of the 
multi-motor drive includes a control system with FOC-type control 
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strategy for each engine. One of the control systems will be 
considered as master and the other one as slave.  

3.1. Rigid Coupling  

In the case of rigid coupling of the two motors, they must have 
the same speed given the fact that the load torque on each shaft can 
be different. The drive speed reference will be set for the master 
system, and the output it controls (the master engine speed) will be 
transmitted as a speed reference for the slave system. In actual 
implementation this communication is achieved as CANopen 
protocol. In the simulations (see Figure 8) we added a delay block 
to catch the effect of delays in the transmission of the reference 
from the master system to the slave system and the way the overall 
drive control system behaves. The load torques in the driving axles 
may be different and are considered elements of disturbance for 
the driving system which must provide equal speeds for the two 
motors. 

The control systems of each engine have been presented in 
previously section. From single-engine simulations optimal 
settings will be used for the control systems. In order to increase 
the speed of response for the slave system for tracking the master 
system, the acceleration/deceleration ramp was maintained at 
150rpm/s for the master system and the acceleration/deceleration 
ramp was increased at 1000rpm/s for the slave system. This change 
has given good results in simulations, and will also be 
implemented in the DSP’s of the control systems of each engine. 

 

Figure 8.  Simulink block diagram for multi-drives control. 

Another way to increase the speed of response of the slave 
system was to increase the speed of response of the PI-type 
controllers in the slave control system by increasing the regulation 
parameters, but there has been no significant improvement, in 
addition there is the risk of overshooting in the local loops and the 
oscillation of the overall control loop. This alternative has not been 
accepted for implementation in the DSP’s. 

As a result of simulations, it was concluded that the overall 
control system has better results for delays in the transmission of 
the reference from the master to the slave for values up to 5ms in 
case of maximum 20% torque imbalance, i.e. a distribution of 
60%-40% for the two motors. In practical implementation, for 
safety reasons, the delay will be limited to 4ms by setting the 
reference through the local communication network CAN between 
the master and the slave DSP’s, using a communication method 
which is suitable for this time period. In practical implementation, 
the maximum permissible imbalance will be of 18% for the load 
torques, there will be a warning signal if this rating is exceeded, 
and the fault protection is set to a higher rating (depending on the 
beneficiary and the application). The quantities in question 
resulting from these simulations are for each master and slave 
subassembly: stator currents, electromagnetic torques and speeds. 

The voltage rating in the intermediate common DC circuit and the 
overall load torque in the rigid coupling shaft were achieved 
through simulations. We show the simulations for the next set of 
parameters. 

Set of parameters no.1: Speed controller: Kp=30, Ki=20; Flux 
controller: Kp=100, Ki=3, hysteresis band of current 
controller=10A; speed estimator controller: Kp=500, Ki=5000; 
acc master=150rpm/s, acc slave=1000rpm/s, delay=4ms; the speed 
reference is given by the sequence: [0 0.5 2 4 7 8 9]s [0 150 300 
500 350 450 700]rpm; the torque distribution master-slave from 
load torque:[50% - 50%]. 

Set of parameters no.2: Speed controller: Kp=30, Ki=20; Flux 
controller: Kp=100, Ki=3, hysteresis band of current 
controller=10A; speed estimator controller: Kp=500, Ki=5000; 
acc master=150rpm/s, acc slave=1000rpm/s, delay=4ms; the speed 
reference is given by the sequence: [0 9]s [700 900]rpm; the 
torque distribution master-slave from load torque:[0 3 6 9]s [50-
50 60-40 40-60 50-50]%. 

In Figure 9 at second 7, when the load torque reference de-
creases from 100Nm to 30Nm regenerative braking occurs and the 
voltage in the intermediate circuit increases. In Simulink, in order 
to analyze this phenomenon we have set the limits of the braking 
chopper between 750V (Activation Voltage) and 650V (Shutdown 
Voltage). For actual implementation, instead of the braking 
chopper, a regenerative inverter will be used. 

In Figure 10 we observe that because the load torque is 
maximum 800 Nm, the master and slave have same speed with the 
reference just at low value. Between second 3 and second 6, 
because master has imposed 60% from load torque, the slave can 
follow the master but at speed less than the reference. At second 6 
when the master has imposed 40% from load torque, the master 
can follow the speed reference, but not the slave. Starting with the 
second 11 when the imposed load torque is 50% for master and for 
slave, the speed of master and slave follow the speed reference. 
These simulations show that overall control system work well in 
limiting of saturation but evident in a practice situation from 
mechanical reason the protection must work immediately when the 
slave can’t follow the master. In Figure11 because the load torque 
doesn’t reach the saturation for same parameterization set, the 
slave and master follow the speed reference.  

 
Figure 9. The simulation of master-slave drives model for the set no.1 of 

parameters of the controllers and references. 

http://www.astesj.com/


M. Nicola et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 59-67 (2017) 

www.astesj.com     64 

 
Figure 10.  The simulation of master-slave drives model for the set no.2 of 
parameters of the controllers and references with saturation of load torque. 

 

 
Figure 11 The simulation of master-slave drives model for the set no.2 of 

parameters of the controllers and references without saturation of load torque. 

3.2. Flexible Coupling 

In the case of flexible coupling of two or more motors, all 
motors must generate, as much as possible, the same torque. The 
load torques in the driving axles may be different and are 
considered elements of disturbance for the driving system which 
must provide equal electromagnetic torques for the two 
subsystems. The control system of the multi-motor drive includes 
a control system with FOC-type control strategy for each engine, 
but where the speed control loops are deactivated. One of the 
control systems will be considered as master and the other one as 
slave.  

The drive motor torque reference will be set for the master 
system, and the output it controls (the electromagnetic torque) will 
be transmitted as a torque reference for the slave system. In actual 
implementation this communication is achieved as CANopen 
protocol. In the simulations (see Figure 12) we added a delay block 
to catch the effect of delays in the transmission of the reference 
from the master system to the slave system and the way the overall 
drive control system behaves. The control systems of each engine 
have been presented previously. From single-engine simulations 
optimal settings will be used for the control systems, except for the 
parameters of the speed control loop, which in this case is 
deactivated.  

As a result of simulations, it was concluded that the overall 
control system has better results for delays in the transmission of 
the reference from the master to the slave for values up to 10ms, 
however in practical implementation, for safety reasons, the delay 

will be limited to 4ms by setting the reference through the local 
communication network CANopen between the master and the 
slave DSP’s, using a communication method which is suitable for 
this time period. 

In practical implementation, the maximum permissible 
imbalance for the electromagnetic torques of the master and the 
slave system is of 15%, there will be a warning signal if this rating 
is exceeded, and the fault protection is set to a higher rating 
(depending on the beneficiary and the application). The quantities 
in question resulting from these simulations are for each master 
and slave subassembly: stator currents, electromagnetic torques 
and speeds. The voltage rating in the intermediate common DC 
circuit and the overall load torque were achieved through 
simulations. 

 
Figure 12.  Simulink block diagram for multi-drives control. 

 
We show the simulations for the next set of parameters. 

Set of parameters no.1: Speed controller: Kp=30, Ki=20; Flux 
controller: Kp=100, Ki=3, hysteresis band of current 
controller=10A; speed estimator controller: Kp=500, Ki=5000; 
delay=10ms; the torque reference is given by the sequence: [0 0.5 
1]s [100 200 300]Nm; the torque distribution master-slave from 
load torque is balanced [0 0.5 1]s [50 150 250]Nm. 

Set of parameters no.2: Same control parameters like set no.1, 
delay=4ms; the torque reference is given by the sequence: [0 0.5 1 
2]s [100 200 300 400]Nm; the torque distribution master from 
load [0 0.5 1 2]s [50 100 200 200]Nm; the torque distribution 
slave from load [0 0.5 1 2]s [20 100 100 100]Nm. 

Set of parameters no.3: Same control parameters like set no.1, 
delay=4ms; the torque reference is given by the sequence: [0 0.5 1 
2]s [100 200 300 400]Nm; the torque distribution master from 
load [0 0.5 1 2]s [20 100 100 100]Nm; the torque distribution 
slave from load [0 0.5 1 2]s [50 100 200 200]Nm.  

In Figure 13 the overall drive performs well even for a delay of 
10 ms, but with balanced distribution of torque load for the two 
engines. This simulation is equivalent of a linear movement for an 
excavator with tracks. 

In Figure 14 for the sensorless type, in case of a left turn 
(master engine on the left) we shows that for an increased load 
torque in the master engine in relation to the slave engine, the 
equality of the electromagnetic torques is maintained between 
prescribed limits, but the slave engine speed is higher than the 
master engine speed. The behavior of the driving system for a turn 
to the right is similarly simulated (see Figure 15), so that for an 
increased load torque in the slave engine in relation to the master 
engine, the equality of the electromagnetic torques is maintained, 
but the slave engine speed is lower than the master engine speed. 
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Figure 13. The simulation of master-slave drives model for the set no.1 of 

parameters of the controllers and references. 
 

 
Figure 14.  The simulation of master-slave drives model for the set no.2 of 

parameters of the controllers and references. 

 
Figure 15. The simulation of master-slave drives model for the set no.3 of 

parameters of the controllers and references. 

4. Hardware and Software Implementation 

For hardware implementation of each Command and Control 
Unit we used the DSP dsPIC33EP810MU810 Microchip. This 
DSP have Harvard Architecture, 70 MIPS, Acc 40bits, PWM 
hardware blocks, USB, SPI and ECAN interfaces. For the three-
phase diode rectifier block we used DD160N 160A / 2200V 
modules from Infineon and for three-phase inverter block we used 

LNC2W562M modules from Infineon. The current transducers are 
HAT 500-S from LEM with IPN = 500A, IPM= ±1500A and Ua 
= ±15V. The voltage transducers are LV 25-P-1000 from LEM 
with UPN = 10…500V and IPN = 10mA. The block diagram of 
hardware implementation for an application with one master and 
two slaves is presented in Figure 16 and contain the blocks: 1- c.c. 
circuit, 2-three-phase main inverter, 3- synchronization block, 4- 
PWM block, 5- induction motor, 6- output filter, 7- PWM block 
for recovery inverter, 8- three-phase recovery inverter, 9- 
estimation block, 10- voltage controller, 11- flux controller, 12- 
speed controller, 13- current controller, 14- data bus for CANopen 
protocol. The blocks 9 to 13 are implemented software in main 
DSP of each drive. An image of cabinet of hardware structure for 
multi-driving application is presented in Figure 17.  

The software implementation is realized in MPLAB from 
Microchip. MPLAB is an integrated and development 
environment IDE, who contain editor, project manager, debugger, 
profiler and C/C++ optimizer. The software application supplies 
the following features: sensorless vectorially control of induction 
motors; automatically identification of electrical motor parameters; 
stability and fast response at fast changes of load; implementation 
of PWM Space Vector modulation; implementation of PI 
controllers and estimators; implementation of communication with 
PC host and local network communication with CANopen 
protocol. The main software blocks are: Init- make the 
configuration of registers and the limits of CAN converters; 
Clarke- implement the Clarke transformation; iClarke- implement 
the inverse Clarke transformation; Control- make the configuration 
of DSP; eCAN- make the configuration and activate the 
communication on CAN interface with other DSP; Ethet- make the 
configuration on Ethernet; Park- implement the Park 
transformation; iPark- implement the inverse Park transformation; 
Measure- implement the read and conversion of digital and analog 
ports; PI- make the configuration and implement the software PI 
controllers; Estim- implement the software estimators; SVgen- 
implement the software PWM Space Vector modulation; Timer- 
make the configuration of timers; Main- implement the main loop. 

Following [19] all the software blocks that make the control of 
hardware structure are implemented on DSPs, for a functional 
application. The code for software blocks are implemented in 
MPLAB IDE, like a C language but optimized for DSP, where in 
a special format data Q15, the execution speed is increased even 
through the replacement of divide operations (large time consumer) 
by the shifting bit operations (low time consumer). When are make 
the implementation of the equation of speed Estimator in DSP, can 
appear some little errors due the data format representation 
instruction and the algorithm for increasing of accuracy of 
estimated speed value is presented in [19]. It's worth to say that the 
software implementation in DSP is not a trivial task and represent 
the last stage and the validation of the chain: theory, design, 
simulation and implementation. 

4.1. Rigid Coupling 

Similar results with those of Section III are obtained even in 
the case of the functional application. In Figure 18 are presented 
the signals recorded on the PC host for 1 minute from multi-driving 
application 2x45 kW rigid coupling motors. The signals presented 
are: master and slave speed, DC bus voltage, master and slave 
output current and voltage filtered. 
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Figure 16. Hardware block diagram for electric multi-drives. 

 

 
Figure 17. Picture of electric multi-drives equipment. 

 
Figure 18. Signals recorded on the PC host from multi-driving application 

2x45 kW rigid coupling motors. 

The master and slave output speed (the red and blue line) are 
overlaid, indicating a very good control and stationary and 
dynamic performance even under acceleration and braking ramps. 
For each drives output voltage is directly proportional to engine 
speed and observe correct output voltage variation depending on 
engine speed. The current through motor is influenced by the 
functioning regime of drive motor (acceleration or braking) and by 

the variation of the shaft load (at constant speed). The variation of 
current is correct and correlated with the engine operating 
conditions. DC voltage value from intermediate circuit is the 
rectified and filtered voltage value of three-phase line voltage and 
is influenced by the functioning regime of drive motors 
(motor/generator) and the current through the motors. 

4.2. Flexible Coupling 

In Figure 19 are presented the signals recorded on the PC host 
for 7 minute from multi-driving application 3x75 kW flexible 
coupling motors. The signals presented are: master and slave’s 
output current and frequency. The relationship between torque 
(through current) and frequency can be seen in Figure 19.  

Because of the inevitable mechanical wear and tear there are 
differences between the master and slaves motors (gearbox wear, 
ground composition, mud, movement in uphill and downhill). The 
system tries to compensate for these differences by controlling the 
mediated torque for each motor. There are oscillations caused by 
the track movement system. Because of wear and tear these track 
will have the following differences: different tension, different 
electro-mechanical braking time, different grip.  

 
Figure 19. Signals recorded on the PC host from multi-driving application  

3x75 kW flexible coupling motors.  

Because of these differences when the system starts, the motors 
will develop completely different torque and the system is allowed 
to stabilize for 3 seconds, before activating the torque regulator. 
Only the protection features are active during the first 3 seconds, 
for protecting the VFDs, motors and gearboxes. In practice for the 
turning left or right, the upper limit frequency has been increased 
to 65Hz for 10 minutes so the motor from the outside trajectory 
can provide the necessary torque. In simulation it can be seen in 
Figure 14 and Figure 15 that in turn left and right the speed is 
maximum (1500rpm-50Hz) for motors from outside trajectory and 
the supplied torque is decreased.  

There are a good control and stationary and dynamic 
performance even under acceleration and braking ramps and for 
front or back movement. For each drive the current through motor 
is influenced by the functioning regime of drive motor 
(acceleration or braking) and by the variation of the shaft load. The 
variation of currents is correct and correlated with the motors 
operating conditions. 
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5. Conclusions 

It is obvious that the tuning of the controllers from the DSP will 
be slightly different from the one achieved through simulation, 
since simulations cannot identify every single mode and dynamic 
from practice, but the qualitative aspect will surely be maintained, 
and the good results achieved through simulations and the 
implementation of algorithms in the DSP which follow the 
direction of the ones in Simulink is a guarantee that the actual 
model will also function with good results. The system was tested 
in practice in surface mining, in acting of the large excavators, for 
a long time period with good results and proved this fact.   

The results of the research consist in the implementation of the 
FOC sensorless control for an industrial multi-drive for 
applications with rigid or flexible coupling of motors, using same 
hardware but specifically software with rated output power 
between 45 kW and 75 kW. 

 In future approaches some interesting issues remain to be 
investigated, such as the digital implementation of more complex 
controllers for increasing the robustness and performance but 
optimized for DSP. 
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 This paper studied external-source-excited vibration response of double-bay multi-storey 
building frames for the effect of joint stiffening on bending moment and joint displacement. 
One of the frames has normal rigid joints. Three others of the frames have stiffened joints 
of stiffened lengths: 275mm, 425mm and 775mm respectively. Lumped mass system was the 
dynamic model adopted. The frames were modeled as those with flexible horizontal 
members, permitting rotation of joints and having multi degrees of freedom (MDOF). 
Classical displacement method of analysis was adopted using fixed end reactive moments 
which were modified to include the contributions of joint stiffening. The study revealed that 
stiffening of joints results in: (i) decrease in displacements at the joints; (ii) substantial 
reduction in deflection and significant increase of deflection ductility and energy ductility 
of flexural members. (iii) increase in joint moments and decrease in span moments. 
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1. Introduction 

As skeletons constitute the load bearing components of animals 
with bones, so do frames constitute the major load bearing 
components of constructed facilities such as buildings, tricycles, 
towers, guyed masts, bridges, to mention only a few. Building 
structures [1], together with structures of other constructed 
facilities, are subjected not only to static, i.e. gradually applied 
loads or forces, but also they are subjected to time-dependent, 
vibration – inducing loads or forces known as dynamic loads, 
dynamic disturbances or dynamic excitations.  

Various sources of dynamic loads or forces do exist. They can 
pose serious challenges to the lifespan of the constructed facility. 
These forms of dynamic loads [2 - 4] may be summarized as: 
vibrations induced by people such as to pedestrian bridges, floors 
with walking people, floors for sport and dance activities, floors 
with fixed seating and spectator galleries and high diving 

platforms. Machine induced vibrations could impact by way of 
machine foundation and supports, bell towers, structure borne 
sounds and ground transmitted vibrations. 

In addition, there are [2, 3], wind induced vibrations that could 
tremendously affect buildings, towers, chimneys and masts, 
guyed masts, pylons, suspension and cable-stayed bridges and 
cantilevered roofs. 

Vibrations, [2, 3, 5], induced by traffic and construction activity 
can deeply affect buildings, roads, railways, bridges and 
construction work. More vibration – induced sources were 
recounted in [5 - 9]. 

The tendency [5] of one object, applied energy, force, imposed 
displacement excitation source to induce another adjoining or 
interconnected object into vibration motion is referred to as forced 
vibration. In the case of building and civil Engineering structures, 
[5, 6], forced vibrations can be induced by any dynamic excitation 
source on the structure that is subjected to externally applied loads 
or forces. 
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 Eliminating vibrations [3, 7]. may save human lives. A good 
example is the vibration control of building and civil engineering 
structures in an earthquake scenario. Effective vibration control of 
building and civil engineering structures [8] lies in astuteness and 
acuity in structural dynamics analysis and design of structures of 
the constructed facility. 

Stiffened joints [9] are non-deformable joints. In response to the 
action of external loads, they simply rotate as rigid bodies without 
admitting any deformation. Consequently [9] the joints are 
assumed to be infinitely rigid. Greater benefits of stiffened joints 
than there are for normal rigid joints are contained in [4, 9, 12- 14]. 

A typical member of a frame with flexible and stiffened segments 
is depicted by figure1, whereas figure 2 shows the plan of double-
bay building framed structure. Figures 3 and 4 represent double-
bay four-storey building frames with normal rigid and stiffened 
joints respectively. 

 Shear frame model [9] does not permit rotation of its joints but 
allows lateral vibration motion in its plane due to the assumed 
infinite rigidity of its horizontal members. Improved model, 
known as frames with flexible horizontal members, permits 
rotation of its joints [3]. Better acceptability of frames with flexible 
horizontal members, as a generalized dynamic model for multi-
storey building structure, rather than the shear frame model, are 
contained in [3 - 5, 9 - 11]. 

 This work studied forced vibration of double-bay multi-storey 
building frames with stiffened joints. This investigation involved 
four case studies. One of the frames has normal rigid joints. Three 
others of the frames have stiffened joints of stiffened lengths: 
275mm, 425mm and 775mm respectively. Each of the frames was 
modeled as a structure having finite number of degrees of freedom, 
adopting the lumped mass element concentration at the right corner 
of each upper floor level, figure 5. Loading of the conjugate system 
is depicted in figure 6. Figure 7 presents dynamic loading for the 
frames. 

 Aim in this study is to determine the effect of joint stiffening 
on forced vibration of double-bay multi-storey building frames. 
The study sought to achieve the aim through the following 
objectives: 

• To identify the dynamic degrees of freedom 
corresponding to the number of lumped masses; 

• To determine the bending moment for the fundamental 
or conjugate system; 

• To assess the complete reactions to form the identity 
stiffness matrix;  

• To calculate the reactions at the points of imaginary 
supports of the conjugate system to form the load vector 
of the dynamic structure matrix; 

• To solve the equation for forced vibration to obtain the 
amplitudes of forced vibration; 

• To determine the bending moment values due to 
dynamic effect. 
 

2. Previous Works 

In [12], the author carried out dynamic analysis of tall building 
frames. Study in [12] revealed that it was quite insufficient to 

deploy any type of static analysis model to estimate the effect of 
dynamic loads on structures without actually carrying out 
dynamics analysis of such structures that may be subjected to 
dynamic loads. The study in [12] is related to this present work by 
way that both works treated dynamic analysis. They are distinct 
from each other in the matter of joints of infinite rigidity which 
was treated in this present study. Furthermore, the present work 
treated double-bay frames but in [12], mono-bay or single-bay 
frames were treated. 

In [13], the author worked on the matrix analysis of frames 
with stiffened joints. The study in [13] established that joint 
stiffening enhances the structural performance of frames such as 
higher bending resistance and greater stability. Relatedness of 
work in [13] with this present study lies in the fact that both 
studies treated analysis of frames with stiffened joints. However, 
in [13], effects of static loads were determined whereas the 
present work determined the effects of dynamic loads. Again, the 
present work treated double-bay frames. In contrast, the author in 
[13] treated mono-bay i.e. single-bay frames. 

In [9], the author investigated the stress analysis of frames 
with stiffened joints. The study revealed that joints of infinite 
rigidity bring about enhanced stability of framed structures. The 
common ground with the study in [9] and the present work lies in 
both of the studies treated joints of infinite rigidity. This very 
work treated dynamic analysis, whereas the author in [9] treated 
static analysis. This marked an uncommon ground for the two 
studies. Moreover, mono-bay frames were studied in [9]. The 
present study treated double-bay frames. 

The authors in [14], studied effect of joint stiffening on the 
dynamic response of frames. The study in [14] revealed that 
stiffening of joints yielded significant decrease of dynamic 
bending moment values. Study in [14] is related to this present 
work in that both of them treated dynamic analysis of frames with 
stiffened joints. However, category of frames studied in [14] was 
mono-bay, i.e. single or one-bay, as distinct from double-bay 
frame treated in this present work. 

Apart from distinctiveness of the present study with respective 
individual previous works, there exists an aspect of 
distinctiveness of the present study over the previous works put 
together. This lies in mono-bay and double-bay. The previous 
works studied mono-bay frames. The present work treated 
double-bay frames. 

3. Equation of Motion 

3.1. Free Vibration 

At any point in time, t, in the course of a free undamped 
vibration of a multi degree of freedom frame the equation of 
motion is obtained by adding the force of inertia due to the masses 
in motion and the restoring forces due to the stiffness of members. 
Thus, 

𝑚𝑚𝑖𝑖
𝑑𝑑𝑑𝑑2

𝑑𝑑2 𝑋𝑋𝑗𝑗
(𝑑𝑑) +  𝐾𝐾𝑖𝑖𝑗𝑗𝑋𝑋𝑖𝑖(𝑑𝑑) = 0                           (1) 
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Where, Xi (t) = displacement function 
     

mi = mass at the ith floor 
 

Kij = the reaction at the ith floor, obtained from the 
bending moment diagram due to the application of unit 
displacement at the jth floor of the conjugate frame. 

𝑑𝑑2𝑥𝑥𝑥𝑥
𝑑𝑑𝑑𝑑2

(𝑑𝑑) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎𝑜𝑜 𝑑𝑑ℎ𝑎𝑎 𝑚𝑚𝑎𝑎𝑚𝑚𝑚𝑚 𝑚𝑚𝑖𝑖 

It is assumed that the motion of the frame is simple harmonic and 
so the displacement function is further defined by 

𝑋𝑋𝑖𝑖(𝑑𝑑) = 𝑋𝑋𝑖𝑖 sin𝜔𝜔𝑑𝑑                                       (2) 

Where, 𝑥𝑥𝑖𝑖 = 𝑎𝑎𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑑𝑑𝑎𝑎𝑑𝑑𝑎𝑎 𝑎𝑎𝑜𝑜 𝑑𝑑𝑎𝑎𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑎𝑎𝑑𝑑 𝑎𝑎𝑜𝑜 𝑚𝑚𝑎𝑎𝑚𝑚𝑚𝑚,𝑚𝑚𝑖𝑖 

  𝜔𝜔 = 𝑎𝑎𝑎𝑎𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑎𝑎𝑎𝑎𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑓𝑓 

Performing the differentiation in Equation (1) gives: 

𝑚𝑚𝑖𝑖
𝑑𝑑2

𝑑𝑑𝑑𝑑2 (𝑋𝑋𝑖𝑖 sin𝜔𝜔𝑑𝑑) +  𝐾𝐾𝑖𝑖𝑗𝑗𝑋𝑋𝑖𝑖(𝑑𝑑) = 0 

 

−𝑚𝑚𝑖𝑖𝜔𝜔2𝑋𝑋𝑖𝑖(𝑑𝑑) + 𝐾𝐾𝑖𝑖𝑗𝑗𝑋𝑋𝑖𝑖(𝑑𝑑) = 0                    (3) 

 

Using the amplitude, equation (3) becomes 

𝐾𝐾𝑖𝑖𝑗𝑗𝑋𝑋𝑖𝑖 − 𝑚𝑚𝑖𝑖𝜔𝜔2𝑋𝑋𝑖𝑖 = 0 

or 

�𝐾𝐾𝑖𝑖𝑗𝑗𝑋𝑋𝑖𝑖 − 𝑚𝑚𝑖𝑖𝜔𝜔2� [𝑋𝑋𝑖𝑖] = 0                         (4) 

Gauss reduction which is used to solve equation (4) requires, for a 
non-trivial solution, that the determinant of the coefficients of X 
equals zero i.e. 

�𝐾𝐾𝑖𝑖𝑗𝑗 − 𝑚𝑚𝑖𝑖𝜔𝜔2�  = 0                                  (5) 

Thus, equation (5) is an eigenvalue problem whose solution yields 
the natural frequencies 

𝜔𝜔1,𝜔𝜔2 … … …𝜔𝜔𝑛𝑛                                    (6) 

𝑤𝑤ℎ𝑎𝑎𝑎𝑎𝑎𝑎, 𝜔𝜔1 < 𝜔𝜔2 < ⋯𝜔𝜔𝑛𝑛 

3.2. Forced Vibration 

The equation of motion for forced vibration is also  time 
dependent and it is obtained by adding  the forcing function to 
equation (3) and replacing the natural frequency with the forcing 
frequency. Thus, 

miθ2xi + kij𝑋𝑋𝑖𝑖(t) + 𝑅𝑅𝑖𝑖𝑖𝑖(t) = 0                          (7) 

Using the amplitudes, equation (7) becomes 

[𝐾𝐾𝑖𝑖𝑗𝑗 − miθ2][𝑋𝑋𝑖𝑖] + [𝑅𝑅𝑖𝑖𝑖𝑖] = 0                               (8) 

Where, Xi = Amplitude of joint displacement due to forced 
vibration 

  θ = forcing frequency 

Rip = the reaction at the ith floor obtained from the bending 
moment diagram due to the application of the external load to the 
conjugate frame. 

After obtaining the amplitude of joints displacement from the 
solution of equation (8) bending moment values, table 2, due to 
forced vibration are then determined using the relation: 

𝑀𝑀 = �  
𝑛𝑛

𝑖𝑖−1

𝑀𝑀𝑖𝑖𝑋𝑋𝑖𝑖 + 𝑀𝑀𝑖𝑖                                            (9) 

Where, 

M = bending moment due to forced vibration, unit = KNM 

Mp = bending moment for the conjugate system due to external 
load, unit = KNM 

Xi = amplitude of joint displacement due to forced vibration, units 
= mm 

Mi = bending moment for the conjugate system due to unit 
translation at ith floor level. 

4. Methodology 

Derivation of fixed end moments due to applied loads for 
beams with stiffened joints can be facilitated using ideas 
developed by the author in [9] or making adaptations from the 
equations deduced by the authors in [14]. 
Case I: Uniformly distributed load q, on beam fixed at both ends. 
 

𝑀𝑀𝐴𝐴 =  
−𝑓𝑓𝑞𝑞2

12
�1 + 6 �

𝑎𝑎
𝑞𝑞
� + 6 �

𝑎𝑎
𝑞𝑞
�  2�

=
−𝑓𝑓𝑞𝑞2

12
[1 + 6𝛼𝛼 + 6𝛼𝛼 2]                              (10) 

 

𝑀𝑀𝐵𝐵 =  
−𝑓𝑓𝑞𝑞2

12
�1 + 6 �

𝑏𝑏
𝑞𝑞
� + 6 �

𝑏𝑏
𝑞𝑞
�  2�

=
−𝑓𝑓𝑞𝑞2

12
[1 + 6𝛽𝛽 + 6(𝛽𝛽) 2]                         (11) 

 

Case II: Point load, P, acting within the span of the beam fixed at 
both ends, fixed end moment is given by: 

𝑀𝑀𝐴𝐴 =  
−𝑃𝑃𝑑𝑑𝑎𝑎2

𝑞𝑞2
�1 + 2 �

𝑎𝑎
𝑞𝑞
� + �

𝑎𝑎
𝑎𝑎
��

=
−𝑃𝑃𝑑𝑑𝑎𝑎2

𝑞𝑞2
�1 + 2𝛼𝛼 +

𝑎𝑎
𝑎𝑎
�                            (12) 

 

𝑀𝑀𝐵𝐵 =  
−𝑃𝑃𝑑𝑑𝑎𝑎2

𝑞𝑞2
�1 + 2 �

𝑏𝑏
𝑞𝑞
� + 6 �

𝑏𝑏
𝑎𝑎
��

=
−𝑃𝑃𝑑𝑑𝑎𝑎2

𝑞𝑞2
�1 + 2𝛽𝛽 +

𝑎𝑎
𝑑𝑑
�                            (13) 

For a special case where: 

c = d = L/2: 

𝑀𝑀𝐴𝐴 =  
−𝑃𝑃𝑞𝑞

8
�1 + 4 �

𝑎𝑎
𝑞𝑞
�� =

−𝑃𝑃𝑞𝑞
8

[1 + 4𝛼𝛼]                           (14) 
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     𝑀𝑀𝐵𝐵 =  −𝑃𝑃𝑃𝑃
8
�1 + 4 �𝑏𝑏

𝑃𝑃
�� = −𝑃𝑃𝑃𝑃

8
[1 + 4𝛽𝛽]                                 (15) 

 

𝑀𝑀(1 2� ) =  
𝑃𝑃𝑞𝑞
8

                                                                    (16) 

Where, with respect to figure 1, 

a = length of stiffened A end of member. 

b = length of stiffened B end of member. 

c = distance between the point of application of the concentrated 
load and the end of flexible length at A side of member. 

d = distance between the point of application of the concentrated 
load and the end of flexible length at B side of member. 
α = a/L = stiffened factor at A end of member. 
β = b/L = stiffened factor at B end of member. 
where, α=β =a/L =b/L 
 
 

 

 

Figure 1: Flexible and stiffened segments of member. 

5. Results and Discussion 

5.1. Results 

Table 1 contains values of bending moment, Mp, of the conjugate 
system due to external load. 
Table 2 depicts bending moment values due to dynamic effect for 
forcing frequency or function, 𝜃𝜃, = 5.3√𝐸𝐸𝐸𝐸 𝑋𝑋10−3 Rad/sec, for 
the frame of normal rigid joints and for the frames of stiffened 
joints. Table 3 presents reactions at imaginary supports due to 
externally applied loads for the conjugate system. Table 4 
contains values of the maximum span moment due to dynamic 
effect for forcing frequency, 𝜃𝜃, = 5.3√𝐸𝐸𝐸𝐸 𝑋𝑋10−3 Rad/sec for 
the frame of normal rigid joints and frames of stiffened joints. 
Table 5 contains values of amplitude of joint displacement due to 
forced vibration.  

 

Figure 8 is the graph of joint moment, joint 10, due to forced 
vibration versus stiffening factor,α and β. Figure 9 shows the graph 
of the maximum span moments due to forced vibration, versus 
stiffening factors, α and β. Figure 10 presents the graph of joint 
moment, joint 11, due to forced vibration, versus stiffening factor, 
α and β. Figure 11 depicts the graph of joint moment, joint 12, due 
to forced vibration, versus stiffening factor, α and β. Figure 12 
shows the graph of amplitude of joint displacement due to forced 
vibration versus stiffening factor, α and β. 

5.2. Discussion 

• With joint stiffening of double-bay frames, the bending 
moments due to dynamic effect are greater over the supports 
than they are at the mid-spans and hence the beam does not 
materially affect the stresses. This is more pronounced with 
increase in length of stiffening, tables 2 and 4.  

This very trend is in consonance with fundamental 
characteristics of the continuous beam structure.  

• Values of bending moment over the supports due to dynamic 
effect, especially with respect to the horizontal members, are 
smaller for the frame with normal rigid joints than they are 
for the frames with stiffened joints, table 2, figures 8, 10 and 
11. In figure 10, M11-8 tends to exhibit a response that suggests 
closeness to effect of ‘beating’ on the central column joint of 
the first upper floor level. 

• Values of bending moment at the spans due to dynamic effect 
are smaller for the frames with stiffened joints than they are 
for the frame with normal rigid joints table 4, and figure 9. 

• The maximum span moments due to dynamic effect 
decreased progressively with increase in stiffening lengths in 
such a manner that between stiffening lengths of 425mm and 
775mm, this trend passed through zero and migrated to 
negative values for the frame of stiffened length of 775mm, 
table 4, and figure 9. This trend suggests an optimal length of 
stiffening, say lo, exists at which the span moment would hit 
zero value. This means there must be a stiffening length 
versus the flexible length at which zero span moments would 
occur.  

• This optimal stiffening length could enable optimal extension 
of column-free spaces in situations needing as large a 
column-free space as possible.   

• From table 5, it would be observed that joint displacement 
decreased with increase in joint stiffening. This establishes 
that joint stiffening increases stability for double-bay 
building frames. 

• Support moments increase with increase in stiffening factor, 
figures 8, 10 and 11.  

• Span moments decrease with stiffening factor, figure 9. 

6. Conclusion 

On account of diminishing maximum span moment with joint 
stiffening, stiffening of joints of double-bay frame structure can 
be utilized to achieve large column-free spaces in building 
structures and structures of other relevant constructed facilities 
where, in the first place, large column-free spaces were 
functionally needed. 

One of the benefits derivable from joint stiffening of double-bay 
frames is not reduction in end, i.e.; support moments, but in the 
reduction of the maximum span moments even to the barest 
minimum values. 

Since joints stiffening of double-bay multi-storey building frames 
can bring about shifting or transforming of span moments from 
positive values, through zero, to negative values, table 4 and 
figure 9, then, joints of infinite rigidity: (i) substantially reduce 
deflection; (ii) increase deflection ductility and energy ductility of 
flexural members as from the instance of substantial reduction in 
positive span moments; (iii) yields far insignificant a deflection 
scenario at zero span moments; and (iv) further pushes back the 

A C
c

P

D B
d

ba
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frontiers of deflection concerns for the beams when the span 
moments are at negative values. 

Joint stiffening significantly reduces dynamic joint displacements, 
table 5, and figure 12, hence, enhances buckling resistance of 
vertical members. This leads to greater structural stability. 

7. Recommendation 

Where beams of double-bay multi-storey frames are of reinforced 
concrete, the span reinforcement due to dynamic effect should be 
conceived in terms of double reinforcement. 

This is because span moments, depending on the stiffening 
lengths versus flexible lengths provided, can shift from positive 
value stance to the negative value stance, when operating within 
dynamic regime scenario. 

8. Area for Further Investigation 

This lies in establishment of functional relationship between 
stiffening lengths, flexible lengths and the overall lengths of beam 
spans for double-bay frames of stiffened joints so as to achieve as 
large a column-free space as necessary for design and 
construction of double-bay framed structures. 

 

 

 

 

 

 

 

Figure 2: Plan of double-bay multi-storey building framed structure 

 

 

 

 

 

 

 

 

 

Figure 3: Double-bay four-storey normal rigid building frame 

 

 

 

 

 

 

 

 

Figure 4: Double-bay four-storey building frame with stiffened joints. 

 

 

 

 

 

 

 

Figure 5: Dynamic model for the double-bay four-storey building frame 

q1 = q2 = q3 = 45 KN/m 
 q4 = 32 KN/m 

P1 = P2 = P3 = 15 KN 

 

 

 

 

 

 

 

Figure 6: Loading for the conjugate system of the frames 

 

 

 

 

 

 

 

 

 

 

Figure 7: Dynamic loading for the frames 
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Table 1:  Bending moment, Mp, of the conjugate system due to external load for the frames 

 Normal Rigid 
Frame: a=b=0 

(KNM) 

Stiffened Frame 
a=b=275mm 

(KNM) 

Stiffened Frame 
a=b=425mm 

(KNM) 

Stiffened Frame 
a=b=775mm 

(KNM) 
M1-2 -136.62502 -172.47558 -198.63228 -263.02094 

M1-4 -136.62502 -172.47558 -198.63228 -263.02094 
M2-1 -203.58353 -246.81158 -277.60053 -340.09485 

M2-5 -27.00186 -31.22164 -33.75587 -35.66880 

M2-3 -176.58166 -215.58994 -242.84467 -304.43605 

M3-2 -94.13145 -123.02986 -144.95843 -205.87282 
M3-6 -94.13145 -123.02986 -144.95843 -205.87282 

M4-1 106.89054 138.2269 161.87205 226.32273 

M4-5 -186.96919 -231.93461 -263.83615 -343.20268 

M4-7 -80.07865 -93.71190 -101.96411 -116.87991 
M5-4 -217.48193 -260.85209 -290.78084 -362.02720 

M5-2 21.56789 25.48206 27.99247 32.29713 

M5-6 -179.20534 -217.25063 -244.03847 -308.60470 

M5-8 -16.70870 -18.11940 -18.74990 -21.12537 
M6-3 76.41084 101.80996 121.56509 178.96965 

M6-5 -136.44870 -175.19812 -203.70035 -276.92450 

M6-9 -60.03786 -73.38815 -82.13529 -97.95490 

M7-4 82.99792 97.43619 106.23188 120.81081 

M7-8 -187.0732 -231.68649 -263.43549 -343.58384 
M7-10 -104.00609 -134.22557 -157.20359 -222.77299 

M8-7 -221.03678 -265.47049 -296.16996 -369.23204 

M8-5 17.28348 18.81324 19.50037 21.15220 

M8-9 -182.67231 -221.78523 -249.32369 -314.71870 
M8-11 -21.08097 -24.87200 27.34590 -33.36115 

M9-6 61.38549 75.13015 84.14297 100.60216 

M9-8 -136.62009 -175.16930 -203.54165 -277.13180 

M9-12 -75.23460 -100.03917 -119.39868 -176.52966 
M10-7 122.09500 155.67195 180.58150 249.46969 

M10-11 -196.85976 -242.95370 -276.05115 -361.38748 

M10-13 -74.764.75 -87.28173 -95.46964 -112.01783 

M13-10 37.38238 50.16981 59.11203 80.56297 
M11-10 -253.18853 -305.39068 -341.49867 -427.18030 

M11-8 24.30368 28.33032 30.85063 36.98969 

M11-12 -214.20411 -261.47907 -294.72287 -373.92497 

M11-14 -14.68074 -15.58128 -15.92514 -16.26565 
M14-11 7.34037 5.68577 9.86039 11.69822 

M12-11 141.19614 -179.66665 -208.24449 -283.95688 

M12-15 -53.46003 -64.29897 -71.73173 -87.34170 

M15-12 26.73002 36.95925 44.41421 62.81595 

M12-9 87.73608 115.36768 136.51274 196.61519 
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Table 2:  Bending moment due to dynamic effect for 𝜃𝜃 = 5.3√𝐸𝐸𝐸𝐸 𝑋𝑋10−3 Rad/Sec 

 Normal rigid Frame: 
a=b=0 
(KNM) 

Stiffened Frame 
a=b=275mm 

(KNM) 

Stiffened Frame 
a=b=425mm 

(KNM) 

Stiffened Frame 
a=b=775mm 

(KNM) 
M1-2 -116.03486 -161.60428 -179.20319 -268.24866 
M1-4 -116.03486 -161.60428 -179.20319 -268.24866 
M2-1 -221.12689 -256.37968 -294.13419 -334.95391 
M2-5 -64.16006 -51.78553 -71.86412 -24.07263 
M2-3 -156.96699 -204.59211 -222.27504 -310.87573 
M3-2 -116.79310 -135.31369 -167.99186 -199.34768 
M3-6 -116.79310 -135.31369 -167.99186 -199.34768 
M4-1 89.74401 127.93788 147.96153 -225.19658 
M4-5 -160.36169 -219.65840 -234.90723 -358.59200 
M4-7 -70.61768 -91.72758 -86.94576 -133.39538 
M5-4 -241.58140 -272.22151 -318.13336 -347.25584 
M5-2 53.58140 44.61527 59.88292 68.63167 
M5-6 -151.61094 -204.06030 -211.64822 -327.02729 
M5-8 36.70641 -23.54337 -46.60223 88.86021 
M6-3 -166.23023 -189.27895 -237.62631 -257.90698 
M6-5 95.41714 113.39282 138.38718 178.56129 
M6-9 -70.81309 -75.88332 -99.23915 -79.35011 
M7-4 57.66173 79.53900 72.83115 126.43404 
M7-8 -182.90571 0243.13451 -263.50706 -378.42561 
M7-10 -125.24067 -163.57431 -190.67589 -252.05199 
M8-7 -224.25507 -254.45280 -295.44738 -334.67612 
M8-5 50.54224 37.28057 63.64087 6.18210 
M8-9 -179.11818 -234.65492 -250.33966 -358.20544 
M8-11 5.40211 17.47681 18.53928 29.70515 
M9-6 -141.05426 -161.88435 -203.16814 -233.33765 
M9-8 87.71443 93.09982 119.25638 92.96672 
M9-12 -53.33984 -68.77864 -83.91176 -140.37095 
M10-7 113.80187 168.01851 184.61312 262.13025 
M10-11 -231.775506 -277.85320 -318.29110 -419.70351 
M10-13 -117.97455 -109.84412 -133.67800 -157-56892 
M13-10 187.93779 77.63577 120.24978 152.47587 
M11-10 -222.66726 -273.92372 -303.25845 -372.29985 
M11-8 16.79523 3.45329 3.93718 17.57228 
M11-12 -248.46057 -297.81322 -339.60256 -421.87414 
M11-14 42.58854 20.43674 40.28170 52.00670 
M14-11 -63.86561 -42.22376 -61.54693 -76.50861 
M12-11 -102.54783 -139.95023 -159.45947 -263,14950 
M12-9 94.05616 100.17412 128.80553 225.84367 
M12-15 -8.49164 -39.77611 -30.65392 -37.30584 
M15-12 -38.32551 -5.79360 -53.02507 -12.128187 
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Table 3: Reactions Rip, at imaginary supports due to externally applied loads for the conjugate system. 

 Normal Rigid 
Frame: a=b=0 

(KN) 

Stiffened Frame 
a=b=275mm 

(KN) 

 Stiffened Frame 
a=b=425mm 

(KN) 

Stiffened Frame 
a=b=775mm 

(KN) 
R1P -6.10088 -7.28869  -8.05812 -9.13382 

R2P 4.18562 5.86440  7.14125 9.91980 

R3P -2.52118 -3.89780  -5.00249 -7.94773 

R4P 2.44925 2.33683  3.38925 4.26989 

 

Table 4:  Maximum Span Moment Due to Dynamic Effect for 𝜃𝜃 = 5.3√𝐸𝐸𝐸𝐸 𝑋𝑋10−3 Rad/Sec 

 Normal Rigid Frame: 
a=b=0 
(KNM) 

Stiffened Frame 
a=b=275mm 

(KNM) 

Stiffened Frame 
a=b=425mm 

(KNM) 

Stiffened Frame 
a=b=775mm 

(KNM) 
M1-2 113.88439 73.01301 46.27978 -20.60809 

M2-3 77.96550 45.82138 20.11064 -37.11031 

M4-5 119.22989 74.09292 43.86895 -32.92392 

M5-6 88.26692 50.51787 22.55022 -44.67972 

M7-8 130.41961 85.20633 54.52278 -22.55085 

M8-9 98.91377 60.84072 32.24611 -35.36522 

M10-11 138.7784 90.11540 55.22522 -30.00167 

M10-12 110.11582 67.31541 37.92739 -65.14092 

  

Table 5:  Amplitude of Joint Displacement Due to Forced Vibration 

Stiffening 
factor 

 
X1 

Joint  
X1 

                                  Displacement (mm) 
            X3                                                               X4 

a= b = 0 
α= β = 0 

 
4.94 

 
5.86 

 
6.07 

 
8.36 

     
a= b = 275 

α= β = 0.044 
 

3.30 
 

4.63 
 

5.03 
 

6.52 
     
     

a= b = 425 
α= β = 0.064 

 
2.77 

 
3.54 

 
4.28 

 
5.24 

     
     

a= b = 775 
α= β = 0.134 

 
1.85 

 
2.02 

 
3.04 

 
4.12 
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Figure 8: Graph of joint moment due to forced vibration, dynamic effect, 
versus stiffening factor, α and β. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Graph of maximum span moments due to dynamic effect, versus 
stiffening factor, α and β. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10: Graph of joint moment, joint 11, due to forced vibration, 

dynamic effect, versus stiffening factor, α and β. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11: Graph of joint moment, joint 12, due to forced vibration, 

dynamic effect, versus stiffening factor, α and β. 
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Figure 12: Graph of amplitude of joint displacement due to forced 
vibration, dynamic effect, versus stiffening factor, α and β. 
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Therefore, we can collect and parse data, make many distributed operations, aggregate 
results, make reports and synthesis. To allow all these operations, Big Data Science relies 
on the use of "Distributed File Systems (DFS)" technologies to store data more efficiently. 
Distributed File Systems were designed to address a set of technological challenges like 
consistency and availability of data, scalability of environments, competitive access to data 
or even more the cost of their maintenance and extension. In this paper, we attempt to 
highlight some of these systems. Some are proprietary such as Google GFS and IBM GPFS, 
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1. Introduction   

Todays, the amount of data generated during a single day may 
exceed the amount of information contained in all printed materials 
all over the world. This quantity far exceeds what scientists have 
imagined there are just a few decades. Internet Data Center (IDC) 
estimated that between 2005 and 2020, the digital universe will be 
multiplied by a factor of 300, this means that we will pass from 
130 Exabyte to 40,000 Exabyte, which is the equivalent of 40 
billion gigabytes (more than 5,200 gigabytes for each man, woman 
and child in 2020) [1].  

Therefore, the variety and the complexity of this deluge of data, 
which is often unstructured, are revolutionizing the methods of 
data management and exploitation of the large quantity of 
information they convey [2,3]. 

Traditional data processing technologies have rapidly reached 
their limits and are being replaced by new systems which allow big 

data storage and analysis, taking on consideration what is currently 
known as the four V: Volume (to handle the huge amount of 
generated data), Velocity (to store, analyze and retrieve huge 
dataset as quickly as possible), Variety (to process mostly 
unstructured data, from multiple sources), and Value (to ask the 
right questions to generate maximum value) [4]. 

The typical schema of Big Data architecture (e.g. MapReduce) 
requires partitioning and distributing the processing across as 
many resources as possible. Otherwise many issues relative to the 
quantity of processed data can emerge like:  

• Big data are slow to move over any network,  

• Scaling up vertically (more memory, more powerful 
hardware) has limitations.  

• A single hard drive cannot handle the size of big data.  

• Failures in computing devices are inevitable 

Move the “processing” into data instead of the opposite can 
become an obligation rather than a choice. Cloud platforms for 
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example, seem to offer countless benefits to such architecture, 
among the most important between those advantages is the 
scalability of the infrastructure that is managed by a fully 
outsourced service [5].  

Distributed storage systems take also the same orientation.  

Although the traditional systems such as centralized network-
based storage systems (client-server) or the traditional distributed 
systems such as NFS, managed to meet the requirements of 
performance, reliability and safety of the data until a certain limit, 
they are no longer able to respond to the new requirements in terms 
of volume of data, high performance, and evolution capacities. 
And besides their constraints of cost, a variety of technical 
constraints are also added, such as data replication, continuity of 
services etc… [6,7]. 

    In this paper, we try to discuss a set of the main 
characteristics of technologies used in the market and we think 
they are the most relevant and representative of the state of the art 
in the field of distributed storage. In section II, we start by 
explaining what Distributed File System (DFS) is. In section III, 
we discuss some architecture of some DFS systems while 
presenting the strengths and weaknesses of each of them. In section 
IV, we present the logic of storage as Blob. In section V, we 
discuss the technique of data stripping. In section VI,   we discuss 
the issues of concurrency and some technologies used in this field. 
In section VII we present the tiered storage. We conclude this 
paper by a benchmark table of five major systems on the market: 
Andrew File System (AFS), Google File System (GFS), Blobseer, 
Hadoop Distributed File System (HDFS) and General Parallel File 
System (GPFS). The comparison focuses on a set of characteristics 
discussed and explained throughout this paper. 

More specifically, our main objective in this paper is to 
contribute to determine the main characteristics that a Distributed 
File System must integrate to respond to the multiple requirements 
of a BIG DATA ecosystem. This study will allow us to well target 
the part on which we are going to conduct our research to improve 
the performance of a DFS. 

2. What is “Distributed File system (DFS)” 

A distributed file system (DFS) is a system that allows multiple 
users to access, through the network, a file structure residing on 
one or more remote machines (File Servers) using a similar 
semantics to that used to access the local file system. It is a client / 
server architecture where data is distributed across multiple storage 
spaces, often called nodes. These nodes consist of a single or a 
small number of physical storage disks. 

The nodes generally consist of basic equipment, configured to 
just provide storage services. As such, the material can be 
relatively inexpensive. 

The disk of each machine may be divided into several 
segments, and each segment is stored repeatedly (often three 
times) on different storage spaces, each copy of each segment is a 
replica. 

As the material used is generally inexpensive and by large 
quantities, failures become inevitable. However, these systems are 
designed to be tolerant to failure by using the replication technique 

which makes the loss of one node an event "of low emergency and 
impact" as the data is always recoverable, often automatically, 
without any performance degradation. 

The architecture of a distributed storage system varies 
depending on the technological choices driven by the use case. 
Nevertheless, it must generally observe some basic rules, which 
are required for the survival of such ecosystem and which can be 
summarized in the following points [8]: 

• Access transparency: The remote file systems are exposed 
on the client machine like any local file system. 

• Localization transparency: The client has no indication -by 
the file name- about the location of the file space neither if 
it is a local or remote space file.  

• Concurrent access transparency: The file system state is the 
same for all the clients. This means that if a process is 
modifying a file, all other processes on the same system or 
remote systems that access the files see the changes in a 
consistent way.  

• Failure Transparency: Client programs should not be 
affected by any loss of any node or a server.  

• Heterogeneity: The File service needs to be supported by 
different hardware platforms and operating systems.  

• Scalability: The file system should work in small 
environments (one to a dozen machines) as well as in large 
environments (hundreds or even tens of thousands of 
systems).  

• Replication transparency: To support scalability, files must 
be replicated on multiple servers; transparently to clients 
(the system is on charge to create and maintain a designed 
number of replicas automatically).   

• Migration transparency: any file movement in the system 
for management purposes should be transparent to the 
clients.  

• Support fine-grained distribution of data: To optimize 
performance, the individual objects need to be located near 
the processes that use them.   

• Tolerance for network partitioning: The file system should 
be tolerant to the fact that the entire network or certain 
segments of it may be unavailable during certain periods.  

In this paper, we compare five distributed file systems: AFS, 
GFS, Blobseer, HDFS and GPFS. The choice to compare only 
those specific systems, despite of the fact that the market includes 
dozens of technologies, is particularly led by two reasons: 

1. Our main objective is to study by focusing on the main 
features of the most Data File Systems required for a Big Data 
context. It is technically difficult to study all systems in the market 
in order to know their technical specifications, especially as lots of 
them are proprietary and closed systems. Even more, the 
techniques are similar in several cases and are comparable to those 
of the five we compare in this paper. The best known and not 
included in our paper because of that are: Amazon S3 File System, 
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OCFS (Oracle Cluster File System), GFS2 (Red Hat), VMFS 
(Virtual Machine File System by VMware). 

2. These five systems allowed us to make a clear idea about the 
state of the art of this domain, thanks to the following 
particularities: 

• AFS (Andrew File System) is a system that can be 
considered as a bridge between conventional systems such 
as NFS and advanced distributed storage systems. His big 
advantage is that it is available on a wide range of 
platforms: AIX, Mac OS X, Darwin, HP-UX, Irix, Solaris, 
Linux, Microsoft Windows, FreeBSD, NetBSD and 
OpenBSD. 

• GFS (Google File System) is a proprietary system used 
internally by Google, which is one of the leading 
innovating companies. Google aims to manage huge 
quantities of data because of its activities.  

• Blobseer is an open source initiative, particularly driven by 
research as it is maintained by INRIA Rennes. Blobseer 
choices, especially in the area of concurrency, are very 
interesting as discussed hereafter. 

• HDFS (Hadoop Distributed File System), which is a 
subproject of HADOOP, a very popular Big Data system, 
is considered as a reference in this domain. It is therefore 
interesting to review its mechanisms and compare them to 
the other DFS systems. 

• GPFS (General Parallel File System) is a system developed 
by IBM, a global leader in the field of Big Data. IBM 
commercializes this system as a product. 

By choosing those five systems, we tried to make sure to have 
an illustration of these specific initiatives: 

• Open source initiatives (BlobSeer, AFS, HDFS),  

• Academic initiatives (BlobSeer) 

• Big Data leader’s initiatives (IBM GPFS, Google GFS) 

• Business market initiatives (IBM GPS) 

We think that considering these four initiatives can help to 
make a clear idea about the main orientations in the market of 
distributed storage today. 

3. DFS architectures 

In the following, we study the architecture of each of the five 
systems in order to explore the mechanisms and architectural 
choices of each of them and thus understand the reasons which 
justify these choices. 

3.1. Andrew File System (AFS) architecture 

A standard system that supports some characteristics of this 
kind of architecture is AFS. 

AFS (or Open AFS currently) is a distributed file system 
originally developed by Carnegie Mellon University (as part of the 
Andrew Project. Originally named "Vice", AFS is named after 

Andrew Carnegie and Andrew Mellon). It is supported and 
developed as a product by Transarc Corporation (now IBM 
Pittsburgh Labs). It offers client-server architecture for federated 
file sharing and distribution of replicated read-only content [9]. 

AFS offers many improvements over traditional systems. In 
particular, it provides the independence of the storage from 
location, guarantees system scalability and transparent migration 
capabilities. AFS can be deployed on a wide range of 
heterogeneous systems, including UNIX, Linux, MacOS X and 
Microsoft Windows. 

 
Figure 1 : AFS Design 

As shown in Figure 1, the distribution of processes in AFS can 
be summarized as follows: 

•  A process called “Vice” is the backbone of the system; it is 
composed by a set of dedicated file servers and a complex LAN. 

• A process called “Venus” runs on each client workstation; it 
mediates access to shared files. Venus gets the requested files from 
the vice process and keep them in the local cache of the client. 
Venus also emulates a “UNIX like” file system access semantic on 
the client station. “Vice” and “Venus” processes work in the back 
ground of the client workstation process, so the client sees a normal 
UNIX file system [10]. 

To better manage the transfer of files between servers and 
clients, AFS assumes the following hypothesis [11]: 

• Concerned files remain unchanged for long periods; 

• Those files will be updated only by their owners; 

• A large local cache is enough to contain all the client files; 

• Generally concerned files are of small size, less than 10 
Kbytes; 

• Read operations are more common than write operation; 

• The sequential access is usually more common than 
random access;  

• Most of the files are used by a single user, their owner; 
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• Once the file has been used, it will likely be used again in 
the near future. 

These assumptions led AFS to adopt a fairly simple caching 
mechanism based on these two main elements: 

• The whole content of directories and files are transferred 
from the server to the client (in AFS-3 by pieces of 64 
kilobytes) 

• Caching whole file: when the file is transferred to the client, 
it will be stored on the local client disk (client cache) 

Using the client cache may actually be a good compromise to 
improve system performances, but it will only be effective if the 
assumptions that the AFS designers have adopted are respected. 
Otherwise, this massive use of the cache may compromise the data 
integrity. 

3.2. Google File System (GFS) architecture 

Another interesting approach is that adopted by GFS, which 
does not use cache at all. 

GFS is a distributed file system developed by Google for its 
own applications. Google GFS system (GFS cluster) consists of a 
single master and multiple Chunkservers (nodes) and can be 
accessed by multiple clients, as shown in Figure 2 [12]. 

Each of these nodes is typically a Linux machine running a 
server process at a user level. It is possible to run both a 
Chunkserver and a client on the same machine if its resources 
allow it. 

 
Figure 2 : GFS Design 

The files to be stored are divided into pieces of fixed size called 
"chunks". Each "chunk" is identified by an immutable and unique 
“Chunk Handle” of 64 bits, assigned by the Master at its creation. 
The Chunkservers store chunks on local disks as Linux files, and 
manage to read or write a chunk using her Chunk Handle 
associated with a byte range. 

The chunks are replicated on several Chunkservers. By default 
three replicas are stored, although users can designate a different 
number of replications if needed. 

The "master" server maintains all metadata of the file system. 
This includes the namespace, access control information, the 
mapping from files to chunks and locations of existing chunks. It 
also controls the operations of the entire system, such as the 
selection and management of the master copy of a chunk (chunk 
lease), garbage collection (orphan chunks) and the migration of 
chunks between Chunkservers. The master communicates 
periodically with each Chunkserver to give instructions and collect 
its state. 

The GFS client code uses the API of the file system. It 
communicates with the master and Chunkservers to read or write 
data. Clients interact with the master regarding transactions related 
to metadata, but all communications relating to the data themselves 
goes directly to Chunkservers. 

Unlike AFS, neither the client nor the Chunkserver use a 
dedicated cache. Caches, according to Google, offer little benefit 
because most applications use large files or large work spaces 
which are too big to be cached. Not using the cache can simplify 
the work of the client and also the entire system by eliminating the 
cache coherence issues. The only exception to this rule is the 
metadata which can be cached on the client station. The 
Chunkservers does not need to use cache because the chunks are 
stored as local files and thus benefit from the "cache" of the Linux 
buffer that "cache" frequently accessed data in memory.  

GFS was able to manage the failure possibility related to the 
cache coherence that can be noticed on AFS. But using a single 
master in the architecture of GFS is a real challenge; its 
involvement in read and write operations should absolutely be 
controlled so that it does not become a bottleneck. Google has tried 
to reduce the impact of this weak point by replicating the master 
on multiple copies called "shadows". These replicas are a backup 
of the master and better yet they can be accessed in read-only and 
so allowing access even when the master is down. 

Google measured performance on a GFS cluster consisting of 
one master, two master replicas, 16 chunkservers, and 16 clients. 
All the machines are configured with dual 1.4 GHz processors, 2 
GB of memory, two 80 GB 5400 rpm disks, and a 100 Mbps full-
duplex Ethernet connection to an HP 2524 switch.  

The test conditions was for 15 concurrent client accessing 
simultaneously N distinct files to read or write 1 GB of data 

Read Average throughput: 90 MB/s 

Write Average throughput: 34 MB/s 

3.3. Blobseer architecture 

Blobseer is a project of KerData team, INRIA Rennes, 
Brittany, France. The main features of Blobseer are:  

• Storage of data in BLOBs,  
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• Data segmentation,  

• Management of distributed metadata  

• Control of concurrency based on a versioning mechanism.  

The data stored by Blobseer is wrapped in a level of abstraction 
that is a long sequence of bytes called BLOB (Binary Large 
Object) [13]. 

Blobseer has focused on the problems posed by the master in 
GFS and HDFS, but also on competitive access to data. 

The Blobseer system consists of distributed processes (Figure 
3), which communicate through remote procedure calls (RPC). A 
physical node can run one or more processes and can play several 
roles at the same time. 

 
Figure 1 : Blobseer Design 

 

The bricks of Blobseer are: 

• Data providers: The data providers physically store the 
chunks. Each data provider is simply a local key-value 
store, which supports accesses to a particular chunk given 
a chunk ID. New data providers may dynamically join and 
leave the system. 

• Provider manager: The provider manager keeps 
information about the available storage space and 
schedules the placement of newly generated chunks. It 
employs a configurable chunk distribution strategy to 
maximize the data distribution benefits with respect to the 
needs of the application. The default strategy implemented 
in Blobseer simply assigns new chunks to available data 
providers in a round-robin fashion. 

• Metadata providers: The metadata providers physically 
store the metadata that allow identifying the chunks that 
make up a snapshot version of a particular BLOB. Blobseer 
employs a distributed metadata management organized as 

a Distributed Hash Table (DHT) to enhance concurrent 
access to metadata. 

• Version manager: The version manager is in charge of 
assigning new snapshot version numbers to writers and to 
unveil these new snapshots to readers. 

• The version manager is the key component of Blobseer, the 
only serialization point, but is designed to not involve in 
actual metadata and data Input/output. This approach keeps 
the version manager lightweight and minimizes 
synchronization. 

• Clients: Blobseer exposes a client interface to make 
available its data-management service to high-level 
applications. When linked to Blobseer’s client library, 
application can perform the following operations: 
CREATE a BLOB, READ, WRITE, and APPEND 
contiguous ranges of bytes on a specific BLOB. 

Unlike Google GFS, Blobseer does not centralize access to 
metadata on a single machine, so that the risk of bottleneck 
situation of this type of node is eliminated. Also, this feature 
allows load balancing the workload across multiple nodes in 
parallel. 

Since each BLOB can be stored as fragments over a large 
number of storage space providers, some additional metadata are 
needed to map sequences of BLOB. Although these additional 
metadata seem to be insignificant compared to the size of the data 
itself, on a large scale it represents a significant overhead. In those 
conditions, traditional approaches which centralize metadata 
management reach their limits. 

Therefore, Blobseer argues for a distributed metadata 
management system, which brings several advantages:  

• Scalability: A distributed metadata management system is 
potentially more scalable and open to concurrent accesses, 
This scalability can also cover the increase of the size of 
metadata.  

• Data availability: Since metadata can be reproduced and 
distributed to multiple metadata providers, this avoids 
having a single centralized metadata server which then 
provides a single point of failure. 

In addition, the implementation of the versioning mechanism 
via the «version manager» improves significantly the processing 
of concurrent access (as seen in Concurrent access paragraph). 

A set of experiments was carried out on the Rennes cluster of 
the Grid’5000 platform [14,15]. The used nodes are 
interconnected through a 1 Gbps Ethernet network, each node 
being equipped with at least 4 GB of memory. The BlobSeer 
deployment consists of one version manager, one provider 
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manager, one node for the namespace manager. A BlobSeer 
chunk size of 32 MB was fixed, as previous evaluations of 
BlobSeer have shown this value enables the system to sustain a 
high-throughput for multiple concurrent data transfers. The test 
concerns the writing and reading of 2 GB and the Average 
throughput was measured:  

Read Average throughput: 52 MB/s 

Write Average throughput: 62 MB/s 

The installation of a platform under Blobseer is of moderate 
difficulty. The preparation of the packages and their deployment is 
not very complicated but optimizations and tuning (snapshots, 
versioning, and concurrent accesses) require several tests. 

3.4. Hadoop Distributed File System (HDFS) 

A standard system that supports some characteristics of this 
kind of architecture is AFS. Hadoop Distributed File System 
(HDFS) is a distributed file system component of the Hadoop 
ecosystem. The Apache Hadoop software library is a framework 
that allows distributing the processing of large data sets across 
clusters of computers using simple programming models[16]. 

HDFS is designed to run on commodity hardware, it is highly 
fault-tolerant and is designed to be deployed on low-cost 
hardware. HDFS also provides high throughput access to 
application data and is suitable for applications that have large 
data sets. It relaxes a few POSIX requirements to enable 
streaming access to file system data[17]. 

As shown in figure 4, HDFS stores file system metadata and 
application data separately. Like other distributed file systems, 
HDFS stores metadata on a dedicated server, called the 
NameNode. Application data are stored on other servers called 
DataNodes. All servers are fully connected and communicate with 
each other using TCP-based protocols. The DataNodes in HDFS 
do not use data protection mechanisms such as RAID to make the 
data durable. Instead of that, the file content is replicated on 
multiple DataNodes for reliability. While ensuring data durability, 
this strategy has the added advantage that data transfer bandwidth 
is multiplied, and there are more opportunities for locating 
computation near the needed data [18]. 

HDFS is designed to reliably store very large files across 
machines in a large cluster. It stores each file as a sequence of 
blocks; which are the same size except the last one. The blocks of 
a file are replicated for fault tolerance. Files in HDFS are write-
once and have strictly one writer at any time [19].  

 
Figure 4: HDFS Design 

An HDFS client wanting to read a file first contacts the 
NameNode for the locations of data blocks comprising the file and 
then reads block contents from the DataNode closest to the client. 
When writing data, the client requests the NameNode to nominate 
a suite of three DataNodes to host the block replicas. The client 
then writes data to the DataNodes in a pipeline fashion. The 
current design has a single NameNode for each cluster. The 
cluster can have thousands of DataNodes and tens of thousands of 
HDFS clients per cluster, as each DataNode may execute multiple 
application tasks concurrently. 

Since the NameNode is unique in the cluster, saving a 
transaction to disk becomes a bottleneck for all other threads 
which have to wait until the synchronous operations initiated by 
one of them are complete [21]. In order to optimize this process 
the NameNode batches multiple transactions initiated by different 
clients. When one of the NameNodes threads initiates a flush-and-
sync operation, all transactions batched at that time are committed 
together. Remaining threads only need to check that their 
transactions have been saved and do not need to initiate a flush-
and-sync operation. 

Regarding the performance, a basic test was performed on a 
test cluster composed by 8-nodes. The first 5 nodes of this Hadoop 
cluster provided both computation and storage resources (as Data 
Node servers). One node served as Job Tracker (Resource-
Manager) and one node served as NameNode storage manager. 
Each node is running at 3.10 GHz CPU, 4GB RAM and a gigabit 
Ethernet. All nodes used Hadoop framework 2.4.0. 

The test concerns the writing and reading of 10 GB of data and 
the average i/o rate was measured by TestDfsIO tool 

“Write” Average i/o rate = 65 mb/s 

“Read” Average i/o rate = 75 mb/s 
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The HDFS system remains simple enough to set up and 
manage, to add or to delete a node it needs the preparation of the 
post concerned and the change of some configuration files. Web 
interfaces make it possible to easily monitor the general condition 
of the nodes and even the distribution of the storage or the size of 
the chunks used. 

Recompile the code on a particular machine can be more 
complicated but remains relatively simple for a system 
administrator. 

3.5. General Parallel File System (GPFS) 

A standard system that supports some characteristics of this 
kind of architecture is AFS. The General Parallel File System 
(GPFS) is a cluster developed by IBM which provides concurrent 
access to a single or set of file systems from multiple Storage Area 
Network (SAN) or network attached nodes [22]. 

GPFS is highly scalable and enables very high performances 
and availability thanks to a variety of features like data replication, 
policy based storage management, and multi-site operations. 
GPFS cluster can be deployed under AIX (Advanced IBM Unix), 
Linux or Windows server nodes. It can also be deployed on a mix 
of some or all those operating systems. In addition, multiple GPFS 
clusters can share data locally or across wide area network (WAN) 
connections [23]. 

 
Figure 5: GPFS Design 

GPFS uses the Network Shared Disk (NSD) protocol over any 
TCP/IP capable network fabric to transfer data to the client file 
system. 

On the other side, GPFS server architecture is based on four 
modules as illustrated in Figure 5, which manage the shared disks  

System resource controller (src): The main purpose of the 
System Resource Controller is to give to the system manager or a 
developer a set of commands and subroutines by which he can 
control and interact with the subsystems of the GPFS cluster. 

GPFS daemon (mmfsd): The GPFS daemon is charged of all I/O 
and buffers for GPFS, this include all read/write synchronous 
/asynchronous operations. To grant data consistency of the system, 
the daemon uses a token management system. On the other hand, 
the Daemon manages multi threads to ensure the priority to some 
critical processes and protect the whole system from lagging 
because of some intensive routines. 

The daemons running on all the nodes of one cluster keep 
communicating with each other to insure that any configuration 
changes, recovery or parallel updates of the same data structures 
is shared between all of them. 

RSCT daemons: GPFS uses Two RSCT daemons: 

- The Group Service RSCT daemon (hagsd) ensures a distributed 
coordination and synchronization with the other subsystems. 

- The Topology Service RSCT daemon (hatsd) insures providing 
other subsystems with network adapter status, node connectivity 
information, and a reliable messaging service. 

Linux Operating system : Under Linux, GPFS need to run two 
modules: 

- Portability layer module (mmfslinux): This module enables 
communication between Linux Kernel and GPFS kernel, based on 
hardware platform particularity and Linux distribution 
specifications. 

- Kernel extension (mmfs): which provides mechanisms to access 
a file system where data is physically stored from the client 
operating system transparently. In fact, GPFS appear to the client 
like any other local file system. When any application makes a 
call to any file system, this call is transmitted by the client 
Operating system into GPFS kernel extension. The kernel 
extension can respond to any file system call, by using the local 
resources if exists, or make a request to GPFS daemon if not. 

GPFS have many specific features that make it very scalable 
and efficient: 

- A GPFS cluster can integrate and optimize the use of different 
disk drives with different performances;   

- GPFS use data striping across disks therefore the spreading of 
any processing over the cluster is possible; 

- Metadata management is optimized to avoid the unnecessarily 
access to the server; 
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- GPFS uses caches on the client side to increase throughput of 
random reads; 

- GPFS allows access to files from multiple programs on read and 
write mode;  

- GPFS improves query languages such as Pig and Jaql by 
providing sequential access that enables fast sorts. 

On the other hand, GPFS eliminates the risk of a single point 
of failure because the architecture is based on the following 
attributes: 

- Distributed metadata; 

- Replication of both metadata and data; 

- Minimum number of nodes (quorum);  

- The recovery and reassignment of failed node is automatic; 

- GPFS provides a fully POSIX semantic; 

- Workload isolation; 

- Enhanced Security thanks to a native encryption, stronger 
cryptographic keys and more robust algorithms (NIST SP800-
131a); 

- Provides cluster-to-cluster replication over a wide area network. 

All those features make GPFS a very scalable and high available 
system, but it does not seem to be designed for low cost hardware 
platforms unlike the GFS or Blobseer for example. Nevertheless, 
it remains proposing interesting mechanisms for data caching or 
parallel access to files. 

4. Data Storage as Binary Large Object (blob) 

The architecture of a distributed storage system can predict 
and improve the accessibility of files on storage spaces. It also 
enables the system design scalability and resilience to the risk of 
failures that amplify with the quality of equipment in use. 
However, among the main criteria that a distributed storage 
system must take into consideration is how files are stored on the 
disks. 

In fact, we are talking about applications that process large 
quantities of data, distributed on a very large scale. To facilitate 
the management of data in such conditions, one approach is to 
organize these data as objects of considerable size. Such objects, 
called Binary Large Objects (BLOBs), consist of long sequences 
of bytes representing unstructured data and can provide the basis 
for a transparent data sharing of large-scale. A BLOB can usually 
reach sizes of up to 1 Tera Byte. 

Using BLOBs offers two main advantages:  

• The Scalability: Applications which deal with data sets that 
grow rapidly to easily reach around terabytes or more, can 

evolve more easily. In fact, maintaining a small set of huge 
BLOBs including billions of small items in the order of a few 
Kbytes is much easier than directly managing billions of small 
files of a few kilobytes. In this case, the simple mapping 
between the application data and file names can be a big 
problem compared to the case where the data are stored in the 
same BLOB and that only their offsets must be maintained.  

• The Transparency: A data management system based on shared 
BLOBs, uniquely identifiable through ids, relieves application 
developers of the burden of codifying explicitly management 
and transfer of their locations. The system thus offers an 
intermediate layer that masks the complicity of access to data 
wherever it is stored physically [24]. 

5. Data striping 

Data striping is a well-known technique for increasing the data 
access performance. Each stored object is divided into small 
pieces that are distributed across multiple machines over the 
storage system. Thus, requests for access to data may be 
distributed over multiple machines in parallel, allowing achieving 
high performances. Two factors must be considered in order to 
maximize the benefits of access to the distributed data:  

• A configurable Strategy of distribution of chunks: Distribution 
strategy specifies where to store the chunks to achieve a 
predefined goal. For example, load balancing is one of the 
goals that such strategy can allow. By storing the chunks on 
different machines, we can parallelize the concurrent access to 
the same object and therefore improve performances. More 
complex scenarios are conceivable, for example optimizing 
access by geographical location or by the characteristics of 
storage machines (place the most requested chunks on the most 
powerful machines  ...)[25,26] 

• Dynamic configuration of the size of the chunks: The 
performance of distributed data processing is highly dependent 
on how the calculation is distributed and planned on the 
system. Indeed, if the chunks size is too small, applications 
must then retrieve the data to be processed from several chunks 
because of increasing probability of that the size of these data 
requires a high number of chunks. On the other hand, the use 
of too large chunks will complicate simultaneous access to data 
because of the increasing probability that two applications 
require access to two different data but both stored on the same 
chunk. A compromise will have to be made regarding the size 
of chunks to enable a balance between performance and 
efficiency of such system. 

The majority of systems that use this type of architecture, such 
as Google GFS, HDFS or Blobseer use a chunk size of 64 MB 
that seems to be the most optimized for those two criteria. 
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6. Concurrency 

Processing concurrency is very dependent on the nature of the 
desired data processing and the nature of data changes. It’s clear 
that the Haystack system which manages Facebook pictures that 
do not changes during their lives [27], will be different from 
Google GFS or IBM GPFS which are intended to manage more 
dynamic data. 

The “lock” is a known method to solve this type of problems, 
which is used by many DFS including GPFS. 

The General Parallel File System (GPFS) propose a parallel 
access mechanism using block level locking based on a very 
sophisticated scalable token management system. This 
mechanism provides data consistency while allowing concurrent 
access to the files by multiple application nodes. A token server 
manages the lock acquisition and the lock revocation, and 
between these too operations only the system that has the lock can 
modify the file. 

It is clear that in case of very large file, the lock operation can 
cause a considerable loss of time. Fortunately, IBM has developed 
a sophisticated mechanism that allows locking byte ranges instead 
of whole files/blocks (Byte Range Locking) [28] 

GFS meanwhile, offers a relaxed consistency model that 
supports Google highly distributed applications, but is still 
relatively simple to implement. Practically all Google 
applications mutate files by appending rather than overwriting. 
The mutation operations on GFS are atomic. They are treated 
exclusively by the "master". The namespace locks guarantee its 
atomicity and accuracy. The status of a file region (a region of 
storage space which contains a part or the entire file) after a data 
transfer depends on the type of mutation, the success or failure of 
the mutation, and the existence or not of simultaneous mutations. 

Table 1 summarizes the states of a file region after a transfer. 
A file region is "consistent" if all clients see the same data 
regardless of the replicas they are reading. A region is called 
"defined" after a change if it is consistent and clients will see all 
of what this mutation wrote. 

When a mutation succeeds without simultaneous write 
interference, the affected region is defined (and coherent by 
consequence): All customers will see all what the mutation wrote. 

Successful simultaneous mutations leave the region undefined 
but consistent: all clients see the same data, but the data may not 
reflect what any one mutation wrote, it will be composed of mixed 
fragments from multiple mutations. Failed mutation makes the 
region inconsistent (hence also undefined): different clients may 
see different data at different times. GFS makes the difference 
subsequently between the defined regions and undefined regions. 

Table 1 : File region state after mutation 

 Write Record Append 

Serial success Defined Defined interspersed with 
inconsistent 

Concurrent successes Consistent but 
undefined 

Failure Inconsistent 

 

On GFS, Data mutations may be a record write or a record 
append. A "record append" in GFS is different from a standard 
"append" in which the customer writes at the end of file. Indeed, 
a "record append" in GFS consists of writing a record in a block 
at least once even in the case of competitive changes, but at an 
offset that GFS itself chooses. The offset is returned to the client 
and marks the beginning of a defined region that contains the 
record. 

After a sequence of successful mutations, the mutated region 
of the file is guaranteed to be "defined" and contains data written 
by the last mutation. GFS achieves this by applying chunk 
mutations in the same order on all replicas, but also using chunks 
version numbers to detect any replica that has become obsolete 
because it missed mutations. Obsolete replicas will never be used 
and will be destroyed by a garbage collector at the first 
opportunity. 

Blobseer developed a more sophisticated technique, which 
theoretically gives much better results. The basic needs can be 
defined as following: the BLOB access interface must allow users 
to create a BLOB, read / write a sequence of bytes (of a known 
size starting from an offset) from or to the BLOB, and add a byte 
sequence of a certain size at the end of the BLOB. 

However, given the requirements regarding competitive 
access to data, Blobseer developers claim that BLOB access 
interface should be able to:  
- Manage Asynchronous operations; 
- Have access to previous versions of the BLOB; 
- Ensure the atomic generation of snapshots whenever the BLOB 
is updated. 

Each of these points is covered by the following capabilities: 

1. The explicit versioning: Applications that process large 
quantities of data must often manage the acquisition and 
processing of data in parallel. Versioning can be an effective 
solution to this situation. While the acquisition of data can lead to 
the generation of new snapshot of the BLOB, the data processing 
can continue quietly on its own snapshot that is immutable and 
therefore never leads to potential inconsistencies. This can be 
achieved by exposing data access interface based on versioning, 
which allows the user to directly express these workflow 
templates, without the need to explicitly manage synchronization. 
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2. Atomic snapshots generation: Snapshots can be used to 
protect the file system contents against any error by preserving at 
a point in time a version of the file system or a sub-tree of a file 
system called a fileset. In Blobseer, a snapshot of the blob is 
generated atomically each time the Blob is updated. Readers 
should not be able to access transiently inconsistent snapshots that 
are being generated. This greatly simplifies development of 
applications because it reduces the need for complex 
synchronization schemes at the application level. 

The "snapshot" approach using versioning that Blobseer 
brings is an effective way to meet the main objectives of 
maximizing competitive access. Data and metadata are always 
created, but never overwritten. This will parallelize concurrency 
as much as possible, in terms of data and also metadata, in all 
possible combinations: simultaneous reads, simultaneous writes 
and concurrent reads and writes [29]. 

The disadvantage of such a mechanism based on snapshots, is 
that it can easily explode the storage space required to maintain 
the system. However, although each write or append generates a 
new version of the blob snapshot, only the differential updates 
from previous versions are physically stored. This eliminates 
unnecessary duplication of data and metadata and greatly 
optimizes storage space. 

7. Tiered storage 

Despite the high scalability of DFSs existing on the market 
and their ability to manage a very large number of nodes, they still 
dealing with managed nodes in a similar way. 

 Indeed, a node network in a DFS can technically be composed 
of several types of machines with heterogeneous storage units, 
managing these nodes similarly would often prevent DFS from 
taking advantage of the most powerful storage spaces or otherwise 
imposing many constraints on rudimentary storage spaces. 
A simple way to avoid this situation is to equip the DFS with a 
single type of node, therefore the management will be linear and 
the performance will not be impacted by the identity of the storage 
node. In this case the DFS is indifferent to the I/O characteristics 
of each node and will have to keep the same category of devices 
even if the technology is outdated (the case of the HDD disks), 
otherwise pro-actively opt for advanced technologies (the SSD for 
example) and undergo costs of maintenance and evolution. 

Another way to address this problem is to allow DFSs to 
manage different device categories while equipping them with 
technology that enables them to intelligently manage storage 
policies on heterogeneous storage resources. 

The "tiered storage" allows to create groups of "devices" (tiers) 
that have the same I / O characteristics and to manage the 
distribution of the storage on these groups according to the degree 
of solicitation of data. 

 
Figure 6: Tiered storage concept 

Hadoop, since version 2.3.0, had introduced a major evolution 
that allowed the management of heterogeneous storage spaces; by 
using this option combined with a storage policy management 
API, the user can specify on which storage type this data should 
be stored.  

Other works on Hadoop has made it possible to automate the 
choice of the storage space for specific data, for example based on 
the temperature of the data (hot data for the very demanded and 
cold data for those less solicited for example)[30] or even improve 
the architecture of HDFS as has been proposed by hatS [31] which 
logically groups all storage devices of the same type across the 
nodes into an associated “tier.” Or yet by TS-Hadoop [32] which 
utilizes tiered storage infrastructure, besides HDFS, to improve 
map reduce operations. TS-Hadoop automatically distinguish hot 
and cold data based on current workload, and move hot data into 
a specific shared disk (hcache) and cold data into HDFS 
respectively, so that the hot data in HCache could be processed 
efficiently. 

The same concept is assured by other DFS like GPFS by 
"Spectrum Scale ILM toolkit" which allows the management of 
groups of storage spaces but also to automate the management of 
the files within these spaces. It allows to create hierarchized and 
optimized storage sets by grouping, in separate storage pools, 
discs that have close performances, similar budget characteristics 
or even hosted in the same physical location. Thereafter, a storage 
strategy tells the system what rules should be followed when 
storing each file. 

 
Figure 7: GPFS Storage spools as Tiered storage 
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The performance of a tired-storage compared to a traditional 
DFS can be very remarkable, allowing improvements up to 36% 
on the reading times on hatS for example. However, an automatic 
analysis must be associated to the architecture to allow automatic 
determination of the best storage location. This analysis can be 
done at the time of data storing via a specific algorithm based on 
the information of storage areas, or by analyzing the situation of 
the response time and redistribute data according to the results of 
the analysis (log analysis for example) 

8. DFS Benchmark 

As we have detailed in this article, often there is no better or 
worse methods for technical or technological choices to be 
adopted to make the best of a DFS, but rather compromises that 
have to be managed to meet very specific objectives. 

In Table 3, we compare the implementation of some key 
technologies that meet the requirements listed in the paragraph 
"What is a Distributed File system", and that can be summarized 
as follows: 

• Data Storage Scalability: the system can be scalable 
natively on the data storage capability.  

• Meta Data Storage Scalability: the system can be scalable 
natively on the Meta data storage capability.  

• Fault tolerance: the system is fault tolerant transparently to 
the user.  

• Data Access Concurrency: how the system manages 
competitive access to data.  

• Meta Data Access Concurrency: how the system manages 
competitive access to Meta data.  

• Snapshots: does the system keep snapshots of files to 
recover from errors or crashes.  

• Versioning: does the system records versions of changed 
files and data.  

• Data Striping: does the system uses data striping over his 
nodes.   

• Storage as Blobs:  does the system store data as blobs.  

• Data replication: does the system automatically replicate 
data. 

• Supported OS: which operating systems can be used by the 
DFS.  

• Dedicated cash: does the system support the using of 
dedicated cash. 

Analysis of the results of Table 3 leads to the following 
conclusions:  
- The five systems are expandable in data storage. Thus they cover 
one of the principal issues that lead to the emergence of Distribute 
File System: the capacity to extend the system to absorb more 
volumes, transparently to the user. 

- Only Blobseer and GPFS offers the extensibility of metadata 
management to overcome the bottleneck problem of the master 
machine which manage the access to metadata; while AFS 
architecture does not provide metadata supporting to access to the 
file, GFS and HDFS has not considered necessary to extend the 
metadata management feature. Google considers that having a 
single master vastly simplifies the design of GFS and enables the 
master to make sophisticated chunk placement and replication 
decisions using global knowledge. 

- Except AFS, all studied systems are natively tolerant to crash, 
relying essentially on multiple replications of data. 
- The competitive access to the data and metadata is an important 
point in all big data systems. All systems use locks to enable 
exclusive data mutation. To minimize the slowing effect caused 
by locks on the whole file, GPFS manage locks on specific areas 
of the file (Byte range locks). Nevertheless, the most innovative 
method is the use of versioning and snapshots by Blobseer to 
allow simultaneous changes without exclusivity. 

- Except AFS, all systems are using the striping of data. As 
discussed earlier, this technique provides a higher input/output 
performance by "striping" blocks of data from individual files 
over multiple disks, and reading and writing these blocks in 
parallel way. 

- Blobseer seems to be the only one among the systems studied 
that implements the storage on blobs technique, despite the 
apparent advantages of such technique. 

- To allow a better scalability, a DFS system must support as much 
operating systems as possible. However, despite that, the studied 
technologies remain discorded on this point. While AFS, HDFS 
and GPFS  supports multiple platforms, GFS and Blobseer run 
exclusively on Linux. This can be partly explained by the 
popularity of AFS, HDFS and GPFS which are used in many 
professional contexts. 

- Use of dedicated cache is also a point of discord between studied 
systems, GFS and Blobseer are categorical and consider that the 
cache has no real benefits, but rather causes many consistency 
problems. AFS and GPFS use dedicated cache on both client 
computers and servers. HDFS seems to use dedicated cache only 
at client level. 
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Table 3: Comparative table of most important characteristics of distributed file storage 

 

  Data 
Scalability  

Meta Data 
Scalability Fault tolerance Data access 

Concurrency 

Meta Data 
access 
Concurrency 

Snapshots Versioning Data Striping Storage as 
Blobs Supported OS Dedicated cache 

HDFS YES NO 
Block Replication. 
Secondary 
Namenode. 

Files have strictly 
one writer at any 
time 

NO  YES NO 
YES (Data 
blocks of 64 
MB) 

NO 

Linux and 
Windows are the 
supported , but 
BSD, Mac OS/X, 
and Open Solaris 
are known to work 

YES (Client) 

Blobseer YES YES 
Chunk Replication 
Meta data 
replication 

YES YES YES YES 64 MB Chunks YES LINUX NO 

GFS by 
Google YES NO 

Fast Recovery. 
Chunk Replication. 
Master Replication. 

Optimized for 
concurrent 
"appends" 

Master 
shadows on 
read only 

YES YES 64 MB Chunks NO LINUX NO 

AFS  
(OPEN FS) YES NO NO Byte-range file 

locking NO NO NO NO NO 

AIX, Mac OS X, 
Darwin, HP-UX, 
Irix, Solaris, 
Linux, Microsoft 
Windows, 
FreeBSD, 
NetBSD and 
OpenBSD 

YES 

GPFS IBM YES YES 

Clustering features.  
Synchronous and 
asynchronous data 
replication. 

Distributed 
byte range locking 

Centralized 
management YES unknown YES NO 

AIX, Red Hat, 
SUSE , Debian 
Linux 
distributions, 
Windows Server 
2008 

YES by AFM 
technology 
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9. Conclusion 

In this paper, we made a comparative study of the main 
characteristics of five distributed file storage systems. Firstly, we 
introduced the general objective of this kind of systems and 
reviewed related technologies, such as architectures, Blob use, 
data striping and concurrent access. At the end, we provide a table 
(Table 3) whose each column's header is a main characteristic of 
a DFS system and each line's header corresponds to one of the five 
DFS systems compared. At the intersection of each row and 
column, we specify whether the characteristic is implemented by 
the system as well as the particularities of the implementation. 

It is clear from this analysis that the major common concern 
of such systems is scalability. Those systems are designed to 
manage the amount of data that extends day after day. Centralized 
storage systems have many limitations and their maintenance is 
complicated and raises major concerns about cost. A DFS should 
therefore be extended with a minimum cost and effort. 

Also data availability and fault tolerance remain among the 
major concerns of DFS. Many systems tend to use non expensive 
hardware for storage. Such condition will expose those systems to 
frequent or usual breakdowns. This issue is remedied by 
replication mechanisms, versioning, snapshots… that aim 
restoring the system state, often automatically, after a fault or total 
loss of any nodes. 

To these mechanisms, data striping and lock mechanisms are 
added to manage and optimize concurrent access to the data. 
Systems that manage large files in large quantities need to have a 
developed parallel access. Locking an entire file to change a part 
of it can halt the access to this file for an indeterminate duration. 
It was therefore important to adopt solutions that will just lock the 
byte range concerned by the change, or even like what Blobseer 
implements, continue editing in a new version without blocking 
other clients who continue to use the current version transparently. 

Working on multiples operating systems can bring big 
advantages to DFS. AFS is the one offering the largest variety of 
operating systems that can support its implementation, but as seen 
above AFS have some serious limitations. In perspective, we can 
think to improve AFS with some mechanisms of data striping and 
concurrency management that we think the most important 
features to add to this DFS.  

Furthermore, saving data as BLOB combined with a 
mechanism of data striping and cache, which is already proposed 
by AFS, can ameliorate considerably the efficiency of such 
system and allow it to manage larger files. 
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 Extensive increases in electricity cost added to the numerous power outages encountered 
in developing countries has led to the deployment of hybrid energy supplies that mainly 
ensure continuity of power supply while attempting a reduction of electricity generation 
cost. This paper, specifically deals with the cost optimization of electricity generation from 
a grid connected hybrid solar and diesel generator. An electrical audit was first conducted 
on a selected building: the Electrical Block of Accra Technical University. The load 
estimate led to a total energy of 234 kWh for all electrical gadgets with the exception of the 
air-condition systems. The estimate was used to design the hybrid system with HOMER 
software that resulted in a total capacity of 115 kW and a levelized cost of electricity of 
0.472 $/kWh taking into consideration no power outage in the year. Furthermore, the 
proposed hybrid system was made of a grid connected solar system that supplies the full 
load with the exception of the air-condition systems while the National Grid is used to cover 
the rest. In situation of power outages, the Generator Set takes over the National grid while 
the solar is still connected to the Grid. This mechanism was simulated and the cost of 
electricity in absence of the grid was estimated at 1.496 $/kWh. A general cost of electricity 
taking into consideration 90% ON period of the grid against 10% Off period of the grid per 
year, was estimated to 0.574 $/kWh. Besides, the proposed system produced savings in 
emission of carbon dioxide, 26.42 kg/year, sulfur dioxide, 115 kg/year and Nitrogen oxides, 
56 kg/year. Finally, the system yielded a very good payback period of 10.43 years with 
regard to a lifetime of 25 years. 
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1. Introduction 

Grid supply systems may be classified as On-grid or Off-grid 
power supplies. Large scale power also referred to as grid power 
or macro-grid can generate many hundreds of Megawatt, 
sometimes, up to the gigawatt (GW) with a centralised 
transmission and distribution system that can cover a country or 
even beyond. 

On the other hand, off-grid system simply signifies power 
supply system that do not depend on the main grid. They are small 
in size as compared to main grid systems. Off-grid supplies are 

considered autonomous for the reason that they make use of local 
power generation to supply demand (IRENA, 2015) [1]. Off-grid 
systems include mini and micro-grids as well as standalone 
systems. Off-grid power supply may be deployed for a community 
while stand-alone systems are purposely designed for individual 
users or individual appliances. 

Additionally, a micro-grid is a distributed energy resources 
comprising of demand management, storage and generation 
capable of operating in parallel independently from the grid. The 
primary purpose is to ensure local, reliable, and affordable energy 
security for urban and rural communities, while also providing 
solutions for commercial, industrial, and federal government 
consumers. Nayar (2010), [2] also explained that a stand-alone 
Micro-Grid system is an isolated small grid that include at least 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Amevi Acakpovi, Electrical and Electronic Engineering 
Department, Accra Technical University, Accra, Ghana 
Email: cakpovia@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 92-98 (2017) 

www.astesj.com   

https://dx.doi.org/10.25046/aj020412  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020412


A. Acakpovi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 92-98 (2017) 

www.astesj.com     93 

diesel generator, inverter, batteries and uses various renewable 
energy sources available. 

Extensive studies have been carried on microgrid hybrid 
systems including solar, diesel. Sopian & Othman (2005), [3] 
presented the performance of a hybrid solar, diesel system. The 
system uses the solar as a main supply and the diesel generator as 
an alternative supply. Storage batteries are deployed to save the 
excess energy produced by solar. According to (Ali et al., 2008; 
Sopian & Othman, 2005) [3], [4], hybrid solar-diesel generator 
increases the reliability of supply, reduces pollution and cost and 
sustains power continuously. [5] provides guidance in 
implementing hybrid solar systems and reported on the state of art 
of some PV-Diesel systems used for rural electrifications. 
PV/Diesel mini-grid systems have become more attractive with 
the rising cost of other power resources and the reducing cost of 
solar panels and accessories. The driving element behind this 
attraction for solar hybrid system is mainly cost and continuity of 
supply and convenience. In mountainous areas or desert where it 
is difficult to deploy national grid, solar is directly the preferred 
alternative choice as illustrated by (Yilnaz, Ozcalik, Aksu, & 
Karapinaar, 2015), [6] who developed a study on planning, 
modelling and cost analysis of a mini-grid solar PV/Diesel hybrid 
energy systems for houses installed in Turkey mountains. Yilmaz 
et al. (2015), [6] found that the cost of hybrid solar PV/diesel 
though higher than National grid electricity was still acceptable 
around 0.24 Euro/kWh. Moreover, (Alam & Bhattacharyya, 
2016), [7] proposed a decentralized hybrid mini-grid system with 
reduced electricity cost between 0.29 and 0.31$/kWh  for coastal 
areas using the HOMER software. Once again the main 
consideration was cost reduction from a former energy supply 
system that was solely based on solar.   

Microgrid connected systems are basically made of multiple 
distributed generators known as DGs that connect to the grid 
through a transfer switch (Nguyen, Won, Ahn, & Chung, 2012; 
Parhizi, Lotfi, Khodaei, & Bahramirad, 2015) [8], [9]. Grid 
connected system have been compared in several ways to islanded 
microgrid system with distributed generators mainly made of 
renewable energies such us solar, wind etc. Othman, Gabbar, 
Honarmand, & Othman (2015), [10] perform a similar 
comparison and found that the islanded microgrid system was 
more robust and resistant to fault than the grid connected system. 
However, many studies that aimed at developing power control or 
energy storage systems for islanded microgrid as illustrated by 
(Etxeberria, Vechiu, Camblong, Vinassa, & Camblong, 2010; 
Pota, Hossain, Mahmud, & Gadh, 2014) [11], [12], have also 
realized the complexity involved and the adequacy of such 
systems only for remote and isolated locations. On the other hand, 
grid-connected system are advantageous in providing a reduced 
cost of electricity as the Grid electricity is always considered 
cheaper than locally developed power. They also provide the 
advantage of a continuous supply that overcomes the fluctuation 
of the grid by relying on the alternative supplies. 

 This paper is interested in grid-connected hybrid systems 
involving solar and generator set. This comes as a result of the 
growing interest in developing renewable energies for effective 
supply of electricity in West Africa, precisely, Ghana. In the 
recent past, the National grid in Ghana has been earmarked with 
inefficient and highly intermittent supplies that affected 

businesses and development in all dimensions (Aryeetey, 2005), 
[13]. Companies and houses therefore developed the need to be 
self-autonomous in power provision for their need. The obvious 
solution was the adoption of solar energy due to the immense 
availability of solar radiation in Ghana. However the cost of solar 
is another limiting factor reducing its deployment. Instead of 
solely relying on solar, it is rather used partly to supply essential 
but low-consuming appliances like lighting and fans. 

The other alternative massively adopted in Ghana to 
overcome the regular interruption of electricity supply from the 
grid is Diesel Generator Sets. This solution was embraced as new 
generators have become very efficient in terms of fuel 
consumption and can also work with reduced level of noise. 
Furthermore, the cost of fuel used by the Diesel generator is 
relatively low as compared to other fuels. 

Combining the interest of a highly available solar irradiation 
in Ghana to the possibility of using Diesel generator at a relatively 
lower fuel cost, have brought the interest in developing this hybrid 
solar-diesel generator that will be connected to the microgrid. 
Though the microgrid components include loads, DERs, master 
controller, smart switches, protective devices, as well as 
communication, control and automation systems, (Parhizi et al., 
2015), [8], this paper focuses mainly on conceptual design and 
cost analysis of the system. The rest of the paper presents the 
hybrid system applied to a case study at Accra and analyses its 
cost benefits. 

2. Methodology 

A case study approach has been adopted to design the solar-diesel 
generator hybrid supply. The next paragraph show the framework 
for designing the hybrid system, the data collected on the selected 
location, a summary of load audit at the selected location and a 
design of the hybrid system using Homer. 

2.1 Framework for Designing the Grid-Connected Hybrid Solar 
and Diesel Generator  

Figure one shows the general design of the system which is made 
of two bus-bars connected to the PV array, the diesel generator 
and the grid itself. A converter playing at the same time the role 
of inverter and rectifier is also connected in bi-directional mode 
to the busbar. Finally the busbar is connected to the load in 
unidirectional mode to supply the required electricity. 

 
Fig.1: Proposed Model of Grid-Connected Hybrid Solar-Diesel 

Generator under HOMER 
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2.2 Selected Location and Presentation of Data 

The Electrical block of Accra Technical University has been 
selected for this study. The geographical parameters of the 
location are 5.5541° N, 0.2056° W. It is a four-storey building that 
covers an area of 12 m x 100m, located in the premises of Accra 
Technical University, formerly known as Accra Polytechnic. The 
block contains twelve lecture rooms, a computer laboratory, two 
other multipurpose electrical laboratories, twenty offices for 
lecturers and eight washrooms. The lecture rooms are busily 
occupied by students and lecturers for lecturing over the day and 
are equipped with fans, lighting systems and socket. However the 
lecturer’s offices have Air Conditioning Systems in addition to 
the fans, light and sockets. 

2.3 Design of the Hybrid System using Homer 

An energy audit is first established as illustrated in the table 
1 

APPLIANCE
S 

QT
Y 

RATE 
(KW) 

TIME 
USAGE 

TIME 
(Hour

) 

ENERG
Y(Kwh) 

A.C(2.5HP) 1 18.630 12:00 - 14:00 2.0 37.26 

FAN(60 W) 40 0.060 
09:00-12:00, 
13:00-15:00 5.0 12.00 

LED 
LIGHT(40W) 13 0.040 09:00 - 21:00 10.0 5.20 
FLOURESCE

NT BULB 
(15W) 73 0.015 09:00 - 21:00 10.0 10.95 

FRIDGE(70W
) 23 0.070 09:00 - 15:00 6.0 9.66 

DESKTOP 
COMPUTER 45 0.250 09:00 - 15:00 6.0 67.50 

LAPTOP 29 0.100 09:00 - 15:00 6.0 17.40 
PRINTER 
(Stand-by) 25 0.075 09:00 - 15:00 6.0 11.25 
PRINTER 
(Operation) 25 0.500  1.0 12.50 

UPS 27 0.250 09:00 - 15:00 6.0 40.50 

PROJECTOR 1 0.400 

09:00-11:00, 
13:00-15:00, 
17:30-20:00 6.5 2.60 

PHOTOCOPI
ER 

MACHINE 
(SB) 2 0.095 09:00 - 15:00 6.0 1.14 

PHOTOCOPI
ER 

MACHINE 
(OP) 2 0.615  1.0 1.23 

OUTDOOR 
LIGHTING 16 0.025 

07:00 PM-
06:00AM 12.0 4.80 

TOTAL 
    

234 

Table 1: Energy Audit 

Based on the total energy demand and the system architecture 
agreed upon, one must estimate the size of various components 
before selecting them. The sizing of the solar system is based on 
the determination of renewable energy window which is provided 
directly from the solar data obtained from NASA site. Knowing 
the renewable energy window and the daily load deducted from 
the data, the system’s total AC power can be obtained from the 
equation (1) 

 ( )
( )d
hWindowER

d
kWhDailyLoad

PAC
..

=  (1) 

 

 
kWPAC 4.23

10
234

==  (2) 

The AC power is converted to DC power by an inverter with 
an efficiency of about 90%. This implies that the DC power is 
obtained as shown in equation (3) 

 

Eff

AC
DC Inv

PP =  (3) 

 

Where EffInv stands for Inverter Efficiency 

 
kWPDC 26

9.0
4.23
==  (4) 

The calculated DC power is not directly used for the design 
but rather an Adjusted DC power due to the fact that many other 
factors, hardly quantifiable, contribute to the system total losses. 
Some of these include losses in cable, shading environment and 
others. In view of these, the paper proposed an adjustment factor 
of 30% and this has led to the determination of the adjusted DC 
power as follow 

 η×= DCAdjustedDC PP )(  (5) 

 3.126)( ×=AdjustedDCP  (6) 

 kWP AdjustedDC 8.33)( =  (7) 
 

Subsequently the PV array area A can be determined as 
follow 

 

PV

AdjustedDC

mkW
P

A
η×

=
)/1( 2

)(  (8) 

Where PVη is the PV system efficiency? 

 

15.01
8.33

×
=A  (9) 

 233.225 mA =  (10) 

The next after determining the PV array’s area is to estimate 
the solar system’s capacity. The system’s total energy received 
from the solar PV area is calculated based on equation (11) below 

 AGET ×=  (11) 

Where G is the solar radiation from the area and TE the total 
energy. 
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 33.2251.5 ×=TE  (12) 

 kWhET 18.1149=  (13) 

The system capacity can therefore be inferred with 
consideration to the renewable energy window as follow 

 

Window

T

RE
EC =  (14) 

 

115
18.1149 kWhC =  

(15) 

 kWC 115=  (16) 

3. Result 

This section presents the simulation results generated from 
the HOMER for the grid connected system followed by a scenario 
where power outage was simulated. The specifications of the solar 
panel used can be found in Appendix, Table A1. 

3.1 Results from Grid Connected Systems 

Table 2 and 3 show respectively the system architecture and 
cost summary. It can be observed that the PV array is sized with 
the designed capacity of 115 kW, the diesel generator is selected 
with a rating slightly above the solar array capacity, 150 kW so 
that it can fully replace the solar array in case of maintenance or 
breakdown. 

Energy Sources Power Ratings 

PV Array 115 kW 

Generator 150 kW 

Grid 1000 kW 

Inverter 75 kW 

Rectifier 75 kW 

Table 2: System’s Architecture 

Cost Elements Cost ($) 

Total net present cost 133.53 

Levelized cost of energy 0.472 

Operation cost -7.476/yr 

Table 3: Summary of cost 

The estimated electrical energy produced by the different 
sources over a year is also presented in Table 4 and illustrated in 
Figure 2. It can be observed that the solar has been used as the 
main alternative to supply energy to the load and this is supported 
by the grid in case the solar energy becomes insufficient to meet 
the load. Because the diesel generator is meant to operate as 
alternative supply when the solar plant is faulty, no energy 
supplied by the generator can actually be observed in Figure 2. 

Components Production (kWh/yr) Fraction 

PV Array 143.216 88% 

Generator 0 0% 

Grid Purchase 20.033 12% 

Total 163.249 100% 

Table 4. Energy Production per Sources 

 

Fig.2: Energy production from various sources on a monthly 
basis 

The load consumption as well as system results including 
excess electricity, unmet load and capacity shortage are 
respectively presented in Table 5 and 6. 

Load Consumption (kWh/yr) Fraction 

AC primary load 85,045 58 % 

Grid Sales 61.837 42%  

Total 146.882 100% 

Table 5. Load consumption profile 

Load Consumption (kWh/yr) 

Excess Electricity 2.272 

Unmet load 0.00 

Capacity shortage 0.00 

Renewable Fraction 0.877 

Table 6. Consumption parameters 

Furthermore, the savings in terms of emissions are presented 
in Table 7. 

 

Pollutant Emissions (kg/yr) 

Carbon dioxide -26.420 

Carbon monoxide 0 

Unburned hydrocarbon 0 

Particulate matter 0 

Sulfur dioxide -115 

Nitrogen oxides -56 

Table 7. Emissions 
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3.2 Scenario of Power Outage Simulation  

A power outage situation is considered in this scenario where 
the grid has been put off to mimic power outages, a recurrent 
situation encountered in developing countries. The model of 
the system without the grid contribution is illustrated in 
Figure 3 

 

Fig.3: Model of Grid- Connected System in case of power 
outage 

Simulation results obtained from the HOMER, show the cost 
summary below 

Cost Elements Cost 

Total net present cost $1,086,070.00 

Levelized cost of energy 1.496$/kWh 

Operation cost $252,496.00  

Table 8. Summary of cost 

It can be observed that the levelized cost of electricity has 
significantly increased and this is justified by the fact that the 
supply was mainly based on the generator set (57%) that uses 
diesel. Similarly, it is interesting to observe that the PV 
system contribution was almost the same as illustrated in both 
Table 9 and Figure 4. This confirms the configuration of the 
inverter to synchronize with the Grid as well the gennerator 
perfectly. In other terms the cost of electricity in absebnce of 
the Grid would have been higher than the one shown in Table 
8 if the Generator was the sole source of supply. The solar 
contribution which is highly significant (43%), helped to 
minimize the cost of electricity in power outage. 

Components Production (kWh/yr) Fraction 

PV Array 186803 43% 
Generator 247247 57% 
Total 434050 100% 

Table 9. Energy production per sources in case of power outage 

 

Fig.4: Energy distribution per sources in case of power outage 

3.3 Estimation of Final Electricity Cost 

The cost of electricity is estimated as a weighted sum of the 
levelized cost of electricity during ON grid and OFF grid period 
respectively. A rough estimate of power outages at Accra based 
on recent data on electricity supply shows that the power outage 
period in the year is about 30 to 36 days making approximately 
10% of the duration of the year. The formula below applies for 
the calculation of the cost of electricity over a year taking into 
consideration the On and Off periods of the Grid. 

 
OffGridOnGridFinal CostCostCost __ %10%90 ⋅+⋅=  (17) 

 496.11.0472.09.0 ⋅+⋅=FinalCost  
 

 kWhCost Final /$574.0=  
 

In summary, if the generator sets are run for 10% the period of the 
year, the cost of electricity will increase from 0.472($/kWh) to 
0.574($/kWh) 

3.4 Estimation of Payback Period 

The payback period (PBP) is the amount of time that is expected 
before an investment will be returned in the form of income. In 
this case, the payback period is estimated with formula 17 as 
follow 

 

FlowCashNetAnnual

NPC

Cost
CostPBP

___

=  (18) 

NPCCost  represents the total Net Present Cost which is estimated 
in table 10 below. 

FlowCashNetAnnualCost ___ represents the total Annual Net 
Cash Flow 

As illustrated in Table 10. The NPCCost   takes into 

consideration the capital, replacement, operation and 
maintenance, fuel and salvage cost for the individual sources. 
The overall result is shown in right hand comer of the table. 
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Component Capital($) Replacement($) O&M($) Fuel ($) Salvage($) Total($) 

PV 74,750 393 4,993 0 -79 80,057 

Generator 13,4144 33,900 449,961 347,159 -28 857,821 

Grid 0 0 -34,787 0 0 -34,787 

Converter 55,250 11,079 3,329 0 -26 59,632 

Other 15,000 0 233 0 0 15,233 

System 158,414 1,473 -26,233 0 -124 977,956 

Table 10: Estimation of total Net Present Cost 

Furthermore FlowCashNetAnnualCost ___ is estimated as follow 

 
totalFinalFlowCashNetAnnual EnergyCostCost ___ ×=  (19) 

 16324995744.0___ ×=FlowCashNetAnnualCost   

 23.770,93$___ =FlowCashNetAnnualCost   

The payback period can then be deducted in reference to Equation 
(18) as follow 

23.93770
00.977956

=PBP   

=PBP 10.43 Years  

4. Discussion and Conclusion 

The results of this study confirm the multiple benefits of 
adopting a grid connected hybrid system as elaborated by 
previous studies (Ali et al., 2008), [4]. A limited list of the asserted 
benefits include “improved reliability and energy services, 
reduced emissions and pollution, continuous power supply, 
increased operational life, and reduced cost.  

It is a fact that the reliability and energy services are 
automatically improved considering the fact that energy is being 
supplied from three different sources working in parallel, each of 
them having a high reliability. It is known that solar energy supply 
is very effective and efficient and also diesel generators are very 
reliable. 

According to [2], electricity is mainly provided by diesel 
generators in Maldives, a country made of 1,192 island of which 
only 199 are inhabited. This again confirms the reliability of 
diesel generators. Our proposed system make use of a Grid 
connected solar system in which the solar power supplies almost 
all loads apart from the AC, a total of 234 kWh as indicated in 
Table 1. The national grid takes care of the remaining load. In case 

of power outage, the National grid goes off and the diesel 
generator in combination with the solar plant takes over the supply. 
This ensures a continuity of supply which increases the quality of 
energy service deliveries. Moreover Table 7 indicates savings in 
emission of carbon dioxide, 26.42 kg/year, sulfur dioxide, 115 
kg/year and Nitrogen oxides, 56 kg/year.  

Finally a cost analysis of the proposed hybrid system was 
dealt with. The levelized cost of electricity is 0.472$, equivalent 
to GhȻ2.04 for a continuous supply; this cost rises to 1.496 $/kWh 
in power outage where the load is supplied by the generator set 
and the solar power only. A weighted average of 0.574 $/kWh is 
estimated in general for the year covering both the OFF and ON 
time of the grid within a year.  

More importantly, the unit electricity cost in Ghana for 
energy consumption lower than 25 kWh/month which is our case 
is about GhȻ8.39 for residential load and GhȻ24.2 for non-
residential load [14]. Therefore this study concurs with previous 
studies in the direction that hybrid energy systems with renewable 
energy sources like solar, contribute to an obvious reduction of 
electricity cost. The payback period of approximately ten years 
and half is a very good result, considering the system’s viability 
period of 25 years. 

Appendix A 

PV Module Ratings Specifications 

Module Type  YL 250P-29b 

Module manufacturer  Yingli Solar 

Maximum Power (Pmax) 250 Wp 

Max. Power-Point Current (Imp) 8.24 V 

Open-Circuit Voltage (Vmp) 30.4 V 

Open-Circuit Voltage (Voc) 38.4 V 

Short-Circuit Current (Isc) 8.79 A 

Module Efficiency 15.30 % 

Table A1. Specifications of Solar Panel
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 Study the content of images is considered an important topic in which reasonable and 
accurate analysis of images are generated. Recently image analysis becomes a vital field 
because of huge number of images transferred via transmission media in our daily life. 
These crowded media with images lead to highlight in research area of image analysis. In 
this paper, the implemented system is passed into many steps to perform the statistical 
measures of standard deviation and mean values of both color and grey images. Whereas 
the last step of the proposed method concerns to compare the obtained results in different 
cases of the test phase. In this paper, the statistical parameters are implemented to 
characterize the content of an image and its texture. Standard deviation, mean and 
correlation values are used to study the intensity distribution of the tested images. 
Reasonable results are obtained for both standard deviation and mean value via the 
implementation of the system. The major issue addressed in the work is concentrated on 
brightness distribution via statistical measures applying different types of lighting. 
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1. Introduction 

Color image processing can be described analogous to grayscale 
image processing, such as the study of algorithms and techniques 
for processing color information in a global three-dimensional 
scene and its conversion into two-dimensional image represent 
color in a trichromatic color model and digital color spaces [1], 
[2]. 

As with any other crime, the alteration of the image is inherent 
in the falsified image. Digital images are characteristics of the 
camera, the scene and the temporal characteristics of the pixel 
values. These characteristics will be different for the images taken 
in different configurations. These inconsistencies can be analyzed 
to detect the altered regions [3], [4]. 

Images processing play vital role in our daily life. In other 
words, it is the most important part in the analysis of images. The 
image analysis process is the extraction of meaningful 

information from images. In addition, image analysis can be 
divided into two main approaches which are: spatial domain and 
frequency domain approaches [5]. Statistical approach is situated 
within spatial domain approaches, in which can be measured 
many functions depending on the aim of the system [6]. 

The researchers are considered pattern recognition is one 
important part of this study in which existed many approaches that 
can be divided into two main categories [7]. These categories are: 
1) Decision category that deals with pattern described utilised 
quantitative descriptors defined by length, area and texture. 2) 
Structural category that deals with pattern described qualitative 
descriptors defined by relational descriptor [8].  

Brightness and intensity lead to major effect on image 
resolution and content. In some cases, it is not possible to 
compensate the incident light, so this causes big problems on the 
image quality. To avoid these problems, we must introduce 
additional step in the implemented system to show the effects 
raised according to incident light [9], [10]. 

Different statistical parameters for different aims can be 
applied on image processing. Image brightness and the light 
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intensity has an important part of image quality. This approach 
concentrated on the statistical aspects to understand and analyze 
the brightness distribution of the object surface. 

2. Statistical Measures 

In this paper, statistical measures are employed to the different 
types on incident light. These statistical measures which are: 
standard deviation and mean values. These measures play an vital 
role in image processing filed including image analysis. In this 
research field, the standard deviation deals with the amount of 
variations in average. A low value indicates that data points tend 
to be very close to the mean, while a high standard deviation 
indicates that the data points are distributed over a wide range of 
values. In statistics and probability theory, standard deviation (σ) 
measures the amount of variation or dispersion from the average. 
A low standard deviation indicates that the data points tend to be 
very close to the mean. A high standard deviation indicates that 
the data points are spread out over a large range of values. The 
global mean value (µ) of an image is the average intensity of all 
the pixels in the image [11], [12], [13]. 

The standard deviation of a finite data set is given by: 

 
𝜎𝜎 = �1

𝑁𝑁
 [(𝑥𝑥1 − 𝜇𝜇)2 + (𝑥𝑥2 − 𝜇𝜇)2 … + (𝑥𝑥𝑁𝑁 − 𝜇𝜇)2]                                    (1)

      
𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑡𝑡ℎ𝑒𝑒 𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖        𝜇𝜇 = 1

𝑁𝑁
(𝑥𝑥1 + 𝑥𝑥2 … + 𝑥𝑥𝑁𝑁)                   (2)

     
i.e. 

𝜎𝜎 = �1
𝑁𝑁
∑ (𝑥𝑥𝑖𝑖 − 𝜇𝜇)2𝑁𝑁
𝑖𝑖=1                                       (3)

                                
𝜇𝜇 = 1

𝑁𝑁
∑ 𝑥𝑥𝑖𝑖𝑁𝑁
𝑖𝑖=1                       (4)

       

3. Literature Review 

The image analysis field is rich of literatures as well as the field 
of statistical measures is rich of studies. Combining of image 
analysis with statistical measures may empower the contribution 
approach. Below some of recently published papers are selected 
that were concentrated on both image processing and analysis 
with statistical measures: 

Q. Al-Shayea et al., designed 3D object visualization via two 
dimensional images in which existed many object.  This work is 
implemented to find the contour of the given object in each slice 
and then merging these contours to reconstruct the 3D objects. 
This approach is easy to use as well as it can be implemented on 
various type of images. The reconstruction process indicated a 
good resolution in this approach [14]. 

S. Greve, et al., introduced a new approach for classification of 
image regions. This approach is based on wavelet standard 
deviation descriptor. The obtained results performed for about one 
thousand images with region segmentation in which provided 
reasonable results for general application domain [15]. 

E. Fazal Malik et al., proposed a Content Based Image 
Retrieval (CBIR) algorithm which is based on the color histogram 
using Laplacian filter in order to reduce the noise and provides an 
enhanced image with more detail information. Color histogram of 

the filtered image is divided into bins. Mean and standard 
deviation are calculated for pixels in each bin to get feature vector 
which is used for image retrieval [16]. 

A. Firas Jassim, implemented a novel method that combines 
between median filter and simple standard deviation to get an 
excellent edge detector used for image processing. The visual 
differences between the implemented edge detector and the 
standard edge detectors have been shown to support the 
contribution in this work [17]. 

G. Ibrahem Raho, et al., constructed an efficient information 
algorithm that detects the direction of objects. This algorithm is 
implemented based on statistical measurements, entropy, 
histogram, moment and gradient. The obtained results indicate a 
good accuracy in object recognition. Many techniques are 
integrated to generate this approach which is efficient and 
effective approach [18]. 

A. Rashid et al., provided a detailed study for selecting of image 
processing and computer evaluate performance then compared the 
results and gave a better evaluation trend. For the implemented 
study of restoration, and elimination of noise, adding noise, then 
they estimated of statistical results, a certain amount of different 
types of noise have been added to the image, and a filtering 
process is carried out for the examination of the effect [19]. 

N. Hallil Binti Ismail et al., suggested an approach to calculate 
the contrast with the fixed block size independently of the spatial 
resolution of the input image. This approach try to resize the block 
size based on the spatial resolution of the input image to maintain 
the relationship between the block size and the image size similar 
to that of the sample images used in the development of the 
statistical model. The proposed method has been tested and 
demonstrated statistically to be effective in reducing 
inconsistency in the classification of images according to different 
spatial resolutions [20]. 

B. Büyüksaraç et al., proposed system consists of three main 
steps. First, we apply segmentation of the facial and hand zone 
using Fuzzy C-means clustering (FCM) and Threshold. FCM is a 
grouping technique that uses the fuzzy partition, in an iterative 
algorithm. After the segmentation of the face and hands, the 
vectors of characteristics are extracts. Then are drawn vectors of 
features, which are used for recognition with discrete hidden 
Markov model (HMM). A precision of 94.19% was obtained [21]. 

S. Intajag et al., proposed algorithm uses a generalized 
distribution of extreme values consisting of three parameters to 
adjust the balance of brightness and color by adjusting the 
location, contrast and tone granted, respectively, by the scale and 
shape parameters. The performance of the algorithm was 
evaluated using two sets of imaging data: retinal structure analysis 
and automated retinal image analysis. The results show that the 
improved histograms based on the generalized extreme value 
were given important characteristics to characterize the symptoms 
of macular degeneration [22]. 

X. Zhang et al., studied and demonstrated the effect of high 
fluorescence on the brightness of the cell images. The optical 
properties are very important to for enhancement and detection of 
biomedical applications, and disease diagnosis. The obtained 
results indicated that the synthesized carbon nanodots are suitable 
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to be used for sensitive detection [23]. 

T. Gao et al. designed a specific approach for real time imaging. 
This approach synthesized successfully and applied in living 
image cells. Living cells is a real time application which is one of 
the big challenge here. The proposed approach leading to many 
advantages in addition to high brightness of images. This 
approach provides new efficient strategies compared with other 
algorithms [24]. 

D. Oliva et al., introduced an image processing approach based 
on high influence of image analysis. Different techniques and 
thresholding and entropy are presented to perform image 
segmentation. Optimal strategy of thresholding is implemented by 
applying crow search algorithm. The obtained results, 
demonstrated that this approach obtains better results related to 
the quality and consistency [25]. 

The previous works concentrated in their approaches on the 
statistical measures as a main part of their works. In the proposed 
work, the statistical measures are implemented as a parameters to 
enhance the different types on incident light. 

4. Methodology 

4.1. Image Data Set Construction 

The construction of image data set is required to be applied in the 
implemented approach. Several cases have been tried in order to 
access the appropriate images. Two set of images are performed 
via the arrangement of 20 coins; first set is built by square shape 
and the second set is built by circle shape. Via high resolution 
camera three types of light intensities are designed: normal light, 
sunny light and fluorescent light. 

• Normal light indicated images with perfect light. 

• Sunny light indicated images with sunny light. 

• Fluorescent light indicated images with fluorescent 
light. 

b. The Proposed Scheme 

There are many approaches deal with the image analysis such 
as histogram analysis, feature extraction, image understanding, 
and statistical approach. This approach is concentrated on two 
parameters of statistical measures that are mean value and 
standard deviation value of image which reflect the intensities 
distribution in an image. The proposed approach is divided into 
five main steps as shown in Figure 1: 

• The first step (Input color images): In this step, images 
are collected via high resolution camera to capture Red Green 
Blue (RGB) color images. The acquisition of color image with 
real color is an important part of the system to ensure the correct 
image resolution. 

• The second step (Convert color image into gray image): 
In which color images are converted into grey scale images of 
eight bits. RGB images are converted into grey image with normal 
levels to reserve the image performance. 

• The third step (Pre-processing): In this step, images are 
resizing and filtering to reduce noise and redundancies as 
possible. This is an important stage to prepare an image that is 

ready for the processing stage. 

• The fourth step (Statistical measures): In this step, the 
mean, standard deviation values and correlation are calculated of 
grey and color images. These measurement deals with the 
variation of intensity of the image surface. 

• The fifth step (Compare the results): In which compare 
the calculated results of mean and standard deviation values. This 
stage is realize the difference in values between various types of 
images. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 System Approach 

5. Results and Analysis 

Images are collected in three types of light intensities; normal 
light, sunny light and fluorescent light. Each image consists of 20 
coins of money distributed in different ways as shown in Figures 
2 and 3, which indicate both color and gray images of set_1 
respectively. The objects in these images are arranged regularly 
into two forms; rectangular and circular. On one hand, Table 1 
indicates that there is a similarity in standard deviation measures 
between images 1_1 and 1_2, images 1_3 and 1_4, images 1_5 
and 1_6 because these set of images are related to the same type 
of lighting. On the other hand, similarities of mean values are 
nearly the same in all set of images. The values of mean, standard 
deviation and correlation are illustrated in Figure 4. The 
rectangular distribution of color images and gray scale image of 
set_1 are illustrated in figures 2 and 4. Table 2 indicates that the 
value of correlation approach to one when the correlation occurs 
with the same image and becomes approach to zero when the 
correlation occurs with the different image. Figures 5 and 6 
indicate both color and gray images of set_2 in which objects are 
distributed randomly in circular form. In this case, there are no 
differences in the measures of standard deviation and mean 
values, but the difference is noted in the correlation values which 
are slightly larger that values obtained in images of set_1 as 
shown in Table 3 and 4 and demonstrated in Figure 7. This 
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slightly difference of measured parameters values it could be 
because of the difference image intensities according to the 
controlling source of light. 

 
Figure 2 Original color images set_1 

 
Figure 3 Gray scale images set_1 

Table 1 standard deviation and mean values of set_1 

Table 2 Correlation values of set_1 

 

 

Figure 4 statistical measures of set_1 

 

 

 

Std. and 
mean 

Im1_1 Im1_2 Im1_3 Im1_4 Im1_5 Im1_6 

Std.  Color  54.433
9 

53.462
9    

67.884
6    

67.619
9    

36.897
9    

38.363
7 

Std.   Gray  49.896
1    

48.906
9       

66.491
6 

66.491
6 

33.274
6 

34.720
4 

Mean 
Color  

130.89
53   

131.68
31   

130.86
84   

132.03
00   

136.87
46   

135.97
86 

Mean 
gray  

130.37
43   

131.51
54   

130.64
80   

131.73
35   

136.31
83   

135.37
86 

Corr.   
value 

Im1_1 Im1_2 Im1_3 Im1_4 Im1_5 Im1_6 

Im1_1 1.0000     0.6830     0.5139     0.4059     0.3009     0.0521 

Im1_2 0.6830     1.0000     0.6540     0.6074     0.3669     0.1663 

Im1_3 0.5139     0.6540     1.0000     0.7699     0.3843     0.0586 

Im1_4 0.4059     0.6074     0.7699     1.0000     0.4123     0.0991 

Im1_5 0.3009     0.3669     0.3843     0.4123     1.0000     0.2141 

Im1_6 0.0521     0.1663     0.0586     0.0991     0.2141     1.0000 

   
1_1 Normal light            1_2 Normal light 

   
1_3 Sunny light        1_4 Sunny light 

 
1_5 Fluorescent light                    1_6 Fluorescent light 

   
(a) Mean and standard Deviation

 

(b) Correlation 
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Figure 5 Original color images set_2 

 
Figure 6 Gray scale images set_2 

Table 3 Standard deviation and mean values of set_2 

Std. 
and 
mean 

Im6_
1 

Im6_2 Im6_3 Im6_4 Im6_5 Im6_6 

Std.  
Color 

62.17
58    

61.950
0    

73.326
5    

72.741
8    

43.944
0    

43.367
8 

Std.  
gray 

58.48
28    

58.538
8    

72.034
4    

71.461
4    

40.080
8    

39.633
6 

Mean 
Color 

40.81
95   

44.256
3   

135.66
16   

135.89
09   

142.67
36   

144.15
56 

Mean 
gray 

140.7
910   

144.62
20   

135.22
52   

135.44
76   
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Table 4 Correlation values of set_2 

Corr. 
value 

Im6_1 Im6_2 Im6_3 Im6_4 Im6_5 Im6_6 

Im6_1 1.0000     0.8486     0.7412      0.7403      0.4854     0.4294 

Im6_2 0.8486     1.0000     0.6233      0.6521      0.4785      0.3873 

Im6_3 0.7412     0.6233     1.0000     0.8015     0.4485     0.4020 

Im6_4 0.7403     0.6521     0.8015     1.0000     0.4244     0.3624 

Im6_5 0.4854     0.4785     0.4485     0.4244     1.0000     0.6088 

Im6_6 0.4294     0.3873     0.4020     0.3624     0.6088     1.0000 

 

 
Figure 7 Statistical measures of set_2 

6. Conclusions 

Statistical analysis of images based on brightness distribution 
is implemented in this work. This simulation results show that 
each measure is of great importance as requirements. The 
selection of statistical measures is very important and should be 
done with caution. Using results, it is very easy to select statistics 
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configuration before going to an image processing complex art. 
Statistical analysis of images is an important topic in the image 
analysis field. The implemented system heavily based on 
statistical approach by measuring standard deviation, mean, and 
correlation values. Various configurations of objects are arranged 
in each image to detect their brightness. 

The main application of this approach is to achieve the image 
characteristics with different types of light. In this research, 
emphasis has been placed on the application of statistical 
measurements in image analysis using images with different light 
parameters, regardless of the difference in the locations of shapes 
in the images. 

Standard deviation and mean values are measured for different 
types of images. Various positions are designed and implemented 
to study and address the effect of brightness distribution via 
statistical measures. The obtained results indicated an adequate 
image surface characteristics via the application of this approach. 
The main finding that the use of statistical measurements have a 
significant impact to detect and analyze image brightness 
parameters, even if the difference value is small. 
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 Circadian rhythms undergo high perturbations due to cancer progression and 

worsening of metabolic diseases. This paper proposes an original method for detecting 

such perturbations using a novel thoracic temperature sensor. Such an infrared sensor 

records the skin temperature every five minutes, although some data might be missing. 

In this pilot study, five control subjects were evaluated over four days of recordings. In 

order to overcome the problem of missing data, first four different interpolation methods 

were compared. Using interpolation helps covering the gaps and extending the 

recordings frequency, subsequently prolonging sensor battery life. Afterwards, a 

Cosinor model was proposed to characterize circadian rhythms, and extract relevant 

parameters, with their confidence limits. A divergence study is then performed to detect 

changes in these parameters. The results are promising, supporting the enlargement of 

the sample size and warranting further assessment in cancer patients. 
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1. Introduction  

Most biological processes follow circadian rhythms, with 

the standard period of about 24 hours. These 24-hour rhythms 

are driven by circadian clocks, which have been observed in 

plants, fungi, cyanobacteria, and humans [1, 2]. In mammals, 

each cell contains molecular clocks, whose coordination is 

ensured by the suprachiasmatic nuclei in the hypothalamus 

through the generation of rhythmic physiology. Such a 

Circadian Timing System (CTS) regulates rhythmically cellular 

metabolism and proliferation over the 24 hours.  

The body temperature follows circadian rhythms, that are 

tightly related to cancer development[3] [4]. Indeed, they play 

an important role in the coordination of molecular circadian 

clocks in various peripheral organs, such as lung, liver, kidney, 

and intestine, and could have an effect on tumors through their 

regulatory effects on Heat Shock Factor (HSF), Heat Shock 

Proteins (HSPs), and Cold-Induced Proteins [4, 5]. Moreover, 

it has been demonstrated that giving chemotherapy at an 

accurate circadian timing improves tolerance up to fivefold and 

to almost doubles antitumor efficacy, compared to constant 

rates or wrongly timed administrations, in both rodent models 

and cancer patients[6] [7]. In the same way, the destruction of 

the suprachiasmatic nuclei suppressed any circadian rhythm in 

body temperature in mice, which causes a 2-3 fold acceleration 

of experimental cancer progression [8]. On the other hand, the 

temperature circadian rhythms could be disrupted by anticancer 

medications, and molecular clocks are impaired, as a function 

of dose and circadian timing in mice [9, 10]. Therefore, the 

circadian rhythm of body temperature is a useful biomarker of 

CTS function[11] [12]. 

The relevance of monitoring core body temperature for CTS 

assessment has been approved in previous works, however they 

all suffer from a lack of non-invasive screening tools, which has 

limited testing in cancer patients [13, 14]. To overcome such a 

problem, one could use the skin temperature, which is 

correlated to core temperature. However, changes in skin 

temperature display an opposite pattern compared to that in core 

body temperature, but with a similar circadian rhythm.  

In our work, a non-invasive wearable sensor, Movisens® 

GmbH, Karlsruhe, Germany, has been used. This sensor 

monitors skin temperature for up to 200 hours, with the sensor 

able to be worn at different positions such as the hip, wrist, or 

chest. The temperature signals are collected at a relatively low 
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sampling frequency with this sensor, that is, one point every 

five minutes. Using such a low frequency is possible since 

temperature varies slowly over time. Also, a minimal memory 

is required and the battery life is extended, due to reduced 

energy consumption for the measurement device. However, 

having a low signal frequency produces more difficult 

complications. Moreover, sensor malfunction or a subject not 

wearing it for a period of time causes missing data in the 

signals.  

This paper proposes an original algorithm to analyze the 

circadian rhythms in skin temperature signals. It first develops 

an interpolation algorithm to set the signals to a higher 

frequency such as one sample per minute, and to fill any gap in 

the signals [15]. For this reason, a kernel-based machine 

learning algorithm is presented and compared to other classic 

interpolation methods. Afterwards, a rhythmometric modeling, 

using Cosinor models, is proposed. It aims to extract parameters 

such as the MESOR, the amplitude, the orthophase and the 

bathyphase from interpolated signals. The paper then proposes 

a divergence study over these features to detect changes caused 

by chemotherapy. Five healthy subjects’ temperature signals 

are involved in this study, as a prerequisite for subsequent 

investigations involving a larger number in healthy controls and 

cancer patients. 

2. Subjects and Methods 

2.1. Subjects and materiel 

In this study, three female and two male control subjects, 

aged 45.2 ±13.6 years, are considered. They were given a 

detailed description of the objectives and requirements of the 

study before the experiment, and they read and signed an 

informed consent prior to testing.  The infrared Movisens 

(GmbH - move III) sensor was positioned on the thorax of the 

subjects to monitor their skin temperature for four days. It 

measures 5.0 x 3.6 x1.7 cm3, and weighs 32 g. The sensor is 

composed of a tri-axial acceleration sensor (adxl345, Analog 

Devices; range: ±8 g; sampling rate: 64 Hz; resolution: 12 bit) 

embedded with a temperature sensor (MLX90615 high 

resolution 16bit ADC; resolution of 0.02°C). The recorded data 

is saved on a memory chip inside the sensor and transmitted to 

a server via GPRS. A hypoallergenic patch has been used to 

maintain the sensor in the upper right anterior thoracic area of 

the subjects. 

2.2.  Interpolation of temperature signals 

The temperature signals have a small frequency, with 

occasional missing data. Let 𝑋(𝑘𝑛)1≤𝑛≤𝑁 denote the 

temperature samples collected for a certain subject using the 

sensor, with 𝑘𝑛 in minutes. The aim of interpolation is to 

estimate a function �̂�(. ), that computes the temperature at any 

time 𝑘, and which verifies the following: 

 �̂�: 𝑘 → �̂�(𝑘)  𝑤𝑖𝑡ℎ  �̂�(𝑘𝑛) = 𝑋(𝑘𝑛)  𝑓𝑜𝑟 1 ≤ 𝑛 ≤ 𝑁. (1) 

Different algorithms for interpolation such as linear, 

polynomial or cubic splines techniques exist in the literature 

[15, 16]. In the linear interpolation, temperature is represented 

by a straight line between any two consecutive collected 

measurements. Having 𝑘 ∈ [𝑘𝑛, 𝑘𝑛+1], for 𝑛 ∈ {1, … , 𝑁 − 1}, 

 �̂�(𝑘) = 𝑎𝑛 + 𝑏𝑛(𝑘 − 𝑘𝑛),                                       (2) 

with 𝑎𝑛 = 𝑋(𝑘𝑛) and 𝑏𝑛 =
𝑋(𝑘𝑛+1)−𝑋(𝑘𝑛)

𝑘𝑛+1−𝑘𝑛
. 

This technique is easy to implement, but it yields several 

functions, one per interval between two consecutive 

measurements. Moreover, it is disadvantageous for large time-

intervals due to the non-specification of the linear estimation. 

In the polynomial interpolation, temperature is represented by 

a single polynomial function, which fits the measured data. By 

using Lagrange polynomials, one obtains the following 

function: 

 �̂�(𝑘) = ∑ (∏
𝑘−𝑡𝑗

𝑡𝑛−𝑡𝑗
𝑗∈𝐼𝑁′

𝑗≠𝑛

) 𝑋(𝑡𝑛)𝑛∈𝐼𝑁′ ,            (3)     

where 𝑁′ ≤ 𝑁 is the degree of the obtained polynomial and 

𝐼𝑁′ ⊆ {1, … , 𝑁}. By taking 𝑁′ close to 𝑁, the obtained function 

is specific, but with highly complex computations. Cubic 

splines is the most commonly used interpolation technique. It 

computes a set of piece-wise polynomial functions that 

maximize the smoothness of the whole curve. The 𝑛-th splines 

function defined over the interval [𝑘𝑛, 𝑘𝑛+1[, for 𝑛 ∈ {1, … , 𝑁}, 

is given as follows: 

�̂�(𝑘) = 𝛼𝑛(𝑘 − 𝑘𝑛)3 + 𝛽𝑛(𝑘 − 𝑘𝑛)2 + 𝛾𝑛(𝑘 − 𝑘𝑛) + 𝛿𝑛,   (4) 

where: 

𝛼𝑛 =
�̂�′(𝑘𝑛+1)−�̂�′(𝑘𝑛)

6(𝑘𝑛+1−𝑘𝑛)
,  𝛽𝑛 =

�̂�′(𝑘𝑛)

2
,  𝛿𝑛 = 𝑋(𝑘𝑛), 

𝛾𝑛 =
𝑋(𝑘𝑛+1) − 𝑋(𝑘𝑛)

𝑘𝑛+1 − 𝑘𝑛
−

(𝑘𝑛+1 − 𝑘𝑛) (2�̂�′(𝑘𝑛) − �̂�′(𝑘𝑛+1))

6
, 

where �̂�′(. ) is the derivative of the temperature model �̂�(. ). The 
values of the coefficients are then computed iteratively as 
shown in [2]. This technique is efficient, but proposes piece-
wise functions, that need iterative computations. 

TABLE I.    TYPICAL REPRODUCING KERNELS 

Kernel type  General expression 

Gaussian 𝜅(𝑘𝑖 , 𝑘𝑗) = exp (−
(𝑘𝑖 − 𝑘𝑗)

2

2𝜎2 
) 

Polynomial 𝜅(𝑘𝑖 , 𝑘𝑗) = (𝑐 + 𝑘𝑖 . 𝑘𝑗)
𝑞
 

Exponential 𝜅(𝑘𝑖 , 𝑘𝑗) = exp (
𝑘𝑖 . 𝑘𝑗

𝜎
) 

This paper proposes a kernel-based regression approach that 

generates a single function [17, 18]. A training database is first 

constructed using the 𝑁 collected temperature measurements 

(𝑘𝑛 , 𝑋(𝑘𝑛))
𝑛=1,…,𝑁

. Then a model is computed using this 

database, taking time as input and yielding temperature as 

output. This model is defined using the kernel-based ridge 

regression technique. The model is afterwards applied to other 

times, where temperature values are unknown, for 

interpolation. Consider a reproducing kernel 𝜅 defined from 

ℝ2 to ℝ and denote ℋ its reproducing kernel Hilbert space. 

Some commonly used reproducing kernels are given in Table I. 

where the kernel parameters 𝜎 and 𝑐 are positive and 𝑞 is a 

positive integer. Then the temperature model is defined by 

minimizing the regularized mean quadratic error between the 

model’s outputs and the measured data of the learning database: 

   min
𝜓∈ℋ

1

𝑁
∑ (𝑌(𝑘𝑛) − 𝜓(𝑘𝑛))

2𝑁
𝑛=1 + 𝜂‖𝜓‖ℋ

2 ,                (5) 

where 𝜂 is a regularization parameter that controls the tradeoff 

between the training error and the complexity of the solution 

and ‖. ‖ℋ
2  is the norm in the reproducing kernel Hilbert 

space[19]. According to the Representer theorem, that all 
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machine learning algorithms share, the minimization problem 

could be reduced to a more computation-friendly problem. 

Hence, the temperature model could be written as follows: 

 𝜓(. ) = ∑ 𝛼𝑛𝜅(𝑘𝑛, . )𝑁
𝑛=1 ,                                                    (6) 

 

where the coefficients 𝛼𝑛 are to be determined. Let 𝛼 denote 

the column coefficients vector whose 𝑛-th entry is 𝛼𝑛. By 

injecting the model expression in the minimization problem, 

one obtains a dual optimization problem whose solution is 

given by: 

  𝛼 = (𝐾 + 𝜂𝕀𝑁)−1𝐗,                                                          (7) 

where 𝐾 is a 𝑁-by-𝑁 matrix whose (𝑖, 𝑗)-th entry is given by 

𝜅(𝑡𝑖, 𝑡𝑗), 𝕀𝑁 is the 𝑁-by-𝑁 identity matrix and 𝐗 is the 

temperature column vector, whose 𝑛-th entry is given by 

𝑋(𝑘𝑛). Now that the model 𝜓 is defined for each temperature 

signal, the temperature value at a given time 𝑛 is estimated by 

�̂�(𝑘) = 𝜓(𝑘).  

The main advantage of the kernel-based approach remains in 

the fact that a single-function model is obtained, unlike the 

linear and cubic spline interpolations, where a piece-wise 

expression is obtained. In the following, and for simplicity, the 

notation 𝑋(𝑘) is used for the estimated signal, having a value at 

each minute, obtained after interpolation. 

2.3. Detection of rhythmicity 

The detection of rhythmicity is usually performed in the 

frequency domain . The spectral analysis using the “Fourier 

transform” is a well-known study to do this . In this 

analysis, any signal, regardless of its shape and properties, can 

be represented by a complex function of frequency that 

highlights the frequencies that make it up. By applying the 

inverse Fourier transform, the signal is then decomposed into 

an infinite sum of sine and cosine functions of infinite 

frequencies [22]. The signals could be deterministic such as 

periodic/non-periodic or random such as stationary/non-

stationary. A similar analysis for periodic signals is the Fourier 

series analysis, which represents a function as a sum of sine and 

cosine functions of different frequencies.  

In this paper, an algorithm based on Fourier analysis is first 

proposed for frequency and harmonic detection. This algorithm 

starts by estimating the fundamental frequency, the 

fundamental amplitude and phase, and the harmonic amplitudes 

and phases, to evaluate the periodogram. The term 

periodogram was introduced by Schuster in December 1934 

when Fourier analysis was used to estimate periodicity in 

meteorological phenomena . The technique was evaluated 

for the first time when inspecting circadian rhythms in the 

1950s to measure circadian rhythms of mice after blinding . 

The periodogram showed that periodic signals have a frequency 

spectrum consisting of harmonics. For instance, if the time 

domain repeats at f, the frequency spectrum will contain a first 

harmonic at f, a second harmonic at 2f, a third harmonic at 3f, 

and so forth. The first harmonic, which is the frequency at 

which the time domain repeats itself, is called the fundamental 

frequency, and has the highest amplitude. Periodograms and 

spectral density were originally used in chronobiology in the 

1960s [25]. 

In order to set the periodogram, a suitable window must be 

applied to the signal, to reduce side-lobes. For the proposed 

algorithm, a normalized Hanning window has been chosen [26] 

since this window does not disturb the position of spectral peaks 

in the spectral density, although the amplitude is decreased and 

the peak is larger. Having the periodogram and thus the 

fundamental and harmonic frequencies, the temperature signal 

is then modeled, using the Fourier series as follows: 

   �̃�(𝑘) = 𝑀 + ∑ 𝑎ℎ cos(ℎ𝜔𝑘) + 𝑏ℎ sin(ℎ𝜔𝑘)𝐻
ℎ=1 ,            (8)  

where 𝜔 is the angular frequency i.e. 𝜔 =
2𝜋

𝜏
, i.e. 𝜏 is the 

fundamental period (duration of one cycle) and 𝐻 is the number 

of the considered harmonics with the fundamental frequency. 

With respect to circadian rhythms, the rhythm persists in 

constant conditions with a period of around 24-hours, i.e. 𝜏 =
24 ∗ 60 = 1440 minutes. 𝐻 takes values from 1 to infinity. The 

higher 𝐻 is, the better the model �̃�(𝑘) fits the observed value 

𝑋(𝑘). The parameters 𝑀, 𝑎ℎ and 𝑏ℎ could be computed using 

the computations of Fourier series. The main advantage of this 

technique is that one is able to determine the exact fundamental 

frequency, with its following ones, by analyzing the 

periodogram, obtained with the Fourier transform. However, it 

needs the data to be equidistant and to cover more than a single 

cycle, otherwise the analysis would be erroneous. 

One interesting method used for analyzing unequidistant 

and time-limited observations is the single Cosinor procedure. 

This study was developed to evaluate rhythmicity of un-

equidistant data series[27] [28], and is frequently used in the 

analysis of biologic time series that have expected rhythms. 

Cosinor uses the least squares method to fit a sum of sine 

functions to a time series, as least squares procedures do not 

have an equidistant data limitation. Practically, it considers the 

Fourier series model of (8) with a precise fundamental 

frequency, which corresponds to 24-hours, and number of 

harmonics and then computes the parameters 𝑀, 𝑎ℎ and 𝑏ℎ so 

as to minimize the error between the signal 𝑋(𝑘) and the model 

�̃�(𝑘). Let 𝑒(𝑘) be the residual corresponding to the value 𝑋(𝑘), 

that is, 

𝑒(𝑘) = 𝑋(𝑘) − �̃�(𝑘), 
and consider the modeling error as the sum of the squared 

residuals (𝑆𝑆𝑅) for all the data, that is, 

 

𝑆𝑆𝑅 = ∑ 𝑒2(𝑘)

𝑘

= ∑ (𝑋(𝑘) − �̃�(𝑘))
2

                                        

𝑘

 

          = ∑ (𝑋(𝑘) − 𝑀 − ∑(𝑎ℎ cos(ℎ𝜔𝑘) + 𝑏ℎ sin(ℎ𝜔𝑘))

𝐻

ℎ=1

)

2

.

𝑘

 

 

The parameters 𝑀, 𝑎ℎ and 𝑏ℎ are then obtained using least 

squares by setting the derivatives of the 𝑆𝑆𝑅 over each 

parameter equal to zero. Since the temperature follows a 

circardian rhythm, then the fundamental frequency corresponds 

to 24h. Figure 1 shows an example of a Cosinor model obtained 

with 𝐻 = 4. The obtained model will subsequently be used to 

compute significant rhythmometric parameters, as shown in the 

following paragraph.  

Once the temperature signals are modeled, using either 

Fourier series or Cosinor, some features are extracted from their 

sinusoidal representation, as will be shown in the following 

paragraph. 
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Figure 1 Circadian Rhythm Model 

2.4. Features selection and divergence study 

Once the temperature signal is decomposed into cumulative 

sine functions, using Fourier series or Cosinor, the objective 

here is to determine the sinusoidality of the data. This requires 

the extraction of some features from the models by inspecting 

their graph plotted against time, as shown in Figure 1. When the 

model is composed of more than one trigonometric function, 

that is, the fundamental period and some harmonics, four 

features could be extracted [29]:  

• the MESOR (M), for “Midline Estimating Statistic Of 

Rhythm”, that is the mean of the model,  
 

• the amplitude (A) that is defined as the half of the difference 

between the maximum and the minimum of the model in 

one fundamental period, 
 

• and, finally, the phases of the maximum and the minimum 

of the composite model including harmonic terms, which 

are called the orthophase ΦO and bathyphase ΦB 

respectively. 

Figure 1 illustrates these features. For a control subject, 

these rhythmometric parameters vary slightly over time; 

whereas chemotherapy could produce significant modification 

in the circadian rhythm, which yields a divergence of one or 

more rhythmometric parameters. In order to detect this 

divergence, a sliding window algorithm is considered over the 

temperature signal 𝑋(𝑘) of a period of several days.  

Then, for each window, the signal is modeled using the 

cumulative sine functions, and the four rhythmometric 

parameters are extracted. A statistical test, such as an exact 

Fisher test, Wilcoxon test or another, is then applied to check 

whether the values through the window diverge from their 

previous values. This study is motivated by the perturbation of 

the circadian rhythm due to chemotherapy, which induce a 

divergence of the statistical distributions of the extracted 

rhythmometric parameters.  

3. Results 

This section starts with the illustration of the effectiveness of 

the interpolation techniques. To this end, the collected 

temperature signals of two subjects out of the five are 

considered. These two have a frequency of one sample per 

minute over four days, whereas the remaining are measured with 

a rate of one sample every five minutes. An example of a skin 

temperature signal while wearing the IR sensor for four days, for 

a control pattern with an expected pattern is shown in Figure 2.  

Table II. Interpolation results 

Interpolation 

methods 

Interpolation mean error ± SD 

0 

segment 

removed 

1 

segment 

removed 

2 

segments 

removed  

3 

segments 

removed 

Linear 0.13±0.7 0.16±0.8 0.18±0.7 0.19±0.8 
Cubic splines 0.15±0.7 0.17±0.8 0.19±0.8 0.25±0.9 

Polynomial 0.80±1.4 0.80±1.4 0.81±1.4 0.81±1.4 

Kernel-based 0.06±0.2 0.08±0.3 0.11±0.3 0.13±0.4 
 

 

Figure 2 Skin temperature signal 

 

Figure 3 Kernel-based interpolation signal (dashed line) and its true measured 

one (straight line) for one subject over five hours, i.e. 300 minutes  

In order to compare the interpolation approaches, the signals 

of the two subjects were divided into segments of 1440 minutes, 

i.e. one-day length, leading to eight segments. Then, these 

segments are resampled by taking one point every five minutes, 

leading to segments of 288 points. Thereafter, the linear, 

polynomial, cubic spline and kernel-based interpolation 

techniques were applied over these segments and the results are 

compared to the original observed signal. For the kernel-based 

interpolation, a Gaussian kernel was used, using a cross-

validation algorithm to select the optimal values of the 

bandwidth σ and the regularization parameter η according to the 

learning data . The mean errors for the interpolations are 

shown in Table II. These were computed by averaging the 

absolute difference between the observed and the estimated 

signals for the eight segments. In order to simulate the missing 

data, a 30-min segment was subsequently removed from the one-

day length segment. This 30-min segment corresponds to six 

consecutive points among the 288-point segments. Then, two 

and three 30-min segments are removed. These segments were 

randomly selected within each one-day length segment. Table II 

shows the results for segments with no missing data (0 segment 

removed), one 30-min segment removed, two segments 

removed, and three segments removed. It is worth noting that 

simulations are performed 50 times and errors are averaged over 

all results, since the removed segments are selected randomly. 

The table shows that the Kernel-based algorithm yields better 

results with less estimation error in all cases, which is expected 

due its malleability and its adaptation to the curve, even under 

non-linear conditions.  

The measured temperature signal for a typical subject for a 

five-hour period is shown in Figure 3. The figure also shows the 

interpolated signal obtained with the kernel-based interpolation. 
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The plot shows that the computed signal is close to the measured 

one, with a smooth curve produced. 

Then, the objective is to illustrate the rhythmometric modeling 

techniques, which use the Fourier series or Cosinor. To this end, 

we consider the 5 temperature signals over a 4-day period, 

having passed the interpolation phase, i.e. the signals have no 

gaps, with a rate of one sample per minute. We start by applying 

the Fourier series, taking the fundamental period to be equal to 

24 hours, i.e. 1440 minutes, followed by 3 harmonics, i.e. 12 

hours, 8 hours and 6 hours. We consider that the modeling error 

is the average of the absolute differences between the 4-day 

temperature signals and their modeled ones for the 5 signals. In 

this case, the modeling error of the Fourier series technique with 

a 24-hour period is equal to 0.77. We then apply the Fourier 

transform to the signals to obtain their periodograms. These 

computations showed that the local maxima of the spectral 

energy are not obtained exactly at the frequencies 1/24, 1/12, 1/8 

and 1/6, but very close to them. 

 

Figure 4 Periodogram generated by the Fourier analysis of the time series 

Figure 4 shows a periodogram obtained for a certain subject, 

where the fundamental frequency is equal to 1/23.5. Let 𝑃𝑚𝑎𝑥  be 

the fundamental period obtained by taking the maximal point of 

the periodogram, i.e. 𝑃𝑚𝑎𝑥  is very close to 24 hours. If we take 

𝑃𝑚𝑎𝑥  and the following three local maxima, and perform the 

inverse Fourier transform, the modeling error decreases to 0.73, 

which was expected since this way more information is 

considered in the modeling. Having the fundamental period not 

equal to 24h is related to the fact that only four cycles (4 days) 

are considered, which is not enough for Fourier analysis. 

Afterwards, by applying Cosinor computations, while taking the 

fundamental period equal to 24h, and considering the following 

3 harmonics, the modeling error is the least, being equal to 0.53. 

This shows the power of such a method with limited-duration 

signals. 

 

Figure 5 Temperature modeled signals using the Fourier series with a 24h 

period in thin dashed line, the Fourier transform with a 23.5h period in thin 

straight line and the Cosinor in thick dashed line, and the original signal in thick 
straight line. 
 

Figure 5 shows the modeled signals in a thin dashed line for the 

Fourier series using a 24h period, a thin straight line for the 

Fourier transform using a 𝑃𝑚𝑎𝑥 = 23.5h period and a thick 

dashed line for the Cosinor analysis. It also shows the original 

signal in thick straight line, for a one day period going from 5 

a.m. till 5 am. the following day. The curves show that the 

obtained signals follow the original one with a small modeling 

error. The rhythmometric parameters, i.e. orthophase and 

bathyphase, are then computed. Table III shows their mean 

values in degrees with the standard deviations over the 5 signals. 

Here the parameters are extracted from the rhythmometric 

models obtained for the whole 4-days signals. As expected, 

considering the fundamental period 𝑃𝑚𝑎𝑥  from the periodogram, 

modeling leads to a difference in the characteristics equivalent 

to 30 minutes, whereas both Fourier series and Cosinor lead to 

close values. This study shows that the Cosinor computations have 

promising results, to be validated with more signals later on.     

4. Discussion  

This paper proposed a longitudinal evaluation of skin 

temperature measurement, collected using a thoracic sensor. 

The collected signals have a sampling frequency of one point 

every five minutes, with a length of four days for control 

subjects. At a first phase, we performed interpolation, using a 

kernel-based machine learning technique, to resample the 

signals to a higher frequency of one point every minute and to 

fill in the gaps in the measured signals. This step is crucial for 

the following data processing techniques. A rhythmometric 

study is then followed up on resampled signals, using either a 

Fourier representation or Cosinor. A Fourier analysis with the 

Fourier transform and the Fourier series is first proposed to 

model the signals, then a Cosinor model is constructed using 

Fourier analysis and least squares computations. The advantage 

of Cosinor remains in its robustness against un-equidistant and 

low-duration data, which is not the case for Fourier analysis. 

Rhythmometric parameters such as MESOR, amplitude, 

orthophase and bathyphase, are then extracted using the 

obtained model. For a given temperature signal of a given 

subject, such computations are performed for each sliding 

window of the signal, leading to a set of random variables that 

are the rhythmometric parameters. Then a divergence study is 

applied to detect any perturbation of the rhythm. In fact, 

chemotherapy can alter the circadian rhythm of the patients, 

therefore it is expected in that case to observe a divergence of 

the distributions of the rhythmometric parameters between the 

time span on chemotherapy and that before or after it. To detect 

such divergence, we can separate each parameter values into 

two sets (on or off chemotherapy), then apply a statistical test 

to detect the divergence between their distributions. This study 

is promising since chemotherapy-induced perturbations have 

been documented for over 15 anticancer drugs in experimental 

models, and for several drug combination protocols in cancer 

patients [6 14 15].  

The kernel-based interpolation phase was validated using 

different cases of missing data in the signals, and by comparing 

them to well-known interpolation methods such as linear, 

polynomial and cubic splines. A comparison between the 

rhythmometric modeling techniques is then conducted, 

showing that Cosinor analysis leads to fewer modeling errors. 

Having only five signals with a 4-day duration is not enough to 

draw conclusions, however the results are promising for future 

works. Thus a larger study involving more healthy controls and 
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Table III. Rhythmometric parameters  

Mean (±SD) 
Fourier 

series 

(24h) 

Fourier 

transform 

(𝑷𝒎𝒂𝒙) 

Cosinor 

model 

(24h)  

Orthophase 96.9±0.6 104.1±1 97.8±0.5 

Bathyphase 27.58±0.8 38.8±0.8 28.4±0.5 
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cancer patients is planned to further determine the relevance of 

the methodology developed here and the minimum number of 

harmonics. It should be possible to evaluate the effect of 

harmonics such as 12h, 8h, and 6h, and even to use only specific 

harmonics of varying frequency in order to determine the exact 

moment when the circadian rhythm is modified. Advanced 

processing such as the goodness of fit and the rhythm detection 

will also be applied on the signals using the F-test. Moreover, 

an evaluation of the IR sensor is also to be done, to verify if the 

observed temperature with such a sensor remains a mirror of the 

central temperature.  
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 The era of big data has witnessed the explosion of tensor datasets, and large scale 
Probabilistic Tensor Factorization (PTF) analysis is important to accommodate such 
increasing trend of data. Sparsity, and Cold-Start are some of the inherent problems of 
recommender systems in the era of big data. This paper proposes a novel Sentiment-Based 
Probabilistic Tensor Analysis technique senti-PTF to address the problems. The propose 
framework first applies a Natural Language Processing technique to perform sentiment 
analysis taking advantage of the huge sums of textual data generated available from the 
social media which are predominantly left untouched. Although some current studies do 
employ review texts, many of them do not consider how sentiments in reviews influence 
recommendation algorithm for prediction. There is therefore this big data text analytics 
gap whose modeling is computationally expensive. From our experiments, our novel 
machine learning sentiment-based tensor analysis is computationally less expensive, and 
addresses the cold-start problem, for optimal recommendation prediction. 
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1. Introduction  

Recommender system as defined from the perspective of E 
commerce as a tool that helps users search through records of 
knowledge which is related to users interest and preference for a 
recommender system to implement its core function of identifying 
useful items for the user, [1, 2]. In [3] RSs is defined as a means 
of assisting and augmenting the social process of using 
recommendations of others to make choices when there is no 
sufficient personal knowledge or experience of the alternatives. 
 (RS) must predict that an item is worth recommending [4, 5]. In 
view of that, recommendation systems of late have become an 
interesting field, as they play an exquisite role in various 
automatic recommendation systems, and are nowadays pervasive 
in various domains such as recommendation of books at Amazon, 
music and movies recommendation at Netflix as an algorithm 
form tackling the information over load problem. Some of the 
main specific constraints or digital-age dilemmas of 
Recommender Systems (RSs) are; data sparsity, cold-start and 
issues. To overcome such problems, Matrix Factorization 
methods have been applied extensively by various researchers in 
the field. [6]-[8]. In recent times, additional sources of 
information are integrated into RSs. As a result, a lot of research 
in this field are being carried about mainly with Matrix 
factorization methods such as social matrix factorization (Social 

MF), which combines ratings with social relations [9]-[14]. 
Another research thread is Topic Matrix Factorization methods 
which combine latent factors in ratings with latent topics in item 
reviews [15]. In [16, 10], the authors suggested other sources of 
information like reviews which justify the rating of a user, and 
ratings which are associated with item attributes hidden in reviews 
producing extraordinary results but at the cost of training data and 
time. In this wise, we propose that, omitting such information 
does not aid recommendation accuracy. As a result, such 
problems according to research could be well taken care of 
through tensor decomposition as propounded by [17] and our 
motivation for this paper is strongly tied to these reasons. Various 
tensor decomposition methods have been proposed. The 
CANDECOMP/PARAFAC decomposition, shorted as CP 
decomposition, is a direct extension of low-rank matrix 
decomposition to tensors; and it can be regarded as a special case 
of Probabilistic Tensor Factorization (PTF) [18], inspired by 
probabilistic latent factor models [19, 20], has been proposed by 
various researchers as an effective tool for tackling 
recommendation problems [21, 22]. The era of big data has also 
witnessed the explosion of tensor datasets, while the large scale 
PTF analysis is important to accommodate the increasing datasets. 
A comprehensive overview can be found from the survey paper 
by [23]. There is therefore the need for us to solicit for tensor 
decomposition analysis that is able to extract hidden patterns from 
multi-way datasets. The core concept of senti-PTF is to capture 
additional sources of information occasionally neglected in 
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various recommendation models which could efficiently improve 
prediction performance in RSs. The key contribution of our model 
is that it integrates all available data sources, that is, it provides a 
joint model of user, product I.D, ratings, reviews and review 
helpfulness.  

1. Providing an effective way to exploit ratings, reviews and 
relations to overcome cold-start problems tightly. 

2. We propose a new framework; senti-PTF which is effective in 
terms of prediction through error detection and solves sparsity 
problems. 

The rest of this paper is organized as follows; Tensor 

Decomposition Preliminaries are given in Section 2. In 
Section 3, we present the details of the experiments with datasets. 
In Section 4, Concluding remarks with a discussion of some future 
work are in the final section. Matrix Factorization and its 
application to personalized recommendation demonstrated the 
effectiveness of directly modelling all the dimensions 
simultaneously in a unified framework. These among other works 
presupposes that, tensor decomposition models performed well in 
terms of prediction efficiency and effectiveness compared to the 
various matrix factorization algorithms, in particular application  
to massive data processing [24]-[26]. However, the numerous 
literature concerning the subject. 

1.2 Problem Statement 

Regardless of the various attempt made by researchers on the 
subject matter; Collaborative Filtering models, they suffer from 
Sparsity; due to sparse rating matrix. Cold-Start; as they perform 
poorly on cold users and cold items for which there are no or few 
data. User feedback is intended to discover latent product and user 
dimensions. Unfortunately, traditional methods often discard 
review text, which makes user and product latent dimensions 
difficult to interpret, mainly due to the fact that, the very text that 
justifies a user’s rating is relegated. In our opinion, ignoring rich 
source of information is a major shortcoming of existing works 
on recommender systems 

1.3 Related Work  

Tensor factorization methods are useful tools in 
recommendation systems. One prominent representative Factor-
based method for recommendation systems is Probabilistic 
Tensor Factorization (PTF) which has been envisaged by quite a 
number of researchers in the recommendation system field. 
Tensor Factorization (BPTF) was also used to enhance prediction 
accuracy and recommendation using sales data by [27]. [28] also 
proposed the PTF model which was naturally applicable to 
incomplete tensors to provide both point estimate and multiple 
imputation for the missing entries. Tensor factorization [29] for 
Precision Medicine in Heart Failure with Preserved Ejection 
Fraction was effective. [30] in his Probabilistic polyadic 
factorization and its application to personalized recommendation 
demonstrated the effectiveness of directly modelling all the 
dimensions simultaneously in a unified framework. These among 
other works presupposes that, tensor decomposition models 

performed well in terms of prediction efficiency and effectiveness 
compared to the various matrix factorization algorithms, in 
particular application  to massive data processing [31]-[33]. 
However, the numerous literature concerning the subject. 

2.0 Proposed Sentiment-based Tensor Analysis 

We propose a tensor decomposition approach to solve the 
sparsity, and cold-start problems of collaborative filtering 
algorithm making use of review sentiments and rating scores 
adopting Probabilistic Tensor Factorization. The main idea is to 
capture the latent structure of a tensor through a probabilistic 
factorization framework, and the latent structure is used for 
prediction. We jointly model ratings with review sentiments 
scores and model our data with probabilistic tensor factorization 
algorithm. In particular, CP decomposition which factorizes a 
tensor into a summation of rank-one tensors, where A, B and C 
are the latent factors. We propose probabilistic tensor 
factorization (PTF), which is an instance of 
CANDECOMP/PARAFAC (CP) tensor decomposition [34], 
which is a commonly used tensor model for factorization. 

2.  Equations 

PTF's performance, we process the data into three 3rd order 
tensors, where each  mode correspond to IDs, users and reviews, 
and also modelled ratings with item IDs, users and ratings 
respectively denoted by the tensor ABC as shown in our 
probabilistic model. The ratings range from 1 to 5, whiles the 
review sentiment were processed to 0 and 1 representing negative 
and positive sentiments. Tensor factorization techniques have 
gained popularity and have become the standard recommender 
approaches due to their accuracy and scalability [35]. They have 
probabilistic interpretation with Gaussian noise. Our model Senti-
PTF combines our sentiment algorithm with probabilistic Tensor 
factorization framework. For Probabilistic Tensor S of size [I, J, 
K] where each entry is indexed as (i, j, k), and assume there is a 
D-dimensional latent factor Ai, Bj and Ck corresponding to each i, 
j and k respectively. In other words, for each dimension of the 
tensor, we have a latent factor matrix (Ai _D), (Bj _ D), and (Ck 
_D) respectively. The distribution of the unknown entry (I, j, k) 
given the observed tensor S is generated from Multivariate 
Gaussian Distribution. Given S the learning task is to model 
parameter theta such that the likelihood function is given by; 

1
P(S | ) ( | , )

I

i u u
i

P Uθ µ
=

= ∏ Σ∫∫∫  

             ,
1

( | )
J

j v v
j

P B µ
=
∏ Σ  

1
(t | , )

K

k i t
k

P µ
=
∏ Σ  

2

1 1 1
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I J K
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i j k
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Where θ = 2{ , , , , }u v tµ µ µ λ∑ . 
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Given the Tensor S, the parameter θ is learned in such a way 
that p (S|θ) in the previous equation maximizes. Expectation 
Maximization is used for the posterior over latent variables P (A, 
B, C, S (θ)). The estimated model posterior for Finite Dimension 
Inference (FDI) is intractable. We therefore propose 
approximation inference by factorizing q(A,B,C| 'θ ) to the 
posterior P(A,B,C|0) more importantly;  

q(A,B,C| 'θ ) = 1 (u / M diag(W ))I
i i ui uiq=∏  

1 (V / M ,diag(wvj))J
j j vjP=∏  

1 (t / M ,diag(wtk)),K
k k tkP=∏  

where 

1' {mvi,mvj,mtk, wui, wvj, wntk,[i] Iθ =  

1 1[j] ,[k] }J K  are approximation variational parameters. 

All approximation parameters are D-dimensional vectors and 
diag (w_ai) denotes a square matrix with the w_ai on the diagonal. 
Given q (A,B,C|θ’). if we apply Jensen’s inequality, it produces a 
lower bound to the original log likelihood of the tensor S [36] 

2.1 Algorithm 

1: Input: S ∈ Tx,y,z, h 
2: Output: Sh∈ T 
3.Xh×y×z 
4: Initialize x = 0 
5: for H = 1,...,h 
6: Sh← S (xone,+x;xtwo;,;) 
7: end for 

 

3. Experiments 

Our experiment is designed to study the accuracy and 
efficiency of the senti-PTF, rat-PTF and baselines on social media 
review datasets which are publicly available. All the experiments 
are run on a Processor AMD E26110 APU with AMD Radeon R2 
Graphics, 1500 Mhz, 4 Core(s), 4 Logical Processor(s) and 12GB 
of RAM. (a) Datasets and Parameter Settings: The real word 
tensor data used in our experiments are public collaborative 
filtering datasets; Amazon Datasets, which contains product 
reviews and metadata from Amazon, including 142.8 million 
reviews spanning May 1996 to July 2014 [37]. This dataset 
includes. Reviews (ratings, text, helpfulness votes), product 
metadata (descriptions, category information, price, brand, and 
image features) and links. In order to study senti-PTF's 
performance, we process the data into three 3rd order tensors, 
where each mode correspond to IDs, users and reviews, and also 
modelled ratings with item IDs, users and ratings respectively 
denoted by the tensor ABC as shown in our probabilistic model. 
The ratings range from 1 to 5, whiles the review sentiments were 
processed to 0 and 1 representing negative and positive sentiments.  

3.1 Error Detection 

For comparison, we implement and report the performance of 
senti-PTF and rat-PTF prediction. For the consistency of 
expression we still use "customer” and "item" to represent 
reviewers of automotive products. We estimate error rates on 
sentiments and ratings expressed, to assess the performance of our 
model and had the following results (figure1): The error graph 
shows how our algorithm; senti-PTF and rat-PTF performed. 
Senti-PTF performed better than rat-PTF in terms of prediction 
performance 

 
Figure 1 Error detection for senti-PTF and rat-PTF 

 
Figure 2 Root mean square error rate 

4. Conclusion     

 A unified framework rat-PTF and senti-PTF by aligning latent 
factors and topics is proposed to perform Probabilistic Tensor 
Factorization for effective rating and sentiment prediction. In this 
paper, experiments on real world data sets demonstrate that our 
senti-PTF model outperforms the traditional CP decomposition, 
exploiting review sentiment beyond ratings can significantly 
improve recommender performance in terms of RMSE (figure2). 
We therefore propose Sentiment based Tensor Analysis approach 
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in recommendation as it solves the cold start, improves prediction 
efficiently and solves scalability problems of the big data era. 
Model integration could be envisaged in our future work [38]. 
Figure1 demonstrates sent-PTF achieves better performance as 
the tensor size increases on the Amazon datasets. The result 
directly sheds light on the necessity of a senti- PTF solution. 
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In this paper we propose our genetic algorithm for solving the SAT 
problem. We introduce various crossover and mutation techniques and 
then make a comparative analysis between them in order to find out 
which techniques are the best suited for solving a SAT instance. Before 
the genetic algorithm is applied to an instance it is better to seek for 
unit and pure literals in the given formula and then try to eradicate 
them. This can considerably reduce the search space, and to 
demonstrate this we tested our algorithm on some random SAT 
instances. However, to analyse the various crossover and mutation 
techniques and also to evaluate the optimality of our algorithm we 
performed extensive experiments on benchmark instances of the SAT 
problem. We also estimated the ideal crossover length that would 
maximise the chances to solve a given SAT instance.
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1 Introduction

A Boolean Satisfiability (abbreviated as SAT) problem
involves a boolean formula F consisting of a set of
boolean variables x1,x2,.....xn. The formula F is in con-
junctive normal form(CNF) and it is a conjunction of
m clauses c1,c2,.....cm. A clause is a disjunction of one
or more literals, where a literal is a variable xi or its
negation. A formula F is satisfiable if there is a truth
assignment to its variables satisfying every clause of
the formula, otherwise the formula is unsatisfiable.
The goal is to determine an assignment for every vari-
able x satisfying all clauses.

The class k-SAT contains all SAT instances where
each clause contains upto k literals. While 2-SAT is
solvable in polynomial time, k-SAT is NP-complete for
k>=3 . The SATs have many practical applications e.g.
in planning, in circuit design, in spinglass model,in
molecular biology and especially many applications
and research on the 3-SAT is reported.

Some say that if we have an algorithm to solve
k-SAT problem in polynomial time then cooking the
food would become as easy as eating it. Speculations
have been also there that a polynomial time algorithm
might disapprove 2nd law of thermodynamics or can
even find the god!

There are two approaches which are generally
used to solve the SAT problem. The first one is lo-
cal optimization or local search and the other one is

genetic or evolutionary framework. The local search
optimization technique is to assign some truth val-
ues to variables until we do not get a conflict[1].
After getting a conflict either the algorithm starts
again or backtracks to change the value of the vari-
able which is responsible for the conflict. So this ap-
proach uses backtracking hence time-complexity wise
is not suitable (especially for large instances contain-
ing hundreds and thousands of variables). The most
common algorithms in local search optimizations are
GSAT(Greedy SAT)[2] and WalkSAT.

The other approach is to come up with an evolu-
tionary algorithm[3, 4] for solving the SAT problem.
They are admittedly quite fast than the traditional lo-
cal search methods. However, if a given SAT instance
is satisfiable but the program fails to come up with
a satisfying instance within the limited time period,
then it would wrongly judge the given instance as un-
satisfiable. Hence it is an incomplete algorithm.

These genetic approaches involve many other fac-
tors such as crossover, mutation, parent selection and
the most important factor, the fitness function. Till
date we have many approaches proposed so far. For
example, the SAWEA , the RFEA and RFEA2+ are
based on adaptive fitness functions and use problem-
specific mutation operators[5]. The FlipGA and ASAP
use the MAXSAT fitness function and a local search
procedure. The MAXSAT fitness value is equivalent
to the number of satisfied clauses.
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Figure 1: Basic flow chart of Genetic Algorithm design

2 Proposed Algorithm

Our algorithm combines the power of local search
along with the Genetic Algorithm.

The Trivial Case:
We first check if there isnt any clause present in

our formula such that all of its constituent literals are
positive (negative). If this is the case, then we can
immediately find a solution by assigning False (True)
to all the variables.

Trivial()

• CountAllPos = No. of clauses with all con-
stituent literals positive.

• CountAllNeg = No. of clauses with all con-
stituent literals negative.

• If (CountAllPos == 0)

• Assign False to every variable.

• Exit.

• Else if(CountAllNeg == 0)

• Assign True to every variable.

• Exit.

• End if.

• Continue with the main algorithm.

We then eliminate all the unit literals (if present) and
the pure literals (if present).

• Unit Literal Rule: If a literal appears as the sin-
gle constituent of a clause in the formula, then
we can safely delete all those clauses containing
that literal. We also then remove the negated
form of this literal from every clause in the for-
mula where it appears.

• Pure Literal Rule: If a variable appears only in
it’s positive(negated) form in the whole formula,
then all the clauses containing that variable can
be safely deleted.

Although the benchmarks problems that we used for
our experiments[6] were carefully designed not to
allow this technique, however, in any random SAT
instance[7] those two techniques hold good and re-
duce the search space to a great extent[Table 1].

Our Algorithm

1. Try the Trivial Case.

2. If solution not found yet, Eliminate Unit Liter-
als.

3. If solution not found yet, Eliminate Pure Liter-
als.

4. If solution not found yet, implement Genetic
Algorithm.

Every chromosome in our algorithm is represented
as a bit-string of length n , where n is the no of vari-
ables present in the formula.

Genetic Algorithm()

• TOTAL GEN = 1

• CURRENT GEN = 1

• MAX FITNESS = 0

• Generate random population of size POP SIZE

• Assign fitness values to every individual of the
population

• For each individual a:

• If fitness(a) equals NO OF CLAUSES:

• Print Satisfiable

• Exit

• Else if fitness(a) is greater than
MAX FITNESS:

• LAST GEN = CURRENT GEN

• MAX FITNESS = fitness(a)

• End if

• Sort the population by their fitness values and
transfer (ELITISM RATE * POP SIZE) top most
individuals (the ones with the higher fitness) to
the next generation

• To fill up the remaining places for the new gen-
eration do the following:
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• Select two fittest individuals from the cur-
rent generation using Roulette-Wheel selection
technique

• Apply Crossover between them. (depen-
dent on the CROSSOVER RATE)

• Apply Mutation between them. (depen-
dent on the MUTATION RATE)

• Transfer the new individuals to the next
generation

• Repeat till all places for the new genera-
tion are filled

• Increment CURRENT GEN

• If (CURRENT GEN - LAST GEN) > LIMIT:

• TOTAL GEN=TOTAL GEN+CURRENT GEN

• If TOTAL GEN > MAX GEN:

• Print Not Satisfiable

• Exit

• Else goto Step 2

• End if

• Else goto Step 5

• End if

2.1 Different Parameters

Parameters used in our algorithm:

1. MAX GEN : Maximum no of generations al-
lowed for our program to run.

2. ELITISM RATE : The fraction of the total no of
individuals in our current generation that would
be transferred to the next generation.

3. CROSSOVER RATE : Determines the probabil-
ity that two selected individuals would perform
crossover.

4. MUTATION RATE : Determines the probability
that the concerned individual would undergo
mutation.

5. POP SIZE : The total no of individuals in any
generation.

6. LIMIT : Specifies a threshold, if no improvement
occurs for a given span of generations (specified
by LIMIT), then a new fresh random population
is generated.

The various crossover functions used:

1. Single Point Crossover : We select a pivot point
(randomly) ranging between 0 to length of the
chromosome and then exchange the substring
from the pivot till the end of the string between
the two chromosomes.

2. Two Point Crossover: We select two pivot points
(randomly) ranging between 0 to length of the
chromosome and then exchange the substring
defined within those two points between the
chromosomes.

3. Uniform Crossover: We exchange every alter-
nate bit between the two chromosomes.

4. Greedy Crossover: This is similar to the Single
Point Crossover, however we choose the pivot
point in a greedy fashion.
As a precomputation step, we first build a table
of size 2*no. of variables (as we can have this
many different literals possible) and store in it
the no of clauses satisfied by the corresponding
literal.
So, Table[a] would store the no of clauses that
the literal a would satisfy independently. We de-
fine prefix sum array ’Pre’ and suffix sum array
’Suff’ for a given chromosome C = x1x2x3x4xn as
follows :
Pre[i] = Table[x1] + Table[x2] + .....Table[xi]
Suff[i] = Table[xi+1] + Table[xi+2] +.....Table[xn]
Hence given a chromosome pair C1 and C2, we
compute their prefix sum arrays Pre1, Pre2 and
their suffix sum arrays Suff1 and Suff2 as de-
scribed above.
We choose the pivot point by the following for-
mula,
Pivot = index for which max(Pre1[index] +
Suff2[index], Pre2[index] + Suff1[index]) is max-
imum for all index from [0.....length - 1] , where
length is the length of the chromosome.

5. Fixed Length Crossover: We want to find out
the optimal length of the crossover (the length
of the substring to be swapped between the two
chromosomes). So we experiment with various
lengths. For a given length l, we maintain a
sliding window of length l and then shift the
window from left to right , and we finally swap
that substring of length l (contained within that
window) such that the resulting individual has
the maximum fitness . We define r = Ratio of
Crossover Length to Chromosome length. i.e. r
= l/n. The results are displayed in Fig. 6 and
Fig. 7.

The various mutation functions used:

1. Single bit flip - Flip a single bit (chosen ran-
domly).

2. Multiple bit flip - Flip multiple bits (chosen ran-
domly).

3. Single bit greedy - Flip a single bit which in-
creases the fitness value for that individual.

4. Single bit max greedy - Flip that single bit which
increases the fitness value for that individual to
the highest as compared to flipping any other
bit.

www.astesj.com 117

http://www.astesj.com


A. Bhattacharjee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 115-120
(2017)

5. Multi bit greedy - Keep flipping bits (from left
to right) which increases the fitness of that indi-
vidual. (only a single left to right iteration).

6. FlipGA[8] - Keep flipping bits from left to right
which increase the fitness of that individual.
Once the right end is reached, again start from
the left end until no more flipping is possible.

Mutation functions 1 and 2 are dependent
on MUTATION RATE. The rest aren't (due to
forced mutation).

3 Experiments

POP SIZE = 100
CROSSOVER RATE = 0.7
MUTATION RATE (does not matter as we used Multi
bit Greedy)
LIMIT = 50
MAX GEN = 500

The results were pleasant for instances with lesser
no. of variables, however with large test cases (involv-
ing more than 80 variables) the success ratio could
barely make it to 60%.

We then increased our POP SIZE to 500, which
improved the success rate but made our program to
run extremely slow! This is because the mutation
function that we were using (Multi bit greedy) was
costly enough.

So we finally resorted to introduce the concept of
elitism in our algorithm. We experimented with var-
ious elitism rates and found out that a 60-70 % of
elitism yields best results on an average (based on run-
time and success ratio).

So the final parameters for our experiments were-

1. POP SIZE = 500

2. CROSSOVER RATE = 1

3. MUTATION RATE (does not matter as we used
Multi bit Greedy)

4. LIMIT = 40

5. MAX GEN = 200

6. ELITISM RATE = 0.7

• Since we were using a high elitism rate so most
of the population went on to the next generation
without being mutated, so the costly mutation
function needed to be used for a comparatively
small part of the population, which improved
the runtime.

• As we were anyway transferring 70% of the best
individuals (the ones with the maximum fitness)
from the current generation to the next gener-
ation, so we would like to have the remaining

30% of the new generation to be fulfilled by
completely new individuals. Hence we set the
CROSSOVER RATE to 1 to increase the chances
of getting new individuals drastically.

4 Results

As evident from Figure 2 and Figure 3 our algorithm
performed quite well till test cases containing 100
variables. This had been a significant improvement
over what we had achieved earlier. We also noticed
that the success rate could be further increased by in-
creasing the MAX GEN (increasing the POP SIZE in-
creases the runtime drastically, so we should not in-
crease it much), however at the cost of increased run-
time.

Figure 2: Success Rates

Figure 3: Run Times

Variables Clauses Clauses Reduced Time(in sec)

5 20 0 0.031
50 100 10 0.054

100 200 12 0.332
25 100 0 0.069

250 1000 25 101.298
256 6336 0 107.626

Table 1: Table for Random Instances(all satisfiable)
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4.1 Comparative Analysis

4.1.1 Different Crossovers

Success Rate: Clearly from Figure 4 we see that the
Two point crossover performed quite well in our ex-
periments. The Single point crossover and Greedy
crossover overlap in some areas and are comparable
to each other. It remains to see how they perform for
instances with a very large no of variables.

Figure 4: Success Rates of Different Crossover functions

However,a striking fact is that the uniform
crossover yielded quite unsatisfactory results. We
were flummoxed with its results and so to crosscheck
our data we ran the program again but still the results
were the same. Looks like this crossover is definitely
not a choice for the Boolean Satisfiability problem.
Our implementation of uniform crossover was
though, nave. It just flipped the alternating bits. It
remains to see if introducing probabilistic methods to
choose which bits to flip can increase the performance
of this algorithm.

Runtime: Figure 5 suggests that Single point
crossover and Two point crossover are the fastest
(and yield good success rates as well ). However,
the Greedy Crossover has to perform a lot of pre-
computations and hence it has a larger runtime. The
runtime of the Uniform Crossover doesnt really mat-
ter as it yielded a quite poor success rate.

Figure 5: Run Times of Different Crossover functions

Fixed-length crossover:
We know that during the crossover phase there

is an exchange of genes between the chromosomes
(or namely, in our algorithm it is represented as
an exchange of a substring between the two chro-
mosomes, which themselves are represented as bit
strings). What should be the ideal length of the sub-
string to be exchanged? We tried to address this prob-
lem by conducting various experiments. We assumed
that this ideal length would be a function of the no of
variables present in the problem statement.

Let l be the Crossover length , i.e. the length of the
substring to be exchanged between the chromosomes.

Let n be the Chromosome Length (since we rep-
resent each chromosome as a bit string of length n,
where the ith bit denotes the xi’th variable.

We defined a parameter r = Crossover
Length/Chromosome Length = l/n.

We conducted experiments for crossover length
ranging from 5% to 95% of the chromosome length,
and the results had been overwhelming.

Figure 6: Success Rates for different values of r (Fixed length
Crossover function)

From Figure 6, it is evident that for cases where
the Crossover length was less than 20% of the Chro-
mosome length, the success rate was pretty bad. Same
was the case when the Crossover length was more
than 80% of the Chromosome length.

Figure 7: Run Times for different values of r (Fixed length
Crossover function)

In Figure 7, we see that very small crossover
lengths (< 20% of the chromosome length) have a very
large runtime compared to other crossover lengths.
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4.1.2 Different Mutations

Success Rate: Figure 8 shows that FlipGA dominates
the success chart with around 85% of success for in-
stances with 125 variables. The alternative Multi bit
greedy too is in par with FlipGA for most of the in-
stances except the last set of instances, where its suc-
cess rate drops to 75%. But keeping these two muta-
tion functions aside, the rest of the mutation functions
perform very poorly.

Figure 8: Success Rates for different Mutation functions

Figure 9: Run Times for different Mutation functions

Runtime: Figure 9 shows that the runtime for
Multi bit greedy is slightly better then FlipGA. So its
like a trade off of accuracy over runtime. Perhaps in-

creasing the MAX GEN value could improve the suc-
cess ratio of Multi bit greedy without compromising
the runtime to a great extent. Also, it might happen
that for very large SAT instances the runtime differ-
ence betweeen these two functions might prove to be
significant. The runtime of the rest mutation func-
tions do not matter provided they have such a poor
success rate.
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 This paper proposed an Optical Markup Recognition (OMR) system to be used to detect 
shaded options of students after MCQ-type examinations. The designed system employed 
the pixel-based unsupervised classification approach with image pre-processing strategies 
and compared its efficiencies, in terms of speed and accuracy, with object-based supervised 
or unsupervised classification OMR systems. Speed and accuracy were tested using 
asymptotic running time and confusion matrix, respectively. The study began by involving 
the ideas of 50 sampled students in the design of an OMR template to be used by the 
proposed system. The study used six accuracy parameters to compute the effects of the three 
image pre-processing strategies, two-dimensional median filtering, contrast limited 
adaptive histogram equalisation, scanlines and standard Hough transform techniques. 
These strategies proved to increase the accuracy rates of the proposed system. The study 
finally proposed strategies to detect shaded circle bubble with its centre and block 
neighbouring pixels within it. These labels were stored in row-by-column one-dimensional 
array matrices. The study then concluded that the proposed pixel-based untrained 
classification OMR algorithm, is statistically fast and accurate than the object-based 
untrained classification OMR algorithms. 
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Contrast Limited Adaptive 
Histogram Equalization (CLAHE) 
Standard Hough Transform 
(SHT) 
Predictive Accuracy Rate (PACC) 
Precision Predictive Value (PPV) 
Negative Predictive Value (NPV) 

 

 

1. Introduction  

Optical Mark Reading (OMR) is a novel technology in pattern 
recognition that can be used for several purposes, but most 
especially, for collecting information from Multiple Choice 
Questions (MCQs) paper sheets. This paper investigated into faster, 
timely, and inexpensive image processing strategies that could be 
used to extract information from scanned optical markup sheet. 
Currently, OMR Machines, which does this kind of processing, are 
high speed accurate scanners, having built-in data processing 
software. Some popular brands include AXIOME, SEKONIC, 
DARA, DATAWIN, EKEMP and Scantron. However, in Africa, 
more specifically in Ghana, Scantron brand-type OMR Machines 
are common.  Their physical sizes are huge. For example, a high-
volume Scantron’s iNSIGHT OMR scanner takes up a space area 
of about 83.9×50×90.7’ inches. Their prices are also very high. 
Again, it necessitates the use of special sheets.  For instance, a large 
volume Scantron iNSIGHT® scanner which can process up to 
15,000 custom-designed sheets per hour can be bought at a 
minimum price of USD 19,500. A typical custom-design OMR 
paper sheet is also about USD 12. These two disadvantageous 

features in terms of cost and size, motivates software and algorithm 
developers, to mimic the exact functions of these OMR Machines 
through software developments. Software developers thus, tend to 
develop low-cost, simple and accurate alternate solutions to these 
OMR Machines. It is with these background issues, that this paper 
proposed a simple and cost-effective but accurate, Graphical User 
Interfaced (GUI) OMR system, which used an ordinary scanner 
and a computer to detect information on scanned OMR sheets. 
Technically, the paper investigated into the viability of using pixel-
based unsupervised or untrained classification approach to detect 
and classify patterned bubbles on OMR sheets. The performance 
of the algorithm, in terms of speed, accuracy and cost-effectiveness, 
was then tested and compared to other object-based supervised or 
unsupervised OMR algorithms published in literatures. 

2. Literature Review 

Three major generic development modules for recognition 
systems have been proposed in literatures. These were the template 
designing, the preprocessing and the classification modules [1, 2]. 
According to Addmen I.T. Solutions those recognition systems, 
more specifically, OMR systems, are at their utmost function when 
they are developed to evaluate on just a single style of sheet 
template layout. In this sense, the Addmen I.T. Solutions 
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advocated that, users of the OMR sheet template should be 
consulted and their perceptions need to be sought before the 
template design process (www.addmengroup). On their website, 
they again highlighted certain standard ‘ISO-certified’ guidelines 
that need to be followed when designing OMR sheet template. 
Preprocessing modules were proposed to prepare images by 
reducing data variations to a minimum so that the images are more 
suitable for further processing phases [3, 4]. Image preprocessing 
is typically the essential first step in recognition system 
development [5]. According to reviewed literatures, skew 
detection or estimation [6, 7, 8, 9], skew correction or orientation 
[10, 11], layout analysis [12, 13], impulse noise filtering or 
removal [13, 14], contrast enhancement [15], pixel perfection or 
sharpening [16], basic thresholding for units extraction [5], 
segments generation [13, 17] and Region of Interests (ROIs) [5], 
were most prominently used preprocessing techniques in 
recognition system development. The classification design module 
in OMR development was used to extract features from the 
scanned OMR sheet images using decision rules [18]. On this basis, 
the two procedures in decision rule classification approaches 
where termed as pixel-based and object-based [18]. With the pixel-
based, conventional classifier generate classes for particular 
signatures per single pixel forming the image [18]. With the object-
based, classes were generated to represent united pixels that 

formed objects, like shapes, on the image. They could be either 
supervised or unsupervised [18]. The supervised classification 
approach involved using methods of known informational 
classifiers called training sets, while the unsupervised 
classification methods involved studying a large number of 
characterized unknown pixels and distributing them into classes 
[18]. 

There were two reviewed parameters for measuring the 
performance efficiencies of the OMR system, which were 
‘Asymptotic Running Time Measurement’ using graphs as 
adopted by the study of Stewart [19], and ‘Accuracy Measurement 
Parameters’ as given by [20, 21 and 22]. In line with the study of 
Stewart, using graphs to measure the asymptotic time complexity 
of systems, typically involved the use of the algorithm’s function 
in the time complexity ‘T(n)’, calculated with the physical running 
time, T, and the total contiguous values of inputs ‘n’ received by 
the algorithm and tabulated during its several running times [19]. 
This paper also used the five accuracy parameters [20], which were 
the Predictive Accuracy Rate (PACC), Recall/True 
Positive/Sensitivity Rate (RR), Specificity/True Negative Rate 
(SR), Precision/Positive Predictive Value (PPV), Negative 
Predictive Value (NPV). The Matthews’ Correlation Coefficient 
(MCC) was also used [21]. They were calculated as follows: 

 

whereby 
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Conferring to these equations, [23] incorporated them into their 
contingency confusion table. Their confusion matrix or 
contingency table was modified based on the definition given by 
Haralick [24]. The modified confusion matrix comprised of an 
array of probabilities whose rows and columns are both similarly 
categorized or designated by test and condition phases and which 
indicates the probability of a circle bubble being correctly 
identified as a member of any of the category phases as well as the 
probability of errors [24]. The modified confusion table of 
accuracy prediction is as follows: 

 
Figure 3: Modified Confusion Matrix Table for Accuracy Prediction of [24] 

Studies on object-based supervised or unsupervised 
classification techniques in image processing were reviewed. Nine 
works have been done so far. However, only three [25, 26, 27], 
were reviewed, because, they had an extraordinary running times 
and predictive accuracy rates when compared to the other six. They 
were also easily implemented by using MATLAB®. Also, these 
three algorithms were current as they were designed not more than 
two years ago, when this research was being conducted (between 
2015 to 2017). The other six algorithms [4, 28, 29, 30, 31 and 32], 
were proposed in earlier years (between 1999 to 2013), and they 
were outdated and hence unrealistic when implemented in 
MATLAB® 

The first algorithm reviewed, the authors proposed an Optical 
Markup Reading strategy using Modified Multi-Connect 
Architecture (MMCA) technique [25]. This algorithm did not 
dwell on a training engine classifier. The algorithm also detected 
shapes instantly on the OMR sheets. Therefore, this algorithm 
applied the object-based unsupervised classification approach in 
image processing. Their strategy followed the generic conceptual 
procedures of any typical OMR software, whereby the software 
reads from a scanned or captured images, filled and unfilled small 
bubbles and output detected contents. However, they stored these 
contents in an MMCA. The MMCA functioned as an associative 
memory or weight matrix which was a multi-dimensional array 
table, that collectively stores generated shaded option labels on 
output (students’) test paper that corresponds to a given shaded 
option labels on an input (examiner’s) base paper [25]. 

The second algorithmic module reviewed, also implemented 
using the object-based unsupervised classification approach, 
identified shaded shape objects straight from scanned images 

without a training engine classifier [26]. Hui, Feng and Liang later 
characterized this algorithm as a low-cost OMR (LCOMR) 
technique, as the algorithm was expected to traditionally support a 
few number of examination sheets [33]. In their proposed 
methodology, scanned OMR sheets were converted from Red-
Green-Blue (RGB) color type to Grayscale set, using combinations 
of the MATLAB® functions ‘gray2ind’ ‘mat2gray’ and ‘ind2rgb’ 
to strip hue and saturation from the image. Tanvi and Niket 
criticized this technique by perpetuating that the technique 
consumes a lot of computers’ processing time and simply proposed 
the use of the MATLAB® function ‘rgb2gray’ to produce similar 
results [34]. The algorithm then goes on to use thresholding, skew 
detection for angle straightening and region of interest (ROI) 
techniques in getting the marked portion on the sheets. The correct 
answer labels are stored in an array and crossed-compared with 
actual answers in a database also from a master scanned answer 
sheets [34].  

The third reviewed novel OMR algorithm used Graphical User 
Interfaces (GUIs) [27]. This algorithm, just like the algorithm of 
AL-Marakeby [32], was a supervised classification algorithm 
because; it involved the training of default classifiers as a single 
dataset. The proposed algorithm was object-based in the sense that, 
it detected shape object at an instance. These authors developed a 
GUI-based OMR in Java which aided examiner to plan and design 
their own OMR sheet [27]. During the OMR template design, each 
default attributes (size, space, position, color) of objects on the 
template were trained to be used in subsequent processing. This 
proposed system, operated under three major processes. The first 
process was to ‘identify and find corner points of bounding box’. 
These corner points were used to straighten scanned images rotated 
more than a threshold of 110. The second module was to check 
orientation of the image’s region of interest. This process 
calculated the direction of tilting or rotating the slanted angle of 
scanned images after scanning. The last module of the algorithm 
had to do with the ‘reading of the marked fields’. In this process, 
the default attributes of objects on the template designed, were 
compared with the current attributes of the objects on the scanned 
templates. A rough value estimation of each attribute in the 
scanned images was made and a bubble could therefore be read by 
the algorithm as filled or unfilled when similarity was high. 

2.2. Conceptual Framework of the Entire Study 

The outline of the concepts backing this project is detailed in 
Figure 4. Different minutiae of the conceptual framework shown 
in Figure 4, presented an outline of concepts, assumptions and 
expectations of the research understudied. 

 

Figure 4: Conceptual Framework of the Study 

http://www.astesj.com/


E. O. Gyamfi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 121-132 (2017) 

www.astesj.com     124 

3. Research Methodology 

The project followed experimental research design combined 
with qualitative research approach. This combination aimed at 
forecasting the outcome of a OMR system development process 
through severally conducted conditional testing. An experiment 
was conducted on some reviewed algorithms to expose their 
detailed features. Following these exposed detailed features of the 
reviewed algorithm, they were then individually and completely 
developed into a software application using MATLAB®. These 
and other exposed features were also incorporated in developing 
the proposed algorithm. After that, the proposed algorithm was 
implemented using object-oriented code structure. Several testing 
and experiments were then conducted on it, to fine tune its 
performances until the intended outcome was achieved. The 
efficiency of in terms of predictive accuracy and running times of 
the reviewed algorithms as well as the proposed were then tested 
at execution. To do this, MCQ-type examinations were conducted, 
where students were grouped into classes, and each of the classes 
had a specified number of students. The number of OMR sheets 
filled corresponds to the number of students within a particular 
class. The filled OMR sheets were then scanned into folders on the 
primary hard disk, after which system analysis and diagnostic 
testing were conducted to achieve the intended outcome of the 
proposed method. Also, the said research design was accompanied 
with a qualitative research approach. The contact with qualitative 
data for this analysis was based on questionnaire and observation 
of software artifacts. Questionnaire item was used to collect data 
on students’ perception about the layout design of the OMR sheet 
template to be used by the proposed system. The study was purely 
an interpretive study which compared the performance of several 
algorithms with that of the proposed algorithms, through software 
testing. The procedure was in such a way that, after testing all these 
reviewed and proposed algorithms, descriptive presentations of 
their inputs sizes, physical running times and accuracy rates were 
made. Then with appropriate statistical approaches, comparative 
interpretations were also conducted on each of the presentations to 
come out with the algorithm which had the faster and more 
accurate results. 

3.1. Study Population, Sample and Sampling Techniques 

In designing the OMR template for the proposed system, all 
students of the Kwame Nkrumah University of Science and 
Technology (KNUST) were expected to participate in this research. 
However, the demographic data of the population used, was 
limited to only the students who were in the third or fourth year of 
their tertiary education. These students were assumed to be very 
familiar and very often exposed to the current OMR sheet being 
used in the university, and therefore could provide impute credible 
data appropriate to change the layout of the OMR template to be 
used by the proposed OMR system. There was the need to adopt a 
non-probabilistic convenience sampling technique. This 
haphazard convenience sampling technique adopted, selected third 
and fourth year undergraduate students under the Computer 
Science Department. Using Cochran’s equation [35], the sample 
size which was calculated at 0.85 confidence level, z-score value 
of 1.44, a standard deviation of 0.5, and a margin of error value 
being set to 0.1 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  1.442 x 0.5(1−0.5)
0.12

  ≅ 50  (1) 

Thus, in all, and through a convenient sampling technique, 50 
Students were selected to respond to the questionnaire items. 

4. Algorithm Implementation 

The implementation of the proposed OMR algorithm was 
conducted in five major waves which are the template designing, 
document image scanning or capturing and digitization, image 
preprocessing stage, pixel-based unsupervised algorithm design, 
and lastly, presentation of the results. 

4.1. Template Designing 

In designing a suitable OMR sheet template for the proposed 
system, simple survey test questions were used. The responds from 
these questions posed to the students guided the subsequent design 
OMR sheet for the proposed system. When conducting this survey, 
five two-color grayscales (black and white) templates (template 1 
through to template 5) were designed. The design of all these five 
templates followed the guidelines reviewed from the website of 
Addmen I.T. Solutions. Sessions of dummy MCQ-type 
examinations were then conducted whereby the sampled students 
filled the OMR template sheets. Questionnaire item was then 
distributed to solicit students’ views as to which of the templates 
they preferred most 

Table 1: Most Preferred OMR Template as an Alternative to the Current OMR 
sheet (n=50) 

Variables f (%) 
Template 1 1 2 
Template 2 1 1 
Template 3 44 88 
Template 4 1 2 
Template 5 3 6 
From the Table 1, majority of the students (44 representing 

88%), selected ‘template 3’ as their preferred choice. Suggestions 
from these students, about additional features yielded the 
following thematic views that were mutual among the students. 
They liked ‘template 3’ better mainly because; the instructions on 
that template were more adequate and clearer; the circle or oval 
shape of the options were more familiar; the sizes of circle shape 
bubbles were large and noticeable enough; the spaces between the 
circle bubbles were adequately evened and; the layout of contents 
on the template was pleasing and well-aligned 

4.2. Scanning and Digitization OMR Sheet Template 

The second step in our markup recognition, ensured 
digitization. Thus, the shaded OMR sheets were then scanned and 
digitized, with an EPSON® PERFECTION 2480 PHOTO scanner 
docked with an Automatic Document Feeder (ADF) hardware 
device. The output resolution of the scanner was set to as high as 
300dpi. So scanned images were of high resolution quality. The 
scanned filled OMR sheets are then stored in a folder on a 
secondary storage device and the next step is to import the folder 
into the designed OMR software for processing 

4.3. Preprocessing 

After scanning and digitizing OMR sheets, they are imported 
into the system. Then, preprocessing phase was started. This phase 
of the algorithm used three techniques to enhance the image and to 
prepare the image to be digitally suitable for the next phase of 
processing. These three image preprocessing techniques used were 
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the pixel sharpening or perfection, noise removal or filtering and 
image alignment or straightening. Specifically, Contrast Limited 
Adaptive Histogram Equalisation (CLAHE) [36, 37] technique 
was used to clearly sharpen the pixels of the image. Again, Two-
Dimensional Median Filtering (2D MF) [38, 39] technique was 
used to smoothen the pixels of the image and remove or filter 
speckle noise particles on scanned images. Furthermore, during 
image alignment or straightening was used to estimate the skew 
angle of the scanned document and adjust it accordingly. These 
techniques were necessary to address situations when examiners 
placed any OMR document at an improper angle relative to a given 
angle. Two techniques were thus, performed during the document 
straightening process. These techniques were the skew angle 
detection and skew correction relative to a suitable angle.  

During the CLAHE, and the 2D MF, MATLAB® functions, 
adapthisteq() [36] and medfilt2() [38], were applied respectively. 
During skew angle detection, the algorithm began by drawing two 
bounding boxes around the baselines (two deep-thickened straight 
lines) drawn at the top and bottom portions on the OMR sheet. The 
bounding boxes were rectangular boxes bounding together regions 
of connected black pixels from the topmost or bottommost sides of 
the scanned images. The objective of drawing these bounding 
boxes was to form area around the distinct straight lines on the 
scanned documents that are slanted, skewed or tilted. The 
bounding boxes therefore formed the initial concentration area of 
pixels, at which skewed angles are estimated and corrected to 
effect the new positions of all other pixels on the digitized image. 
In drawing the bounding boxes, the algorithm scans through the 
image from the top and bottom, until it encounters two first black 
pixels. These first black pixels, from the top and the bottom of the 
document are the tip edge pixels of the two top and baselines 
respectively. After that, all pixels forming the tip edges of the 
baselines were then detected. With this, bounding rectangular 
boxes could then be drawn around the baselines. The algorithm 
adopted in drawing these bounding boxes was similar to that of [40, 
41].  

Next, the algorithm drew scanlines which vertically divide the 
area within the bounding boxes into a number of over-lapping 
regions called slabs. The width of each slab was 100 pixels. But if 
the width of the bounding box, which was divided into slabs, was 
not a multiple of 100 pixels, the width of that slab, which will be 
mostly the last slab, will then smaller than 100 pixels. The reason 
for choosing 100 pixels as the slab’s width size was to divide the 
bounding box into at least 10 to 11 slabs. Through experiments 
with different slab widths setting the slab’s width at any value 
between 80 to 120 pixels produced relatively similar results, but 
setting the slab’s width below or above this range increases the 
overall processing time complexity of the algorithm. Thus, inside 
each bounding rectangular box, about 10 or 11 vertical scan lines 
were casted. This idea was inspired by the work of [8]. The 
algorithm then remembered all the hit juncture points and 
regression lines were drawn through these juncture points. These 
juncture points are the pixels at which the scanlines touched or 
joined the tip edge baselines. Finally, the angle slopes of the 
baselines were detected. These strategies are graphically illustrated 
in Figure 5. 

The Standard Hough Transform (SHT) strategies [42] were 
then used to detect the actual baselines in the scanned image After 

the angle as well as the actual straight lines forming the baselines 
on the image, has also been detected, the algorithm then speculated 
the angle at which the pixels forming the straight line (baseline) 
can be mapped to correct its skewness. This part of the algorithm 
was inspired by the approaches of [43] as cited in [41]. All other 
pixels on the image were skewed correctly to lie horizontally on 
the scanned page. In this, correct values for pixels at a location in 
the skewed corrected image were calculated by weighting the true 
original position of the pixels with the calculated skew angle of the 
baseline. Some pixels are given white values, if the newly 
calculated location lies outside the original image. The 
experiments discussed here differ from those of previous 
investigations in that, with all these techniques combined, the 
algorithm could correct skewed angle up to 400. 

 
Figure 5: Skew angle detection using scanlines 

4.4. The Design of the Unsupervised Pixel-Based OMR Algorithm 

The circle bubble options on the custom designed OMR sheets 
were structurally organized, taken into consideration that, there 
were only two forms of grouped data to be collected. As a results, 
the first form of grouped data collected ‘Student Details’ while the 
second form of grouped data collected the actual ‘Answers to the 
Multiple Choice Questions (MCQs)’. This resulted in two 
directional (column-wise/vertical and row-wise/horizontal) styles 
of shading being programmatically interpreted into software 
instructions and being accordingly considered using divide-and-
conquer algorithm design paradigm [44]. As one sole aim of this 
study was to develop an untrained pixel-based classification 
algorithm in OMR, and to do this, locations of pixels needed to be 
identified on the OMR sheet. The center positions of the left most 
corner first circle bubble (first circle) as well as the positions of the 
two sequentially perpendicular (first-down) and parallel (first-right) 
circle bubbles, under a corresponding grouped data on the OMR 
Sheet, were read using MATLAB® function ‘ginput ( )’ or by 
clicking on the desired position with the ‘Data Cursor’ command 
in the MATLAB® toolbox figure.  

The x-coordinate and y-coordinate VDU Cartesian values of 
these center pixels within the first three consecutive bubbles were 
stored and strategically subtracted from each other, using the 
‘Euclidian Metric’ distance norm. All center pixels and its few 
surrounding neighbor pixels were now estimated with computed 
distance value. A thresholder pixel value of 150 was set and if the 
located center pixel value is less than the thresholder, then the 
circle bubble is classified as ‘shaded’ or ‘dark’ while, on the other 
hand the circle bubble is classified as ‘unshaded’ or ‘bright’ if the 
located center pixel value is greater than the thresholder. All 
shaded’ or ‘dark’ pixels are then mapped to binary number 
‘0’while unshaded’ or ‘bright’ pixels are mapped to binary digit 
‘1’. The mapped binary numbers (0s and 1s) created a results array 
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which is then used to compare either a vertical or horizontal 1-D 
array matrix. Vertical 1-D array matrices were used to store labels 
characters of the circle bubble options to be shaded as ‘Student 
Details’, while a horizontal 1-D array matrix was used to store 
labels characters of the circle bubble options to be shaded as 
‘Answers to Multiple Choice Questions (MCQs)’. 

The next step in the algorithm carefully considered the two 
directional (column-wise/vertical and row-wise/horizontal) styles 
of shading. As with the case of the grouped data that collected 
personal ‘Student Details’, and whereby shading followed vertical 
or column-wise direction, extraction of results array was also made 
column-wisely and therefore, the comparison between column-
extracted results array and vertical 1-D label array matrices, was 

made in a column-wise logic. For the other grouped data that 
collected the actual shaded ‘Answers to the Multiple Choice 
Questions (MCQs)’ and which followed the horizontal-right 
directional form of shading, a row-wise extraction was made from 
the created results array and therefore a row-wise comparison was 
made between the results array and the horizontal 1-D array matrix. 
In comparing, extracted results array were used to compare with 
the 1-D array matrix, after which any index position within the 
extracted results array that held the ‘0’ binary number was 
associated with the same index position that held a consequent 
label character in the 1-D array matrix. The algorithm then stored 
the actual label character at that particular index position in a 
spreadsheet file.

Steps  
1.  START OMR ALGORITHM 
2.  Store in 1-D arrays, the label characters under corresponding sections on the OMR Sheet 
3.  Label all circle bubbles under corresponding sections on the OMR Sheet 
4.  Detect approximated center/middle pixel positions for first, second (first-down) and third (first-right) bubbles 

  [x, y] ← ginput (1); 
  [next_x_Right, y] ← ginput (1); 
  [x, next_y_Down] ← ginput (1); 

5.  Estimate the Euclidian distances between all the selected center/middle pixel of all the circle bubbles.  
  ed_Space_x ← (next_x_right – x) + (y-y); 
  ed_Space_y ← (next_y_bottm – y) + (x-x); 

6.  Apply nested loop structure for the Column-wise/Vertical directional style of shading 
  for i←1: length of the subgroup data to be collected 

  sy ← y + (i – 1) * ed_Space_y 
           for j←1: length size of the 1-D array corresponding to the subgroup 
                 sx ← x + (j – 1) * ed_Space_x;  
  end for loop 
 end for loop 

7.  Declare pixel thresholder variable 
pixel_Thresholder ← 150; //Set pixel thresholder to classify circle bubbles 

8.  Repeat ‘Step 6’ for the Row-wise/Vertical directional style of shading 
9.  //Classify pixels of Column-wise/Vertical group based on a set pixel thresholder 

  for i←1: length of the subgroup data to be collected 
  for j←1: length size of the 1-D array corresponding to the subgroup 
               if ((i(next_Pixel_y, next_Pixel_x) <= pixel_Thresholder)) 
    c (i, j) ← 0; //Pixel Classified as Shaded 
                  else 
                       c (i, j) ← 1; //Pixel Classified as Unshaded 
                  end if 
  end for loop 
 end for loop 

10.  Repeat ‘Step 9’ to classify pixels of Row-wise/Vertical group as Shaded based on a set pixel thresholder 
11.  Display/Return actual bubble labels that corresponds to the shaded pixels 

  for h=1:length (c) //Length of array storing classified binary pixels values 
shaded ← c == 0; //Counting of ‘0’s (shaded area) in matrix 'c' 
unshaded ← c == 0; //Counting ‘1’s (unshaded area) in matrix 'c' 
 if (c (i, j) == 0) //Condition to check pixel as shaded in matrix ‘c’ 

                        student_Details ← [student_Details_Array (find (c == 0))]; 
                    end if 

student_Details(h) ← Full_Student_Details; 
 end for 
return Full_Student_Details 

12.  Display/Return actual bubble labels that corresponds to the shaded pixels 
 for i←1: length size of the 1-D array corresponding to the number of MCQs 
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        m ← 0; //Set initial counter for unshaded pixels 
        for j=1: length size of the array for options of each single MCQ 
            if (c (i, j) == 0) 
                option_Shaded_MCQs ← [option_Shaded_MCQs   option_Label_MCQs] 
            else 
                m=m+1; //Increase counter for unshaded pixels by one 
            end if 
        end for loop 
        if (m == 5) // Condition to check if all five bubbles are unshaded pixels 
            option_Shaded_MCQs ← [option_Shaded_MCQs ‘x’]; 
        end if 
end for loop 

13.  END OMR ALGORITHM 

5. System Implementation 

A Graphical User Interface (GUI) software application was 
then implemented with this algorithmic flow, to use the OMR 

template layout preferred by the students, thus template 3. The 
development stages of the GUI-based OMR software application 
however, followed the Unified Modelling Language procedures. 

 
Figure 6: Flowchart of the proposed OMR System
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Figure 7: GUI Interface of the Image-Based OMR System (After Processing) 

The Flowchart model is drawn in Figure 6. Based on the 
sketched flowchart unified model, a graphical user specification 
was developed to present shaded scores in Microsoft Excel® 2016 
spreadsheet application. The Graphical User Interface (GUI) of the 
proposed application is shown in Figure 7. 

 

After the proposed GUI system was developed, the dummy 
MCQ-type examinations were conducted to test the efficiency of 
the proposed OMR system, in terms of speed and efficiency. The 
study used two computable parameters to measure the efficiency, 
which were Asymptotic Running Time Measurement and 
Accuracy Measurement. The efficiencies of the proposed pixel-
based unsupervised classification algorithm and the reviewed 
object-based supervised or unsupervised classification algorithms 
[25, 26 and 27], were then compared. Figure 7 illustrates the first 
physical running time comparisons between the proposed 
algorithm and that of [25], and then a summary of the comparisons 
between the proposed algorithm and the other two reviewed 
algorithms are presented in Table 2. 

From the Figure above, the asymptotic time functions of the 
proposed pixel-based unsupervised (Figure 7(a)) and [25] object-

based unsupervised (Figure 7(b)) classification algorithms were 
T(n)=38.779n0.5914 and T(n)=60.355n0.6457, respectively. Both 
the running time functions have positive intercept values (38.779 
and 60.355) interprets that, as the number of sheets increased, the 
number of time taken, in seconds, to evaluate these increased in 
sheets, also increased. However, the positive intercept value of 
38.779 construed that the proposed pixel-based unsupervised 
algorithm could have used 38.779 seconds to evaluate 40 OMR 
sheets whilst the reviewed object-based unsupervised algorithm of 
[25] could have been estimated to use and 60.355 seconds. Also, 
based on this equation, the trendlines’ positive slope (gradient) 
values were 0.5914 for the proposed algorithm, 0.6457 for the 
reviewed algorithm, meaning that in any average case scenario, the 
proposed pixel-based unsupervised classification algorithm could 
have used approximately 0.5914 seconds to evaluate a single OMR 
sheet whilst the reviewed object-based unsupervised could have 
used 0.6457 seconds for the same purpose. A summary was then 
made on the comparative analysis of the asymptotic running time 
complexity functions between the proposed pixel-based 
unsupervised classification and the reviewed object-based 
unsupervised classification approaches to OMR algorithm design. 

  
(a) (b) 

Figure 8: Comparing Physical Running Times Complexity Functions between (a) the proposed algorithm and (b) [26]
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Table 2: Summary of Comparisons in Asymptotic Running Time Function 

Categories  
Algorithm Classification Approaches 

Pixel-Based Unsupervised Object-Based Unsupervised Object-Based Supervised 
Proposed from this Study [26] [27] [28] 

Asymptotic Running Time 
Function 
T(n)= c.nk 

38.779n0.5914 60.355n0.6457   
28.973n0.7616  29.996n0.8217  
28.649n0.9661   57.996n1.0004 

Estimated Initial Running Time 
(in seconds) 
(c – ‘intercept’) 

28.649 60.355    
38.779  29.996   
28.973   57.996 

28.649 – 38.779 29.996 – 60.355 

Estimated Running Time Per 
Sheet (in seconds) 
(k – ‘slope’) 

0.5914 0.6457   
0.7616  0.8217  
0.9661   1.0004 
0.5914 – 0.9661 0.6457 – 1.0004 

 
Table 2 summarized the comparisons between time complexity 

functions of the proposed pixel-based unsupervised classification 
approach and the reviewed object-based supervised or 
unsupervised approaches. From the table, the proposed pixel-based 
unsupervised classification approach to OMR algorithm design 
yielded an initial physical running time estimates between 28.649 
and 38.779 seconds whilst all the three reviewed object-based 
supervised or unsupervised classification approaches yielded an 
initial physical running time estimates between 29.996 and 60.355 
seconds. Similarly, the proposed OMR algorithm was estimated to 
use between 0.5914 and 0.9661 to evaluate a single OMR sheet 
whilst the three reviewed OMR algorithm was estimated to use 
between 0.6457 and 1.0004 to evaluate a single OMR sheet. An 
indication that, the proposed algorithm used little physical time to 
evaluate a single or a bulky number of OMR sheets when 
compared to the three reviewed OMR algorithms. 

Two trial test phases were used to measure the accuracy 
efficiency of the proposed algorithm. These phases were termed as  
the ‘Condition Phase’ and the ‘Testing Phase’. In the ‘Testing 
Phase’ recordings were made on the usual physical running times 
of the algorithm’s execution under standard and stable situations 
whilst in the ‘Condition Phase’ recordings were made on the 
situational physical running times of the algorithm’s execution 
under unfavorable, hostile, unfriendly and worst case conditions, 
such that, the scanned OMR sheets were haphazardly folded or 
mishandled, tilted slightly more than the specified maximum 

threshold angle of 400 and filled with the speckled particles 
forming vast distortion noise levels. These amounts of information 
derived at the testing and condition phases were then compared 
and presented in a classification table or the confusion matrix table. 
The confusion matrix was drawn using recordings on the number 
of circle bubbles that are capable of being detected by the proposed 
algorithm when tested under both phases. This confusion matrix, 
as modified by [24] with the six parameters of [20] and [21], is 
shown in Figure 8. 

In line with Figure 3, in Figure 8, the columns signified recordings 
derived from conditional phase while rows indicated results 
derived from testing phase. From Figure 8, Precision Predictive 
Value (PPV) was as high as 94.87%, Negative Predictive Value 
(NPV) was also high as 99.75%, Recall Rate (RR) was 92.50% and 
Specificity Rate (SR) was 99.83%. Computed results for 
Predictive Accuracy (PACC) rate and Matthews Correlation 
Coefficient (MCC) were 99.60% and 0.93, respectively. Error Rate 
(ER) which is calculated using the formula ‘(1-PACC)×100’, was 
therefore 0.40%. The high accuracy rates for all the parameters 
pointed to the fact that lots of actually shaded option bubbles were 
accurately detected by the algorithm. Thus, the algorithm provided 
high reliable results when detecting correctly shaded and unshaded 
options on OMR sheets. Next, the accuracy level of the proposed 
algorithm was tested with each of the ten classes. This is presented 
in the second column of Table 3. 

 

Figure 9: Confusion Matrix Table with Numerical Recordings from the Proposed OMR System 
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Table 3: Accuracy Rates Comparisons between Literatures and the Proposed OMR Algorithm 

Accuracy Rates 
Pixel-Based Unsupervised Object-Based Un/Supervised 

Proposed Algorithm [26] [27] [28] 
PACC (%) 99.28 93.72 94.43 97.60 
RR (%) 85.66 85.09 84.36 84.95 
PPV (%) 92.82 77.08 76.59 90.24 
SR (%) 99.77 - 95.87 - 
NPV (%) 99.49 95.94 - - 
MCC 0.891 - - 0.762 

 

Performance accuracy raters recorded high and commendable 
values even when the algorithm was tested under worst case 
situations. It is noted from Table 3 that, in testing the accuracy of 
the proposed algorithm on ten different classes of diverse OMR 
sheets as input size, all the six accuracy rate parameters decreased 
in insignificant ratio, as the number of OMR sheets increased from 
30 to 150 OMR sheets. For example, PACC, RR and PPV 
decreased from 99.60% to 98.82%, from 92.50% to 76.23% and 
from 94.87% to 89.91%, respectively. As shown in Table 3 the 
yielded average values of PACC, RR, SR, PPV, NPV and MCC 
were hence, 99.28%, 85.66%, 99.77%, 92.82%, 99.49% and 0.89 
respectively. These accuracy rates were also compared to the 
accuracy rates of the reviewed object-based unsupervised or 
supervised classification algorithms [25, 26, and 27]. 

As illustrated in the Table 3, there were concrete significant 
gaps, in favour of the proposed OMR algorithm, between pixel-
based unsupervised and the object-based unsupervised or 
supervised classification approaches. For example, the trainable 
object-based supervised algorithm proposed by [27] produced the 
average highest predictive accuracy rate value (PAAC=97.60%) 
and the Precision Predictive Value (PPV=90.24%), when 
compared to the other algorithms of the two authors [25] and [26]. 
However, these PACC and PPV values were lesser than that of the 
proposed pixel-based unsupervised OMR algorithm 
(PACC=99.28%, PPV=92.82%). The same was applicable for the 
computed RR, SR, NPV and the MCC accuracy parameters. 

6. Key Findings of the Study 

Based on the results of this study, the following are the main 
findings. 

• The results showed that using circles (elliptical or ovals) 
shape as bubbles instead of the Blocks (double open 
squared brackets) economized space area on OMR sheet at 
the same time made its contents very visible to be shaded 
and read by the OMR system. Also, using only two 
grayscale (black and white) colors reduced the cost 
involved in printing and photocopying these sheets and 
required personnel with very little knowledge in computing 
and office duties, when implemented in real life.  

• In achieving a speedy OMR system, pixel-based 
unsupervised classification approach was exploited in such 
a way that, center pixels and its few neighboring pixels 
rather represented circle shape options. Thus, within the 
algorithm, about 2 to 8 pixels centered within a circle 
bubble were detected and processed on, as a representative 
for the whole circle bubble. Current literatures used all 

pixels, sometimes about 250 pixels, together to form a 
single circle shape bubble.  

• The algorithm also used throughout its processing, the row-
by-column one-dimensional (1-D) array matrices either in 
vertical (transpose) or horizontal representations. In several 
literatures, array matrices were suggested to be the fasters 
and easiest data structures that could be implemented 
within any algorithm. Again, the compared literatures used 
associative weight memory matrices, multi-dimensional 
array tables and trained classifiers as their data structures. 
This research thus, proved these data structures to be slower 

• The algorithm was designed in such a way to separately 
consider the two major structural groupings of circle 
bubbles on OMR sheet. With this effect, the algorithm 
utilized the divide-and-conquer algorithm designs 
paradigm, as segments of the algorithm were broken down 
to process only specific parts of the OMR sheets. 

• The results showed that in achieving a more accurate level 
of detection on the inputted scanned OMR sheets, 
preprocessing techniques has to be duly considered before 
the algorithm goes further to classify circle bubbles using 
its intended pixel-based unsupervised classification method. 
Although, several literatures suggested numerous image 
preprocessing techniques, it was found out that, the three 
(2D median filtering technique, Contrast Limited 
Adaptive/Adjusted Histogram Equalization (CLAHE), and 
the Scan-line and Standard Hough Transform (SHT)) that 
were used, resulted in a high accuracy rate even when the 
algorithm was tested under hostile conditions.  

• The results showed the output efficiencies of the proposed 
pixel-based unsupervised classification OMR algorithm, in 
terms of speed and accuracy, was better, as the number of 
OMR sheet inputs got large or increased. In terms of speed, 
the asymptotic running time complexity of the proposed 
pixel-based unsupervised classification algorithm was 
small at initial input size of OMR sheet, and increased as 
the number of OMR sheet increased. However, an 
exceptionally lesser speed was used to evaluate single 
OMR sheet when compared to object-based supervised or 
unsupervised classification algorithm. In terms of accuracy, 
the amount of useful and relevant information detected by 
the proposed pixel-based unsupervised classification 
algorithm were estimated be very much adequate and the 
amount of valueless and irrelevant information detected 
were predicted to be insignificant, even under very 
unfavorable conditions. The observed higher percentage of 
accuracy raters attested to this finding 
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7. Conclusions 

The primary intention of the test results of this study was to 
categorize the proposed pixel-based unsupervised classification 
OMR algorithm as either desirable or undesirable in terms of speed 
and accuracy. Per the outcome of the results, the proposed OMR 
algorithm is concluded to be more fast and accurate when 
compared to the object-based unsupervised or supervised 
classification OMR algorithm. From a more technical perspective, 
the study examined the effect of three algorithm development 
modules, template designing, image preprocessing and content 
classification, on the cost, speed and accuracy of an OMR 
algorithm. As these algorithm development modules favoured the 
algorithm, the algorithm concluded to be ‘good’ or ‘efficient’. It 
can be concluded that, an OMR algorithm that used the pixel-based 
unsupervised classification approaches and preprocessed scanned 
OMR sheets with noise filtering, contrast enhancement and tilt 
correction techniques ended up being faster and more accurate. 

8. Recommendations/Future Research 

8.1. Implications of this Study to Research 

This study offered some important implications to research in 
the areas of OMR, OCR, classification approaches and image 
processing techniques.   

• This proposed OMR system was tested in one real life 
application, MCQ-type examinations, but in future, 
researchers can extend the implementation of similar 
modules in this research to other real-life scenarios like the 
automatic attendance marking system, lotteries, consumer 
and community surveys, voting and product evaluation, 
university admission form evaluation, to mention a few.  

8.2. Implications of this Study to Algorithm Developers 

This study provided some implications to OMR and even OCR 
algorithm developers: 

• Algorithm developers can investigate into how other data 
structures, apart from arrays, but like linked lists, stacks, 
queues, trees and even graphs, could be used in storing 
detected label characters and results and at the same time 
increasing its computational efficient in terms of speed and 
accuracy.  

• Algorithm developers can research into other pixel-based 
supervised approaches that use training datasets as the basis 
of its classification.  

• As the proposed OMR algorithm strictly limited itself to a 
single OMR sheet layout, algorithm developers could build 
upon this algorithm to be more scalable for classification, 
even using severally different or user-specified OMR sheet 
layouts.  

• Algorithm developers can study into how pixel-based 
classification approaches can work best for low resolution 
data, as this study could not test the effects of resolution 
scalar features of scanned images on accuracy or speed of 
the algorithm 

• Algorithm developers can also look into areas whereby 
OMR sheets could be snapshotted with a digital camera or 
even a smartphone camera. In this logic, and in future, 

further developments could be made on this proposed 
approach to be implemented on a mobile phone instead of 
on a computer.  
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 The great cards are getting a charge out of a critical part inside the on-line managing 
wherever we have tendency to can't check the cardholder up close and personal. The 
phishing sites may parody the data in the middle of the customer website and along these 
lines the common webpage. To protect the data and managing here we have tendency to 
are presenting the three level confirmations. In arranged approach there are two stages i.e. 
Enlistment and login. All through enlistment part control the word which can figure and 
separated into two segments i.e. parcel one can keep inside the client or customer 
viewpoint, segment a couple of can keep in server perspective. Next level is to exchange the 
client icon which can figure and split into two shares each are keep severally. In the end 
zero information code will be get refreshed and it's furthermore get keep as two 
components. All through the login part before starting the managing the client and server 
ought to uncover their three-genuine data offers if each stacked data got coordinate then 
the client is legitimate and server isn't a phishing site. 
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1. Introduction 

In the on-line managing the secured air is one among the key 
variables; to create the secured environment here we tend to are 
proposing three level validations. All through the enlistment 
section three essential true data are entered by the client. All the 
primary focuses are acquainted in with the procedure thus split 
into two offers. [1-2] Each individual share is keep in customer 
and server viewpoint.  

In the enlistment part to attempt and do check on client, 
uncover a couple of offers from customer and server the client 
confirms the server for phishing site and server confirm the client 
verification? The shares keeping up in two databases are 
scrambled one while not knowing the mystery composing method 
and share two one can't get the cardboard holder and card 
information. [3] 

The phishing sites can't be identified in conventional 
managing strategy, however in our philosophy though doing 
giving one can't enter their card data while not exchanging the 
correct information inside the customer viewpoint data also server 
should transfer the enlisted information presently the customer 
shares and server shares are to be stacked along for acquiring the 

main genuine data. Presently if the client human movement with 
phishing site they can't turn out the correct information.  

This paper is composed as takes after. Associated take a shot 
at positive distinguishing proof is checked on in Section-II. In 
Section-III depicts Existing system, in Section-IV depicts 
Methodology, in Section-V manages arranged philosophies, in 
Section-VI Portrays Implementation and Section-VII depicts 
Conclusion and Future Work. 

2. Related Work  

Prescribe however current instruments shield against 
disconnected papers taking assaults, powerful assurance against 
on-line channel-breaking assaults needs advancements to 
annihilation man-in-the-center (MITM) assaults, and sensible 
insurance against substance control assaults needs exchange 
verification innovations. [4-5] 

Arranged a change to Chin subject to thwart from a few 
shortcomings. Notwithstanding, the enhanced subject isn't 
exclusively still at danger of parallel session assault, however also 
unreliable for dynamical the client's assertion in word alteration 
part. thus, the present paper presents Associate in Nursing change 
to determine such issues. Accordingly, the arranged subject grants 
clients to adjust their passwords openly and immovably while not 
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the help of a faraway server, though furthermore giving secure 
common authentication. [6-8] 

Propose an ultra-low memory unique mark coordinating 
algorithmic govern and execute it on a 32-bit positive 
recognizable proof. we tend to first be assessed each the amount 
of bearings raised and memory request of each progression of a 
commonplace unique mark coordinating algorithmic run the show. 
At that point, we have a tend to build up a memory-effective 
algorithmic lead for the principal memory overpowering stride 
arrangement by doing extra calculations inside the limitation of 
the day and age request. Our trial comes about demonstrate that 
the arranged algorithmic manage will decrease the fancied 
memory house by a component of sixty-two and might be ere 
cured in day and age on a 32-bit positive recognizable proof. [9-
11] 

Presents a simple and temperate client verification approach 
bolstered a firm mouse-operation assignment for each specimen 
of the mouse-operation assignment, every old all-encompassing 
choice and recently characterized procedural [12] choices are 
removed for right and fine-grained portrayal of a client's particular 
mouse conduct. Separate estimation and Manfred Eigen house-
change systems are connected to get include components for with 
effectiveness speaking to the main mouse highlight space. At that 
point, a one-class learning algorithmic govern is used inside the 
separation based component Manfred Eigen house for the 
validation errand. The approach is assessed on a dataset of 
five,550 mouse-operation tests from thirty-seven subjects. 
escalated test comes about are encased to exhibit the effectuality 
of the arranged approach, that accomplishes a false-
acknowledgment rate of 8.74%, a false-dismissal rate of 7.69% 
with a comparing verification time of 11.8 seconds. Two 
additional trials are giving to check the present approach [13] with 
option approaches inside the writing. Our dataset is out in the open 
offered to encourage future examination.  

Propose a totally extraordinary client confirmation and key 
understanding topic exploitation great cards for multi-server 
situations with a considerable measure of less process esteem [14] 
and extra reasonableness. the primary merits include: (1) clients 
exclusively should enroll at the enlistment focus once and will 
utilize admissible administrations in qualified servers; (2) the 
subject doesn't need a check table; (3) clients will unreservedly 
settle on their passwords; (4) the calculation and correspondence 
esteem is to a great degree low; (5) servers and clients can confirm 
each other; (6) it creates a session enter in understanding by the 
client and in this way the server; (7) it's a nonce-based topic that 
doesn't have an overwhelming time-synchronization [15] 
disadvantage.  

Propose a solid and sparing client validation and key 
understanding topic exploitation great cards. the most merits 
grasp the accompanying: 1) the calculation and correspondence 
esteem is to a great degree low; 2) there's no need for any word or 
check table inside the server; 3) a client will openly decide on and 
modify his own watchword; 4) it's a nonce-based topic that doesn't 
have an overwhelming time-synchronization issue; 5) servers and 
clients will prove each other; 6) the server will renounce a lost 
card and issue a swap card for a client while not dynamical his 

personality; 7) the security of clients might be ensured; 8) it 
creates a session scratch indicated by the client and in this way the 
server; and 9) it will stop the disconnected wordbook assault yet 
the key information continue amid a constructive ID is bargained. 
[16-18]  

Arranged plans, application servers don't should keep up a 
confirmation table and this cherished preferred standpoint isn't 
tended to by past grant. In addition, the protection of clients is 
moreover tended to in Liao-Wang's subject [19]. amid this article, 
we tend to demonstrate that their plans don't appear to be secure 
against the server caricaturing and in this manner the pantomime 
assaults. At that point, we have a tendency to propose a solid client 
validation subject to confront up to these assaults and keep 
consistent merits.  

Propose a totally one of a kind trilateral key trade subject 
exploitation great cards. the most merits of our subject include: (1) 
there cravings no confirmation, passwords or shared keys table 
inside the reliable server; (2) clients will openly settle on and 
adjust their own passwords; (3) the correspondence and 
calculation esteem is to a great degree low; (4) Two clients will 
prove each other by the dependable server; (5) it produces a 
session enter in assertion between two clients; (6) it's a nonce-
based topic that doesn't have an overwhelming time 
synchronization disadvantage.[20-21] 

3. Existing System 

3.1 Existing Authorization Procedure: 

When the client starts the dealing, they're sent to secure 
servers to complete the checkout method. The cardholder places 
Associate in Nursing order at the merchant's website by clicking 
the "Send Order" button on the Review Order page throughout 
checkout. [22-23] 

 
Figure 1 Existing System 

(First Data Merchant Services) FDMS sends the authorization 
request to the issuing bank (or credit card association).  

The authorization request includes: 

• the credit card number 
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• expiration date 
• the billing address (used for AVS validation) 
• the CVV number (if entered) 
• the amount of the order 

The Issuing Bank (or Credit Card Association): 

• validates the card number and expiration 
• checks the amount of the order against the available credit 
• checks the billing address provided against the billing 

address on file 
• validates the CVV number (if provided) 

If approved, the amount of the order is reserved from the total 
of available credit for the cardholder. [24-26] 

The Issuing bank (or Credit Card Association) sends the 
authorization response to FDMS. The authorization response 
consists of either an approval along with Address Verification 
System (AVS) and Card Verification Value (CVV) response 
codes or a decline. Depending on the state of the authorization, 
the cardholder receives instructions or confirmation of the order. 
[27-28] 

 In the above process, there is no specific authentication 
process except password which can be easily deceived by the 
intruders. [29]   

4. Proposed Methodology 

4.1 Text substitution cipher algorithm Cryptography: 

Cryptography is the system where encryption and decryption 
techniques are used to the network and computer for the security 
of the data. Encryption means the change of original information 
(plain text) into another form by some operations (algorithm) and 
decryption means the techniques of getting the original 
information by some operations (algorithm) from the encrypted 
data (cipher text). 

During the registration, the user will first enter the Key value 
and then the password, the entered string of password is 
introduced into the cryptography algorithm using key value. Then 
obtained encrypted value is divided into two partitions evenly. 
First part gets stored in client and second part stored in server.  

 
            CT= Cipher Text 

Substitution algorithm 

Input: Two values Password and Key value 

Output: Stored two partitions, one part in Client and second 
part in Server. 

Step-1: Accept the Password string. 

Step-2: Accept the Key value from the user. 

Step-3: Compute ASCII summation of Key Value C. 

Step-4: For Each character in password string do the following 

Step-5: Find the ASCII value of the character. 

Step-6: Compute M= ASCII value Mod 2 

Step-7: If M==0 then 

                Encrypted Character = M+C 

             Else 

                Encrypted Character = M-C  

Step-8: Now repeat Step 4 to step 7 to obtain the cipher text.  

Step-9: Cipher Text is introduced for length calculation L. 

Step-10: Compute L/2, Part1 = 0 to L/2 and  

 Part 2 = L/2+1 to L. 

Step-11: Individual Parts are stored in client and server 
respectively. 

4.2 Image encryption and sharing procedure 

Given Passport size photo is a shared secret image with M×N 
pixels. The dealer can derive shadows from M×N and generate 
two shared images. The new sharing process is introduced here. 
Given images, the secret image can be recovered with no 
distortion. The cover images could be reconstructed with limited 
distortion from specific value calculated.  

4.3 Sharing procedure 

 The dealer chooses Odd or Even value combination from the 
pixel of given image. To share the secret image with the dealer 
converts given pixel of grayscale image into M×N pixel matrix. 
For instance, we assume that the chosen number is equal to odd 
or even and if it is odd then the corresponding pixel position is 
moved to share-1 and vice versa. The following algorithm 
illustrates the entire procedure in detail. 

4.4 The algorithm 

      Input: One secret image  

     Output: Two matrices, One in share-1 and second in share-2 

Step1- Take the input image and derive the M X N pixels. 

Step2- Convert the given image into grayscale image. Apply 
the procedure to find the positions (x1, y1), (x2, y2), …., 
(xn, yn) of the image pixels.  

Step3- Use the function to calculate the odd or even     
characteristic of the image pixel position. 

Step4- Maintain the two matrices called share-1 and share-2. 

Step5- Use step3 and split the odd pixels and even pixels in 
the manner that, (Odd, Odd), (Odd, Even) in share-1 
and (Even, Even) (Even, Odd) in share-2. 

Step6- Apply pixel positions in order, for easy retrieval. 

Step7- Apply pixel reversal to reverse the obtained pixels, in 
share-1.  

𝐶𝐶𝐶𝐶 = �𝑀𝑀 = 𝑀𝑀 + 𝐶𝐶   𝑖𝑖𝑖𝑖 𝑀𝑀 = 0
𝑀𝑀 = 𝑀𝑀 − 𝐶𝐶  𝑖𝑖𝑖𝑖 𝑀𝑀 > 0  

Where A=ASCII summation of Key 

            M=A % 2  
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Step8- Store the reversed Pixel in matrix as image called 
share-1. 

Step9- Apply pixel reversal to reverse the obtained pixels in 
share-2. 

Step10- Store Reversed Pixel’ ’in matrix as image called 
share-2. 

Step11- Repeat point 1 to 10 for original image (i.e. matrix of 
original image) to shared images conversion.  

4.5 Zero knowledge authentications 

Zero-data protocols area unit fascinating tool for the 
authentication verification the two stack holders here area unit 
Prover and supporter. The prover has got to prove himself 
victimization queries generated by the supporter. If the prover did 
not prove himself he's not attested. Zero-data protocol comprises 
two steps particularly Identification and Operation. Identification 
schemes area unit strategies by that a prover might prove his or 
her identity while not revealing data which will be utilized by 
associate degree listener to impersonate the prover. The operation 
done by the supporter is to verify the small print entered by the 
prover. Once the cardboard holder completed registration by 
coming into the non-public knowledge is distributed to host server. 
The host server successively verifies the number that is first part 
of authentication. For second part of authentication zero-data 
technique is employed. 

 
5. Proposed System 

In our planned system, there are a unit two phases Registration 
and Login part. throughout the registration part the user ought to 
enter the three vital authentic data and the data area unit encrypted 
and split into two components. 

5.1 Registration Phase: 

In the registration part, the system exploits three totally 
different authentication data, 

i) User Password (with key string) 

ii) Passport size image of card holder. 

iii) Zero information code to be updated. 

Here of these data area unit encrypted and split into two totally 
different components. every half goes to induce hold on within 
the consumer and server databases one by one. The secret is 
encrypted mistreatment substitution cipher formula. [30-31] Then 
the obtained text is split into two. The image of the user ought to 
get uploaded within the system. The image is shared mistreatment 
the formula and so odd and even pixels area unit split into two 
shares. eventually zero information updated code is additionally 
split into two components. One part of the all on top of three is 
get hold on in consumer and another part can get hold on in server 
information. [32] 

 

 

 

 

 

 

 

 

 

 
Figure 2 Registration Phase 

During the coming into step input the desired details like 
positive identification text, user image and the zero-data code. 
Then within the coding step with the various algorithms 
mentioned higher than given inputs square measure encrypted. 
Then the encrypted outputs square measure spliced into two 
halves the two shares square measure get keep in consumer (user) 
and the server machine. 

5.2 Login Phase: 

During login section the user have to be compelled to enter 
Share one details of the positive identification, uploaded image 
and updated zero-data code, subsequently server reveal its share a 
pair of each of the shares square measure going stacked along and 
eventually apply the decipherment rule on positive identification, 
Image and nil data code then server verifies user positive 
identification and consumer verifies the image and nil data if each 
of them proved themselves currently consumer will enter the 
cardboard info for secured dealing decipherment is often done on 
the positive identification and image victimization the algorithms 
explained within the higher than section. [33] 

 

 

 

 

 

 

 

 

 

 
Figure 3 Login and Verification Phase 

6. Implementation 

In the suggested system first step is registration phase where 
users must upload three different information level by level. 
During the first level, the user must enter their password and 
password key as depicted in the Fig.4. 

p → v   Prover to Verifier Code Passed 

       v → p Verifier to Prover authentication set 

     p → v Update zero knowledge code 
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Figure 4 I Level Authentication 

In the second level, they must upload their photo. Then the 
user can get the share that was encrypted using the respective 
algorithm.  

 
Figure 5 Image Encryption 

Finally, the user must enter the zero-knowledge code which 
can be updated at the end of the transaction. During login phase 
the process has been reversed.  

 
Figure 6 Login and Verification phase  

After processing the three inputs the user can either precede to 
the transaction, else if their identity is not valid then exit from the 
login and it will not precede the transaction further. The validity 
of user will be intimated to the server and validity of server will 
be intimated to user. 

 7.  Conclusion and Future Work 

The arranged philosophy jam positive distinguishing 
proof information of client’s exploitation three levels of security. 
to begin with level checks regardless of whether the cardboard 

holder could be a legitimate individual or not. On the off chance 
that the individual isn't substantial he can't enter revise positive 
recognizable proof and key for cryptography. Second level of 
validation is to confirm regardless of whether the server could be 
an honest to goodness/secure site or a phishing site, If the site 
could be a phishing then in that situation, the phishing site can't 
demonstrate the picture for that specific client to account of the 
established truth that the picture is produced by the stacking of 
two shares, one with the client and furthermore the option with 
the specific information of the site. 

References 

[1] Debanjan Das1, Megholova Mukherjee2, Neha Choudhary3, Asoke Nath 
Joyshree Nath“An Integrated Symmetric key Cryptography Algorithm using 
Generalised modified Vernam Cipher method and DJSA method: DJMNA 
symmetric key algorithm”. 

[2] Udayakumar R., Kaliyamurthie K.P., Khanaa, Thooyamani K.P., Data 
mining a boon: Predictive system for university topper women in academia, 
World Applied Sciences Journal, v-29, i-14, pp-86-90, 2014. 

[3] Brintha Rajakumari S., Nalini C., An efficient data mining dataset 
preparation using aggregation in relational database, Indian Journal of 
Science and Technology, v-7, i-, pp-44-46, 2014. 

[4] R. Kalaiprasath, R. Elankavi and Dr. R. Udayakumar. Cloud. Security and 
Compliance - A Semantic Approach in End to End Security, International 
Journal Of Mechanical Engineering And Technology (Ijmet), Volume 8, 
Issue 5, pp-987-994, May 2017. 

[5] G.Megala1 A.Rajeswari2 V.Visalatchi3 Mr.B.Ganes “An Improved Secret 
Image Sharing Scheme with Steganography.” 2011 IEEE. 

[6] Udayakumar R., Thooyamani K.P., Khanaa, Deploying site-to-site VPN 
connectivity: MPLS Vs IPSec, World Applied Sciences Journal, v-29, i-14, 
pp-6-10, 2014. 

[7] New Symmetric key Cryptographic algorithm using combined bit 
manipulation and MSA encryption algorithm: NJJSAA symmetric key 
algorithm Neeraj Khanna,Sayantan Chakraborty,Joyshree 
Nath ,A.K.Chaudhuri ,Amlan Chakrabarti ,A.K.Chaudhuri , Asoke Nath 
2011 International Conference on Communication Systems and Network 
Technologies. 

[8] Li Lu, Member, IEEE, Jinsong Han, Yunhao Liu, Lei Hu, Jinpeng Huai, 
Lionel M. Ni, and Jian Ma “Pseudo Trust: Zero-Knowledge Authentication 
in Anonymous P2Ps” Ieee Transactions on Parallel And Distributed Systems, 
Vol. 19, No. 10, October 2008. 

[9] Ieee Sensors Journal, Vol. 11, No. 12, December 2011 3235 Zero-
Knowledge Authentication Protocol Based onAlternative Mode in RFID 
Systems Hong Liu, and Huansheng Ning. 

[10] Wen-Shenq Juang, Sian-Teng Chen, And Horng-Twu Liaw Robust And 
Efficient Password-Authenticated Key Agreement Using Smart Cards Ieee 
Transactions On Industrial Electronics, Vol. 55, No. 6, June 2008. 

[11] Mrs. Hemangi Kulkarni, Aniket Yadav, Darpan Shah, Pratik Bhandari, 
Samuya Mahapatra “Unique ID Management” Aniket 
Yadav, ,Int.J.Computer Technology & Applications,Vol 3 (2), 520-524. 

[12] Hamed Taherdoost, Shamsul Sahibuddin & Neda Jalaliyoon “Smart Card 
Security; Technology and Adoption” International Journal of Security (IJS), 
Volume (5): Issue (2): 2011. 

[13] Udayakumar R., Thooyamani K.P., Khanaa, Random projection based data 
perturbation using geometric transformation, World Applied Sciences 
Journal, v-29, i-14, pp-19-24, 2014. 

[14] Khanaa V., Mohanta K., Saravanan. T., Performance analysis of FTTH using 
GEPON in direct and external modulation, Indian Journal of Science and 
Technology, v-6, i-SUPPL.6, pp-4848-4852, 2013. 

[15] Rui Wang, Shuo Chen, XiaoFeng Wang, Shaz Qadeer “How to Shop for Free 
Online Security Analysis of Cashier-as-a-Service Based Web Stores” 2011 
IEEE Symposium on Security and Privacy. 

[16] Kaliyamurthie K.P., Udayakumar R., Parameswari D., Mugunthan S.N., 
Highly secured online voting system over network, Indian Journal of Science 
and Technology, v-6, i-SUPPL.6, pp-4831-4836, 2013. 

http://www.astesj.com/


K. V. S. Rao et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 133-138 (2017) 

www.astesj.com     138 

[17] "R.Kalaiprasath, R.Elankavi, Dr.R.Udayakumar, Cloud Information 
Accountability (Cia) Framework Ensuring Accountability Of Data In Cloud 
And Security In End To End Process In Cloud Terminology, International 
Journal Of Civil Engineering And Technology (Ijciet)Volume 8, Issue 4, Pp. 
376–385, April 2017." 

[18] R. Elankavi, R. Kalaiprasath, Dr.R.Udayakumar, A fast clustering algorithm 
for high-dimensional data, International Journal Of Civil Engineering And 
Technology (Ijciet), Volume 8, Issue 5, Pp. 1220–1227, May 2017. 

[19] Thooyamani K.P., Khanaa V., Udayakumar R., Efficiently measuring denial 
of service attacks using appropriate metrics, Middle - East Journal of 
Scientific Research, v-20, i-12, pp-2464-2470, 2014. 

[20] Thooyamani K.P., Khanaa V., Udayakumar R., Virtual instrumentation 
based process of agriculture by automation, Middle - East Journal of 
Scientific Research, v-20, i-12, pp-2604-2612, 2014. 

[21] Afzel Noor “Highly Robust Biometric Smart card design” IEEE 2000. 
[22] Khanaa V., Thooyamani K.P., Udayakumar R., A secure and efficient 

authentication system for distributed wireless sensor network, World 
Applied Sciences Journal, v-29, i-14, pp-304-308, 2014. 

[23] Thomas Ezat A Dubbish, Robert H Slon “Examining the smart card security 
under the threat of Power analysis attack”, IEEE transactions on computer 
April 2004. 

[24] Kaliyamurthie K.P., Parameswari D., Udayakumar R., QOS aware privacy 
preserving location monitoring in wireless sensor network, Indian Journal of 
Science and Technology, v-6, i-SUPPL5, pp-4648-4652, 2013. 

[25] Eun-Jun Yoon, Eun-Kyung Ryu, and Kee-Young Yoo “Further 
Improvement of an Efficient Password Based Remote User Authentication 
Scheme Using Smart Cards” IEEE Transactions on Consumer Electronics, 
Vol. 50, No. 2, MAY 2004. 

[26] Brintha Rajakumari S., Nalini C., An efficient cost model for data storage 
with horizontal layout in the cloud, Indian Journal of Science and 
Technology, v-7, i-, pp-45-46, 2014. 

[27] Chao Shen,Zhongmin Cai, Xiaohong Guan, Fellow, Youtian Du,and Roy A. 
axionUser Authentication through Mouse Dynamics”  2011 IEEE. 

[28] Wen-Shenq Juang “Efficient Multi-server Password Authenticated Key 
Agreement Using Smart Cards”Manuscript received January 15, 2004. 

[29] Wen-Shenq Juang, Sian-Teng Chen, and Horng-Twu Liaw “Robust and 
Efficient Password-Authenticated Key Agreement Using Smart Cards” 2008 
IEEE. 

[30] Khanna V., Mohanta K., Saravanan T., Recovery of link quality degradation 
in wireless mesh networks, Indian Journal of Science and Technology, v-6, 
i-SUPPL.6, pp-4837-4843, 2013. 

[31] Ren-Chiun Wang, Wen-Shenq Juang, and Chin-Laung Lei, Member, 
IEEE ”User Authentication Scheme with Privacy-Preservation for Multi-
Server Environment” . IEEE COMMUNICATIONS LETTERS, VOL. 13, 
NO. 2, FEBRUARY 2009. 

[32] Udayakumar R., Khanaa V., Saravanan T., Saritha G., Retinal image analysis 
using curvelet transform and multistructure elements morphology by 
reconstruction, Middle - East Journal of Scientific Research, v-16, i-12, pp-
1781-1785, 2013. 

[33] Wen-Shenq Jaung Efficient Three-Party Key Exchange Using Smart Cards 
Contributed Paper Manuscript received April 8, 2004. 

 

http://www.astesj.com/


 

www.astesj.com   139 

 

 

 

 

Estimation of Power System Stabilizer Parameters Using Swarm Intelligence Techniques to Improve 
Small Signal Stability of Power System 

Hossein Soleymani1*, Amin Hasanvand2 

1Dispatching Engineer, Qom Electricity Power Distribution Company, Qom, Iran 

2Electrical Engineer, Khajeh Nasir University of Technology, Tehran, Iran 

 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 07 August, 2017  
Accepted: 14 August, 2017 
Online: 20 August, 2017 

 Interconnection of the power system utilities and grids offers a formidable dispute in front 
of design engineers. With the interconnections, power system has emerged as a more 
intricate and nonlinear system. Recent years small signal stability problems have achieved 
much significance along with the conventional transient constancy problems. Transient 
stability of the power system can be attained with high gain and fast acting Automatic 
Voltage Regulators (AVRs). Yet, AVRs establish negative damping in the system. 
Propagation of small signals is hazardous for system’s health and offers a potential threat 
to system’s oscillatory stability. These small signals have magnitude of 0.2 to 2 Hz. The 
professional control tactic to develop system damping is Power System Stabilizer 
(PSS).This paper presents application of swarm intelligence for PSS parameter estimation 
issue on standard IEEE 10 Generator 39 Bus power network (New England). Realization 
of the objective function is done with the help of interpolation investigation using MATLAB. 
The system performance is compared with the conventional optimization algorithms like 
Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) based PSS controller. The 
strength of proposed controller is tested by examining various operating conditions. An 
Eigen property analysis is done on this system i.e. before installing PSS, and after the 
employment of GA and PSO tuned PSSs. A significant comparison is carried out with GA 
and PSO on the basis of convergence uniqueness and dynamic response of speed deviation 
curves of various generators. 
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1. Introduction 

Recent years, power system stability and reliability have been 
take into account as very important issues in the context of modern 
power system [1]. Stressed operating conditions and competitive 
business enjoinments have been showing threats to power 
engineers for an efficient design and optimal utilization of the 
electrical utilities. In earlier day’s system stability issue were 
classified as the problem related with transient stability, but, the 
small oscillations of magnitude 0.2-2 Hz were not major 
consideration. To ensure transient stability fast acting Automatic 
Voltage Regulators (AVRs) were employed with generators. 

However, later in 1960 Concordia et.al., discovered that these high 
gain regulators are main culprit for introducing the negative 
damping in the system [2].  

The under damped system has an oscillatory response; hence it 
inculcates oscillatory instability in the power system. The 
oscillations of small magnitude are harmful for the stability of a 
power system. These oscillations can cause system collapse if not 
handled accurately [3]. To find a potential and cost-effective 
solution to this issue, initial work on Power System Stabilizer (PSS) 
was proposed by E. V. Larsen et.al. The AVR and PSS are 
dynamically interlinked instruments; one increases transient 
stability and other complement the small signal stability. To 
augment the system stability, design engineers should keep a bird 
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eye’s view on electromagnetic torque of the generator [4]. It has 
two elements; synchronizing torque, it is in phase with the 
variation in angle δ (load angle) and other is damping torque, 
which is in phase with speed deviation [5]. 

Design of damping controller for a poorly damped system is a 
formidable problem for power engineers. The damping controller 
is not only a potential answer for the oscillatory instability but also 
provides a good damping over the variety of operating conditions. 
The design of PSS has an ample significance to ensure the 
oscillatory stability. The Conventional Power System Stabilizer 
(CPSS) is a lead lag compensator [6]. For designing the damping 
controller, a designer has to find an accurate set of parameters 
(Gain & time constant).Proper tuning of the Lead Lag loop 
presents an adequate amount of damping to the system which helps 
the system to overcome with oscillatory instability [7]. 

Over the last decade many techniques were reported by the 
scientists to solve the PSS factor estimation problem. Some of 
these researches introduced techniques, to gain the robust 
conventional design through optimization, adaptive design with 
the help of expert systems (Neural Network, Fuzzy and Hybrid 
system), Linear Matrix Inequalities (LMI), Pole Placement and 
many others [8].  

Recent years the enhancement in the field of damping 
controller design is revolutionized by the Evolutionary Algorithms. 
Evolutionary computations came in the picture in early 80’s. 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO), 
Biography Based Optimization (BBO), Bacterial Foraging 
Algorithm (BFA) and many more were proposed. These 
procedures are mathematical adaption of nature. They use nature 
rules to find the global optimum answer. PSS parameter estimation 
is a complex optimization issue [9].  

The procedure towards the designing of CPSS contains 
following steps [10]: 

1. Stability of any system depends on its initial operating 
conditions. In order to obtain the robust design hard 
operating conditions should be studied. 

2. The design of the PSS should be investigated over various 
types of perturbations, fault locations and dissimilar 
system configurations. These contingencies help to ensure 
that design gained from the approach is robust enough [11]. 

3. Eigen Property analysis should be done to validate the 
efficacy of the design. 

2. Small Signal Stability 

Stability problems have already acquired prominence with 
every passing day. The need of the hour is to develop a robust 
system, which is not likely to give up in the wake of blackouts and 
various contingencies. IEEE/CIGRE Joint Task Force committee 
introduce the power system stability as follows “Small-disturbance 
(or small-signal) rotor angle stability is concerned with the ability 
of the power system to maintain synchronism under small 
disturbances. The disturbances are considered to be sufficiently 

small that linearization of system equations is permissible for 
purposes of analysis” [12]. 

Power system utilities still prefer the conventional lead-lag 
power system stabilizer structure.  Since the PSS has engrossed the 
interest of researchers, extensive research has been conducted in 
the following fields: 

• Effect of PSS on system stability  

• PSS tuning methods  

• Practical experience in design, installation & operation of 
PSS.  

Figure 1 shows the conventional Delta-Omega PSS. A 
stabilizer is designed by suitable selection of time constants Tω, T1, 
T2, T3, T4 and stabilizer gain KSTAB. In practical situation, a torsional 
filter is used for attenuating the stabilizer gain at turbine generator 
shaft torsional frequencies and may be neglected while designing 
PSS [13].  

 
Figure 1. Power System Stabilizer transfer function model 

𝑉𝑉𝑠𝑠(𝑠𝑠)
Δ𝜔𝜔(𝑠𝑠)

= 𝐾𝐾𝑠𝑠 �
𝑠𝑠𝑠𝑠𝜔𝜔

1+𝑠𝑠𝑠𝑠𝜔𝜔
� �1+𝑠𝑠𝑠𝑠1

1+𝑠𝑠𝑠𝑠2
� �1+𝑠𝑠𝑠𝑠3

1+𝑠𝑠𝑠𝑠4
�  (1) 

Where KS is Stabilizer gain, Tω is Washout time constant and 
T1, T2, T3, T4 are time constants of the lag lead networks [14]. 

The problem first encountered in the year 1969 reported by 
Concordia et al. was negative damping injection by turbine’s speed 
governor loop. It could be resolved by fitting the generators with a 
feedback controller. This controller sensed the change in terminal 
power of the generator and fed it back at the AVR reference input 
with proper phase lead and magnitude. This generated an 
additional damping torque on the rotor. Hence this fact advocates 
the acute requirement of PSS for adequate damping in the modern 
power networks. Larsen and Swann [15] in 1981discussed the 
chronological development of damping controllers in their three-
part paper. They recommended that the objective of the most 
appropriate stabilizer tuning criterion is to provide an adequate 
amount of damping to local mode of oscillations and inter area 
modes of oscillations. Michael J. Basler et al. [16] discussed power 
system instability and the importance of fast disturbance clearing 
performance. Explanation is provided regarding small signal 
stability, high impedance transmission lines, line loading, and high 
gain, fast acting excitation systems [17].  

3. The Swarm Intelligent Techniques Algorithm 

Swarm intelligence is a research field that models the 
communal behavior in swarms of insects or animals. Several 
algorithms ascending from these models have been anticipated to 
solve an extensive range of complex optimization problems. In this 
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work, comparative study of novel swarm algorithms like Genetic 
Algorithm (GA) and Particle Swarm Optimization (PSO) will be 
considered to estimate the parameters of PSS [18]. 

3.1. Particle Swarm Optimization 

The particle swarm optimization (PSO) technique is a 
population based optimization technique first proposed by 
Kennedy and Eberhart in 1995 inspired by social behavior of bird 
flocking or fish schooling [19]. PSO as an optimization tool 
provides a population based search procedure in which individuals 
called particles change their position (state) with time [14]. In a 
PSO system particles fly around in a multidimensional search 
space; during their flight, each particle adjusts its position 
according to its own experience (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ) and according to its 
neighbor’s experience (𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝), making use of the best position 
encountered by itself and its neighbors. 

The position of particle in an n dimensional vector can be 
represented mathematically as [20]: 

𝑋𝑋𝑚𝑚 = (𝑥𝑥𝑚𝑚1, 𝑥𝑥𝑚𝑚2, 𝑥𝑥𝑚𝑚3 , … , 𝑥𝑥𝑚𝑚𝑚𝑚) (2) 

The modification is made in current position using following 
equation [21]: 

𝑆𝑆𝑖𝑖𝑘𝑘+1 = 𝑆𝑆𝑖𝑖𝑘𝑘 + 𝑣𝑣𝑖𝑖𝑘𝑘+1, 𝑖𝑖 = 1,2, … ,𝑛𝑛                         (3) 

Where 𝑆𝑆𝑘𝑘 represents the current position of the particle, 𝑆𝑆𝑘𝑘+1 
represents the modified position of the particle and 𝑣𝑣  is the 
velocity of each particle [22]. 

The velocity of each particle is n-dimensional vector given by 
the following equation: 

𝑉𝑉𝑚𝑚 = 𝑣𝑣𝑚𝑚1, 𝑣𝑣𝑚𝑚2 , … , 𝑣𝑣𝑚𝑚𝑚𝑚            (4) 

The velocity of each particle is updated after every iteration 
according to the following equation: 

𝑣𝑣𝑖𝑖𝑘𝑘+1 = 𝑤𝑤𝑖𝑖𝑣𝑣𝑖𝑖𝑘𝑘 + 𝑐𝑐1𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟∗�𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑖𝑖𝑘𝑘� + 𝑐𝑐2𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟∗�𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑖𝑖𝑘𝑘�        
(5) 

Where 𝑣𝑣𝑘𝑘  is the current velocity of the particle,𝑣𝑣𝑘𝑘+1  is the 
modified velocity of the particle, 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖is the pbest of particle i, 
𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖is the gbest of particle i, m is the number of members in a 
particle, 𝑤𝑤 is the weight function for velocity of particle i and 𝑐𝑐𝑖𝑖 is 
the weighing coefficients for each particle [23]. 

The objective function will be taken as fitness function for PSO 
algorithm. The best position related to the lowest value of the 
objective function for each particle is given as [24]: 

𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚 = (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚1, 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚)  (6) 

And global best among all particles or best out of all pbest is 
represented as: 

𝐺𝐺𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚 = (𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚1,𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚2, … ,𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚) (7) 

The velocity and position of particles are updated after each 
iteration [25].  

 
Figure 2. Concept of a searching point by PSO 

Where 

𝑉𝑉𝑖𝑖𝑘𝑘 is current velocity of particle i at iteration k. 

𝑉𝑉𝑖𝑖𝑘𝑘+1 is modified velocity of particle i. 

𝑋𝑋𝑖𝑖𝑘𝑘 is current position of particle i at iteration k. 

𝑋𝑋𝑖𝑖𝑘𝑘+1 is modified position of particle i. 

𝑉𝑉𝑖𝑖𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is velocity based on Pbest. 

𝑉𝑉𝑖𝑖𝐺𝐺𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is velocity based on Gbest. 

 
Figure 3. Flow Chart of PSO 

Figure 3 shows the flow chart for the optimal allocation of PSO 
procedure [26]. 
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3.2. Genetic Algorithm 

A genetic algorithm (GA) is a search and optimization 
procedure which acts by mimicking the evolutionary principles 
and chromosomal processing in natural genetics. A GA begins its 
search with a random set of solutions usually coded in binary 
strings. Every solution is assigned a fitness which is directly 
related to the objective function of the search and optimization 
issue [27]. Thereafter, the population of solutions is modified to a 
new population by applying three operators similar to natural 
genetic operators- reproduction, crossover, and mutation. It works 
iteratively by successively applying these three operators in each 
generation till a termination criterion is satisfied. Over the past 
decade and more, GAs have been successfully applied to a wide 
range of problems, because of their simplicity, global perspective, 
and inherent parallel processing [28].   

4. Mathematical Recognition of Objective Functions 

To realize the polynomial in various orders MATLAB curve 
fitting tool is employed. Following are mathematical expressions 
associated with the objective functions [29]. 

𝑓𝑓(𝑥𝑥) = 𝑝𝑝1(𝑥𝑥) + 𝑝𝑝2 + 𝑝𝑝3(𝑥𝑥) + 𝑝𝑝4 + ⋯+ 𝑝𝑝59(𝑥𝑥) + 𝑝𝑝60(8) 

𝑓𝑓(𝑥𝑥) = 𝑝𝑝1(𝑥𝑥)2 + 𝑝𝑝2(𝑥𝑥) + 𝑝𝑝3 + ⋯+ 𝑝𝑝88(𝑥𝑥)2 + 𝑝𝑝89(𝑥𝑥) + 𝑝𝑝90(9) 

𝑓𝑓(𝑥𝑥) = 𝑝𝑝1(𝑥𝑥)3 + 𝑝𝑝2(𝑥𝑥)2 + 𝑝𝑝3(𝑥𝑥) + 𝑝𝑝4 + ⋯+ 𝑝𝑝117(𝑥𝑥)3 + 

𝑝𝑝118(𝑥𝑥)2 + 𝑝𝑝119(𝑥𝑥) + 𝑝𝑝120(10) 

5. Simulation Outcomes and Discussion 

Table 1 shows the Eigen characteristic analysis of New 
England System with and without PSS [30]. 

It is observed that when PSS is not installed with generators, 
system shows poor damping. Some of the poorly damped types 
(swing modes) are shown in the following table. The real part of 
the Eigen value is positive. 

Although the damping controller designed through 
evolutionary algorithms is quite robust and proved effective in all 
operating contingencies yet to show the efficacy of the proposed 
controller extreme conditions are chosen. The performance of the 
controller is exhibited in terms of hard situations. For this reason, 
here three phase disturbances are verified and speed responses of 
those generators are shown which are near by the disturbance 
locations [31]. 

 

It can be observed from the responses of various generators that 
PSS tuned through GA gives less dynamic response as compared 
with PSO tuned PSS. Figures 5 to 8 are the speed deviation curves 
of various generators under dissimilar perturbations and 
disturbance locations [32].  

 

 

 

 

Table 1. Eigen Values and Damping Ratios With and Without PSS 

Without PSS With PSS 

Eigen Values 
Damping 

Ratio 
Eigen Values 

Damping 

Ratio 

0.0926-i0.2063 -0.0259 -0.1823-i0.3003 0.7595 

0.0926+0.2083 -0.0259 -0.1823+i0.3003 0.7595 

1.3110-i0.3730 -0.0316 -0.9979-i0.0404 0.3813 

1.3110+i0.3730 -0.0316 -0.9979+i0.0404 0.3813 

0.2300+i4.0882 -0.0083 -1.0262-i0.7672 0.538 

0.2300-i4.0882 -0.0083 -1.0262+i0.7672 0.538 

0.0501-i13.863 -0.015 -11.3849-i10.7133 0.5099 

0.0501+i13.863 -0.015 -11.3849+i10.7133 0.5099 

0.0033-i5.3036 -0.0014 -34.7713-i59.6870 0.4307 

0.0033+i5.3036 -0.0014 -34.7713+i59.687 0.4307 

 

The factors of all 10 PSSs gained from solving optimization 
issue using PSO is shown in Table 2. The convergence 
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characteristics of various optimization methods for variation of 
objective function and iteration is shown in Figure 8 [33]. 

Table 2. PSS factor for 10 Machine 39 Bus Using PSO [34-38] 

Generator 

Number 
Kstab T1 T3 

1 25.31 0.048 0.03 

2 29.32 0.067 0.07 

3 46.3 0.185 0.03 

4 32.09 0.141 0.19 

5 25.74 0.1 0.1 

6 27.02 0.18 0.04 

7 21.31 0.1 0.07 

8 26.8 0.15 0.1 

9 26.19 0.08 0.05 

10 22.85 0.11 0.03 
 

6. Conclusion 

In this article endeavor is made to implement GA and PSO for 
finding the optimal parameters of Power System Stabilizer (PSS) 
for New England Power system. From this revision following 
points can be accomplished: 

a. Flourishing realization of conventional speed based 
objective functions in four dissimilar polynomials is 
presented in section 4. The qualified analysis of these 
realizations is shown with the help of dynamic responses 
of speed deviation curves of the generators. It is 
observed that linear combination of linear, quadratic and 
cubic polynomial gives the finest response. 

b. The consequential comparison of application of two 
optimization methods namely GA and PSO algorithm in 
PSS design problem. 
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 Remote control switching device for household application is a home device used to control 
the switching of household appliances from a distance. It serves to make the switching of 
household appliances easy for the elderly, physically challenged, the young and anyone 
who, in any circumstance, needs comfort and security. This paper develops a remote control 
system using the Radio Frequency technology utilizing multiplexers, demultiplexers, 
encoders, decoders, and Radio Frequency module with the analysis of various technologies 
which can be used for the development of a remote control system. A security system is 
incorporated in this remote control to provide a secured usage of the system from a distance 
of about ten meters away. To achieve the aim of this work: a transmitter system is design 
and constructed which processes and sends out signal when a button is pressed; the 
construction of a receiver system which receives and processes the signal from the 
transmitter system, then turn on or turn off the appliances; and incorporate a security 
system which allows transmission of signal only when certain condition is met. Avoiding 
the use of microcontroller, this paper developed an affordable, reliable and effective remote 
control system for household applications. 
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Radio Frequency  
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1. Introduction  

Remote controls devices are devices that sends digitally-coded 
pulses to control functions like power, volume, tuning, 
temperature set point, fan speed, just to name a few, to control 
different equipments. These devices are usually small wireless 
handheld objects with an array for various adjustable setting 
buttons for television channel, track number, and volume. For 
many devices, the remote control contains all the function controls 
while the controlled device itself has only a handful of essential 
primary controls. The earlier remote controls used ultrasonic 
tones [1]. Remote control has continually evolved and advanced 
over recent years to include Infrared (IR), Radio frequency, 
Bluetooth connectivity, motion sensor-enabled capabilities, voice 
control. IR remote control has been proved to be the most popular 
equipment for office application, for example, control of air 
conditioner, turn on or switch off light as well as the normal use 
of satellite receivers and Televisions [2]. In this paper, while 
implementing the use of various technologies incorporating 
security, a remote control system which uses the radio frequency 
technology is developed.  

1.1. Background of remote control switching device 

Most homes make use of many electrical and electronics 
appliances such as the television set, standing fan, ceiling fan, air 
conditioner, lighting bulbs, video players, radio, etc. All these 

appliances require switching to turn on and turn off these 
appliances traditionally. This manual switching of any home 
appliance is an inconvenient method for physically disabled or 
elderly or even for the young and busy individuals when frequent 
switching operation is required. Thus, an easier method of 
switching is developed to replace this manual switching method, 
using an advanced switching method for electronic home 
appliances.  

The early wired remotes made possible for users to control 
appliances at a distance, but the wired remote also limited the 
user’s mobility by either tethering or tripping the users. If the user 
ran the remote control’s cord under the rugs and furniture, 
effectively anchoring the device to one location in the room, the 
remote thereby limits the freedom of movement for which it was 
designed to provide. But if the cord is left out in the open, the 
users might stumble over it. The wireless remote control solved 
all these challenges of the wired remote control and effectively 
takes control of the household. The use of remote to restore order 
to the household [3], changes life style; brings multi-function and 
multi-platform lives easy.  

Various technologies have evolved in the past: controlled by 
radio waves; used to execute commands transmitted by 
electromagnetic waves; and also the use of battery-operated low-
frequency radio transmitter remote control for consumer 
electronics [4]. The idea for an electronic remote control, which 
worked wirelessly by shining a beam of light onto a photoelectric 
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cell, came up in the United State in 1955 [3, 4]. Advancement in 
remote control kept going till recent days where many 
technologies such as infrared, radio frequency, Bluetooth, Global 
System for Mobile (GSM) communications control are used for 
remote control. 

The major technology used in home remote controls is 
infrared (IR) light [2]. The signal between a remote control 
handset and the device that it controls consists of pulses of 
infrared light, which is invisible to the human eye, but can be seen 
through a digital camera, video camera or a phone camera. The 
transmitter in the remote control handset sends out a stream of 
pulses of infrared light when the user presses a button on the 
handset. A transmitter is often a light emitting diode (LED) which 
is built into the pointing end of the remote control handset. The 
infrared light pulses form a pattern unique to that button. The 
receiver in the device recognizes the pattern and causes the device 
to respond accordingly. Radio Frequency (RF) remote control is 
used to control distant objects using a variety of radio signals 
transmitted by the remote control device. As a complementary 
method to infrared remote controls, the radio remote control was 
used with electric garage door or gate openers, automatic barrier 
systems, burglar alarms (for security and also for restriction of the 
use of household appliances) and industrial automation systems 
[3]. The importance and benefit of remote control for household 
applications using radio frequency technology varies: 

• It is not affected by line of sight.  
• It penetrates most solids materials and passes through 

walls. 
• It transmits signals to longer range, more than that of 

infrared technology.  
• It is not sensitive to light, to weather or any 

environmental conditions. 
This paper is confined to the use of Radio Frequency (RF) 
technology in switching to control household appliances which 
involves: 

• The design and construction of a transmitter circuit that 
switches to send signal to the receiver circuit using the 
RF technology. 

• The design and construction of a receiver circuit that 
receives signal from the transmitter circuit via RF 
technology then acts to switch on or off a household 
appliance. 
 

2. Remote control Technologies 

Years ago some remote control made use of wires, but modern 
remote control now works based on wireless communication. This 
allows information to be exchanged between two devices without 
the use of wire or cable [5]. There are various technologies that 
can be used for developing wireless remote control for household 
application. Each technology has its own merits and limitations. 
Various works have been done by different people on different 
remote control: 

2.1. Infrared control 

The dominant remote-control technology in home 
applications is the infrared (IR), also known as "heat". The basic 
premise at work in an IR remote control is the use of light to carry 

signals between a remote control and the device it is directing. 
Infrared light is in the invisible portion of the electromagnetic 
spectrum [2-4]. Infrared remote control for home appliances 
works based on technology similar to the Television remote 
operation. Infrared radiation is the region of the electromagnetic 
spectrum between microwaves and visible light. In infrared 
communication an LED transmits the infrared signal as bursts of 
non-visible light. At the receiving end a photodiode or 
photoreceptor detects and captures the light pulses, which are then 
processed to retrieve the information contained. An Infrared 
remote control transmitter sends out pulses of infrared light that 
represent specific binary codes [2]. These binary codes 
correspond to commands, such as Power ON or Power OFF. The 
receiver receives the signal and the microprocessor carries out the 
corresponding command [1]. The infrared receiver sits on the 
front of the device where can easily get the incoming signal from 
the remote control. In an infrared remote, when a push button is 
pressed, the integrated circuit detects it and sends the binary 
command to the LED at the front of the remote [2] as shown in 
Figure 1. 

 
Figure 1. The remote control binary command 

The LED sends out a series of light pulses that corresponds to 
the binary command to the receiver. In Figure 1, the ‘start’ 
indicates when the button is pressed while the ‘stop’ indicates 
when the button is released. When the infrared receiver on the 
appliance picks up the signal from the remote and verifies from 
the address code that it is supposed to carry out this command, it 
converts the light pulses back into the electrical signal. This signal 
now passes to the microprocessor, which carries out the intended 
command. Figure 2 shows the two circuits for an infrared control 
[2]: the transmitter and the receiver circuits. 

 
Figure 2. Block diagram of infrared control 

The transmitter circuit consists of the power supply which is 
usually a battery supplying the required voltage for the encoder 
and the IR transmitter. There is the encoder which encodes the 
information received from the switches and then generates a 
modulated signal which is sent to the transmitter. This encoder 
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can be an Integrated Circuit (IC) 555 timer which acts as an 
actable multi-vibrator whose output makes the IR transmitter to 
be in high state and produce the infrared beam through the 
concave lens of the IR LED [6]. This infrared beam produced 
from the infrared LED travels in a straight path is then transmitted 
to the receiver circuit. The receiver circuit consists of the power 
supply, the infrared receiver, the decoder, the relay driver and the 
relay, and this connects the appliance controlled to the mains 
power supply. The power supply of the receiver circuit is usually 
connected from the mains through rectification as the circuitry 
uses DC voltage. The infrared receiver is a photo diode which is 
usually the IC’s (TSOP 1738 or TSOP 1740), whose output is high 
when idle and goes low when it receives a signal [6]. The received 
signal is transmitted to the decoder or demodulator which 
demodulates the frequency of the signal and activates the relay 
driver which triggers the relay to be activated or deactivated. The 
activation and deactivation of the relay brings about a switching 
operation which turns on or turn off the connected appliance.  

The infrared remote control has the performance of the high 
signal to noise ratio, strong anti-interference, reliable transmission 
of information, and untouchable, low power and affordable [1]. 
This remote is also use for industrial control, the aerospace, the 
security and so on. The disadvantages of using infrared includes: 
being limited to line of sight; the transmitters and receivers must 
be almost directly aligned (that is, able to see each other) to 
communicate [2]. It is easily blocked by materials such as people, 
walls, and plants and has short range; as a result, it performance 
drops off with longer distances. It is light and weather sensitive; 
direct sunlight, rain, fog, dust, pollution can affect transmission. 
The data rate transmission is lower than typical wired 
transmission [1]. 

2.2. Radio Frequency (RF) control 

Instead of sending out light signals, an RF remote transmits 
radio waves that correspond to the binary command when the 
button is been pressed. Radio frequency (RF) is any of the 
electromagnetic wave frequencies that lie in the range extending 
from 3 kHz to 300 GHz, which include those frequencies used for 
communications or radar signals [7]. When a RF current is 
supplied to an antenna, it gives rise to an electromagnetic field 
that propagates through space. Any RF field has a wavelength that 
is inversely proportional to the frequency. A radio receiver on the 
controlled device receives the signal from the radio transmitter 
and decodes it. RF remote control system is designed for 
controlling the power switch of household appliances [7]. It 
consists of two parts: the remote controller which consists of a 
transmitting unit and a power amplifier which generates 
modulated RF signals and sends it out when a function button is 
pressed. The other part is placed in the household appliances 
section that is made up of a receiving unit and a power 
management block. It receives and demodulates the signal and 
send to the power management block [6, 7]; and relay using 
battery supply to boost the energy coming from the received RF 
signal to open or close the power switch of the electrical 
equipment as shown in Figure 3. 

Radio remote control is used to control distant objects using a 
variety of radio signals transmitted by the remote control device. 
This type of control makes use of the radio waves for signal 

transmission. RF remotes tend to cost a bit more, have longer 
range, and is not affected by line of sight as is the case for Infrared. 
However, it cannot be used for very long range and any 
transmitter operating in the range can carry out the control. 

 
Figure 3. Block diagram of Radio Frequency Control 

2.3. Global system for mobile communication module 

The Global System for Mobile (GSM) communication module 
(SIM900) is a complete Quad-band GSM/GPRS device which can 
be embedded in circuits. The SIM900 delivers GSM/GPRS 
850/900/1800/1900MHz performance for voice, SMS, Data, and 
Fax in a small form factor and with low power consumption [8]. 
It is equipped with analog audio interface, Analog to Digital 
(A/D) converter, Antenna pad, Serial interface which enables the 
interfacing of the SIM900 to micro controller. 

2.3.1. Remote control using SIM900 

The GSM control with the SIM900 makes use of the GSM mobile 
network which uses a sim card and is interfaced directly to the 
micro controller. This control method is used [8] to control the 
household appliances remotely. The medium of transmission in 
this control is the mobile network. With this, it will be convenient 
to control any device wirelessly, especially helpfully for outdoor 
remote control. SMS sent to the sim card in the network module 
is read by the micro controller. The micro controller is then 
programmed to carry out a switching task when it receives a preset 
SMS.  

If the message is preset in the micro controller program, the 
micro controller then triggers a relay corresponding to the 
specified load to activate and make the circuit of that load and the 
mains. If a different message is sent to the GSM module as 
specified in the micro controller to turn off a particular load, the 
micro controller sends a low output to the relay to deactivate to 
break the circuit of the specified load and the mains. Merits of this 
control includes its ability to control home appliances over any 
range as long as there is GSM network at the receiver station and 
the transmitter station [7, 8]. The micro controller can also be 
programmed to give a feedback on successful turning on or 
turning of an appliance. It can control as many appliances as there 
are output pins of the micro controller.  

Its high cost with the cost of buying the micro controller and 
programming of the micro controller adds to the demerits of this 
control method. This control method cannot be used in a remote 
area where there is no GSM network. Also, this control consumes 
user airtime when sending a control signal. 
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2.3.2. Dual-Tone Multi-Frequency application 

Dual-tone multi-frequency (DTMF) signaling is an in-band 
telecommunication signaling system using the voice-frequency 
band over telephone lines between telephone equipment and other 
communications devices and switching centers. The DTMF 
system uses a set of eight audio frequencies transmitted in pairs 
to represent 16 signals, represented by the ten digits, the letters A 
to D, and the symbols # and * [9]. These ten digits, letter A to D 
and symbols # and * forms the telephone keypad. Modern 
telephone got rid of the letters [10]. The DTMF telephone keypad 
is laid out in a 4×4 matrix of push buttons in which each row 
represents the low frequency component and each column 
represents the high frequency component of the DTMF signal. 
Pressing a key sends a combination of the row and column 
frequencies [9]. For example, the key 1 produces a super 
imposition of tones of 697 and 1209 hertz (Hz). This is shown in 
Table I. 

Table I. DTMF Keypad Frequencies 

 1209 Hz 1336 Hz 1477 Hz 1633 Hz 
697 Hz 1 2 3 A 
770 Hz 4 5 6 B 
852 Hz 7 8 9 C 
941 Hz * 0 # D 

 

2.3.3. Remote control using DTMF 

This system adopts existing common telephone network to 
realize remote control. As long as main control terminal is in the 
range of GSM, it can make use of the working method of DTMF 
to realize the communication between transmission and reception. 
DTMF signals are widely used and concerned because of its low 
power consumption, strong anti-interference, less peripheral 
parts, large code capacity and easily interfaced with all kinds of 
sensors. DTMF receiver includes DTMF grouping filter and 
DTMF decoder. It is composed of a group of low audio signals 
and a group of low audio signals. In the GSM control using DTMF 
technology, a mobile phone serves as the transmitter, in the 
receiver section, another mobile phone serves to receive the 
transmitted signal which is the mobile/GSM modem as shown in 
the control block diagram of Figure 4. 

 
Figure 4. Remote control using DTMF 

The mobile phone in the transmitter section is set to 
automatically answer calls, and it is interfaced to the DTMF 
decoder through the headset port. When the phone transmitter 

calls the phone receiver, it automatically answers, any key pressed 
on the phone transmitter sends a code according to the Table 1 
above to the DTMF decoder, the DTMF decoder decodes this 
code and sends a 4-bit output to the micro controller, the micro 
controller is programmed to react to this inputs from the DTMF 
decoder [9]. For specific key pressed, the micro controller may be 
programmed to output a high to trigger the relay to activate and 
make the circuit of the home appliance and the mains, and for 
another key pressed, the micro controller is programmed to output 
a low to deactivate the relay and break the circuit of the home 
appliance and the mains. 

DTMF control takes full advantages of the public switched 
telephone network, which makes it realize the remote control and 
receive the full-duplex communication [11]. The transmission 
distance of the control signal is not restricted as long as there is 
GSM network where the phone transmitter is, and there is a GSM 
network at the location of the receiver. The limitation of this 
control is that the number of home appliance it can control is 
limited to the keypad of a phone which is twelve in number; six 
keys to turn on and six keys to turn off appliances. 

2.4.  Descriptions of components 

The various components used to achieve a Radio Frequency 
remote control include: 

1) The HT12E (the encoder) [12], as shown in Figure 5. 
 

 
Figure 5. HT12E encoder 

These IC, HT12E is of the family of encoders which is capable 
of encoding information which consists of N address bits and 12 
– N data bits [12]. The ‘12’ in the name means 8 address lines and 
4 data lines while E letter represents ‘Encoder’. The four data lines 
of this encoder are the four input lines. These lines are used to 
give input which is to be encoded. In encoding, data is being 
wrapped up. For instance, if a binary signal ‘1001’ is needed at 
the output end, it is required to make data pins as ‘1001’. To make 
the data pin like this, ‘high’ or 5 volts (which digitally means ‘1’) 
is fed to pins ‘D0’ and ‘D3’ while ‘low’ or 0 volts (ground) is fed 
to pins ‘D1’ and ‘D2’. This together gives ‘1001’ which is 
transmitted out from the ‘Data out’ pin of the HT12E. The input 
given to data pin is in parallel form which is being transmitted into 
serial form from the data output pin.  

1) The HT12D (the decoder) [13], as shown in Figure 6. 
 

The HT12D is paired with the HT12E for complete encoding 
and decoding of information. Like the encoder, the ‘12’ in the 
name means 8 address lines and 4 data lines but the letter ‘D’ 
represents ‘Decoder’ [13]. Here, the data lines serve as the output 
pins. The encoded data which comes from the transmitter side 
goes into the Data in (Din) pin. The data which was in serial order 
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gets decoded and the output is generated at the four data line pins 
in same order as that on transmitter pin. For instance, if the binary 
of ‘1001’ is fed into the Data in (Din), the data line pins will be 
“1, 0, 0, 1” for ‘D8, D9, D10, D11’ respectively where ‘1’ is high 
(5 volts) and ‘0’ is low (0 volts). 

 

 
Figure 6. The HT12D paired up for complete information coding 

The address line is used to direct data from the encoder to 
travel to a specific decoder. When using a single pair of encoder-
decoder IC, the address pins are usually left unconnected. But if 
there is more than one decoder but only single encoder, it is 
necessary to give an address to the data that it might travel to 
specific decoder only and the data should not leak at unnecessary 
decoders. This is useful for the security of our data. 

1) The IC‑74147 
The HT12E discussed above provides only four inputs, for 

remote control application. This limits the number of devices that 
can be controlled. The 74147 in another encoder, which encodes 
10 – Line Decimal information to 4 – Line Binary Coded Decimal 
(BCD) information [14]. This IC is a multiplexer as it allows ten 
(10) inputs and gives out four (4) outputs which correspond to the 
input of the HT12E where the outputs of 74147 is connected [13, 
14]. The logic circuit is as shown in Figure 7 and the truth table is 
as shown in Table II. 

 

Table II. Truth table of 74147 

INPUTS OUTPUTS 

1 2 3 4 5 6 7 8 9 D C B A 

H H H H H H H H H H H H H 

X X X X X X X X L L H H L 

X X X X X X X L H L H H H 

X X X X X X L H H H L L L 

X X X X X L H H H H L L H 

X X X X L H H H H H L H L 

X X X L H H H H H H L H H 

X X L H H H H H H H H L L 

X L H H H H H H H H H L H 

L H H H H H H H H H H H L 
 

1) The 74138 
The HT12E encodes a 4 – line BCD information which is 

transmitted to the HT12D which decodes the 4 – line BCD 
information to give 4 outputs through the four output pins. The 
74138 is a 3 – Line to 8 – Line Decoders/Demultiplexers which 
allows 3 inputs to give out 8 outputs [15]. It only takes three of 
the HT12D outputs and demultiplexes it to eight outputs allowing 
the control of eight appliances. The internal circuitry is a logic 
circuit comprising of AND, OR and NOT gates as shown in 
Figure 8 and the truth table is as shown Table III [15]. 

 
Figure 8. Logic circuit of 74138 

Table III. Truth table of 74138 

INPUTS OUTPUTS 

A0 A1 A2 Y0 Y1 Y2 Y3 Y4 Y5 Y6 Y7 

L L L L H H H H H H H 

H L L H L H H H H H H 

L H L H H L H H H H H 

H H L H H H L H H H H 

L L H H H H H L H H H 

H L H H H H H H L H H 

L H H H H H H H H L H 

H H H H H H H H H H L 
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1) The 7476 
This IC is a flip flop built with two independent J-K flip-flops 
with individual J-K, clock, preset and clear inputs [16]. Its 
function table is as shown in Table IV. 

Table IV. Function table of 7476 

INPUTS OUTPUTS 
PRE������ CLR����� CLK J K Q Q� 

L H X X X H L 
H L X X X L H 
L L X X X H H 
H H ↓ L L QO Q�O 
H H ↓ H L H L 
H H ↓ L H L H 
H H ↓ H H TOGGLE 
H H H X X QO Q�O 

 

This IC can be connected in the toggle mode such that when it 
detects a negative edge trigger in the clock input, it toggles the 
state of the output from high to low or vice versa. 

1) The Amplitude Shift Keying (ASK) RF Module 

This RF module comprises of an RF Transmitter and an RF 
Receiver. The transmitter/receiver (Tx/Rx) pair operates at a 
frequency of 434MHz [17]. An RF transmitter receives serial data 
and transmits it wirelessly through RF through its antenna 
connected at pin 4. The transmitted data is received by an RF 
receiver operating at the same frequency as that of the transmitter. 
In this RF system, the digital data is represented as variations in 
the amplitude of carrier wave. This type of modulation is known 
as Amplitude Shift Keying (ASK). The RF transmitter and 
receiver are shown in the Figure 9 [17]. 

 
Figure 9. The RF module for transitions and receiving data 

The RF transmitter transmits any data fed into the data pin (pin 2) 
through the antenna connected at the antenna pin (pin 4). The 
receiver receives any data transmitted on its frequency through the 
antenna connected at the antenna pin (pin 8) and puts the data out 
through the data pin (pin 2). 

1) The IC 7805 

This IC is a voltage regulator, it has three pin outs: the input 
voltage pin, the ground pin and the output voltage pin. When a 
voltage greater than 5V is applied through the input pin, and the 
ground pin connected to the ground of the voltage source, the 

output pin gives out a voltage of +5V. From the name 7805, the 
“78” indicates that it is a positive voltage regulator, and the “05” 
indicates that it is a 5V regulator. With the help of this IC, positive 
power supply of 5V is achieved. 

3. Design and Development of the System 

The design method is as follows: 

• Component specifications are as shown in Table V. 

Table V. Components specification 

COMPONENTS 
VOLTAGE 

(V) 
CURRENT (mA) 

Transformer 12 1000 

Bridge rectifier 200 6000 

HT12E 5 0.5 

HT12D 5 0.5 

7805 5 5 

7812 12 5 

74138 5 5 

74147 5 5 

7476 5 5 

BC548 5 5 

Relay 12 30 

RF transmitter module 5 5 

RF receiver module 5 5 
 

• The system mainly comprises of two parts: the 
transmitter, and the receiver. The transmitter stands 
alone and makes use of power supply from a cell. It 
comprises of the input system, multiplexers and 
modulator. The receiver on the other hand comprises of 
the demodulator, demultiplexers, flip flops and control 
relays. The receiver section circuitry is divided into three 
sections: the power supply circuitry, the signal receiving 
circuitry and the switching circuitry.  

3.1. The Transmitter circuit design 

The transmitter section consists of the following components: 
Battery, 7805, 10µF capacitor (x2), 1KΩ resistor (x6), 74LS147, 
push button (x5), HT12E, ASK RF module transmitter. The 
transmitter section is powered by a 9volts battery. Due to the 
specifications of the components of the transmitter, 5 volts is 
required to power the ICs. This led to the voltage regulation by 
the use of the voltage regulator 7805, which regulates the 9 volts 
to 5 volts. This regulated voltage powers the whole transmitter 
section circuitry.  

The input pins of the 74LS147 which is a multiplexer is 
connected to the voltage source to make the pins logic one (1 – 
high). These pins are connected through resistors functioning as 
current limiting resistors. These resistors limit the current into the 
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74LS147 through the following analysis. The resistors R1 to R5 
are the current limiting resistors. The IC 74147 requires a current 
of 5mA and from the relation. The resistor calculation is shown in 
equations 1 and 2. 

             
I
VRIRV =⇒=                                               (1) 

For a current of 5mA and a voltage of 5 volts,  

             Ω=Ω== kR 11000
005.0
5

                           (2) 

Therefore, resistors R1 to R5 with value of 1kΩ each limit the 
current into the IC 74147 to 5mA. 

The input pins of the 74LS147 each is connected through a 
push button to the negative terminal of the battery. This is to 
provide logic zero (0 – low) to the IC when switched. When the 
button is pressed, the output pins changes as provided in the truth 
table of Table II. For this work, the control is for five appliances 
only. Pins 4, 3, 2, 1, 13 of the 74LS147 are used. When the buttons 
to these pins are switched independently, the output pins give 
logic output as analyzed in the Table VI. 

Table VI. IC 74LS147 signal multiplexing function 

Pin Button pressed Input Output 

4 B1 XXXXXXLHH LLLH 

3 B2 XXXXXLHHH HLLH 

2 B3 XXXXLHHHH LHLH 

1 B4 XXXLHHHHH HHLH 

13 B5 XXLHHHHHH LLHH 
 

The binary equivalent of these outputs LLLH, HLLH, LHLH, 
HHLH, and LLHH is 0001, 1001, 0101, 1101, and 0011 
respectively. This output of 74LS147 is fed to the input of the 
HT12E. The HT12E is a parallel data to series data encoder; it 
encodes the parallel data inputs (the output of 74LS147) that it 
receives from 74LS147 to a series data that it sends out through 
the Data out pin (pin 17). The encoding function of the HT12E 
gives an instance input of binary 1001 as shown in the Figure 10 
[18]. 

 
Figure 10. HT12E parallel to series encoder 

The serial output of the HT12E is transmitted to the RF 
module. The ASK RF module operates at a frequency of 434MHz, 
and transmits data that it receives using the radio frequency 
medium through the antenna connected at the antenna pin. The 
velocity of the transmitted data is the velocity of free space.  

                     83 10c = ×                                                 (3)                                                        

The wavelength is calculated from equation 4. 

Where    
8

8

3 10 0.69 69
434 10

cc f m cm
f

λ λ ×
= ⇒ = = = =

×
    (4)          

This implies that the wavelength (λ) of the transmitted data is 
69cm. 

3.2. The Receiver circuit design 

The receiver section has three sections that work together to 
receive and process the received signal and carry out a switching 
operation. These sections include: the power supply and the 
control section. 

3.2.1. The power supply 

The power supply comprises of the following components: 
220/12V transformer, bridge rectifier, capacitors, 7805, 7812 and 
AC plug. The power supply provides the voltages required by the 
ICs for proper operation. It involves the rectification of AC 
voltage to DC and the regulation of this DC to a voltage as 
required by the ICs. The transformer steps down the AC voltage 
to 12 volts, the bridge rectifier carries out a full wave diode 
rectification to give an output voltage as analyzed from equations.  

Peak value of the output voltage:   

          12 2 16.97mV V= × =                                        (5)  

Average value of output voltage:           

  2 2 16.97 10.8m
av

VV V
π π

×
= = =                    (6) 

Root mean square value of voltage:    

         12rmsV V=                                                           (7)  

Ripple voltage output: 

     2 2 2 222 12 10.8 5.23ac rms avV V V V= − = − =               (8)
       

Voltage across the ripple capacitor:  

    5.23 10.8 16.03dc ac avV V V V= + = + =       (9) 

This output voltage across the capacitor is regulated by the voltage 
regulator 7805 to give a +5V, and the 7812 also regulates this 
voltage to give a +12V. This makes available three terminals for 
5V, 12V and ground respectively. 

3.2.2. The control section 

This section carries out the control of household appliances. It 
is responsible for receiving the signal from the transmitter, 
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processing this signal and switching “ON” or “OFF” an appliance. 
It comprises of the following components: HT12D, 74138, 7476 
(×3), resistors (1KΩ ×7), transistors (BC548 ×5), diodes (1n4001 
×5), ASK RF module receiver and relays (×5).  

The ASK module receives signals transmitter at a frequency 
of 434MHz from the transmitter, it sends this signal out through 
its data pin (pin 2) to the data-in pin (pin 9) of HT12D. The ASK 
module operates with a voltage of 5 volts and a current of 5mA, 
this gave rise to a current limiting resistor connected to the voltage 
input of this module whose value is as calculated in equation 10. 

Ω=Ω=== k
I
VR 11000

005.0
5

                          (10) 

The HT12D is a series to parallel data decoder which decodes 
the serial binary data. It receives from ASK module to parallel 
data and gives out this parallel data through its output pins, pins 
12, 13, 14, 15. It gives out a “high” for binary one (1) and a “low” 
for binary zero (0) which is 5 volts and 0 volts respectively. An 
instance is given in the Figure 11 for when the HT12D receives a 
binary input of “1001” from the ASK module. 

 
Figure 11. HT12D series to parallel to decode 

The data decoded by the HT12D is a multiplexed data from 
the IC 74LS147 encoded by HT12E. This data decoded by 
HT12D, needs to be de-multiplexed. The output of this HT12D is 
therefore fed transmitted into the input pins of the IC, 74LS138. 
The 74138 is a 3 – Line to 8 – Line Decoders/De-multiplexer 
which allows 3 inputs to give out 8 outputs. It only takes three of 
the output pins of HT12D as input and de-multiplexes it according 
to the signal output of Table VI as shown in the Table VII. 

Table VII. IC 74LS138 signal de-multiplexing function 

HT12D 

Output 

74LS138 

Input 
Output Pin triggered 

LLLH LLL LHHHHHHH 15 

HLLH HLL HLHHHHHH 14 

LHLH LHL HHLHHHHH 13 

HHLH HHL HHHLHHHH 12 

LLHH LLH HHHHLHHH 11 

The Table VII shows that when button to pins 4, 3, 2, 1, 13 of 
the IC 74LS147 of the transmitter is pressed, pins 15, 14, 13, 12, 
11 of the IC 74LS138 of the control section is triggered from 
“high” to “low” (5 volts to 0 volts). These output pins of the 
74LS138 each is fed into a flip-flop. The IC 7476 is a flip flop 
built with two independent J-K flip-flops with individual J-K, 
clock, preset and clear inputs. With the five outputs of the 
74LS138, three of the IC 7476 is required. The flip flop is 
configured in a toggle mode such that when the clock input 
receives a negative shot trigger, the output is toggled. With this 
configuration of the flip-flop, when a button is pressed, the output 
of the flip flop will be “high” (5 volts), when the same button is 
pressed again, the same output goes “low” (0 volts).  

The outputs of the flip flops each is fed to the base of a 
transistor, BC548. The application of this transistor is for 
switching. When the output of the flip flop is high, the voltage at 
the base of the transistor becomes 5 volts, this biases the transistor 
and allows current to flow from the collector to the emitter. When 
the output of the flip flop is low, the voltage at the base of the 
transistor is 0 volts and thereby not biased, current will not flow 
to the emitter from the collector. A resistor is used at the base of 
the transistor to limit the current to the required base current ( )bI  
of 5mA. The value of this resistor is calculated from equation 
3.10. A relay is connected at the collector of the BC548 and 
12volts power supply as the relay is rated 12volts. The normally 
connected and the normally open terminals of the relay are 
connected to the switching terminals of the two-way switch which 
is used to achieve double control; manual and remote control. The 
AC life terminal is connected to the control terminal of the two-
way switch, and the neutral connected to the load. The second 
terminal of the load is then connected to the control terminal of 
the relay. When the relay and the two-way switch are switched to 
one path, the connected load is turned on, when the relay and the 
two-way switch is switched to different path, the load is turned 
off. In this case, either of the relay or the manual switch can be 
used to turn on or off the connected load.  

3.2.3. The Security Design 

The security design of the system comprises of additional 
circuitry added to both the transmitter and the receiver sections. It 
makes the receiver able to receive signal from the transmitter only 
when a condition set in the receiver is met on the transmitter. The 
circuit consists of push buttons connected to the address pins of 
the IC HT12E for the transmitter section and also push buttons 
connected to the address pins of HT12D for the receiver section. 

Transmission of signal from the transmitter to the receiver is 
only possible when the address line of the transmitted signal is the 
same with the address line of the receiver system. Exploring this, 
the push buttons in the receiver section are used to pre-set some 
pins as desired by the user to logic zero. The user of the transmitter 
must set similar pins on the transmitter section to logic zero before 
transmission will be possible. With this, only the user who knows 
the preset pins in the receiver can set the transmitter to transmit 
signal to the receiver. 
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4. The Simulation of the project 

Computer aided simulation of the project was carried out 
using a computer software called proteus. With proteus the project 
circuits were implemented by selecting various components of the 
design and interconnecting these components as regards to the 
project design.  

4.1. Implementation of the circuit on a temporary board 

Implementation of the circuit on a temporary board is for 
clarification purposes and testing of components reliability and 
functionality. The project design was carried out on a temporary 
board to ensure proper connection for testing as shown in Figure 
12.  

 
Figure 12. Implemented circuit on a temporary circuit board 

On the temporary project board, signals sent through the 
transmitter by pressing push buttons on the board were 
transmitted to the receiver and the action caused the switching on 
and off of an LED connected at the output section of the receiver. 
The result from test-running the circuit on the bread board was 
positive.  

4.2. Construction on a permanent board 

Subject to the positive result from the test on a temporary 
project board, implementation of the circuit on a permanent circuit 
board was carried out. This implementation involves the soldering 
of the components to the board, and carrying out appropriate 
connections of the components. The components were arranged 
on the circuit board following the specification of the circuit 
design. The construction of the work on the permanent circuit 
board (Vero board) is as shown in Figure 13 to Figure 17.  

4.3. Testing 

The testing of the circuit design was carried out while the 
project was implemented on the permanent circuit board. After 
soldering the power supply circuit on the receiver section, this 
power supply was tested to ensure that it gives the expected 
voltage of +5V and +12V and it tested positive. At completion of 
the construction of the transmitter and receiver section, an LED 

was connected to the TE pin out of the HT12D, whenever 
transmission is possible between the transmitter and the receiver, 
this LED will be on; with this, monitoring effectiveness of signal 
transmission was possible. When the implementation was 
complete, the project was equally tested to ensure that it is 
working. For the range of operation, the transmitter was moved 
away from the receiver while transmitting signals to estimate the 
distance for operation. The estimated range of operation of the 
project was within one hundred meters (100m). 

 
Figure 13. The receiver section showing the transformer 

 
Figure 14. The receiver section showing two loads being controlled 
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4.4. The Engineering measurement and evaluation bill 

The bill of engineering measurement and evaluation for the 
project is given as shown in Table VIII. 

Table VIII. Bill of Engineering Measurement and Evaluation 

MATERIAL QUANTITY COST (Naira) 

HT12E and HT12E 1 each 150 each 

RF MODULE 1 2000 

74147 and 74138 1 each 100 each 

7476 3 150 

BC548 5 100 

BUTTON 15 150 

DIODE (1N4001) 5 50 

RELAY 5 250 

RESISTORS 11 220 

7805, 7812, BATTERY 

& RECTIFIER 1 each 50 each 

TRANSFORMER 1 500 

CAPACITORS 2 60 

Packaging ---------- 700 

TOTAL  4880 
 

4.5. Analysis and Results 

When the transmitter is powered, a voltage of 5volts is 
impressed on the pins 11, 12, 13, 1 and 2 of the IC74147. With 
the resistors (1 kΩ each) in series to these pins, a current of 5 mA 
flows through each of these pins. When the button to a pin is 
pressed, a zero voltage (0 volts) is impressed to the pin and no 

current flows through the pin of the IC. This leads to series of 
signal processing within the circuit as analyzed in Table IX. 

Table IX. Analysis of signal transmission 

Transmitter Receiver 
Button 
Presse

d 
74147 Input 

HT12
E 

Input 

HT12
D 

Output 
74138 Output 

Load 
Triggere

d 

B1 XXXXXXLH
H LLLH LLLH LHHHHHH

H Load 1 

B2 XXXXXLHH
H HLLH HLLH HLHHHHH

H Load 2 

B3 XXXXLHHH
H LHLH LHLH HHLHHHH

H Load 3 

B4 XXXLHHHH
H HHLH HHLH HHHLHHH

H Load 4 

B5 XXLHHHHH
H LLHH LLHH HHHHLHH

H Load 5 
 

From Table IX, a button pressed in the transmitter causes a logic 
signal transmission from the input of 74147 to the out of 74138 
which triggers a load as in the table. The analysis of voltages, 
resistance values in the circuits are shown in equations 1 to 
equation 10 and the packaged completed project of an example 
has been developed for controlling two lighting points and having 
three socket outlets for the proposed appliances: a refrigerator, 
water heater and an air conditioner as shown in Figure 17. 

 
Figure 17. Image showing the project completed and packaged 

Remote controls developed with the technology of Infrared 
can only transmit signal within line of sight. This project transmits 
signal through obstacles on the line of sight. Other works with 
similar transmitting technology of Radio Frequency can be 
manipulated and controlled with any device transmitting signal on 
the same frequency. This project has security feature which states 
that the receiver can only receive signal from a transmitter 
carrying signal with the same signal address by the receiver. 

5. Conclusion 

Remote control is very important in household application, it 
brings about comfort when controlling and operating household 

Figure 15. Image showing the 
soldering work   

Figure 16. Image showing the 
transmitter section 
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appliances. It makes life easy while trying to make switching 
operation of appliances. In this work, the design and construction 
of a remote control for household application has been achieved. 
A transmitter system (the handheld remote), which comprises of 
encoder, multiplexer, RF module, push buttons, etc. has been 
developed which when operated, sends a signal to the receiver 
system. This receiver system receives and processes the signal 
from the transmitter, then turn ON or turns OFF an appliance. The 
receiver system which comprises of decoder, de-multiplexer, flip-
flops, transistor, relays etc. has also been developed which when  
receiving signal from the transmitter processes of the signal, 
switches ON or switches OFF a load. Incorporating a security 
system, allows transmission of signal only when certain 
conditions are met, thereby providing security for household 
appliances and the aim achieved. 
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1. Introduction 

The aerodynamics of tall buildings induced by the wind flow 
surrounding the building is characterized as that of a bluff body 
[1].The key factor affecting the aerodynamic loads on a bluff body 
include the approaching boundary layer wind, the characteristics 
of the bluff body and the condition of direct surrounding of the 
body such as presence of other bluff bodies [2].    

Furthermore, buildings are obstructing the motion of air called 
wind, and as a result, the wind is exerting force on buildings [3].  

Wind is composed of multitudes of eddies of varying sizes and 
rotational characteristics carried along in a general stream of air 
moving relative to the earth surface [4]. These eddies may give 
wind its gusty characteristic [4]. High wind speed of short 
duration are called gust. Large eddies whose dimensions are 
comparable with the structure tend to envelope the building 
(Figure 1) as they give well corrected pressure while small eddies 
result in pressure on various part of a structure that becomes 
practically unrelated with distance of separation[4]. Cladding on 
the other hand is the application of one material over another to 
provide skin or layer intended to control the infiltration of weather 
element or for aesthetic purpose. It is buildings envelop [5]. 

 

Figure 1: Generation of eddies 

Today in Nigeria, many office building use aluminum 
cladding panel (figure 6) because it is versatile, lightweight and 
durable unlike other cladding materials. Aluminum cladding 
panels has certain recycling properties that help in creating a wide 
range of customized panel with metal finishes.   

As is well known, the claddings and various building 
components are relatively small elements and their size is 
typically very small in relation to the entire structure [3]. So 
localized wind pressure variation according to BS6399-2:1997,[6] 
is required for their design and the analysis of the responses of the 
cladding panels to the design wind load is done using finite 
element analysis which is the subject matter of discussion in this 
paper. 
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Aim in this study is to analyze the wind loading responses of 
aluminum wall cladding panels of tall buildings using finite 
element analysis. 

The study sought to achieve the aim through the following 
objectives to: 

• Determine the magnitude of the design wind pressure   on 
the wall cladding panels of the tall building, 

• Calculate the wind speed at subsequent height of the tall 
building, 

• Determine the static responses of the aluminum wall 
cladding panels to the design wind pressure, and 

• Ascertain the regions on the wall cladding panel that 
require proper attention during the design and installation 
of the panel. 

1.  Flow phenomenon 
 

1.1. Positive pressure 
 

As shown in Figure 2, the maximum positive pressures 
generally occur at the windward wall and all facades will become 
windward for certain wind directions. The cladding panels located 
on that wall will become windward for same reason. The positive 
pressure increases as height increases which mean that the lower 
part of the building will be subjected to lower positive pressure 
and the top part of the building subjected to higher positive 
pressure except the top edges were the wind tends to negotiate 
with the edge, which results in lower positive pressure. 

 
Figure 2: Pictorial representation of positive pressures acting on building facade. 
 
1.2.  Negative pressure 

 

 Cladding panels located at the leeward wall, as well as 
sidewall of the tall building, are subjected to negative pressures 
(suction) which are very high at the corners of the tall building 
due to flow separation [3]. Suction can also be very high at the 
top-bottom corner region due to intense flow separation. The 
increase of these suction or negative pressure is mainly due to the 

shape of the building and not associated with increase in height 
and speed of the wind.  

 

 
 
Figure 3: Pictorial representation of negative pressures acting on building facade. 

 
2. Flow separation 

 

Pressure gradient is one of the factors that affect flow 
immensely. A negative pressure gradient is termed a favorable 
pressure gradient because it enhances the flow of the wind while 
a positive pressure gradient is termed an unfavorable pressure 
gradient because it retards the flow. 

 

From Figure 4 below, we have adverse pressure gradient 
downstream of S2, this effect is felt more strongly in the region 
close to the windward wall of the tall building where the 
momentum is lower than in the region near the free stream. A 
continuous retardation of the flow brings the wall shear stress at 
the point S2 on the windward wall to zero. From these point 
onwards, the shear stress becomes negative (S3) and the flow 
reverses and a region of recirculation flow develops (figure 3).  

 
We can see in figure 3 that the flow no longer follows the 

contour of the tall building. We say that the flow has separated. 
The point (S2) where the shear stress is zero is called the point of 
separation. Depending on the flow conditions, the recirculation 
flow terminates and the flow may become reattached to the body. 
A separation bubble was also formed (figure 3). 
 

There are various factors that can influence this reattachment 
one of which maybe that the pressure gradient has become more 
favorable due to body geometry or that the flow which was 
initially laminar may have undergone transition within the 
bubbles and may become turbulent [7]. A turbulent flow has more 
energy and momentum than laminar flow and this can kill 
separation and flow may re-attach.  

 

3. Methodology 
3.1. Research Designs 

The proposed study work is mainly focused to analyze the 
wind loading responses of aluminum wall cladding panels of a 
typical tall building. 
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The procedure employed in order to achieve this aim is 
outlined below: 

 

Figure 4: Pressure gradient and flow separation. 

1.   Getting a proper record of the wind speed distribution 
of the locality in consideration (Ikeja, Lagos state Nigeria). 

2.   Using the wind profile power law equation to determine 
the wind speed at subsequent heights for the 15th storey high rise 
building. 

3.   Calculating the values of the wind pressure on the 
Aluminum wall claddings using wind loading codes (BS6399-
2-1997). 

4.   Analyzing the responses of the aluminum wall 
cladding to the wind pressure using LISA finite element analysis 
software. 

 

3.2.  Area of the Study  

For the research work, wind speed data of Ikeja, Lagos state, 
Nigeria was used with reference to the wind speed map of Nigeria 
determined from 40years of measurement at 10m height.  

 
Figure 5: Nigerian wind map in m/s determined from 40 years measurements at 

10m height, obtained from Nigerian metrological department, oshodi,lagos state, 
Nigeria(NIMET). 

3.3. Case study 
The building selected for this part of the case study was a 62m 

x 30.5m x 47.8m, 15- story typical office building (Figure 6). A 
1.22m parapet was provided above the roof making total height of 
the building equal to 48.8m. The structural system contained 
reinforced concrete rigid frames in both directions as shown in 
Figure 6. The floor slabs were assumed to provide diaphragm 
action. The wall cladding panels are 120mm (width) × 
2440mm( length)×4mm (thickness) 

 
Figure 6: Structural system of the 48.8m tall building 

 
4. Analytical procedure 

From the wind speed map above it can be deduced that Lagos 
State (Ikeja) has a wind speed of 3.40m/s measured from a 10 
meter height. Using the power law, wind speed at subsequent 
height can be calculated with results, as follows: 

The wind profile power law relationship is: 

                                𝒖𝒖
𝒖𝒖𝒓𝒓

= ( 𝒛𝒛
𝒛𝒛𝒓𝒓

)𝒂𝒂                        (1) 
 

 Where u is the wind speed (in meters per second) at height z 
(in meters), and 𝒖𝒖𝒓𝒓 is the known wind speed at a reference height 
(𝒛𝒛𝒓𝒓) . The exponent (a) is an empirically derived coefficient that 
varies dependent upon the stability of the atmosphere. For neutral 
stability conditions, is approximately 1/7, or 0.143. 

 
In order to estimate the wind speed at a certain height (z), the 

relationship would be rearranged to: 
 

                                  u=𝑢𝑢𝑟𝑟( 𝑧𝑧
𝑧𝑧𝑟𝑟

)𝑎𝑎                      (2)  

The fundamental wind speed of the tall building 15th floor = 
4.256m/s 

Now, the Design wind speed can be calculated as 

                        Vs= Vb× Sa× Sd× Ss×Sp                                           (3) 

Sa=1+0.001∆𝑆𝑆                                            (4) 

To determine the standard effective wind speed 

                        Ve= Vs.Sb                                                                          (5)               
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Calculate the dynamic pressure 

qs=0.613Ve
2                                                (6) 

To calculate the external wind pressure on the windward wall 
of the tall building. 

Pe=qb.Ca.Cpe                                                                   (7) 
Table 1: Fundamental wind speed as per wind speed power law equation 

Storey Wind Speed(m/s) 
15th floor 4.256 
14th floor 4.203 
13th floor 4.159 
12th floor 4.112 
11th floor 4.061 
10th floor 4.000 
09th floor 3.946 
08th floor 3.880 
07th floor 3.807 
06th floor 3.724 
05th floor 3.628 
04th floor 3.514 
03th floor 3.372 
02th floor 3.182 
01st floor 2.883 

 

According to table 5 of [6], Cpe for leeward wall and sidewall 
have negative values which accounts for the negative values of 
the wind pressures shown in table 3. 

Where Vs is the site wind speed, Vb is the basic wind speed, 
Ve is standard effective wind speed, Sa is an altitude factor, ∆𝑆𝑆 is 
the site altitude in meters, Sd is a direction factor, Ss is a seasonal 
factor, Sp is a probability factor, Sb is the roughness factor, qs is 
the dynamic pressure, Pe stands for the wind pressure, Ca is the 
size effect factor for external pressure, Cpe is the external pressure 
coefficient for the building surface. 

4.1. Finite element modeling 
 

The static analysis of the response of the aluminum wall 
cladding panels to wind was carried out using LISA FINITE 
ELEMENT SOFTWARE. 
 

It was done firstly, by modeling the typical aluminum 
cladding panel with standard size of 120mm (width) × (2440mm) 
lenght×4mm (thickness) fixed at each ends. 

 
Table 2: Mechanical material properties of Aluminum wall cladding panel 

Young modulus    72Gpa 

Poisson ratio 0.33 
Density 5.5kg/m3   
Ultimate tensile strength 110 to 180mpa 
Yield strength 120mpa 
Shear modulus 26Gpa 
Shear strength 110mpa 

 

The Figure above is a finite element model of a typical Alloy 
EN AW-3103(Al Mn1) aluminum wall cladding panel of standard 
size of 1200mm (width) × 2440𝑚𝑚𝑚𝑚(𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ) ×
4𝑚𝑚𝑚𝑚(𝑙𝑙ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖). 

 
Figure 7A: Analytical model of the aluminum wall cladding panel showing 

nodes. 

 
Figure 7B: Analytical model of the aluminum wall cladding showing element 

surface 

 
Figure 8: Analytical model of the aluminum wall cladding subjected to varying 

design wind pressure. 
 

These aluminum cladding panels are fixed at the ends and 
subjected to wind loads calculated as per BS6399-2:1997 at 
different floors. 
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5. Result                                                                                                   
 

Table 3: Design of wind pressure on the aluminum cladding panels of the tall 
building 

Floor Hr(m) Pe 
wind-
ward 
(Pa) 

Pe lee- 
Ward 
(Pa) 

Pe 
sidewall 
Zone 
A(Pa) 

Pe 
sidewall 
Zone 
B(Pa) 

15th 
floor 

48.77 47.702 -28.060 -72.956 -44.896 

14th 
floor 

44.1 45.297 -26.645 -69.277 -42.632 

13th 
floor 

40.95 43.622 -25.660 -66.716 -41.056 

12th 
floor 

37.80 42.267 -24.863 -64.649 -39.784 

11th 
floor 

34.65 40.707 -23.945 -62.257 -38.312 

10th 
floor 

31.5 38.989 -22.935 -59.631 -36.696 

9th 
floor 

28.35 37.068 -21.960 -57.096 -35.136 

8th 
floor 

25.2 34.644 -20.795 -54.067 -33.272 

7th 
floor 

22.05 32.155 -19.655 -51.103 -31.448 

6th 
floor 

18.9 29.331 -18.355 -47.723 -29.368 

5th 
floor 

15.75 26.009 -16.845 -43.797 -26.952 

4th 
floor 

12.6 22.121 -15.110 -39.286 -24.176 

3rd 
floor 

9.45 17.423 -13.100 -34.055 -20.957 

2nd 
floor 

6.30 12.438 -10.365 -26.954 -16.587 

1st 
floor 

3.150 8.2740 -6.895 -17.927 -11.032 

 

5.1. Case 1 for cladding panels located at the windward wall of 
the 15th floor subjected to positive wind pressure of 47.702 

 

Figure 9: Von mises stress on the cladding panel 

Von mises stresses of the cladding for characteristic wind 
pressure of 47.702N/M2 was shown in figure 20. The largest stress 
occurs at the centre of the panel, and its value was 0.117Mpa. 
According to [8], the minimum to maximum yield tensile stress 

of 3013 Aluminum sheet is 120mpa. From the result shown in 
figure 14, the maximum von mises stress was 0.117mpa which is 
smaller than 120mpa. 

 

Figure 10: Principal stress 1 of the cladding panel. 

According to maximum principle stress theory, failure will 
occur when the maximum principal stress in a system reaches the 
values of the maximum strength at elastic limit in simple tension 
test. From the image above, it can be deduced that the maximum 
normal stress that occurred at the major principal plane was 
located at the centre of the panel with value of 0.6348MPa. In [8], 
the ultimate tensile strength of 3103 aluminum is between 110 to 
180Mpa. 0.6348MPa is less than 110MPa. 

 
Figure 11: Principal stress 2 of the cladding panel. 

The maximum normal stress that occurs at the principal plane 
2 is located at the region where the fasteners are attached with 
maximum principal stress of 0.01704MPa. This principal stress 
was lower than the ultimate tensile stress of the cladding panel. 
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Figure 12: Principal stress 3 of the cladding panel. 

The major principal stress 3 on the cladding panel is shown on 
the diagram above with maximum value of 0.003847Mpa. 

5.2. Case 2 for cladding panels located at the 15th floor of the 
leeward wall while being subjected to a design wind pressure 
of -28.060N/M2 

 
Figure 13: Von mises stress of the panel. 

The largest stress was recorded at the centroid of the panel 
with a value of 0.05689MPa knowing that the panel was 
supported at the ends. This stress is less than the yield stress of 
120mpa.  

 
Figure 14: Principal stress 1 of the cladding panel. 

From the principal stress contour diagram in Figure 14, the 
maximum normal stress acting on the major principal plane of the 
panel occurred at the center of the panel with a value of 
0.03568MPa. This value was smaller than 110mpa. 

 

Figure 15: Principal stress 2 of the cladding panel. 

According to [8], the stress limit for 3013Aluminium sheet is 
110mpa. From the result shown in figure 15, Maximum principal 
stress=0.008235MPa, which was smaller than 110mpa. 

 
Figure 16: Principal stress 3 of the cladding panel. 

From figure 16, the major principal stress =0.001860Mpa 
which was smaller than 110mpa. 

5.3. Case 3 for cladding panels located at the zone B side wall of 
the 15th floor subjected to suction wind pressure of -44.896Pa. 

 
Figure 17: Von mises stress of the cladding panel 

From the contour diagram in figure 17, the maximum von 
mises stress was located at the centre of the panel. Also because 
the panel was supported at the 4 sides, the wall cladding was 
deformed inwards from the centroids when normal pressure 
applied on the panel. The value of this maximum von mises stress 
was 0.1108MPa which was smaller than 120Mpa. 
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Figure 18: Principal stress 1of the cladding panel 

Major Principal Stress=0.06947MPa which was lower than 
110MPa.  

 
Figure 19: Principal stress 2 of the cladding panel 

Major Principal stress 2=0.01603 MPa which was also lower 
than 110MPa.  

 
Figure 20: Principal stress 3 of the cladding panel. 

Major Principal Stress=0.003621MPa which was lower than 
110MPa. 

5.4. Case 4 for cladding panels located at the zone B side wall of 
the 15th floor subjected to suction wind pressure of -72.956Pa. 

 

Figure 21: Von mises stresses of the cladding panel. 

From the contour diagram in Figure 21, the maximum von 
mises stress was located at the centre of the panel. Also because 
the panel was supported at the 4 sides, the wall cladding was 
deformed inwards from the centroids when normal pressure 
applied on the panel. The value of this maximum von mises stress 
was 0.1800MPa which is smaller than 120MPa.  

Major Principal Stress= 0.1129 MPa which was lower than 
110MPa. 

 

Figure 23: Principal stress 2 of the cladding panel 

Major Principal Stress=0.2605 MPa which was lower than 
110mpa. 
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Figure 24: Principal stress 3 of the cladding panel 

Major Principal Stress=0.005884 MPa which was lower than 
110MPa. 

6. Discussion and Conclusion 
Based on the results, the writer believes that the high wind 

speeds were not responsible for the failure of Aluminum wall 
cladding panels in ikeja Lagos state in Nigeria; instead, the 
failures lies on one or more of the reasons explained below. 
 

I. Poor workmanship and inadherence to installation details: 
The writer believes that poor workmanship and inadherence to 
application and installation details in the part of the cladding 
installer can seriously result in the incessant failure of cladding 
panels in the region being considered. These may include: 

A. Incorrect fixing of the panel to the supporting framework 
B. Insufficient allowance for panel movement 
C. End grain and onsite cuts not being sealed 

 

II. Dark colored finish:  The use of light colored paint is highly 
recommended for cladding. Research has clearly 
demonstrated that light colored paint provides much better 
service life for both the panel and paint used externally. Dark 
colored surface (especially on the north or west facing walls) 
heat up significantly more than light colored surface and this 
in turn will cause the panel to shrink and movement may lead 
to splitting. 

As a rule of thumb, the light reflective value (LRV) of the 
paint should be greater than 30% or a total solar reflective value 
(TSR) greater than 29%. This will ensure your paint color is not 
too dark [9]. Heat reflective paints should be used where possible. 
 

III. Use of lower quality aluminum cladding panels: The use of 
lower quality aluminum cladding panels can result to failure 
of cladding panels when subjected to minimal wind loads. It 
is recommended that the installer check the basic feature of 
the cladding panel before purchasing it. A durable cladding 
panel should have the following features. 

Alloy Used- AA3103 

Feature of the cladding panel before purchasing it. A durable 
cladding panel should have the following features. 

Alloy Used- AA3103 

Panel Thickness- 4mm (reference thickness) 

Weight- 5.5kg/m2 

Tensile Strenght-40N/MM2 

Coating- PVDF Based fluorocarbon coating 

Warranty- 10 years 
 

7.  Recommendation 

Claddings are a critical and important architectural feature of 
a building and represent a significant portion of the overall cost of 
a building construction [10]. Given the ever growing complexity 
and variety of modern building envelopes, the evaluation of their 
performance, in terms of structural integrity and durability as well 
as comfort requirements, in the pre-construction and construction 
phase is essential in order to avoid undesirable and costly 
problems during the service life of the building. 

On this premise, the researcher recommends that the following 
tests should be carried out before cladding installation. 

• pre-construction mock ups 
• Curtain wall air infiltration test 
• Structural performance test 

 

8.  Areas for further study 

There are still some areas in which detail study is required. 
One of which is: 

I. Analyses of the responses of Aluminum wall cladding 
panels to vortex shedding in high rise building. 
 

II. Analysis  of the responses of the entire Aluminum wall 
cladding system to wind loading in High-rise buildings 
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 The present article explains the modeling of a Gas Turbine system; the mathematical 
modeling is based on fluid mechanics applying the principal energy laws such as Euler’s 
Law, Newton’s second Law and the first thermodynamic law to obtain the equations for 
mass, momentum and energy conservation; expressed as the continuity equation, the 
Navier-Stokes equation and the energy conservation using Fourier’s Law. The purpose of 
this article is to establish a precise mathematical model to be applied in control 
applications, for future works, within industry applications. 
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1. Introduction  

Nowadays, turbines have become a very important 
engineering development with several applications in almost all 
markets not only the aviation industry but also from oil and fuel 
industry to daily commuting applications as mass transportation. 

There are several types of turbines; however this article will 
be centered in gas turbines. A gas turbine operates within the 
principle the Joule - Brayton cycle where compressed air is mixed 
with fuel, and afterwards burned under constant pressure 
conditions [Weston, 1992]. A gas turbine energy plant is an 
internal combustion system that converts chemical energy 
released from the burned fuel into heat energy, which converts to 
mechanical and/or electrical energy at the output of the process 
[1].  

A simple gas turbine power plant consists of three main 
components: a compressor, a combustor, & a gas turbine. The 
resulting high pressure gas is expanded through the turbine to 
perform work output often used to drive a shaft connected to a 
mechanical arrangement in order to produce the required form of 
energy (mechanical/electrical). 

A gas turbine, commonly called, combustion turbine, consists 
of an upstream rotating compressor coupled to a downstream 
turbine with a combustion chamber in between. The increasing 
usage & applications of gas turbines drive the necessity to design 

more complex dynamic systems. For such enterprise, the 
necessity, to understand turbo machinery behavior & deep 
knowledge on how to control them, has grown exponentially [2].    

1.1. Mathematical models of Gas Turbines. 

Diving into mathematical models of gas turbines; one of the 
mostly used is the Rowen’s model which is a simplified 
mathematical representation of four gas turbines covering a 
horsepower range from 26,000 HP to 108,000 HP. The model 
incorporates, both, the control and fuel system characteristics as 
well as those relative to the turbo machinery. This model is 
suitable for a wide range of ambient temperatures, and the 
influence of axial flow compressor variable inlet guide vanes is 
included in the models as appropriate to the actual machinery 
configuration. The Rowen’s Model is one of the vastly used 
mathematical models in turbo machinery applications as it also 
incorporates control system logic [3].  

Other example of mathematical models is led by the 
Department of Mechanical and Process Engineering in the ETH 
based in Zurich which has been working in smart controlled gas 
turbines to obtain fuel efficient-reliable operation [4]. 

A control-oriented model is necessary for the purpose of 
modeling and fault detection. An oriented model defines the 
input-output behavior of the micro gas turbine system with 
reasonable precision at low computational complexity. It is 
designed to include explicitly all relevant transient effects and is 
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represented by a set of nonlinear ordinary differential equations, 
which are derived from physical first principles [5]. 

1.2. Operation of the Gas Turbine. 

The basic operation of the gas turbine is similar to the steam 
power plant except that air is used instead of water. Fresh 
atmospheric air flows through a compressor that brings it to higher 
pressure. Energy is then added by spraying fuel into the air and 
igniting it so the combustion generates a high-temperature flow. 
This high-temperature with high-pressure gas enters a turbine, 
where it expands down to the exhaust pressure, producing a shaft 
work output in the process.  

 

The turbine shaft work is used to drive the compressor and 
other devices such as an electric generator that may be coupled to 
the shaft. The energy that is not used for shaft work comes out in 
the exhaust gases, so these have either a high temperature or a 
high velocity. The purpose of the gas turbine determines the 
design so that the most desirable energy form is maximized. Gas 
turbines are used to power aircraft, trains, ships, electrical 
generators, or even tanks [6, 7].  

In an ideal gas turbine, gases undergo three thermodynamic 
processes: an isentropic compression, an isobaric (constant 
pressure) combustion and an isentropic expansion. Together, 
these make up the Brayton cycle. That is shown below: 

 
Figure 1. The Brayton cycle [8]. 

In a practical gas turbine, mechanical energy is irreversibly 
transformed into heat when gases are compressed (in either a 
centrifugal or axial compressor), due to internal friction and 
turbulence. Passage through the combustion chamber, where heat 
is added and the specific volume of the gases increases is 
accompanied by a slight loss in pressure. During expansion the 
stator and rotor blades of the turbine, irreversible energy 
transformation, once again, occurs. 

2. Main variables in the system. 

2.1. Main sections of a Gas Turbine.  

The combustion (gas) turbines are being installed in many of 
today's natural-gas-fueled power plants and they are complex 
machines, but they basically involve three main sections. 

Beginning with the air intake design; this drag air into the 
compressor which pressurizes it and feeds it to the combustion 
chamber inside the engine at speeds of hundreds of miles per hour. 
Then, the combustion system typically made up of a ring of fuel 

injectors that inject a steady stream of fuel into combustion 
chambers where it mixes with the air supplied. The mixture is then 
burned at temperatures of more than 2000 degrees F. The 
combustion produces a high temperature, high pressure gas 
stream that enters and expands through the turbine section. 

 
Figure 2. Main sections in a gas turbine [9]. 

The turbine, finally, is an intricate array of alternate stationary 
and rotating aerofoil-section blades. As hot combustion gas 
expands through the turbine, it spins the rotating blades. The 
rotating blades perform a dual function: they drive the compressor 
to draw more pressurized air into the combustion section, and they 
spin a generator to produce electricity [10]. 

2.2. Main variables from the thermodynamic process.  

The main stage variables are defined based upon the 
independent states within the thermodynamic process during the 
Brayton cycle. As it is shown in the next image, there are 4 main 
states during the process in which all the variables involved have 
a different behaviour in specific points through the cycle but these 
does not mean that the variables will remain static throughout the 
entire process.  Refer to figure 5 to understand the different stages 
within the cycle.  

 
Figure 3. Main sections of a Gas Turbine [11]. 

The main variables in a thermodynamic process are: density, 
pressure, temperature and fluid velocity. 

The Joule-Brayton Cycle illustrates the basic Gas Turbine 
stages during the transformation process of fluid energy into 
rotatory work; in each step there are specific conditions 
(isentropic compression & expansion as well as isobaric 
combustion and cooling) that must need to be taken into account 
during the mathematical modelling definition [11].  

3. Mathematical model 

The mathematical model was developed using the physics 
conservation laws such as the mass conservation, the linear 
momentum conservation, the ideal gases equation and the energy 
conservation.  
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3.1. Continuity equation. 

The continuity equation is governed by the principle that mass 
is neither created nor destroyed, just transformed. This principle 
is one of the foundations in the study of fluids movement. This 
concept is defined by differential and integral equations. Consider 
an arbitrary control volume in a flux. By the principle of 
conservation of mass, the sum of the mass variation rate from 
inside the volume and the mass that travels to the surface of the 
volume is zero. Figure 6 describes the mass conservation through 
the control volume: 

 
Figure 4. Control volume for the mass conservation. 

Where Ax is the mass flux that enters the system and Bx is the 
mass flux that is leaving the system through the x axis. For the 
value of Ax and Bx it is necessary to use a Taylor series expansion 
and the equation is the next one: 

 ( ) ( )( )
2 2

u x u xAx Bx u u
x x
ρ ρρ ρ

 ∂ ∆  ∂ ∆    − = − − − −     ∂ ∂     
  (1) 

The change rate of the accumulated mass flow is given by the 
next equation:  

 ( )dxdydz dxdydz
t t

ρρ∂ ∂
=

∂ ∂
  (2) 

Finally, by applying the same analysis in all axes and 
gathering the terms in equation (2), the result is the continuity 
equation: 

 ( , ) 0V
t
ρ ρ∂
+∇ =

∂


  (3) 

3.2. Cauchy equation. 

The previous analysis using CV for the mass conservation is 
also used for the linear momentum conservation. It is necessary to 
apply the Newton's second law to a differential fluid element. This 
also holds that the sum of the forces on a particle is equal to the 
rate of change of its linear momentum.    

The CV that holds the linear momentum conservation is the 
same that in the previous analyses: 

Where Ax is the linear conservation that enters the system 
and Bx is the linear conservation that is leaving the system through 
the x axis. Also it is necessary to use a Taylor series expansion. 
The equation that holds this is the next one: 

 ( ) ( )( )
2 2

Vu x Vu xAx Bx Vu Vu
x x

ρ ρρ ρ
 ∂ ∆  ∂ ∆    − = − − − −     ∂ ∂     

  (4) 

 
Figure 5. Control volume for the linear momentum conservation. 

The change rate of the accumulated linear momentum is 
given by the next equation:  

 ( ) VV dxdydz V dxdydz
t t t

ρρ ρ
 ∂ ∂ ∂

= + ∂ ∂ ∂ 


 

  (5) 

By applying the same analysis as in the continuity equation 
and gathering the terms in equation (5), and equalling to the 
surface and body forces, the resulting is the Cauchy equation: 

 1 1
B s

V V V Vu v w F F
t x y z ρ ρ

 ∂ ∂ ∂ ∂
+ + + = + ∂ ∂ ∂ ∂ 



  (6) 

And finally for the right hand side of the equation (6), it 
holds that the body forces are just the gravity and the surface will 
be manage as an input, so [12,13,14]: 

 1
s

V V V Vu v w g F
t x y z ρ

 ∂ ∂ ∂ ∂
+ + + = + ∂ ∂ ∂ ∂ 



  (7) 

3.3. Energy differential equation. 

The first law of thermodynamics states the conservation of 
energy. Considering a system, that changes in the power 
expressed by the sum of the input energy as heat and work. The 
power system comprises the internal energy and kinetic energy. 
The next figure represents the control volume of the conservation 
of energy in the system: 

 
Figure 6. Control volume for the energy conservation. 
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Where Ax is the amount of heat and works that enters and Bx 
is the amount of heat and work that comes out analyzed only on 
the x-axis: 

 [ ] [ ] ( ) ( )( )
2 2

T T pu dx pu dxAx Bx Kdx x x x
x x x x

 ∂ ∂ ∂ ∂  − = + ∆ − − −  ∂ ∂ ∂ ∂  
  (8) 

And analysing the relations in the three axes of the quantity of 
fluid that occupies in the element infinitesimal generates the 
equation. 

 
2 2 2

2 2 2

( ) ( ) ( )T T T pu pv pwK K K dxdydz
x y zx y z

 ∂ ∂ ∂ + + − − −
 ∂ ∂ ∂
 

∂ ∂ ∂
∂ ∂ ∂

  (9) 

Given the equation of the first law of thermodynamics, the 
material derivative of the energy of the system is expressed as 
follows: 

 
2 2 2 ~

2
D gz dxdydz
Dt

u v w u
ρ ρ ρ

ρ ρ
 + +
 + +
  

  

  (10) 

Equaling the equation (9) and (10) and substituting the 
consideration that the internal energy expressed by the next 
equation: 

 
0

~ T

T

u CpdT= ∫   (11) 

The next equation is the equation that involves the temperature 
in the system and by adding some terms relate of the shear forces 
expressed everything in a vector form is the equation well known 
as the energy balanced equation [12,15,16]:  

 2 ;TCp V T q K T p V
t

ρ µϕ∂ + ∇ + = − − ∇ + ∂  ∇
 

  (12) 

3.4. State differential equation of ideal gases. 

The ideal gas law is the equation of state of a hypothetical 
ideal gas. It is a good approximation of the behavior of many 
gases under many conditions, although it has several limitations.  

The next images represent the curve lines of the relationship 
between pressure (on the vertical, y-axis) and volume (on the 
horizontal, x-axis) for an ideal gas at different temperatures: lines 
that are farther away from the origin represent higher 
temperatures. 

 
Figure 7. Graph of isotherms ideal gases [17]. 

The ideal gas law is often written as nRTPV = : 

Where: 

• P  is the pressure of the gas, 

• V is the volume of the gas, 

• n is the amount of substance of gas (in moles), 

• R is the ideal, or universal, gas constant, equal to the 
product of the Boltzmann constant and the Avogadro 
constant, 

• T is the absolute temperature of the gas. 

The state of an amount of gas is determined by its pressure, 
volume, and temperature. Therefore, an alternative form of the 
ideal gas law may be useful. The chemical amount (n) (in moles) 
is equal to the total mass of the gas (m) (in grams) divided by the 
molar mass (M) (in grams per mole): 

 mn
M

=   (13) 

By substituting the last equation in equation number (12):  

 mPV RT
M

=   (14) 

Subsequently introducing density ρ = m/V, we get: 

 RP T
M

ρ=   (15) 

Defining the specific gas constant R specific(r) as the ratio R/M [12, 
17]: 

 specificP R Tρ=   (16) 

It is common, especially in engineering applications, to 
represent the specific gas constant by the symbol R. In such cases, 
the universal gas constant is usually given a different symbol such 
as R to distinguish it. As establish pressure, density and 
temperature as variables, it is possible to derivate in respect of 
time and it obtains the next equation:  

 p TRT R
t t t

ρ ρ∂ ∂ ∂
= +

∂ ∂ ∂
  (17) 

The equation (17) is the last one in order to describe a gas 
turbine behaves by differential equation.

 

3.5. Mathematical modelling simplifications. 

The next step is to express all derivate with respect of space in 
derivate with respect of time using the chain rule.  

 V
t n
ρ ρ∂ ∂
=

∂ ∂
  (18) 

And for the second order derivate the equation is as follow:  
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2 3

V
t

V nt V n V n
t n tV t tt t

n nn n
t t t

 ∂
 ∂ ∂  ∂ ∂ ∂∂   ∂ ∂ ∂ ∂  − ∂ ∂ ∂∂     ∂ ∂∂ ∂= = =

∂ ∂∂ ∂ 
 ∂ ∂ ∂ 



  


  (19) 

 
( )

2

2 3

V V
V t t

n V

∂ ∂
−∂ ∂ ∂=

∂

 


   (20) 

Applying the equations (18) and (20) to equations of 
conservation of mass, momentum, pressure and energy: 

 
2

u
t u t
ρ ρ∂ ∂
= −

∂ ∂
  (21) 

 1
2 s

u F
t ρ

∂
=

∂
  (22) 

 ( )

2

2 3

2

[ 0]
2

2

T K uT T
t tCp u

p u u u
Cpu t t tCpu

ρ
µ

ρ ρ

∂ ∂
= − −

∂ ∂

∂ ∂ ∂
− +

∂ ∂ ∂

  (23) 

 

2

2 3

2

[ 0]
2 2

2

p u RK uRT T T
t u t tCp u

Rp u R u u
Cpu t t tCpu

ρ
ρ

µ

∂ ∂ ∂
= − − −

∂ ∂ ∂
∂ ∂ ∂

− +
∂ ∂ ∂

  (24) 

4. Simulations. 

The simulations results are plotted in 3 different steps, the first 
part represents the compressor, in which the main variable to 
follow is density; also temperature and pressure are plotted. Then 
the second step is the combustor, here the main variable to follow 
is the temperature but also the variable of density is plotted, just 
remembering that the combustion is an isobaric process, in other 
words, the pressure doesn’t suffer a significant change. Finally 
and control objective, the rotor; in here, it is necessary to keep a 
set point of velocity, because it is where all the work and main 
subsystems that the gas turbine will feed are connected. The next 
image is the Joule - Brayton cycle that represents the 3 main steps 
that just were described. 

The first curve is the adiabatic compression; the second curve the 
isobaric combustion and finally the adiabatic expansion.  

As explained during compression, the main variable that to 
be controlled is the density; Figure 11 represents  the hatch that 
allows the amount of air to pass while opened at 90% of its 
capacity thus generating a density approximately of 50 Kg/m^3. 

 
isotherms ideal gases. 

 

Also the pressures temperature were plotted as seen on figure 10. 

 

The hatch opened at 90% of its capacity generating a pressure of 
380 KPa approximately. The systems needs a certain fluid 
velocity to start working, for that reason the hatch it is opened 
proportionally during the first 15 seconds until the fluid velocity 
reached a speed of 80 m/s. Then the hatch is opened in one shot 
until 90% of it capacity.   
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The temperature reached during compression was 380°K 
approximately.    

 

The highest temperature reached throughout all operating 
cycle was during combustion phase while opening the fuel hatch 
at 90% of its capacity as the main variable during this stage is 
temperature as combustion is done ay isobaric conditions so while 
the pressure stayed the same, the final temperature reached was 
900°K approximately.  

The objective of a gas turbine control logic is to be able to vary 
the rotor speed as needed at the precise timing. The next image 
shows the rotor behaviour through the cycle;, it splits into two 
different phases; first during compression and finally during 
combustion.  

The last figure shows the final rotor velocity was 650 rev / 
seconds when the hatch of the air and fuel were opened at 90%. 

5. Future work 

5.1. Algorithm control in the system.  

Advanced controlled systems based in mathematical modeling 
can sustain the next development steps as it increases the deep 
knowledge of what is happening from a complete system vision 
criteria and guarantees the results that are required, as it gives 
complete control of the rotor’s movement ,the speed that is 

required, the pressure inside the compressor and finally the 
temperature of the combustion chamber to work along with an 
inter-cooling system at the precise timing that is needed so the 
output of the cycle is within the expected range of efficiency and 
performance [18]. 

 

For the implementation of this idea, new combustor and blade 
designs will be required to allow appropriate heat exchange 
between cold and hot fluids, ensuring high integrity and risk 
mitigation of the structural components as well as health and 
safety conditions respectively. New manufacturing techniques for 
these complex geometries will be required that can enhance mass 
transfer during the internal cooling cycle [19]. 

 

6. Conclusions 

The complexity of the systems and the effective applications 
of gas turbines drive the need to develop highly complex 
mathematical models with a high accuracy in order to precisely 
control the turbine dynamics in order to exceed efficiency and 
performance balance. If correctly applied, it can be ensured that 
all the variables from the system cycle are going to be within the 
working limits conditions that the turbine would demands.  The 
model developed is based in the three main systems particular to 
the turbine: compressor of the fluid, rotor shaft and combustion 
chamber.  

Finally, advanced controlled systems based in mathematical 
modeling increase the reliability of what is happening in the 
complete system giving a holistic view and guarantee the results 
that are required with an optimal efficiency. 
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The SoC estimation of Li Ion batteries presents a difficult task for almost 
applications in order to ensure their higher energy density and their 
safety. Hence, there have been several methods to optimize the state of 
charge of the Lithium cells such as observer strategies which have been 
considered in this work. Kalman filter observer has been selected for 
state optimization. It has been considered to stabilize the error 
estimation of battery state thanks to its gain through the following non 
linear fractional model. The fractional model has been deduced from 
analysis of Impedance Spectroscopy data and it has been well defined by 
Fractional Order Calculus. The performance of Kalman filter has been 
evaluated through the simulation results. They have improved the 
efficiency and limits of Kalman theory to determine the actual internal 
state of cells.
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1 Introduction

The optimization of state of charge for Lithium batter-
ies presents the main effect on their internal states in
several applications [1]. It leads to maintain the activ-
ities of applications in permanent way.
The state of charge (SoC) is meaningful parameter
that is defined in case of discharge of the battery [2].
It presents the shift time of battery capacity through
the following expression [3]:

SoC(t) = 100 ∗
∫ t

t0

Ib(τ)
Q

dτ (1)

with Ib: the current of the battery, Q: the nominal ca-
pacity of the battery and τ : Time of energy storage.
The SoC optimization is a difficult issue for different
domains due to its dependency on some factors such
as battery capacitance, temperature and internal re-
sistance and also the problem of defining it easily [4].
Therefore, many researches have focused on the possi-
bility to estimate the SoC of the Lithium cells through
different techniques [5,6,7] such as Direct measure-
ments [8], Book keeping estimation [9], SoC estima-
tion based on models [10].
The most considered technique for SoC optimization
is Observer techniques [11,12].
This method is based on puting the following battery
model to the observer and update the optimization of
the states by calculating their erros which are the set
of difference data between the measured and desired

state [13]. The model based methods presents among
the diagnosis technology and especially fault diagno-
sis. They are designed for extraction parameter from
impedance spectra and optimization the state of the
electrochemical systems. It has been described in fig-
ure 1.

Fault Diagnosis technology

Parameter estimation

System parameter Fault parameter Observer

State estimation

Filter

Model based method

Figure 1: Properties of the model based method for
fault mechanism and diagnosis

The equivalent battery models permit to make
conformity between electrochemical impedance and
electric impedance measured by Electrochemical
Impedance Spectroscopy (EIS). They own medium
mathematical complexity and they ensure good pre-
cision in field of optimization.
In general, there is a fractional order aspect of equiv-
alent models for electrochemical systems [14, 15,

*Faten Ayadi, Sfax-Tunisia, fatenayedi65@gmail.com

www.astesj.com 180
https://dx.doi.org/10.25046/aj020424

http://www.astesj.com
http://www.astesj.com


F. Ayadi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 4, 180-188 (2017)

16]. Moreover, the fractional models have been well
defined by Fractional Order Calculus (FOC) [17].
Thanks to fractional order calculus, the several dy-
namic and chemical phenomena of Lithium battery
have been perfectly characterized. Many researches
have improved the efficiency of fractional order in
electrochemical fields [18] for example: according to
Ichise et al., fractional calculus has been used for anal-
ysis of electrode processes through an analog simula-
tion of non-integer order transfer functions [19].
SoC estimation based on model for electrochemical
systems requires an accurate fractional descriptor ob-
servers [20]. In addition, there are some researchers
who have focused on this direction like Yan Ma and
Xiuwen Zhou have considered the fractional kalman
filter observer to optimize the state of charge of Li Ion
batteries [21] and also Fei Zhang et al. has proposed
the extended Kalman filter to ensure the stability of
error estimation of SoC [22].

The objective of this research work consists on pre-
senting new strategy for SoC estimation based on ob-
server for Lithium cells.
Kalman Filter has been proposed to determine cor-
rectly the state of Lithium batteries. It has been
more explained and described in section 4.2 . Indeed,
Kalman filter has been theoritically checked and there
has been improved that it is efficient method in field
of prediction of State of Charge (SoC).

2 Dynamic model for Lithium
battery

The Lithium battery considered in this paper is
Lithium cell LiFePO4, model (SP-LFP40AHA). This
part has focused on defining the dynamic phe-
nomenon of selected Lithium battery by analysis
of Impedance spectroscopy data in each frequency
range.

In fact, Impedance Spectroscopy (IS) has been the
most considered strategy in field of estimation of state
of charge of electrochemical systems thanks to its ben-
efits. It is direct measurement that precises a suitable
circuit related to characteristics of impedance curve
at the level of frequency domain [23]. The measure-
ment of impedance has been carried out in frequency
range from 0.01 Hz to 1 KHz. Futhermore, impedance
spectroscopy may identify the parameters of the sev-
eral components for the equivalent circuit such as dif-
fusion coefficient and kinectic variables [24, 25, 26].
The Lithium battery is closely non linear system and
there is difficulty to identify its chemical coefficients
and variables. So, thanks to impedance spectroscopy,
there is possibility to determine the several chemical
internal reactions which then can be defined by equiv-
alent model.

Figure 2 shows the measured impedance diagram
in 50% of SoC for wide range of frequencies. The
several dynamic phenomena of Lithium battery have
been appeared in each frequency range.:

• Parasitic effects and electro migration in the
electrolyte and connectors at high frequency
part (300Hz < f < 355 Hz).

• Charge transfer inside the battery and exactly
in the interface between the electrode and elec-
trolyte at mid frequency part
(354.8Hz < f < 3.54 Hz). It is identified by ZCP E
which is defined in next section.

• Diffusion phenomena of ionic species in low fre-
quency (f < 3.54 Hz). It is identified by Zw
which is defined in next section.

1 1.5 2 2.5

x 10
−3
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x 10
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Real(Z) in Ω

Im
(Z

) 
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 Ω

Low frequency part 

Diffusion phenomena
Mid frequency part

Charge transfer 

reaction

High frequency part

Parasitic Effects

Figure 2: Measured Impedance spectra for LiFePO4,
model (SP-LFP40AHA) in 50% of SoC

Hence, the topology of equivalent model for chosen
Lithium cell has been presented in figure 3. Dynamic
battery has been modelled by set of electrical compo-
nents.

Ub

I
L

r

Re CPE

Rct

Zω

Z

Figure 3: Topology of equivalent model for Lithium
cell LiFePO4, model (SP-LFP40AHA)

With I : the Current of LiFePO4 battery, Z:
Impedance of LiFePO4 battery , Ub: the terminal of
LiFePO4 battery.

The several effects over frequency range have been
illustrated as:

• High frequency effects have been defined by in-
ductance L in parallel with his interne resistance
r .

• Electrode effects have been presented by ohmic
resistance Re.

• Mid frequency effects have been defined by par-
allel circuit constant phase element CPE- trans-
fer resistance Rct .
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• Low frequency effects have been identified by
Warburg impedance Zω

Li Ion cells is non linear electrochemical system
and there is difficulty to deduce its appropriate prop-
erties. So, in order to obtain the optimal values of bat-
tery model variables which have been shown in figure
3, there has been used the genetic algorithm (G.A) as
fitting procedure.
The optimal values of model have been deter-
mined through mechanism of evolutionnary algo-
rithm which is described in figure 4.

Figure 4: Mechanism of Genetic Algorithm

The dynamic model for LiFePo4 has been de-
scribed in figure 5 and its structure is based on hys-
terisis phenomenon which is presented by open cir-
cuit voltage OCV and from impedance spectroscopy
analysis.

OCV

Re CPE

Rct
V1 Ib

Zω

+
V2

-

Vbat

Figure 5: Dynamic Model topology for Lithium cell

The inductance element L hasn’t been involved in
the battery model because the Lithium ion cells are
less applied in high frequencies range.

2.1 Parameters of battery model

There are different parameters related to equivalent
model such as:

• The double layer capacitance CPE models the
imperfect capacitors that appear in experimen-
tal spectra. It is defined by its fractionnary
impedance through the following expression
[24]:

ZCP E =
1

Q(jω)β
(2)

with : Q > 0 , 0 ≤ β ≤ 1

• Zω is fractionnary impedance for warburg el-
ement. Its main characteristic consists in its
straight line with constant slope at the level of
Nyquist diagram in low frequency values. The
impedance Zω can be written as in semi infinite
diffusion [25]:

Zω(jω) =
α
√

2
(jω)σ

(3)

with : α : the diffusion parameter and σ = 0.5 .

• OCV : Open Circuit Voltage and it is considered
as crucial variable that expresses many criterias
of performance for the battery. The open circuit
voltage is used for SoC estimation [26].

A non linear relationship between OCV and
SoC has been illustrated in the litterature. In
fact, some recent works have proposed some ap-
proximations for this relationship in order to fa-
cilitate its calculation.

Among these approximations, the relation be-
tween OCV and SoC is considered as [27]:

OCV (z) = K0 +K1
1

eλ1(z−Θ1)
+K2

1
eλ2(z−Θ2)

+K3
1

eλ3(z−1)
+K4

1
eλ4z

+K5z
(4)

with z is the state of charge of the battery, Ki=1...5
are the linear parameters and λi=1..4 , Θi=1..2 are
the non linear parameters.

Table 1 presents each values of the following co-
efficient Ki in order to fit the measured curve
OCV . This set of values has been determined by
Genetic Algorithm and it has been considered as
optimal results by the process.

Table 1: Values of coefficient Ki

K0 K1 K2 K3 K4 K5
2.67 2.7 2.85 2.93 3.1 3.4

This approximation relationship has been plot-
ted in figure 6.
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Figure 6: Diagram of OCV over SoC range

The objectif of battery model is defining the sev-
eral electrochemical reactions which own the frac-
tional criterias. They are expressed by Fractional Or-
der Calculus (FOC).

3 Non Linear fractional model

The dynamic model which has been shown in fig-
ure 5 is considered as non linear fractional model.
The fractional order calculus is a tool for defining the
fractional models. The fractional aspect in general
presents among the characteristics of electrochemi-
cal systems. They have been developed and eval-
uated through fractional order calculus in some re-
searches [28]. Besides, by recent works, the FOC
has been defined as mathematic operator using differ-
entiation with integration to non integer order aDtq

where q: the order, a and t : the bounds of the op-
eration. It is applied in science fields like bioenge-
neering [29], electronics [30, 31] and control theory
[32]. In addition, almost engineer applications have
focused on FOC startegies which are based generally
on describing the aspects of dynamic systems by con-
densed expressions and considering non local charac-
teristics such as thermal diffusion phenomenon [33]
and botanical electrical impedances [34].

Fractional order calculus is denoted as [35]:

aDt
q =


dq

dtq if q > 0
1 if q = 1∫ t

0 dτ
−q if q < 0

(5)

with aDtq is initialized qth order differintegration.

At the level of this work, FOC is fractional differ-
entiation and according to Grunwald-Leitnikov, it can
be written as [36, 37]:

Dqx(t) = lim
4T→0

1
T q

t
4T∑
i=0

(−1)i
(
q
i

)
x(t − i4T ) (6)

with 4T : the sampling time, q: the order Grunwald-
Leitnikov fractional derivative of x(t).(

q
i

)
=

Γ (q+ 1)
Γ (i + 1)Γ (q − i + 1)

(7)

where Γ (q) is the generalization of factorial function
[38]. It is expressed as:

Γ (q) =
∫ ∞

0
yq−1e−ydy (8)

In this part, the constant phase element CPE and
the warburg element Zω have been considered as frac-
tional elements [39].

In fact, the fractional element is defined as [39]:

Zf ractional =
1

Y (jw)δ
(9)

where: Y is the coefficient; −1 ≤ δ ≤ 1 : the arbitrary

order of the fractional element which can be an inte-
ger or a fraction. It is characterized by straight vertical
line in Nyquist plot for low frequency domain.

For CPE, its fractional model is given as [20]:

ZCpe =
1

C1(jω)β
(10)

For Zω, its fractional model is given as [20]:

Zwarburg =
1

W (jω)σ
(11)

where: W is the coefficient and β, σ are the arbi-

trary orders of the fractional elements: 0 ≤ σ ≤ 1 and
0 ≤ β ≤ 1.

In this work, the double layer capacitance CPE has
treated as perfect capacitor C1 and then its following
equation is given as:

ZCpe =
1

C1(jω)
(12)

Among the effectiveness of FOC for electrochem-
ical systems, it defines precisely the chemical phe-
nomenon of Lithium batteries. It has been improved
in figure 7 for measured impedance spectrum in 50%
of SoC of Lithium batteries.
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Figure 7: Measured Impedance vs Impedance model
presented by FOC

The dynamic behavior of the battery which has
been presented by FOC has been given as:
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• For diffusion phenomenon: It has been defined
by Zwarburg .

• For charge transfer phenomenon: It has been de-
fined by capacitorC1 in parallels with resistor R.

According to figure 7, the diffusion phenomena
has been obvisiouly well defined by FOC. The straight
line of Zwarburg is similar to line with constant slope of
Zω.

Thanks to FOC, the equivalent circuit of the bat-
tery can be deduced and hence the chemical reactions
can be identified through many parameters related to
different circuit components.

3.1 Fractional battery model

The equations of the fractional model from figure 4
has been expressed as in the following form:

DβV1 =
Ib
C1
− V1

RctC1
(13)

where V1: the voltage at the level of RctC1 parallel cir-

cuit.
DσV2 =

Ib
W

(14)

where V2: the voltage at the level of warburg element.

D1z =
Ib
Cn

(15)

where Cn : the capacity of the Li Ion battery .

The voltage of Lithium battery Vbat is the sum of
open voltage and voltages at the level of the electrode
resistance Re , the RC parallel circuit and warburg el-
ement.

It can be written as:

Vbat =OCV (z) +ReIb +V1 +V2 (16)

3.2 State space for Lithium battery model

Through the different equations (13)-(16), the state
space for Lithium cell can be given as:

Dqx(t) = Ax(t) +Bu(t)

y = Cx(t) +Du(t)
(17)

where: x(t): the vector of the following states;

x =
(
z V1 V2

)
T

A, B, C, D: The matrices with:

A=


0 0 0
−1

RctC1
0 0

0 0 0

 , B=


1
Cn
1
C1
1
W

 , C=
(
K5 1 1

)
,

D= Re, q =
(
1 β σ

)
, y= Vbat : Output of state

space.

u(t): Input of state space with u=Ib (The current
of the battery).

4 SoC optimization using frac-
tional observer

The observers have been considered as an alternat-
ing tool for some problems which exist in practice
like: the high cost of installation of the devices and
long time of measurements of the missing variables.
The main role of observers is determining the un-
known variables related to the state vector and reduc-
ing the use of expensive sensors [40]. This area has
been attractive by many researches [41,42] and many
kind of observer strategies have been evolved espe-
cially for several classes of chemical systems to esti-
mate their internal states [43, 44]. In addition, the
use of observers becomes a challenge in front of many
requirements of accuracy and suitable estimation per-
formances. For the recent workers, there was set of
types of observers which have been cited in electro-
chemical fields [45].

The design of observers owns an appropriate
methodolgy. It has been firstly based on linear forms
with presence of noises [46]. Then, there has been
a developpement at the level of their forms due to
the complexity of the systems. Hence, non linear ob-
servers have been widely considered [47]. They have
based on mathematical models and they are evaluated
by observer’s equations. Indeed, the gain and the op-
timization of error dynamics are the main properties
for model based observers.

Figure 8 presents the procedure of observer de-
sign.

Figure 8: Procedure of observer design

Moreover, the observer is among elements of con-
trol theory and it estimates in real time the state of
given system from measurements of its inputs and
outputs. Its principle has been described in figure 9.
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Figure 9: Reconstruction of state space involving the
state observer

4.1 Observability of non linear fractional
model

The observability is criteria for control approach. It
is based on defining the behavior of internal states
of the system by knowledge of its measured outputs
[48]. The observability condition is main part for ob-
server designing and especially it depends on the for-
mulation of the given system where there is choice of
type of observability. Futhermore, there is two kinds
of observability conditions: observability matrix and
observability Gramian. In this work, the observability
Gramian [49] has been considered to detect the aspect
of given system.

The state space (17) for non linear fractional sys-
tem has been firstly evaluated for its observability and
then it has been put into the state observer. It is effec-
tively observable at time t if there is θ < t where the
state at time t can be finded by knowing its outputs
over the interval [θ t] [50].

The observability Gramian matrix W(θ, t) is de-
fined as [51]:

W (θ,t) =
∫ t

θ
Eγ (AT (t − τ)γ )CTCEγ (A(t − τ)γ )dτ (18)

where Eγ is Mittag-Leffler function which is ex-
pressed as follows [52]:

Eγ (x) =
∞∑
k=0

Ak

Γ (1 +γk)
(19)

with γ > 0
According to the battery model, the observability

matrix W(θ, t) is expressed as:

W(θ, t)=

 6.100 5.8965 5.9512
5.75 5.9512 6.110

5.9512 6.12 7.110


This matrix is invertible and thus its inverse

W −1(θ,t) exists.

Futhermore, the non linear fractional model is ob-
servable and there is possibility to estimate its in-
ternal state from knowledge of its external outputs.
Hence, this model would be synthetized through an
observer by following method which has been shown
in figure 10 :

Figure 10: Battery model based on SoC estimation
through the feedback method Kalman filter observer

As described in figure 10, SoC estimation is en-
sured by feedback method Kalman Filter which has
been explained in next sections.

4.2 Fractional Kalman filter (FKF) ob-
server design

Model battery variables are not available directly to
measure them. Hence, they need an accurate optimal
tool to determine them which is fractional kalman fil-
ter (FKF).

Kalman filter is an estimator algorithm based on
the informations about the given model and input,
output signals in presence of noise [53]. Its opera-
tion can be done in real time using the actual input
measurements and the previously calculated states.
Kalman filter doesn’t need past informations during
its run where it tries to find the minimum mean
square error optimization states of the actual Lithium
states.

The objectif of fractional Kalman filter is getting
an appropriate optimization results by reducing the
cost function in the following steps [54]:

argmin
x

[(x̂k −x)P̂k
−1

(x̂k − x)T +(yk +Cx)Rk
−1(yk +Cx)T ]

(20)
with x̂k is the state vector prediction and P̂k is the er-

ror covariance of state estimation.
The FKF is recursive algorithm and the form of

state space (17) has been expressed as discrete form
from stochastic theory:

For k ≥ 1 : x(k + 1) = [4qTA+ diag(q)I]x(k)

−
N+1∑
i=2

(−1)i
(
q
i

)
x(k + 1− i) +4qT Bu(k)

+w(k)

y(k) = Cx(k) +Du(k) + v(k)

(21)

with
(
q
i

)
= γi = Cqi = q!

i!(q−i)!

w(k): Stochastic disturbance; v(k): Output noise.
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Fractional Kalman filter owns two main steps
where the state estimate is evaluated through several
equations presented in figure 11:

- Prediction step: permits to compute and up-
date the state estimate and error covariance through
mathematical relation between the priori estimation
(x̂k−, P̂k−) and the posterior estimation (x̂k+, P̂k

+).

- Correction step: updates the measurements of
state estimate and error covariance.

The formulation of FKF designed for state opti-
mization [20, 55, 56] has been summarized in figure
11:

Figure 11: Fractional Kalman Filter for state optimiza-
tion

5 Simulation results and analysis

The performance of fractional Kalman filter has been
evaluated for SoC estimation of the battery by Logi-
ciel Matlab Simulink and the run time of simulation
is about 1000 secondes.

The several simulation results have been performed
through set of conditions:

• The fractional model of Lithium battery is ob-
servable

• The initial SoC value has been considered as
0.88.

• Presence of stochastic disturbance and output
noise w(k) and v(k).

5.1 Analysis of error for SoC estimation

Figure 12 shows the SoC optimization by proposed
observer Kalman filter and its error estimation.
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Figure 12: SOC estimation and its error by Fractional
Kalman filter observer

According to figure 11, Kalman filter well opti-
mize the SoC of the battery . It provides good state of
charge estimation error thanks to its accuracy for pa-
rameter estimation. Hence, the stability between the
model and the observer has been perfectly ensured by
Kalman filter.

Besides, the dispersion of error of SoC estimation
for fractional kalman filter is not totally concentrated
at zero error. It is more dispersed and tends to -0.005
due to the problem of choice of initial parameters.
This explains that the optimal values of SoC are not
exactly equal to real SoC values.

5.2 Analysis of rise time for SoC estima-
tion

The rise time of proposed estimation method may ex-
plain about its speed responses and improves its dy-
namic performance.

The desired state of charge by Kalman filter ob-
server converges slowly to real state. Thus, it isn’t con-
sidered for real time applications.

Kalman filter owns limits for convergence of the
variables. It takes a long period to reach to real values
of the following state of charge (SoC) due to its slowly
operations. According to figure 11, the estimated state
has been firstly fluctuated in narrow range and then it
has been converged to real SoC. Hence, Kalman Fil-
ter observer is very slow method and it owns long rise
time for SoC estimation.

So, Kalman filter doesn’t operate perfectly in term
of estimation rise time and it yields to get bad quality
of state optimization for electrochemical systems.
It has high time consumption due to the long time of
calculation of the covariances (Pk , Qk , Rk).
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5.3 Discussion

The dynamic performance of Kalman filter has been
synthetized through simulation results. Kalman filter
observer can estimate the state of charge of Lithium
battery despite of its limits.

In fact, it has high time consumption which de-
pends on two reasons:

• The first reason: It is related to calculation of
feedback coefficients. For Kalman filter, its gain
is determined through the equations related to
prediction and correction steps.

• The second reason: There is long time of calcula-
tion of complex covariances which makeS a big
time consumption for Kalman filter.

Besides, Kalman filter has high estimation rise time
due to its slow responses for SoC prediction of
Lithium batteries.

In order to get better the state estimation for bat-
teries, the extension form of these proposed tech-
niques can be considered.

6 Conclusion and Outlook

A new strategy for SoC estimation has been de-
scribed in this work which has based on state observer.
Its main principle is using the equivalent fractional
model of Lithium battery and determining from it the
state of charge through observer methods. The battery
model has been defined from impedance spectroscopy
analysis. Each chemical property of the battery has
been modelled through set of electrical components.
The selected technique for state optimization is Frac-
tional Kalman filter. Its operation for SoC estimation
has been explained. The performance of this method
and several aspects of SoC estimation (Rise time and
time consumption) have been evaluated theoretically
and there has been improved that Kalman filter ob-
server has benefits and limits to predict the internal
state of the batteries due to its long rise time and time
consumption.

Future goals of this work is overcoming the lim-
its of Kalman filter by considering its extension form
or a robust and fast observer tool for SoC estimation
which is Proportional Integral Observer (PIO). It well
defines through its operations the actual states of elec-
trochemical systems.
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 Day by day, data grows exponentially large using advanced technology and it requires 
effective analytical techniques to analyze the unknown and useful facts, patterns, 
associations and new trends which will provide new way for giving treatment to diseases 
and to provide good  quality healthcare at low cost for everyone. This paper describes 
uncover valuable insights, various lifestyle choices, some social determinants, clinical and 
financial factors that it may effect the overall health of an individual. It also presents how 
to analyze the facts by using big data analytics to improve the healthcare in the world and 
also describes the various steps involved in Big Data Analytics process and discusses its 
advantages and challenges which show impact on healthcare organization. 
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1. Introduction  

In the digital world, data are generated as large sets from 
various sources. The fast transition from conventional to digital 
technologies has contributed to the growth of big data. It provides 
evolutionary breakthroughs in many fields with collection of large 
datasets. Big Data is generated everyday by diverse segments of 
industries like business, finance, manufacturing, healthcare, 
education, research and development etc.  In general, it refers to 
the collection of large and complex datasets which are difficult to 
store and process using traditional database management tools or 
data processing applications. So there is need of developing and 
using an effective, innovative tools and technologies offered by 
Big Data. Data can be of structured, unstructured and semi-
structured type. Different variety of data include the text, audio, 
video, log files, sensor data etc. in petabytes and beyond. As the 
data is too big from various sources in different form, it is 
characterized as 5 V’s. The 5 V’s of Big Data are: Volume, 
Variety, Velocity, Veracity and Value [1].Volume represent the 
size of the data - how large the data is. The size of the data can be 
represented in terabytes and petabytes. Variety represents the data 
which appears in different forms. Velocity represents the motion 
of the data and the analysis of streaming of the data. Veracity 
represents the availability and accountability of various sizes of 
data. Value represents the high quality of data. The Big Data helps 
more to healthcare in the world [9].The healthcare organization 
has generated large amount of data till date, which is scaled in 

petabytes or exabytes. According to [3], with such fast and rapid 
growth of data, U.S. healthcare alone will soon reach the zettabyte 
(1021 gigabytes) scale. The main goal of healthcare industry is to 
analyse this big volume of data for unknown and useful facts, 
patterns, associations and trends with the help of machine learning 
algorithms, which can give new innovative techniques for 
treatment of various diseases. The aim is to provide high quality 
healthcare at lower cost to all. This can be a beneficial one for the 
entire world. Big Data sources are showed in the following Figure 
1. 

2. Characteristics of Big Data: 
 

 

The 5 V’s of Big Data relevant to Healthcare are:  

i) Volume: As described earlier, healthcare industry 
produces the variety of data with more growth rate. 
According to EMC report and the research firm IDC, the 
healthcare data increases with 48 per cent annually. In 2013 
year, the healthcare data was 153 Exabyte’s and it may 
increase to 2,314 Exabyte’s by 2020.[1-2]  

ii) Variety: In the past, the healthcare organization was 
generating clinical data of patients with similar symptoms, 
storing and analysing it to derive the most effective course 
of treatment for the admitted patient. Now the healthcare 
industry is focusing on complete healthcare, by providing 
an effective treatment through analysis of a patient’s data 
from various other sources also. This refers to the variety. 
Generally, the varied health care data falls into one of the 
three categories - i.e. structured, semi structured and 
unstructured. Generally the following data is collected: 
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clinical data from Clinical Decision Support systems 
(CDSS) (physician’s notes, genomic data, behavioural 
data, data in Electronic Health Records (EHR), Electronic 
Medical Records (EMR)), machine generated sensor data, 
data from wearable devices, Medical Image data (from CT 
scan, MRI, X Ray’s etc.), medical claim related data, 
hospital’s administrative data, national health register data, 
medicine and surgical instruments expiry date 
identification based on RFID data[3-6], social media data 
like Twitter data, Facebook data, web pages, blogs and 
various  articles.[7]  

  
 

 

 

 

 

 
 

 
Figure 1: Big Data Sources 

 

iii) Velocity: It refers to the frequency and speed at which 
data is generated, captured and shared. More data is 
generated by consumers as well as businesses with in 
shorter cycles, from hours, minutes, and seconds down to 
milliseconds. The wearable devices and sensor devices 
collect real time physiological data of patients rapidly. This 
new data which is being generated every second is posed a 
complex and critical challenge for data analysts. Social 
media data is also added to velocity as the users views, 
posting data, feeding data scale up in seconds to enormous 
amount in case of epidemics/national disasters.  
 

iv) Veracity: It refers to trustworthiness of data. Data is 
accumulated in real-time and at a rapid pace, or velocity. 
The continuous flow of new data presents new challenges. 
Just as the volume and variety of data that is collected and 
stored has changed, so is the velocity at which speed it is 
generated and that is necessary for accessing, analyzing, 
and comparing as well as taking decisions based on the 
output. Most healthcare data has been traditionally static—
paper files, x-ray films, and scripts. Velocity represents 
regular monitoring, such as more daily diabetic glucose 
measurements (or more continuous control by insulin 
pumps), blood pressure readings, and EKGs. Meanwhile, 
in many medical situations, constant real-time data (trauma 
monitoring for blood pressure, operating room monitors 

for anesthesia, bedside heart monitors, etc.) can mean the 
difference between life and death.[8-9] 

v) Value: It refers to the quality of data. The data of EMR’s 
and EHR’s are recognized as high value data normally. But 
it is too difficult to certify the value of data from social 
media. So, the effective analytical methods are needed for 
the high value data to lead for better quality, effective 
healthcare solutions and innovations. 

 
The following Figure 2 depicts the 5 V’s of Big Data in 
Healthcare.   

  

           

 

 

 

 

 

 

 

 

 

 

 

             

Figure 2: Five V’s of Big Data in Healthcare 

3. Literature Survey: 

By increasing digitization of healthcare information, it is 
needed to improve the quality of healthcare, results, and reducing 
the costs. The advanced tools and technologies are used in health 
care organizations to generate valuable insights of digital 
healthcare information. The organizations must analyse patient 
information to more accurately measure the risk and for better 
outcomes. At the same time, many organizations are working to 
increase data transparency for producing latest insightful 
knowledge.  

To exchange health information between various providers 
and payers, some integrated delivery networks can be formed. The 
pharmaceutical companies are tied up to protect patients’ privacy 
while making data available to qualified researchers outside the 
organization. 

 Kiyana Zolfaghar et al. [17] has presented prediction model 
to give possible solutions for congestive heart failure incidents 
using Mahout Framework. The raw data is pre-processed and 
converted to encoded format which will be given as input to the 
Mahout framework, using random forest algorithm.  

Joseph M. Woodside [18] has presented, inefficient vendors 
can be identified, and who is poor in the member's lifestyle 
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decisions and compliance with preventative care programs. For 
individuals, intensives can be given, such as cash, gift cards which 
are considered as one of the recommended changes in the health 
care system.  

   Existing analytical techniques can be applied to the vast 
amount of existing patient related health and medical data to reach 
a deeper understanding of results, which can be applied at the 
point of care. Ideally, these data would inform each physician and 
their patients during the decision-making process and used to 
identify the appropriate treatment option for that particular patient.   

4. BDA Initiatives for Healthcare Industry in the World 
Most of the countries have initiated the number of big data 

initiatives around the world. Some of the initiatives are described 
as follows:  

New Zealand’s Ministry of Health has collaborated with New 
Zealand Society to Study about Diabetes. These have used SAS. 
[10] 

Data analysis for providing a Virtual Diabetes Register which 
combines and filters the health information to determine 
accurately that how many people are diagnosed with the diabetic 
condition and predicting who can develop diabetes in the 
future.[12] 

McKinley Children’s Centre of California provides child 
welfare services in Los Angeles country. The organization serves 
for more than 700 children annually, which provides the services 
such as residential care, foster care and adoptions, special 
education, and mental health services. The center has launched an 
innovative big data analytics for initiating the staff identifying the 
variables that impact each child’s success and identifying the right 
combination of programs to improve outcomes. [13]  

The Data Science Institute of Columbia University, New 
York has collaborated with the New York City Department of 
Health and Mental Hygiene (NYC DOHMH) for working a 
project that focuses on the detection of disease outbreaks in New 
York City restaurants. The main goal of this project is to identify 
and analyze the unprecedented volumes of user-contributed 
opinions and comments on social media sites such as Twitter, 
Face book and Yelp, which host massive amounts of content by 
users about their real-life experiences and opinions about 
restaurants. It will help to extract reliable indicators of otherwise-
unreported disease outbreaks associated with the restaurants. The 
NYC DOHMH analyses these indicators, as they are produced, to 
decide when additional action is required to be taken. This project 
is developing non-traditional information extraction technology 
over redundant, noisy, and often ungrammatical text-- for a public 
health task of high importance to society at large. [14]  

WellPoint, Inc. is an Indiana polis-based health Benefit 
Company wanted to reduce the waste of resources (money) by 
improving the utilization management (UM) process, which 
governs the pre-approval of healthcare insurance coverage for 
many medical procedures. Its goals were to accelerate processing 
of physicians’ treatment requests, save members’ time and 
improve efficiencies in the approval process, while continuing to 
base UM decisions on medical evidence and clinical practice 
guidelines(for ensuring consistency in process).It was a very big 

challenge considering the volume of data that is analyzed in 
making UM decisions. WellPoint was teamed the IBM on a new 
method to UM: using the cognitive system IBM Watson to 
provide approval guidelines for nursing staff, based on clinical 
and patient data. WellPoint trained Watson with 25,000 historical 
cases. The system uses hypothesis generation and evidence-based 
learning to generate confidence-scored recommendations that 
help nurses make decisions about UM. The new system provides 
responses to all requests in seconds, as opposed to 72 hours for 
urgent pre-authorization and three to five days for elective 
procedures with the previous UM process. Encouraged with 
success of the system, today 15,835 healthcare provider offices 
use it. [15]  

Seattle Children's Hospital and Regional Medical Centre is 
using big data analytics as part of its Clinical Standard Work 
(CSW) program, which defines patient populations and 
recommends an ideal protocol for each population, allowing 
ensuring that every patient at the hospital receives the same 
standard of care. The CSW program gets the enormous data from 
enterprise data warehouse (EDW) which currently integrates data 
from 10 sources across the hospital, including electronic medical 
records (EMRs) and billing systems. With the help of CSW 
program, the doctors and nurses get complete information based 
on thousands of data points of each patient, they get answers to 
complex queries about potential treatments and procedures, and 
identify pathways of care for patients with particular needs, 
regardless of provider. Clinicians can also evaluate treatment 
protocols for determining the resources which need to be allocated 
by hospital. [16] 

 Seton Healthcare Family, based on Texas, Austin. It has used 
the IBM Content and Predictive Analytics for Healthcare 
solutions. The system gives an integrated view of relevant clinical 
and operational information to drive more informed decision 
making. By teaming unstructured content (History and Physical, 
Discharge Summaries, Echocardiogram Reports, and Consult 
Notes) with predictive analytics, Seton is able to identify patients 
likely for re-admission and introduce early interventions to reduce 
cost, mortality rates, and improved patient quality of life. 

Doctors at UCLA with the help of IBM Watson Foundations 
have recently started using data streaming technology in order to 
make more informed decisions about brain functions and 
abnormalities. Using IBM Watson foundations, physicians are 
able to gather data from sensors to analyze brain functions in real 
time. As a result of the use of this technology, patient care can be 
substantially improved, and doctors have more time to serve for 
more patients. 

The U.K.’s National Health Service uses cloud analytics 
software to pluck numerical and text data on health-care facilities 
from spread sheets and databases and presents it in plain English 
on its website, NHS Choices. This endeavor is helpful to its 
citizens, as they can make better choice about their care based on 
information of about 50,000 health care facilities. The software 
uses natural language generation techniques and to examine 
through structured data and automatically present it in story form. 

US State of North Carolina processes about 88 million claims 
totaling about $12 billion annually from 66,000 providers who 
treat the state's two million Medicaid patients., The State’s 
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Department of health and human services in collaboration with 
IBM used big data analytics to help identify suspicious billing 
patterns by healthcare providers. Using three years' worth of 
North Carolina Medicaid claims data, IBM data mining software, 
which featured special algorithms and modeling capabilities, was 
applied to detect common fraud and abuse schemes. Almost 90% 
reduction in fraud was achieved. 

Informatics for Integrating Biology and the Bedside (i2b2) is 
an NIH-funded National Centre for Biomedical Computing based 
at Partners HealthCare System. The i2b2 Centre developed a 
scalable informatics framework that will enable clinical 
researchers to use existing clinical data for discovery research and, 
when combined with IRB-approved genomic data, facilitate the 
design of targeted therapies for individual patients with diseases 
having genetic origins. 

The Human Connective project which led by Washington 
University, University of Minnesota, and Oxford University is 
working to map the human brain by making a comprehensive 
connectivity diagram. It will produce invaluable information 
about brain connectivity, its relationship to behavior, and the 
contributions of genetic and environmental factors to individual 
differences in brain circuitry and behavior. This will help to figure 
reasons why certain people have certain brain disorders, help the 
physicians to easily diagnose and in certain cases prevention of 
mental or physical illness. Over a 3-year span (2012-2015), the 
Human Connectome Project (HCP) has scanned 1,200 healthy 

adult people and the generated data is made publicly accessible 
quarter wise. 

In January 2015, President Obama announced a new 
biomedical research project that is “Precision Medicine” which 
will use the power of big data to help for the development of 
specialized drugs to cure the diseases like cancer and diabetes. 
The program shall collect genetic data of one million Americans 
so scientists could develop drugs and treatments tailored to the 
characteristics of individual patients. 
 

5. Big Data Analytics Process Steps: 

There are different steps in Big Data Analytics process.  

 
Figure3 Functional Architecture of Big Data Analytics Process 
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ii) Cleaning of Data: Generally, the healthcare data is seen as 
flaws like many patients don’t share their data completely 
like data about their dietary habits, weight and lifestyle. In 
this type of   cases the empty fields need to be filled 
appropriately. Another example, the gender can be either at 
most one of two values i.e. male or female. In case any other 
value or no value is present then such entries need to updated 
and handled accordingly. The data from sensors, 
prescriptions, medical image data and social media data need 
to be expressed in a structured and suitable form for 
performing effective analysis.[2] 

iii) Integration of Data: The BDA process makes use of data 
where accumulated across various platforms. This data may 
be varied in metadata (the number of fields, type, and format). 
The total data can be grouped correctly and consistently into 
a dataset which can be effectively used for data analysis 
purpose. This is a very challenging task, considering the big 
volume and variety of big data.  

iv) Querying, Analysis and Interpretation of Data: After 
cleaning of data and integration, the next step is to query the 
data. A query can be simple one like what is mortality rate in 
a particular area? Or complex query like how many patients 
with diabetes would be likely to develop heart related 
problems in next 6 years? Based upon the complexity of the 
query, the data analyst can choose appropriate platform and 
analytic tool.  

The following Figure 3 depicts the functional architecture of 
Big Data Analytics process steps. 

5.1 Technology Support for Big Data Analytics in Health Care:  

There are large number of open source and proprietary platforms 
and tools available in the market. Some of them are Hadoop, Map 
Reduce, Storm, Grid Grain. Big Data Databases like Cassanadra, 
HBase, Mongo DB, Couch DB, Orient DB, Terrastore, Hive etc. 
Data Mining tools like RapidMiner, Mahout, Orange, Weka, 
Rattle, and KEEL etc. File Systems like HDFS and Gluster. 
Programming Languages like Pig/PigLatin, R, and ECL. Big Data 
Search Tools like Lucene, Solr etc. Data Aggregation and 
Transfer Tools like Sqoop, Flume, and Chukwa. Other tools like 
Oozie, Zookeeper, Avro, and Terracotta. Some open source 
platforms are also available like Lumify, IKANOW [11]. 

The criteria for platform evaluation may be varied for different 
organizations. Generally the ease of use, availability, the 
capability to handle voluminous data, support for visualization, 
high quality assurance, cost, security can be some of the variables 
to decide upon the platform and tool to be used. Some of the 
platforms and tools are mentioned the following Table 

Table 1 Platforms & Tools for Big Data Analytics in Healthcare 

Platforms 
&Tools 

Description 

 
The Hadoop 
Distributed File 
System (HDFS) 

HDFS enables the underlying 
storage for the Hadoop cluster. 
It divides the data into smaller 
parts and distributes it across the 
various servers/nodes. 

 
MapReduce 

MapReduce provides the 
interface for the distribution of 
sub-tasks and the gathering of 
outputs. When tasks are 
executed, MapReduce tracks the 
processing of each server/node. 

 
 
PIG and PIG 
Latin 
 

Pig programming language is 
configured to assimilate all 
types of data 
(structured/unstructured, etc.). It 
is comprised of two key 
modules: the language itself, 
called PigLatin, and the runtime 
version in which the PigLatin 
code is executed. 

 
 
 
Hive 

Hive is a runtime Hadoop 
support architecture that 
leverages Structure Query 
Language (SQL) with the 
Hadoop platform. It permits 
SQL programmers to develop 
Hive Query Language (HQL) 
statements akin to typical SQL 
statements. 

 
 
 
Jaql 

Jaql is a functional, declarative 
query language designed to 
process large datasets. To 
facilitate parallel processing, 
Jaql converts “‘high-level’ 
queries into ‘low-level’ queries” 
consisting of MapReduce tasks. 

 
 
 
Zookeeper 

Zookeeper allows a centralized 
infrastructure with various 
Services, providing 
synchronization across a cluster 
of servers. Big Data analysis 
applications utilize these 
services to coordinate parallel 
processing across big clusters. 
 

 
HBase 

HBase is a column-oriented 
database management system 
that sits on top of HDFS. It uses 
a non-SQL approach. 

 
 
Cassandra 

Cassandra is also a distributed 
database system. It is designated 
as a top-level project modeled to 
handle big data distributed 
across many utility servers. It 
also provides reliable service 
with no particular point of 
failure 
(http://en.wikipedia.org/wiki/Ap
ache_Cassandra) and it is a 
NoSQL system. 
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Oozie 

Oozie, an open source project, 
streamlines the workflow and 
coordination among the tasks. 

 
Lucene 

The Lucene project is used 
widely for text 
analytics/searches and has been 
incorporated into several open 
source projects. Its scope 
includes full text indexing and 
library search for use within a 
Java application. 

 
Avro 

Avro facilitates data 
serialization services. 
Versioning and version control 
are additional useful features. 

 
 
Mahout 

Mahout is yet another Apache 
project whose goal is to generate 
free applications of distributed 
and scalable machine learning 
algorithms that support big data 
analytics on the Hadoop 
platform. 

 

6. Big Data Analytics Benefits in Healthcare  

    The massive amount of data provides the opportunities for 
researchers in the Healthcare field to use tools and techniques for 
opening the hidden answers. Big Data Analytics tools and 
techniques can be applied in effective way on large sets of data 
then the following benefits will be given:  
i) Individuals/Patients: Generally, when treatment is 
given to a patient, then the historical data can be considered such 
as a set of similar patients about the symptoms, drugs used 
outcome/response of different patients. With the help of BDA, the 
specific treatment is given for a patient based on his genomic data, 
location, weather, lifestyle, medical history, response to certain 
medicines, allergies, family history etc. When the genome data is 
fully explored for some kind of relation and it can be established 
between the DNA and a particular disease. Then the specific line 
of treatment can be constructed for every individual. The patients 
will benefit in the following ways:  

• Correct and effective treatment can be applied.  
• Health related issues will be known in better way.  
• Preventive steps can be taken in time.  
• Continuous health monitoring at patients location using 

wearable wireless devices.  
• Designing specialized treatment for patient.  
• Life expectancy and quality will be found in advance.  

ii) Hospitals: By using effective BDA techniques on the data 
availability, the hospitals can get following benefits:  

• Predict the patients staying and readmission information.  
• New healthcare plans will be developed to prevent 

hospitalization.  
• Various questions can be answered by analyzing the data 

using BDA tools and techniques regarding disease 
treatment.  

• The hospital management can take and manage 
administrative decisions in the better way.  

iii) Insurance Companies: The government is reimbursed the 
large amount of expenditure for giving medical claims for 
patients. We can analyze, identify, predict and minimize 
the possible frauds related to medical claims by using BDA. 
[3]  

iv) Pharmaceutical Companies: By using BDA techniques 
effectively, the R&D can help pharmaceutical companies 
to produce drugs that may be most effective for treating a 
specific disease with in the shorter period.  

v)  Government: The BDA can help in improving the public 
health surveillance and speed up the response to disease 
outbreaks. The government can use demographic data, 
historical data of disease outbreak, weather data, data from 
social media over disease keywords like cholera, flu etc. 
BDA can analyze this massive data to predict epidemics, 
finding correlation between the weather and likely 
occurrence of disease. Therefore preventive measures can 
be taken to avoid the same. [3]  
 

7. Big Data Analytics - Challenges: 

     The advantages of big data are more for healthcare, but there 
are number of challenges which can be broken up.  

i) Unstructured and Provenance of Data: The BDA process 
can collect data from different sources. Most of the data is 
unstructured data like medical prescriptions, blogs, tweets, 
status updates, and comments. It is necessary to generate 
right metadata for this unstructured data and transform it 
into a structured format. The image and video data should 
be structured for semantic content and search. By using data 
analysis process, the provenance of data along with its 
metadata should be carried out so it is easy to track the 
processing steps when error generates [3]. Some intelligent 
processing techniques should be proposed to deal the data 
input from sensors and wearable devices. This will help to 
filter/derive the meaningful data, which can then be stored 
on permanent storage. Therefore it will save space.  

ii) Missing or Incomplete Data: Some patients may hide their 
personal information about his/her life style at the time of 
filling forms or oral interviews by doctors. Some fields may 
be empty at the time of storing the data in digital format. 
Sometimes it may happen that some of the fields produce 
wrong results. If analysis is done on the empty or wrong 
fields of data, then it may or may not get processed. In both 
the cases they produce wrong results. If we leave some 
records as empty then the analysis may not on cumulative 
data. If we take wrong value fields then the analysis is 
incorrect and unreliable. This type of issues will be 
addressed.  

iii) Quality of Data: When we consider data from social media, 
then we need to ensure that data whether it is a valid data or 
not. So it is great challenge to determine the validation and 
quality of data.  

iv) Technical Challenges: There are different technical 
challenges. 
• Data aggregation with different database management 

systems is also a great challenge in BDA. By dividing 
certain standard database design practices meant for a 
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specific domain like healthcare, financial sector etc., it 
can be made easier [3]. We are required more 
technological standards and protocols for different 
database management systems to integrate seamlessly.  

• The traditional algorithms can be scaled up to handle the 
big volume of data in data mining processes or analysis. 
The processors speed has come to a point beyond which 
it’s hard to increase in parallelogram process. So the 
trend can be moved towards multi-core processors. In 
such a scenarios, we need statistical algorithms which 
can be parallelized otherwise the computing 
performance will decrease when they handle complex 
big volume data.[9] The interactive response time is 
another big problem while apart from this scaling 
complex query processing techniques to terabytes. [3]  

• An analysis is more useful if a non-technical person is 
able to understand and interpret it. The large volume and 
variety of data is too hard to represent it visually in a 
more understandable and easy way. A user should be 
able to perform the repeated analysis with the different 
set of assumptions, data sets and parameters. It will help 
the user to better understand the analysis process and 
verify whether the system works in a required way or not.  

• We need careful evaluation process to use the best 
platform and tool for market floods.   

v) Data Security: Data Security is another major challenge as 
more and more data is digitized. Most of the people are not 
willing to share their personal data with a fear of security 
breach. If there is assurance for data security, then the 
problem can be managed. There should be strict government 
policies and norms for what data can be shared and what not. 
Apart from this, strong technological hardware and software 
level security precautions and measures should be 
implemented to prevent the hacking and interpreting 
malicious code.  

vi) Lack of Experts: There is a more shortage of qualified and 
experienced data scientists in the world. So it is necessary to 
create an expertise in the field of data science to turn the 
promises of big data into reality.  

8. Innovative Ideas and Solutions:  
 The following are some possible new innovative ideas and 
solutions of Big Data in Healthcare industry. 

• Clinical Decision Support: BDA technologies predict 
outcomes or recommend alternative treatments to 
clinicians and patients at the point of care by 
understanding, analyzing, categorizing and learning 
from them. 

• Personalized Care: By predicting and analyzing disease 
symptoms in advance personalized care is taken (e.g., 
genomic DNA sequence for cancer care) in real time to 
highlight best practice treatments to patients. These 
solutions may offer early detection and diagnosis before 
a patient develops disease symptoms. 

• Public And Population Health: BDA solutions that can 
help in searching and identifying patient population via 
social media data to predict flu outbreaks based on 
consumers’ search, social content and query activity. 

BDA solutions can also help clinicians and 
epidemiologists performing analyses across patient 
populations and care venues to help identify disease 
trends. 

• Clinical Operations:  BDA can produce accurate 
solutions for clinical operations without waiting for 
longer time to take fast decisions. 

• Policy, Financial and Administrative:  BDA has 
supported the decision makers to integrate and analyze 
data related to key performance indicators on policy and 
financial aspects. 

9. Conclusion and Future Work 

         Big Data Analytics in healthcare is evolving into a promising 
field for giving new insights from huge data sets and 
improving results while reducing costs. Its strength is high; 
however there are more challenges to overcome. Big Data 
Analytics has the potential to transform the way healthcare 
providers from traditional ways to more suitable and right 
tools and technologies to gain insight from their clinical and 
other data repositories and make constructive decisions. In 
the future we’ll see the rapid, widespread implementation and 
use of big data analytics across the healthcare organizations 
and the healthcare industry. To that end, the challenges must 
be discussed and see the overcoming measures. As big data 
analytics become more important, more attention will be 
required, due to some issues such as guaranteeing privacy, 
safeguarding security, establishing standards and governance, 
and continually improving the tools and technologies. Big 
data analytics and applications in healthcare are at an initial 
stage of development, but rapid advancements of Big Data 
platforms and tools can accelerate their maturing process. 
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 Over the years, wind loading codes has been a crucial tool in determining design wind 
loads on buildings. Due to the limitations of these codes especially in height, wind tunnel 
testing is recommended as the best approach in predicting wind flow around buildings but 
carrying out wind tunnel testing in the preliminary as well as final design stage of a project 
has proven uneconomical and incurs additional cost to the client. In response to this, CFD 
which is a virtual form of wind tunnel testing was developed. From immersive researches 
and experiments carried out by previous researchers, best practice guidelines have been 
given on the use of CFD in predicting wind flow around buildings. This paper compares 
the results of a case study application of computational fluid dynamics simulation in 
determining the wind loads on the facade of a typical 48.8m high-rise building to the 
predictions given in British wind Standards BS6399-2:1997, using wind speed data of 
Lagos state Nigeria. From the results, it was shown that the latter can offer considerable 
saving and highlight problem areas overlooked by the British code of practice (BS6399-
2:1997). 
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1. Introduction 
Wind induced pressure is a major design consideration for 

analyzing the response of facade to wind loads. However, there 
are often several discrepancies between the existing guidelines 
available for determining wind loadings and the corresponding 
pressure obtained from computational fluid dynamics. 

A facade can constitute up to 25% of the total building costs 
with the average cost of a facade in the region of £400 per m2 
possibly reading £500 per m2 for a high specification bespoke 
façade [1].The aerodynamics of high-rise building induced by the 
wind flow surrounding the building is characterized as that of a 
bluff body [2]. The key factor affecting the aerodynamics loads 
on a bluff body includes the bluff body and the conditions of direct 
surrounding of the body such as the presence of other bluff body 
[3]. 

There are three methods of determining the wind induce loads 
on a building, which are the use of 

• Wind loading codes 
• Wind tunnel testing 
• Computational fluid dynamics 

Most wind loading codes have their own limitations in 
providing necessary guidelines for the wind design of buildings 
such as height limitation, shielding factor and complicated 
geometry of the building.[4],suggested that most major wind 
codes can only analyze wind loads and acceleration of tall 
buildings with square or rectangular cross section and maximum 
aspect ratio of six. In order to calculate wind loadings on 
structures with height and geometry different from that stipulated 
in the wind loading codes, major standards recommend the use of 
wind tunnel testing[5]. 

Wind tunnel testing is regarded as the best practice in 
determining wind loads on a structure. However, according to [6], 
the cost of wind tunnel tests is comparatively high and conducting 
wind tunnel tests at the preliminary design stage is uneconomical. 
The shape of the building normally changes few times during the 
preliminary stage and this will add to the testing cost. Also, wind 
tunnel testing enables more flexibility in mimicking the 
surroundings of buildings to reality as compared to the design 
standards, measurements are only recorded at limited locations on 
the model and it may suffer from incompatible similarity 
requirement due to reduced scale setup [7]. 
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Computational fluid dynamics on the other hand is a computer 
based mathematical modeling tool capable of dealing with flow 
problems and predicting physical fluid flow and heat transfer [8]. 
A number of best practice guidelines have been published that 
classify proper computational conditions for the resolution of 
wind around building[9].These best practice guidelines provide 
valuable information on how computational fluid dynamics 
should be used in order to avoid or at least reduce user error 
caused by the incorrect use of CFD. Some of these best practice 
guidelines includes “best practice guidelines for the CFD 
simulation of flows in urban environment”[10], 
“Recommendations on the use of CFD in wind engineering”[11], 
“Aij guidelines for practical applications of CFD to pedestrian 
wind environment around buildings”[12], “The best practice 
guidelines”[13]. CFD can be adopted in wind design as it is able 
to model the actual surrounding in full scale as compared to 
reduced scale when it is done in wind tunnel experiments [14]. 

The aim of this study is to compare the results obtained from 
a CFD simulation of a typical high-rise building to the prediction 
given by the British wind design standards [15] 

The study sought to achieve this aim through the following 
objectives: 

• Determining the wind speeds at subsequent height of the 
high-rise building using wind profile logarithm law 

• Calculating the magnitude of design wind pressure on the 
facade of the high-rise building using BS6399-2:1997 and 
CFD 

• Comparing the results obtained from BS6399-2:1997 to 
the results gotten from CFD simulation. 

2. Methodology 

2.1. Case study 

The structural system of the symmetrical building is illustrated 
in Figure1. This building is assumed to be situated in Lagos state, 
Nigeria and the shape and dimension are modified to suit the 
analysis. It is a 62m x 30.5m x 47.8m, 15- story typical office 
building (Figure 1). A 1.22m parapet was provided above the last 
floor making total height of the building equal to 48.8m. The 
structural system contained reinforced concrete rigid frames in 
both directions as shown in Figure 1. The floor slabs were 
assumed to provide diaphragm action. 

 

 
Figure 1:Structural system of the 48.8m tall building 

2.2. Area of the study 

 Wind speed data of Ikeja, Lagos state, Nigeria was used with 
reference to the wind speed map of Nigeria determined 
from40years of measurement at 10m height. 

 
Figure 2: Nigerian wind map in m/s determined from 40 years measurements at 

10m height, obtained from Nigerian metrological department, oshodi, lagos 
state, Nigeria (NIMET). 

3. Analytical Procedure 

From the wind speed map above it can be deduced that Lagos 
State (Ikeja) has a wind speed of 3.40m/s measured from a 10 
meter height. Using [16], wind speed at subsequent height can be 
calculated with results, as follows: 

The logarithm wind profile relationship is 

                         𝒖𝒖𝒛𝒛 = 𝒖𝒖𝒙𝒙
𝒌𝒌
�𝐈𝐈𝐧𝐧 � 𝒛𝒛

𝒛𝒛𝟎𝟎
� �                                                (1) 

Where 𝑢𝑢𝑧𝑧 =wind speed at height, z is the building height,𝑢𝑢𝑥𝑥 is 
the friction velocity=0.3027m/s, k is the von Karman 
constant=0.41 and 𝑧𝑧0 is the roughness length=0.1m 
Table 1: Wind speed as per log profile law 

Storey height Floor Height(m) Wind velocity(m/s) 
15th floor 48.77           4.569 
14th floor 44.10           4.507 
13th floor 40.95           4.440 
    12th floor 37.80           4.382 
    11th floor 34.65           4.317 
    10th floor 31.50           4.247 
    9th floor 28.35           4.169 
    8th floor 25.20           4.082 
    7th floor 22.05           3.984 
    6th floor 18.90           3.870 
    5th floor 15.75           3.735 
    4th floor 12.60           3.571 
    3rd floor 9.450           3.358 
    2nd floor 6.300           3.059 
    1st floor 3.150           2.547 
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The fundamental wind speed of the tall building 15th floor = 
4.569m/s 

Now, the Design wind speed as per [15] can be calculated as 

                      Vs= Vb×Sa×Sd×Ss×Sp                                      (2) 

                      Sa=1+0.001∆𝑺𝑺                                            (3) 

To determine the standard effective wind speed 

                       Ve= Vs.Sb                                                                      (4) 

Calculate the dynamic pressure 

                       qs=0.613Ve2                                                                (5) 

To calculate the external wind pressure on the windward, 
leeward and sidewall of the high-rise building. 

                      Pe=qb.Ca.Cpe                                                                (6) 

According to table 7, 8 and 9 of [15], Cpe for leeward wall and 
sidewall have negative values which accounts for the negative 
values of their wind pressures. 

Where Vsis the site wind speed, Vb is the basic wind speed,Ve 

is standard effective wind speed, Sa is an altitude factor, ∆𝑺𝑺 is the 
site altitude in meters,Sd is a direction factor,Ss is aseasonal 
factor,Sp is a probability factor,Sb is the roughness factor,qs is the 
dynamic pressure, Pe stands for the wind pressure,Ca is the size 
effect factor for external pressure,Cpe is the external pressure 
coefficient for the building surface. 

4. CFD Analysis Procedure 

4.1. Computational Domain  

Generally, the size of the entire computational domain 
depends on the targeted area and the boundary condition [9]. 

A key part of the modeling is the choice of the domain size 
and the positioning of the (single) high-rise building within that 
domain. Recent CFD studies have used [11] as a starting point in 
determining the domain size. The recommendation from [11] are 
as follows: the inlet, the lateral and top boundary are 5H away 
from the building where H is the building height, blockage ratio 
should exceed 3%[12] and the outlet should be positioned at least 
15H behind the building. 

The computational domain used for the study was given 
According to recommendations by [11], the inlet, the lateral and 
the top boundary away from the high-rise building model was 5H. 
while outflow boundary is 15H, leading to a blockage ratio of 
1.8%. Where H represents the height of the building. 

It is important to choose proper boundary condition since 
these decide to a large extent the solution in the computational 
domain [10]. Data generation used to describe the boundary 
conditions of the CFD study are presented in section 4-5, based 
on full scale measurements where relevant. 

The governing equation for all fluid flow is the Navier Stokes 
Equation (7), (8), (9), (10) 

                                      DivU=0                              (7) 
∂u
∂t

+ div(𝐔𝐔u) = −∂p
p∂x

+ 𝐯𝐯divgrade𝐔𝐔                           (8) 

∂v
∂t

+ div(𝐕𝐕u) = −∂p
p∂y

+ 𝐯𝐯divgrade𝐕𝐕                                  (9) 

∂w
∂t

+ div(𝐖𝐖u) = −∂p
p∂z

+ 𝐯𝐯divgrade𝐖𝐖                             (10) 

The 2nd part of the equation is the viscous term, the 3rd part is the 
pressure gradient and the 4th part is the convective term  

In order to describe the turbulent flow, the instantaneous term in 
equation (7), (8), (9),(10) is decomposed into its mean and 
fluctuating part as follows 

                        U=U+ui                                                                             (11) 

                        V=V+vi                                                                             (12) 

                        W=W+wi                                                                         (13) 

                        P=P+pi                                                                                (14) 

Substituting equation (11), (12), (13), (14) into equation (7), 
(8), (9), (10), results to a time averaged solution to the Navier 
Stokes Equation for an incompressible fluid flow: 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑑𝑑𝑑𝑑𝑑𝑑(𝑈𝑈𝑢𝑢) = −𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑥𝑥

+ 𝜇𝜇𝑑𝑑𝑑𝑑𝑑𝑑𝜇𝜇𝜇𝜇𝜇𝜇𝑑𝑑𝜇𝜇𝑈𝑈 + �− 𝜕𝜕𝜕𝜕𝑖𝑖
2

𝜕𝜕𝑥𝑥
− 𝜕𝜕𝜕𝜕𝑖𝑖

2

𝜕𝜕𝜕𝜕
− 𝜕𝜕𝜕𝜕𝑖𝑖2

𝜕𝜕𝑧𝑧
�           (15) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑑𝑑𝑑𝑑𝑑𝑑(𝑉𝑉𝑢𝑢) = −𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕

+ 𝜇𝜇𝑑𝑑𝑑𝑑𝑑𝑑𝜇𝜇𝜇𝜇𝜇𝜇𝑑𝑑𝜇𝜇𝑉𝑉 + [−𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑥𝑥
− 𝜕𝜕𝜕𝜕𝑖𝑖

2

𝜕𝜕𝜕𝜕
− 𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑧𝑧
]         (16) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑑𝑑𝑑𝑑𝑑𝑑(𝑊𝑊𝑢𝑢) = −𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑧𝑧

+ 𝜇𝜇𝑑𝑑𝑑𝑑𝑑𝑑𝜇𝜇𝜇𝜇𝜇𝜇𝑑𝑑𝜇𝜇𝑊𝑊 + [−𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑥𝑥
− 𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝜕𝜕
+ 𝜕𝜕𝜕𝜕𝑖𝑖2

𝜕𝜕𝑧𝑧
]     (17) 

Where U, V, W are velocity vectors, P is pressure, [−𝜕𝜕𝜕𝜕𝑖𝑖
2

𝜕𝜕𝑥𝑥
−

𝜕𝜕𝜕𝜕𝑖𝑖
2

𝜕𝜕𝜕𝜕
− 𝜕𝜕𝜕𝜕𝑖𝑖2

𝜕𝜕𝑧𝑧
], [−𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑥𝑥
− 𝜕𝜕𝜕𝜕𝑖𝑖

2

𝜕𝜕𝜕𝜕
− 𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑧𝑧
],  [−𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝑥𝑥
− 𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝑖𝑖

𝜕𝜕𝜕𝜕
+ 𝜕𝜕𝜕𝜕𝑖𝑖2

𝜕𝜕𝑧𝑧
] 

from equation (15), (16) and (17) are referred to as Reynolds 
stresses because they are fluctuating component from the 
convective term of equation (8), (9) and (10) 

Turbulence model is used to model the Reynolds stresses in 
order to close the RANS equation of fluid flow. It is an 
unfortunate fact that no single turbulence model is universally 
accepted as being superior for all classes of problem. The choice 
of turbulence model will depend on consideration such as the 
physics encompassed in the flow, the established practice for a 
specific class of problem and the level of accuracy required. 

For this case study, RNG K-𝜀𝜀model by [17] was used for the 
modeling of turbulence because of its superior responsiveness to 
the effect of streamline curvature, vortices and rotations. Using 
this model, results into two addition equation (“k” and “𝜀𝜀”) 

4.2. RNG K𝜀𝜀 Turbulence quatity transport equation: 

For K = 𝜕𝜕
𝜕𝜕𝑡𝑡

(𝜌𝜌𝜌𝜌) + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

(𝜌𝜌𝜌𝜌𝑢𝑢𝑖𝑖) = 𝜕𝜕
𝑥𝑥𝑗𝑗
�𝜇𝜇𝑘𝑘.𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒 . 𝜕𝜕𝑘𝑘

𝜕𝜕𝑥𝑥𝑗𝑗
� − 𝜌𝜌𝑒𝑒 + P𝑘𝑘 (18) 

For 𝜀𝜀 = 𝜕𝜕
𝜕𝜕𝑡𝑡

(𝜌𝜌𝜀𝜀) + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

(𝜌𝜌𝜀𝜀𝑢𝑢𝑖𝑖) = 𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

[(𝑢𝑢 + 𝜕𝜕𝑡𝑡
𝜕𝜕𝜖𝜖

) 𝜕𝜕𝜖𝜖
𝜕𝜕𝑥𝑥𝑗𝑗

− 𝐶𝐶1𝜀𝜀
𝜀𝜀
𝜅𝜅
𝑃𝑃𝜅𝜅 −  

C*
2e𝜌𝜌

𝜀𝜀2

𝜅𝜅
                             (19) 

Where C*
2e = 𝐶𝐶2𝜀𝜀 +

𝐶𝐶𝜇𝜇𝜂𝜂3(1−𝜂𝜂 𝜂𝜂0)�

1+𝛽𝛽𝜂𝜂3
 , 𝜂𝜂=𝑆𝑆𝜅𝜅

𝜀𝜀
 and S= (2SijSij)1/2. k is 

the turbulence kinetic energy of the flow,ε is the disspitation 
energy, 𝐶𝐶1𝜀𝜀 =1.42, 𝐶𝐶2𝜀𝜀 =1.68, 𝐶𝐶𝜇𝜇 = 0.0845, 𝜂𝜂0 = 4.38 , 𝛽𝛽 =
0.012,𝜎𝜎𝜀𝜀 = 0.17194,𝜎𝜎𝑘𝑘 = 0.1794. 
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4.3.  Inflow Boundary 

At the inflow boundary layer, the mean velocity profile is 
usually obtained from the log profile corresponding to the upwind 
terrain via the roughness length Z0. 

For steady RANS simulation, the mean velocity profile and 
turbulence quantity are obtained based on the formula suggested 
by [18], in which the vertical profile for 𝑢𝑢(𝑧𝑧), 𝜌𝜌(𝑧𝑧),𝜀𝜀(𝑧𝑧) stands for 
velocity, turbulence kinetic energy and dissipation energy 
respectively in the atmospheric boundary layer assuming a 
constant shear stress with height as follows: 

         𝑢𝑢𝑧𝑧 = uABL
∗

𝜅𝜅
In(𝑍𝑍+𝑍𝑍0

𝑍𝑍
)                                           (20) 

          𝜌𝜌(𝑧𝑧) = u𝐴𝐴𝐴𝐴𝐴𝐴
∗2

√𝐶𝐶𝜇𝜇
                                                  (21) 

           𝜀𝜀(𝑧𝑧) = u𝐴𝐴𝐴𝐴𝐴𝐴
∗3

𝜅𝜅(𝑧𝑧+𝑧𝑧0)
                                              (22) 

4.4.  Outflow Boundary 

At the downwind boundary, an outflow boundary was used 
with constant static pressure and boundary condition for 𝜌𝜌 𝜇𝜇𝑎𝑎𝑑𝑑 𝜀𝜀 
set to those of inlet. Backflow was not observed because the outlet 
boundary was sufficiently far away from the building. 

4.5.  Wall Boundary 

According to [19], within the computational domain, 
generally three different regions can be distinguished.  

• The central region of the domain where the actual obstacle 
(building) are modeled explicitly with their geometrical 
shapes. 

• The upstream and downstream region where the actual 
obstacles are modeled implicitly, i.e. their geometry is not 
included in the domain but their effect on the flow can be 
modeled in terms of roughness e.g., by means of wall 
functions applied to the bottom of the domain. 

On the ground, a rough wall was specified to model the effect 
of the ground roughness. According to [19], 

                                      𝜌𝜌𝑠𝑠𝐴𝐴𝐴𝐴𝐴𝐴=30𝜕𝜕0                              (23) 

Where 𝑦𝑦0  is aerodynamic roughness length=0.1m, roughness 
constant(𝑐𝑐𝑠𝑠) =0.5. No slip boundary type was specified for the 
wall velocity 

4.6.  Top Boundary  

As also specified by [18], specific attention is needed for the 
boundary condition at the top of the domain, along the length of 
the top boundary, the values from the inlet profile of 𝑢𝑢, 𝜌𝜌, 𝜀𝜀 at this 
height are imposed. ( 𝑢𝑢 = 4.569, 𝜌𝜌 = 0.300𝑚𝑚2 𝑠𝑠2⁄ , 𝜀𝜀 =
0.001317𝑚𝑚2 𝑠𝑠3⁄ ). According to [19], the application of this 
particular type of top boundary condition is important because 
other top boundary condition (symmetry, slip, wall, etc) can 
themselves cause stream wise gradient in addition to those caused 
by wall function. 

5. Solver Setting 

SIM-FLOW commercial CFD code was used to perform the 
simulation. The 3D steady RANS equation was solved. The 
simple algorithm was used for pressure-velocity coupling, 
pressure interpolation was second order and second- order 
discritizaton scheme were used for both the convective terms and 
the viscous terms of the governing equation for fluid flow. 

6. Results and Discussions 

The turbulent nature of wind is a key parameter for high rise 
buildings and needs to be analyzed accurately in pre-construction 
and post-construction stages of the building.A body can be 
considered as an aerodynamic bluff when flow streamlines do not 
follow the surface of the body similar to the case of streamlined 
body but detach from it bearing regions of separated flow and 
wide trailing wake [6]. 

It is very important to understand flow patterns around 
buildings in order to validate the model results in wind simulation. 
As shown in figure 3 and 4, wind flows around the typical high-
rise building with the boundary layer wind velocity profile. The 
CFD simulation was able to display regions of flow separation as 
well as wake of the bluff body. When wind flows around bluff 
bodies and comes across regions of adverse pressure gradients 
(positive pressure gradients), the flow separates and depending on 
the geometry of the bluff body forms series of recirculation flows 
at the downstream (leeward wall) usually referred to as wake as 
can be seen in figure 3 and 4 below. This wake accounts for the 
lower negative pressure (suction) experienced along that region. 

 
Figure 3: Plan view showing flow separation and wake around the high-rise 

building 

The average wind pressure obtained in CFD was compared to 
the design wind pressure prediction of [15].the author found out 
considerable disparity in regards to the wind pressure distribution. 
[15], assumes higher positive wind pressure at the top of the high-
rise building with a value of 0.043kpa in cognizance to the 
ideology that pressure increases as velocity with height. Whereas, 
the CFD analysis shows that pressure distribution do not 
constantly follow that ideology. According to the CFD analysis, a 
value of 0.013kpa was calculated as the maximum pressure at the 
windward wall located in the 6th floor as shown in table 2 but as 
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we go higher up to the 10th floor, this value is seen to decrease 
down to 0.012Kpa at the 11th floor as can be seen in table 2. 

 
Figure 4: symmetrical view of wind around the high-rise building 

Table 2: windward pressure via CFD analysis 
Floor Height(m) Wind P (kpa) 
 15th 48.768 -0.0256 
14th 44.8 0.0798 
13th 40.98 0.0100 
12th 37.8 0.0112 
11th 34.65 0.0122 
 10th 31.5 0.0130 
9th 28.35 0.0135 
8th 25.2 0.0136 
7th 22.05 0.0134 
6th 18.9 0.0130 
5th 15.75 0.0124 
4th 12.6 0.0119 
3rd 9.45 0.0113 
2nd 6.30 0.0109 
1st 3.150 0.0108 

Table 3: windward pressure via BS6399-2:1997 

Floor Height(m) Wind P (kpa) 
15th 48.768 0.04304 
14th 44.8 0.04172 
13th 40.98 0.04075 
12th 37.8 0.03972 
11th 34.65 0.03860 
10th 31.5 0.03740 
9th 28.35 0.03584 
8th 25.2 0.03394 
7th 22.05 0.03178 
6th 18.9 0.02933 
5th 15.75 0.02643 
4th 12.6 0.02292 
3rd 9.45 0.01844 
2nd 6.30 0.01382 
1st 3.150 0.009584 

 
Figure 5: windward pressure as per CFD analysis 

Pressure coefficient is a dimensionless number which 
describes the relative pressure throughout a flow field in fluid 
dynamics. Wind pressure coefficients are generally estimated by 
assuming an incompressible fluid scenario and using the equation 
given below; 

𝐶𝐶𝑃𝑃 = 𝑃𝑃 − 𝑃𝑃𝑟𝑟𝑒𝑒𝑒𝑒
0.5𝜌𝜌𝑎𝑎𝑑𝑑𝑟𝑟𝑒𝑒𝑒𝑒2� (24) 

Where 𝑐𝑐𝜕𝜕 is the pressure coefficient, 𝑃𝑃 is pressure at location of 
interest, 𝑃𝑃𝑟𝑟𝑒𝑒𝑒𝑒  static pressure, 𝜌𝜌𝑎𝑎  is air density, 𝑑𝑑𝑟𝑟𝑒𝑒𝑒𝑒  is the 
velocity at reference location. 

Table 4: pressure and Cp value at windward wall via CFD analysis 

Floor Height(m) Pressure(Kp) Pressure(𝒄𝒄𝒑𝒑) 
1st 3.150 0.0108 0.8 
2nd 6.300 0.0109 0.8 
3rd 9.450 0.0113 0.8 
4th 12.60 0.0119 0.9 
5th 15.70 0.0124 0.9 
6th 18.70 0.0130 1.0 
7th 22.05 0.0134 1.0 
8th 25.20 0.0136 1.0 
9th 28.35 0.0135 1.0 
10th 31.50 0.0130 1.0 
11th 34.65 0.0122 0.9 
12th 37.80 0.0112 0.8 
13th 40.95 0.0100 0.7 
14th 44.80 0.0798 0.6 
15th 48.77 -0.0257 -0.2 

The maximum pressure coefficient on the windward, leeward 
and sidewall of the high-rise building according to the CFD 
analysis are 1.0,-0.48 and -0.61 respectively. The 𝑐𝑐𝜕𝜕 of 1.0 
observed at the windward wall of the high-rise building signifies 
stagnation point. Stagnation points are the point on the high-rise 
building where the local velocity (𝑢𝑢𝑚𝑚𝑎𝑎𝑚𝑚 is 0). 
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Table 5: Pressure and Cp value at leeward wall via CFD analysis 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 -0.065 -0.50 
2nd 6.300 -0.063 -0.49 
3rd 9.450 -0.062 -0.48 
4th 12.60 -0.061 -0.48 
5th 15.70 -0.061 -0.48 
6th 18.70 -0.016 -0.48 
7th 22.05 -0.063 -0.49 
8th 25.20` -0.064 -0.50 
9th 28.35 -0.066 -0.51 
10th 31.50 -0.068 -0.52 
11th 34.65 -0.069 -0.54 
12th 37.80 -0.071 -0.55 
13th 40.95 -0.072 -0.57 
14th 44.80 -0.076 -0.59 
15th 48.77 -0.081 -0.63 

Table 6: Pressure and Cp value for sidewall via CFD analysis 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 -0.088 -0.68 
2nd 6.300 -0.089 -0.69 
3rd 9.450 -0.091 -0.71 
4th 12.60 -0.092 -0.72 
5th 15.70 -0.092 -0.72 
6th 18.70 -0.093 -0.72 
7th 22.05 -0.094 -0.73 
8th 25.20 -0.096 -0.75 
9th 28.35 -0.097 -0.76 
10th 31.50 -0.097 -0.76 
11th 34.65 -0.096 -0.75 
12th 37.80 -0.096 -0.75 
13th 40.95 -0.095 -0.74 
14th 44.80 -0.091 -0.71 
15th 48.77 -0.079 -0.61 

Table 7: Pressure and 𝒄𝒄𝒑𝒑 value for windward wall as per BS6399-2:1997 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 0.0096 0.600 
2nd 6.300 0.0138 0.600 
3rd 9.450 0.0184 0.665 
4th 12.60 0.0229 0.732 
5th 15.70 0.0264 0.772 
6th 18.70 0.0293 0.799 
7th 22.05 0.0318 0.818 
8th 25.20 0.0339 0.833 
9th 28.35 0.0358 0.844 
10th 31.50 0.0374 0.850 
11th 34.65 0.0386 0.850 
12th 37.80 0.0397 0.850 
13th 40.95 0.0407 0.850 
14th 44.80 0.0417 0.850 
15th 48.77 0.0430 0.850 

 
Figure 6: maximum pressures on leeward and side wall 

Table 7: Pressure and 𝒄𝒄𝒑𝒑 value for Leeward wall as per BS6399-2:1997 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 -0.0080 -0.5 
2nd 6.300 -0.0115 -0.5 
3rd 9.450 -0.0139 -0.5 
4th 12.60 -0.0157 -0.5 
5th 15.70 -0.0171 -0.5 
6th 18.70 -0.0184 -0.5 
7th 22.05 -0.0194 -0.5 
8th 25.20 -0.0204 -0.5 
9th 28.35 -0.0212 -0.5 
10th 31.50 -0.0220 -0.5 
11th 34.65 -0.0227 -0.5 
12th 37.80 -0.0234 -0.5 
13th 40.95 -0.0240 -0.5 
14th 44.80 -0.0245 -0.5 
15th 48.77 -0.0253 -0.5 

Table 8: Pressure and 𝒄𝒄𝒑𝒑 values for Sidewall A as per BS6399-2:1997 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 -0.0216 -1.3 
2nd 6.300 -0.0307 -1.3 
3rd 9.450 -0.0370 -1.3 
4th 12.60 -0.0417 -1.3 
5th 15.70 -0.0455 -1.3 
6th 18.70 -0.0487 -1.3 
7th 22.05 -0.0516 -1.3 
8th 25.20 -0.0540 -1.3 
9th 28.35 -0.0562 -1.3 
10th 31.50 -0.0582 -1.3 
11th 34.65 -0.0599 -1.3 
12th 37.80 -0.0617 -1.3 
13th 40.95 -0.0632 -1.3 
14th 44.80 -0.0646 -1.3 
15th 48.77 -0.0666 -1.3 
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Table 9: Pressure and 𝒄𝒄𝒑𝒑 value for Sidewall B as per BS6399-2:1997 
Floor Height(m) Pressure(Kp) Pressure (𝒄𝒄𝒑𝒑) 
1st 3.150 -0.0133 -0.8 
2nd 6.300 -0.0189 -0.8 
3rd 9.450 -0.0227 -0.8 
4th 12.60 -0.0257 -0.8 
5th 15.70 -0.0280 -0.8 
6th 18.70 -0.0299 -0.8 
7th 22.05 -0.0317 -0.8 
8th 25.20 -0.0332 -0.8 
9th 28.35 -0.0346 -0.8 
10th 31.50 -0.0358 -0.8 
11th 34.65 -0.0369 -0.8 
12th 37.80 -0.0379 -0.8 
13th 40.95 -0.0389 -0.8 
14th 44.80 -0.0398 -0.8 
15th 48.77 -0.0410 -0.8 

According to Bernoulli’s equation, static pressure is at its 
maximum value at stagnation point. This static pressure is called 
stagnation pressure. As can be seen in table 4, from the 30th -50th 
floor where 𝒄𝒄𝒑𝒑 is 1.0 recorded the highest wind pressure on the 
windward wall. 

Whereas, [15], prescribed the pressure coefficient of 0.85,-0.5, 
and -1.3 as maximum 𝒄𝒄𝒑𝒑 value at the windward, leeward and 
sidewall of the high-rise building respectively. 

7. Conclusion 

The wind pressure at different levels of the high-rise building 
obtained from CFD simulation for the 48.767m high-rise building 
were compared to the predictions given by [15]. More so, the 
limitations of the three methods in calculating wind loads on high-
rise buildings (BS6399-2:1997, wind tunnel testing and CFD) 
were discussed. 

The researcher also statedthat with strict adherence to the CFD 
best practice guidelines for wind around buildings stipulated in 
[10], [12], [13], CFD can serve as an alternative approach to the 
costly and time-consuming wind tunnel testing in predicting with 
considerable accuracy wind behavior around high-rise buildings 
both in the preliminary as well as final design stage of a project 
constructions. Also, result of the CFD analysis showed that the 
wind pressures obtained are usually lower than those predicted by 
[15] which can result in greater economy in the structural framing. 

However, more experimental work is required to validate the 
CFD analysis. This work will take place at Nnamdi Azikiwe 
University awka, Nigeria. 
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 The antenna proposed is a new geomantic structure of Ultra-Wideband (UWB) Anti- Podal 
Vivaldi antenna (AVA). It remarkably offers an attractive performance over the bands of 
cellular networks. However, its benefits are not limited only in particular applications, 
whereas radar imaging, mining detection, the biomedical science in the heating of brain 
cancer tumor and treatment, and the wireless communication are considered as the main 
applications suitable for utilization. Therefore, the focus on this paper is to spot the light 
illuminating into the cellular communications network Systems. On the other hands, several 
characteristics of Vivaldi antenna have been provided such as the gain, return loss, Voltage 
Standing Wave Ratio (VSWR), current distribution and E- fields. Finally, the results 
illustrate the capability and feasibility of the designed antenna.     
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1. Introduction  

 Vivaldi antenna has been classified from the most attractive 
antennas in the fabrication, design and applications[1, 2, 3]. This 
is simply because of a wide range of numerous benefits emerged 
in the industrial developments. To begin with, it is a small size of 
antenna and the dimensions can be controlled from several 
parameters to operate over a wider bandwidth [2, 4]. The antenna 
also can be capable in optimization from the physical structure 
change side as well as the parameter change by using CST 
Simulation. Thus, it helps the end users an alternative solution in 
the industrial projects. An example of its valuable applications is 
that it can contribute in cellular networks Generations [1] as its 
compatibility in the technical performance and physical structure 
are a place of commercial utilization. It can also offer several 
applications in UWB communication systems [2]. Moreover, the 
gain obtained from the design provides with an indoor coverage 
area suitable in the required cellular networks generations with end 
fire characteristics and a strong radiation directivity [5]. For 

instance, the commercial buildings consist of several floors and 
offices that need a unique coverage and independent wireless 
network access. Therefore, the technical specifications results in a 
customer satisfaction, if the operators exploit this kind of antenna 
in the business. On the other hands, several numerous steps have 
been applied to the physical structure of antenna for the sake of 
characteristics improvement such as adding slots or notches on the 
patch layer [6]. Thus, Vivaldi antenna confidentially will be able 
to deal with more directive gain and higher data rates in the 
wireless networks [1, 6] as Bluetooth, wireless cellular networks 
supporting the military demands, Wireless Fidelity (WIFI), 
Worldwide Interoperability for Microwave Access (WIMAX), 
Global System for Mobile (GSM), Universal Mobile for 
Telecommunications System (UMTS), Long Term Evolution 
(LTE), Long Term Evolution – Advanced (LTE-A) without any 
issues from the antenna side. AVA applications, however, are not 
limited to the industrial applications, but also expanded to the 
medical applications such as in treating brain and neck cancers [7].   
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Figure 1: AVA geometric structure of proposed antenna 

2.  Antenna Geometry and Structure of Design  

      AVA is a planner antenna with UWB and linear polarizations 
[1, 4, 7]. The proposed antenna in this paper is illustrated in figure 
1 showing a new shape. The power radiation, formation and 
creation of pattern radiations are a playground of technology in 
which particular operating frequencies offer different behavior 
better than others. Several sources can be used to feed the antenna 
and satisfy the matching and the transition requirements, whereby 
determining maximum bandwidth along with the operational 
frequencies. The designed antenna consists of a specific substrate 
material RF- 4 (Free Loss) and constant parameters as Epsilon 
(4.3) and Mute (1) with an overall dimension which is: 78mm 
x43mmx1.6mm. It is fed directly by discrete port. In addition, it 
has two exponential tapered layers as conductors with .07mm 
thickness and its material is made from Perfect Electric Conductor 
(PEC). The first one is stacked on the top of substrate fed via 
discrete port and the another one is printed on the bottom of 
substrate as a mirror with increased aperture acting as a ground 
plane. The parallel lines of the printed curves on the top are called 
stripline, where it has a balanced and fixed impedance allowing to 
transition process deliver more radiated power to the radiation 
curves, which defines the maximum wavelength between the inner 
curve edges acting as a horn antenna. The antenna, however, is 
notched with parallel slots for the sake of improving the 
performance such as the current distributions, radiation pattern, 
directivity, the gain and reducing return loss. 

 
Figure 2: AVA angle and direction of radiation pattern 

The formulas shown “(1)” and “(2)” describe how the layers are 
designed [1] on the substrate as follow: 

𝑌𝑌𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝐴𝐴1 × 𝑒𝑒𝑏𝑏1×𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜2+Χ1                      (1) 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜 = 𝐴𝐴2 × 𝑒𝑒𝑏𝑏2×𝑖𝑖𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜3+X2                     (2) 

A1=98.6, A2=100, b1=200× 𝑒𝑒−6 , b2=400× 𝑒𝑒−9 , inner=75mm, 
outer=30mm, Height=1.6mm, C1=-99.5mm, C2=-101mm, where: 

• A1 and A2 represent as the scaling factor which is considered 
from the most important parameters to fix the geometric 
structure of antenna, so any poor adjustment of this factor 

causes a geometric change of the antenna and distortion issue 
as a consequence of the characteristics degradation.  

•  The outer and inner values act such as the counter of antenna 
heights 

•  b1 and b2 refer to the exponential opening rate.  
• X1 and X2 refer to the displacement as an offset. 

The dimension of antenna was designed and optimized in order to 
operate from the lower frequencies around 1GHz based on this 
formula: 

F(GHz) = 𝐶𝐶/(2 ∗ 𝐿𝐿(𝑚𝑚𝑚𝑚) × √∈𝑜𝑜)                (3) 

Where, C is the speed of light, ∈𝑜𝑜 is the permittivity of substrate 
material and L is the maximum aperture length of antenna.   

However, the designed antenna consists from three parts so the 
first one is the radiator curves representing the exponential curves 
inside the antenna, the second part is the directivity curves which 
are the outer curves and the last part is the matching line of 
antenna connecting to the source. Consequently, the methodology 
adopted of this designed antenna is that the microwave 
frequencies propagate directly towards the flare edges with a 
proper characteristic of radiation patterns different from each 
operating frequency and fixed over a graded physical structure at 
the edge, so that it forms a range of wider bandwidth as and the 
outer curves are responsible in controlling the antenna beam and 
the radiation patterns, whether it provides with a wider range of 
coverage and suitable gain or not, whereas the parallel lines are 
responsible for matching the impedance and allowing the signals 
to pass over the graded inner curve as a results of electromagnetic 
frequencies. 

3. Results and Discussions 

      AVA with a new shape modeled has been designed using CST. 
The performance illustrates its capability to be strongly utilized in 
a closed area such as indoor coverage solutions and in a shorter 
distance such as in Bluetooth and WIFI wireless networks or any 
kind of cellular networks wireless communications in handing 
calls or data like handover.  The Return loss (S11) as shown in 
figure. 3 clarifies a positive impression which is less than -10dB 
with optimum performance over UWB starting from 1GHz to 
10GHz. Moreover, the gain showed a significant increase over all 
UMTS and GSM between 1-2 GHz, then it slightly decreased with 
an acceptable level from 2-5GHz, which is the area offered of 
WIFI, WIMAX and Bluetooth technologies as shown in the figure 
4. In addition, there was a steady state of VSWR over the 
bandwidth, which proves the compatibility of the antenna, about 
1.5:1 as illustrated in the figure 5. 

The Electric field radiation and the radiation patterns at 1GHz, 
2GHz, 2.4GHz, 2.6GHz, and 5GHz respectively are presented in 
figure. 6 and figure.7. It demonstrates that each frequency has 
specific characteristics in coverage, whether it is wider or more 
directional at particular beam-width measured in degrees. The 
more wider coverage with suitable gain, the best it works in close 
or indoor coverage solutions such as commercial buildings, rooms, 
offices. However, the carrier frequencies that have a very narrow 
beam-width can be resolved by adding a new antenna to get a 
reasonable coverage and radio frequency scattered or diffracted 
from the edges of closed buildings.  
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On comparisons with electric fields radiations modeling, the 
structured antenna as shown in figures 6 (a,b,c,d and e) illustrates 
that it has a higher current distribution at1GHz rather than the 
others frequencies as this phenomenon is referred to 
electromagnetic fields penetration impact in the materials, media 
with surroundings reducing radio frequencies propagation and the 
nature of electromagnetic spectrum wavelength. Thus, the higher 
frequencies are susceptible of modular interactions with some 
particular materials as a result of energy absorption dependent on 
the type of material.  

On the other hands, the figure 7 (a,b,c,d and e) provides the  
distribution of radiation pattern prediction of the geometric model 
at several frequencies. Indeed, the radiation pattern is considered 
one of the most important factors in determining the coverage 
prediction at any place. In comparison, it seems that 1GHz and 
5GHz showed a wider coverage, whereas the lowest coverage were 
at 2.4GHz and 2.6 GHz.  

 

Figure 3: Return loss over frequency 

 
Figure 4: Antenna gain over frequency 

 
Figure 5: VSWR of AVA over frequency 

 

 

 

 

 

 
At (a) 1GHz (b) 2GHz (c) 2.4GHz (d) 2.6GHz (e) 5GHz 

Figure 6: Electric Field Radiation  
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At (a) 1GHz (b) 2GHz (c) 2.4GHz(d) 2.6GHz (e) 5GHz 

Figure 7: Directivity Pattern 
4. Conclusion 

AVA has a new shape model with a higher range of UWB 
from 1GHz to10 GHz. The antenna characteristics depict the 
performance such as the radiation pattern, the main lobe ,side lobe 
and electric fields. The linear improvements of gain illustrated the 
ability of antenna in indoor coverage solutions, where the cellular 
networks operators and providers for service strongly focus on 
this factor. Commercially, it can be utilized, designed and 
distributed on the walls and ceiling to produce a solution of indoor 
coverage issue in the present time. Moreover, the gain lineally 
increased between 5-10GHz is not limited to cellular networks 
technology, but also exploited in different applications such as 
UWB communications and X- band radar systems. However, the 
major drawback of this work is that AVA was not fabricated. 
Secondly, it needs further investigation for the gain reduction 
from 2GHz to 5GHz about 1.5dB. The reason, perhaps, due to 
data collection errors in simulation, since the gain should be 
increased linearly over the frequency when it increases. Otherwise, 
it may refer to the total losses contributed on the antenna structure 
at a specific band, although the comparisons between simulation 
and fabrication results lead to the facts on behind these minor 
issues. Overall, the abnormality of gain should not impact 
negatively on the essential innovation of antenna shape. 
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