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Cloud providers seek to maximize their market share. Traditionally, they 
deploy datacenters with sufficient capacity to accommodate their entire 
computing demand while maintaining geographical affinity to its 
customers. Achieving these goals by a single cloud provider is 
increasingly unrealistic from a cost of ownership perspective. Moreover, 
the carbon emissions from underutilized datacenters place an increasing 
demand on electricity and is a growing factor in the cost of cloud provider 
datacenters. Cloud-based systems may be classified into two categories: 
serving systems and analytical systems. We studied two primary workload 
types, on-demand video streaming as a serving system and MapReduce 
jobs as an analytical systems and suggested two unique energy mix usage 
for processing that workloads. The recognition that on-demand video 
streaming now constitutes the bulk portion of traffic to Internet consumers 
provides a path to mitigate rising energy demand. On-demand video is 
usually served through Content Delivery Networks (CDN), often scheduled 
in backend and edge datacenters. This publication describes a CDN 
deployment solution that utilizes green energy to supply on-demand 
streaming workload. A cross-cloud provider collaboration will allow 
cloud providers to both operate near their customers and reduce 
operational costs, primarily by lowering the datacenter deployments per 
provider ratio. Our approach optimizes cross-datacenters deployment. 
Specifically, we model an optimized CDN-edge instance allocation system 
that maximizes, under a set of realistic constraints, green energy 
utilization. The architecture of this cross-cloud coordinator service is 
based on Ubernetes, an open source container cluster manager that is a 
federation of Kubernetes clusters. It is shown how, under reasonable 
constraints, it can reduce the projected datacenter’s carbon emissions 
growth by 22% from the currently reported consumption. We also suggest 
operating datacenters using energy mix sources as a VoltDB-based fast 
data system to process offline workloads such as MapReduce jobs. We 
show how cross-cloud coordinator service can reduce the projected data-
centers carbon emissions growth by 21% from the currently expected 
trajectory when processing offline MapReduce jobs.

Keywords:
power consumption
resource utilization
cloud computing
cloud federation

1 Introduction

Over the past decade, cloud-based systems have been re-
quired to serve an increasing demand from users work flows
and data. Cloud-based systems may be classified into two
categories: serving systems and analytical systems. The
former provides low-latency read or write access to data.

For example, a user requests a web page to load online
or requests video or audio streaming. The latter provides
batch-like compute tasks that process the data offline that
are later sourced to the serving systems. The service level
objectives (SLO) for serving jobs are on the order of frac-
tions of a second, while the SLO for analytical jobs are on
the order of hours, sometimes days.
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Today, public cloud service providers (CSP) attempt to
process both of these workloads with a rich platform that
guarantees cost and SLO to their clients. Cloud comput-
ing is an emerging infrastructure with limited regulation
and compliance requirements [1]. Recently the Office of
Management and Budget issued a Federal Data Center Op-
timization Initiative that promotes increasing use of Green
Energy and increased utilization efficiency for all US Fed-
eral datacenters [2]. Specific target numbers are set for the
end of fiscal year 2018. This publication addresses how
those federal requirements may be attained and how feder-
ated cloud computing is a key enabler for attaining those
performance targets.

Beginning in 2013, the US government initiated a
carbon-tax on IT organizations to encourage major CSPs
to pursue green energy opportunities for their datacenters
operations [3]. US datacenters are projected to consume ap-
proximately 73 billion kWh by 2020 [3] with a correspond-
ing increase greenhouse gases. Green energy generation
growth is expected to triple by 2040 [4]. However, there
is no cohesive system existing to coordinate the rising data-
center energy demand with rising green energy supply. This
chapter utilizes Cloud-Federation as a multi-cloud resource
coordination system that matches computational resource
demands with available energy supply to maximize the uti-
lization of green energy for processing cloud-workloads.

Most CSPs seek more market share in competition with
other CSPs. One outcome of such competition is an ever-
growing infrastructure in the form of new datacenters across
the globe with no countervailing forces to meet user demand
more efficiently and satisfy societal environmental and en-
ergy requirements. This sub optimum use of infrastructure
increases the carbon footprint attributable to cloud comput-
ing services and also drives up costs to CSP’s. The fol-
lowing sections investigate two types of workloads, serv-
ing and analytical systems. This chapter will focus on two
workload types, On-demand streaming as a representation
of serving systems. It will also investigate analytical sys-
tems and present a unique model that allows optimal clean
energy usage.

1.1 Enabling Green Content Distribution
Network by Cloud Orchestration

On-demand streaming constitutes up to 85% of Internet
traffic consumption [5]. On-demand streaming content
is managed and distributed by content service providers.
It then cached and distributed by Content Delivery Net-
works(CDN) located at the edges of the Internet network
close to the consumers. Because streaming constitutes such
a large fraction of Internet resource consumption, this paper
will, of necessity, focus on methods to employ green energy
to better operate CDN instances of on-demand streaming
jobs, which include both video and audio content.

Meeting the Federally mandated approach of maximiz-
ing the utilization of green energy to operate CDN instances
(for government with recommendations for private sector
use as well) requires an energy source-demand coupling
scheme that insures SLO levels of power availability but
is structurally biased towards green energy sources over hy-
drocarbon fueled energy sources. A system to accomplish

this will have to provide seamless failover in the case of
sudden interruption of green energy to grid-energy sources
or vice versa i.e., fallback from grid-energy to green energy
when surplus green energy is available.

User expectations in on-demand streaming requires dif-
ferent service level requirements than other serving sys-
tems workloads. Serving systems workloads are com-
prised of interactive sessions that pivots on minimum la-
tency. However, low latency is less critical in analytical
on-demand streaming since application clients use buffering
techniques to mitigate long latency effects. Therefore, on-
demand streaming workloads fits, more closely than inter-
active workloads, with the observed intermittent and vary-
ing green energy availability characteristics.

Green energy supply is unpredictable and requires a
complex, adaptable, resource allocation system to provide
CDN services with steady energy supplies while concur-
rently seeking minimal carbon footprint. This dynamic
availability of green energy resources in a smart grid re-
quires real time communication of both short term and pre-
dictive energy needs from cloud service providers to green
energy providers. The green energy providers need to dis-
close availability dynamically to CSPs, who, in turn, dis-
close their changing energy demands for near term comput-
ing. SPs can then better maximize the use of green energy
for on-demand streaming processing.

This is a classical resource management and coordina-
tion problem [6, 7]. The following approach builds upon
prior work that was done in this area [8, 9], specifically
that done on alleviating the sudden lack of green energy
to meet low-latency workloads. The approach herein em-
ploys an application-buffering scheme that better allows for
opportunistic, green, on-demand streaming processing. It
requires an extended, cohesive, federated system that aggre-
gates supply and demand across multiple geographic loca-
tions employing the smart grid command and control infras-
tructure to achieve an optimal dynamic matching of green
energy sources and computing loads.

This chapter proposes an implementation that utilizes
a control component in a federated cloud that coordinates
and optimizes the resource allocation among the participant
CDN providers. It treats the volatile nature of green energy
resources as a resource allocation problem, the solution of
which is a resource orchestration system that is optimized
with the goal to operate increasingly near to the limit of
supply by green energy sources constrained by SLO relia-
bility requirements. This system will be demonstrated by
modeling a prototype that simulates resource allocation in
a micro federated cloud eco-system to achieve an energy
supply-computation demand match optimized within sec-
onds.

Since the focus of this work is on green energy utiliza-
tion in a federated cloud, the scheduling algorithms and re-
source management issues, while important, are discussed
only to the extent necessary to help the reader understand
the required architecture for heterogeneous energy compute
clustering. This work is meant both as a case study in en-
ergy utilization, and a presentation of a novel method of
coordinating high-velocity data streams, and extended to a
unified orchestration system, to optimize the performance
of federated cloud systems.
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The chapter starts, with the on-demand streaming eco-
nomics, increased green energy utilization and anticipated
smart grid progressions as applied to on-demand streaming.
Then it discusses the green energy utilization problem is
analyzed. Finally, we present a cloud coordinator prototype
that is built on Kubernetes [10, 11], an open source clus-
ter manger, and extend that prototype to discusses the need
for and requirements of a unified system that orchestrates
cluster compute resources in a federated cloud.

1.1.1 On-Demand Streaming and CDN

Over the last decade, video and audio traffic became the
dominant segment of consumer internet traffic. Cloud
service-providers such as Netflix, Amazon Instant and
YouTube disrupted the prior linear TV data distribution
model. Also, video streams delivered by mobile terminals
grew as mobile connectivity improved [12]. Video stream-
ing is expected to constitute up to 85% of Internet con-
sumers traffic [5] within a few years. The US portion of
video streaming is 14%1 and the number of US Unique IPv4
connected addresses is 17% [12]. The streaming work-
load is comprised of live streaming and on-demand stream-
ing, with the relative fractions of 6% and 94% respectively
[5]. Other predictions support similar ratios, 12% live-
streaming and 88% for on-demand.

A key driver for the rapid expansion of streaming video
was the shift from specialized streaming protocols and
infrastructures such as RTSP, and RTMP [13] to a sim-
ple HTTP progressive download protocol. This led to a
shift from proprietary streaming appliances to commodity
servers. In turn, this change removed a barrier for CDN’s
to process on-demand workloads. Most present day, CDN
service providers support a seamless integration with cloud-
based object storage that pipelines the digital content from
the organization site to the CDN instance that runs at the In-
ternet provider edge2. Furthermore, the HTTP chunk-based
streaming protocol support in a CDN allows the client ap-
plication sufficient time to detect the optimal CDN instance
to handle user workload. The optimal CDN instance assign-
ment is done by the cloud control plane resource manager.
The prototype described below will demonstrate such opti-
mal resource allocation.

We used server utilization and power metrics from
[3, 12] to design the prototype. Most of these sources we
considered have limited utilization rates and server utiliza-
tion distribution. Also, utilization and power consumption
do not scale linearly [14]. However, for clarity, in the in-
terest of maintaining focus on the larger goal of the paper,
CDN resource management systems for green energy uti-
lization, we assumed linear relationships and accepted the
risk of loss of accuracy in our estimates. High fidelity sim-
ulation accuracy is not critical for the goal of this chapter.

1.1.2 Energy Saving Potential in Operating a Dis-
tributed CDN Resource Management System

The approach is to aggregate the required traffic for on-
demand workload processing, and use standard compute

device specification to assess the electrical energy and car-
bon footprint that will be required by that workload3.

Time 1-hour increments
0 5 10 15 20 25 30 35 40 45 50

O
n

-D
e

m
a

n
d

 V
ie

w
s
 p

e
r 

m
in

u
te

 K

0

5

10

15

20

25

30

data
fitted curve

Figure 1: On-Demand Video views observed throughout 48 hours with
1-hour increments. Data was fitted with smoothingspline for curve and
surface fitting [5]

The estimated data rate for streaming is given as S total =

63000PB/mo (where PB is Petabytes). Figure 1 shows
users workload pattern of 9 busy hours in which the
workload spans throughout 13 hours a day which yield
126PB/sec/mo/ The on-demand streaming portion is es-
timated as 78% across four main US regions denoted by
k = 4, the number of region used, for the purposes of this
paper although k can be varied depending upon the degree
of granularity desired in the simulations. S on−demand denote
the on-demand portion.

S on−demand = S total · 78% = 49140PB/mo

nhours/day denotes the number of effective hours in a day
for streaming.

nhours/day = nbusy + k = 13

Drate =
S on−demand

nhours/day
= 126PB/sec/mo

Nmax denotes the estimated number of required servers
in maximum CPU capacity. Nmax is bounded by the maxi-
mum network throughput a single server can ingest. Stan-
dard commodity servers can handle up to 8.5Gbps i.e.
1.026GB/sec.

Nmax =
Drate

Tmax
=

126 · 106GB/sec
1.026GB/sec

= 118588235.3

uopt denotes the CPU utilization factor so servers has
sufficient capacity to handle management tasks. We esti-
mate 60% utilization factor uopt = 100/60.

Nopt = Nmax · uopt = 118588235.3 ·
100
60

= 197647058.8

Es denotes the midrange server energy consumption
for various server types s. We consider three
types of servers:(1) compute server(5kWh/server), (2)

1Internet Statistics retrieved from https://www.statista.com/chart/2647/global-internet-usage-by-the-numbers/
2Cloud Front reference retrieved from https://aws.amazon.com/cloudfront/
3OpenCompute Project, Servers Specification guide retrieved from http://www.opencompute.org/wiki/Server
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digital storage server(1.7kWh/server) and (3) network
server(1kWh/server). Storage server acts the digital stor-
age controller. The network server acts as the router and
switch. The compute server is the server that processes the
on-demand streaming.

Ey = Nopt ·
∑

s∈S
Es (1)

= Nopt · (5kWh + 1.7kWh + 1kWh)

= 1.521 · 106kWh/mo = 18.26GWh/y

The saving potential from running on-demand video
streaming using green energy resources is 18.26GWh a year
based on current on-demand consumption and expected to
grow 89% by 2019 4. i.e. 34.5GWh per year for on-demand
streaming. The next sections will explain the challenges in
utilizing green energy followed by a method that addresses
some of these challenges and thereby maximizes the utiliza-
tion of green energy.

1.2 Coordinating Green Clouds as Data-
Intensive Computing

The following paragraph focuses on analytical systems
workloads that typically comprise 48% of the cloud work-
load [15]. Also, some of the workloads patterns can be
predicted as recurring jobs [16] and the deadlines for an-
alytical jobs are more liberal by an order of magnitude than
the serving jobs. Finally, one of the ways to handle offline
workloads is to process the data streams offline through a
highly scalable data-parallel frameworks like MapReduce
by submitting jobs to a control plane [17].

This chapter proposes a component in a federated cloud
that will optimize the resource allocation and coordination
among the participant CSPs. It will also focus on address-
ing the time and power volatile nature of renewable energy
resources as a fast date problem. It will present a resource
management system with a goal to increase the utilization
of data-centers, and to operate increasingly to the limit of
supply by renewable energy sources. Finally, a prototype is
built to simulate resources allocation in a micro federated
cloud eco-system to achieve a supply demand optimized
match within seconds.

Clean energy sources are time and power volatile and
require complex resource allocation and coordination sys-
tems to maintain highly available data-center service with
steady energy at a minimal carbon footprint. Further, avail-
ability of clean energy resources in a smart grid can be
pushed from a variety of energy sources deployed across the
nation as can the pull needs of data-service centers. Thus,
CSPs will publish their compute resources availability, and
service providers (SP), will publish their changing energy
demands for near term computing. These streams of data
include both high-volume and high-velocity characteristics
termed a fast-data problem [18]. Our proposal uses as a
base previous work that was done in this area [8, 19, 20].
However, previous work treated clean energy within a sin-
gle data-center operated by a CSP. The proposal below sug-
gests an extended cohesive system that aggregates supply

and demand across multiple geographic locations employ-
ing the smart grid sense command and control to achieve an
optimal match.

1.2.1 Optimum Clean Energy Utilization is a Fast-
Data Problem!

This study suggests that efficient, clean energy utilization
requires three consecutive steps: (1) Clean energy resource
availability signals. (2) Exploration and analysis of prior
years seasonal solar data and current weather reports and
evolving green energy capacity availability planning. (3)
Acting fast enough based on the predictive analysis. The
last step is the key component in solving the optimum allo-
cation problem.

We judge that clean energy utilization is different from
the classic big-data problem such as the Hadoop MapRe-
duce Method. Big-data solutions solve the case where the
data is at rest, not fully consistent (aka eventual consis-
tency) and require liberal SLO that is later provided as com-
puting trends, and other business intelligence applications.
However, our case handles data in motion that requires con-
sistent, real-time aggregation, and transaction processing.
That is per-event decision making using both real-time con-
textual and historical data as dual guides for proper algo-
rithms. Finally, we argue that based on the clean energies’
volatile nature, processing streams of compute demand and
clean energy supply requires that a need for a compute re-
sources can be addressed with a currently available demand.

1.3 Why is Green Energy Utilization Hard?
The following section describes why utilizing green energy
for compute purposes, while a justifiable goal, is limited
by SLO reliability. It will present a scenario where balanc-
ing time-varying energy generation patterns with changing
dynamic energy demands of cloud computing sometimes
conflict. The green energy time varying generation patterns
considered by us focuses on wind and solar generation. Fig-
ure 4 show historical data on dynamic nature of green en-
ergy sources and Figure 5 shows the dynamic cloud energy
demand.

1.3.1 Frequency Stability in Wind-Power Generation

The daily wind power variation characteristics will be em-
ployed as a metric that illustrates the duration and level for
a given amount if wind energy availability. The electric-
ity generation process from wind is comprised of a wind
turbine extracting a kinetic energy from the air flow. The
wind is rarely steady; it is influenced by the weather system
and the ground surface conditions, which are often turbu-
lent [21]. Also, the generation process must happen at the
same instant it is consumed [22] unless it is stored in grid
level battery banks. Unfortunately, grid level energy storage
technology is not keeping up with grid level energy genera-
tion technology.

Sample wind and power generation data were obtained
from NREL [22]. We used datasets from 2006-2012 across
different regions in the US and aggregated more than 600

4https://www2.deloitte.com/content/dam/Deloitte/in/Documents/technology-media-telecommunications/in-tmt-rise-of-on-demand-content.pdf
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observations. Finally, the data were fit using smoothing
splines5. The usable power generated from a wind turbine
is generally described by a Rayleigh distribution [21]. It
defines three main points in the wind power generation pro-
cess: (1) the cut-in is the minimum viable wind speed for
electricity generation from a wind turbine. (2) the rated
level, describes the point where the power reached its lo-
cal maximal capacity without adverse effects on the turbine
life by too strong a wind. (3) Cut-Off, is the term for the lo-
cal minimum for the generation cycle. Beneath that speed,
there is not enough power for viable electricity generation.
Thus, if the wind velocity is too low, the data-server gets
no wind energy. Figure 2 shows wind generation variations
that crudely fit a Rayleigh distribution with b = 300 as-
suming the form of the Rayleigh Probability Distribution
Function is:

f (x|b) =
x

b2 e
−x2

2b2

The measured generation cycles range between 140 and
180 minutes per cycle. Equation 2 expresses the gener-
ated power by a wind turbine, given a wind velocity. The
function g describes a viable electricity generation given a
wind power. The wind power availability indications will
be generated by a wind turbine and fed into the coordina-
tor database as a potential power source to datacenters in
a region. Our prototype will assume wind power availabil-
ity indications as the wind tuple {region,cut-in,rated,cut-off}

indications.

Poutput(windv) =


0 : if windv ≤ rated
g(windv) : if rated < windv ≤ cout

0 : if windv ≤ cout

(2)
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Figure 2: Aggregated wind power measurements between 2007-2012 that
fits Rayleigh Distribution with b=300

1.3.2 Efficiency and Daily/Hourly Availability in Solar-
Power Generation

Photovoltaic solar (PV) energy availability is defined by the
solar power intensity denoted by s(Watts/m2), which varies
with local daylight hours and the clear or cloudy sky con-
ditions [22]. Moreover, the PV cells are most effective at
lower temperatures [23]. The PV cells electrical power gen-
eration, defined by Equation 3, is a function of the solar
intensity denoted by ηsolar. Solar power generation also de-
pends on the PV power efficiency denoted by s. It encapsu-
lates both the predicated temperature,the sky conditions, the
solar cell efficiency, and the DC to AC inverter efficiency.
The solar cell area denoted by a(m2).

Poutput(s) = ηsolar · s · a (3)

Our prototype will assume solar power availability indi-
cations as the solar-tuple {region,power-efficiency}. Based
on the solar generation pattern presented in figure 3, the
generation prediction utilizes the the local time in a region
and the given power-efficiency
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Figure 3: Aggregated solar power generation between 2008-2011 taken in
Palm Springs CA, Prescott Airport CPV, AZ and Nevada Solar One, NV,
indicating on a stable and fixed solar-based power [22]

1.3.3 Optimum Green Energy Utilization for On-
Demand Streaming is a Resource Management
Problem!

This study suggests that efficient; green energy utilization
for on-demand video streaming workloads has three main
requirements: (1) efficient compute resource discovery, (2)
efficient load balancing among the provisioned compute re-
sources and (3) smart failover mechanism that mask failover
events from green CDN-edge instance to grid CDN-edge
instance while end-users stream on-demand video [24].
These are discussed below.

Compute Resources Discovery. This assessment com-
prises both internal and external discovery. Internal discov-
ery refers to CDN-edge instances that run in compute pods
that must be able to be easily discovered and connected
to control-plane endpoints consistently regardless of which
cloud-service-provider is hosting the CDN-edge. Exter-
nal discovery refers to the ability of end-users discovering
CDN-edge instances through DNS services for HTTP(S)
on-demand video streaming.

Optimal Load Balancing is the seeking of the ”best”
CDN-edge, based on optimization criteria, for any given the
workload processing. After initial discover and connection,
clients should be served by the optimal instances based on
proximity from the end-users, current load factor, and the
availability of green energy resources. e.g., session requests
originated from New Jersey should be served by US East as
oppose to US West to avoid latency and signal loss.

Efficient Failover is a main component for on-demand
video streaming based on green energy. If the endpoint
becomes unavailable, in this case due to a sudden lack of
green energy, the system must failover the client to another
available endpoint that manages the streamed content. Also,
failover must be completely automatic i.e. the clients end of
the connection remains intact, and the end-user oblivious to
the failover event, which means that the end-user’s client
software requires no support handling failover events. Fi-
nally, multiple CDN-edge instances co-located in a region
should be accessible by end-users through Domain Naming

5Matlab Smoothing Splines retrieved from https://www.mathworks.com/help/curvefit/smoothing-splines.html?requestedDomain=www.mathworks.com
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Service (DNS), as most clients-streaming (browsers) soft-
ware supports DNS resolutions for finding available CDN-
edges.

The green energy utilization model for processing
on-demand video streaming is different than the classic
scheduling problem where classical optimal resource allo-
cation techniques are applied [25, 26]. We argue that based
on the green energies’ volatile nature and the on-demand
video streaming workload characteristics, the optimal re-
source allocation approach should be opportunistic. It re-
quires an effective resource management system for pro-
cessing on-demand video streaming workloads. Our proto-
type will employ a Kubernetes flavor ”Ubernetes” that im-
plements the three main requirements above.

2 Clean Energy Mix Evaluation for
Online On-Demand System

In the following section we evaluate a compute load co-
ordination system component that harmonizes on-demand
streaming job demands with available compute resources,
with priority given to those powered by green energy
sources. Such resources will be published to the co-
ordination system through a resource availability tuple
{region,cut-in,rated,cut-off,power-efficiency}, where region
indicates the geographic availability region. power-
efficiency indicates solar or wind based energy power ef-
ficiency. cut-in, rated and cut-off the values appropriate to
those energies.

On-demand streaming job demand includes the specific
region, total-job workload, load-factor, as well as con-
tract deadline SLA. The load-factor indicates the required
number of CPU cores per the total-job-workload. The
geographic region indication will be used to optimize the
match between the supply and demand. Also, the total-job-
workload and the deadline will be compared against the cut-
in,rated, cutoff time for wind or power-efficiency for solar,
based on the published load-factor.

We suggest a hybrid datacenter that does not deviate
from the common datacenter architecture. The core dif-
ference lies on an automatic transfer switch (ATS) that
switches between different available power sources: gen-
erator, grid or green energy when available. In both cases
the datacenter design does not change and requires incre-
mental changes only by adding green energy power sources
to the datacenter’s ATS’s (Figure 6).

We suggest two types of compute clusters, green-
clusters powered by green energy and grid-clusters powered
by the electrical grid. Figure 6 shows a simplified datacen-
ter power distribution that supports green energy sources.
In such datacenter, both serving and analytical systems de-
ployed in grid clusters. Further, for incoming analytical
workloads, few clusters use green resources when there are
a viable green energy and mostly standby. As a mitigation
strategy, a compute live migration procedure will be avail-
able in case of unpredicted lack of renewable resources dur-
ing a workload processing which presents a risk for SLO

violation.

2.1 Experiment Planning
Below is simulation of a cross-regional platform that is
comprised of control-plane, workload-plane and coordinat-
ing components. This will be embodied in a resource al-
location system (Kubernetes). This system will: (1) pro-
vision resources to be neared users; (2) optimize utiliza-
tion by prioritizing the use of underutilized resources; and
(3) seamlessly remove malfunctioning hardware from the
system. The control-plane will enable an effective com-
pute resource provisioning system that spans across dif-
ferent public cloud providers and regions. The coordinat-
ing components will accept user-workload demands as well
as green energy availability from various regions and op-
portunistically seek to process streaming workloads using
compute resources provisioned by green energy resources.
The workload-plane will be comprised of edge streaming
servers that process the end-user on-demand video stream-
ing. It will built of standard Apache HTTP6 servers that
runs on the edge location.

The control-plane software infrastructure is based on
Kubernetes [10], it facilitates internal discovery between
CDN instances so instances can connect across different
cloud boundaries and regions. Further, end-users can dis-
cover the optimal CDN-edges that are (1) nearby, (2) less
loaded and (3) healthy. Finally, the Kubernetes automation
framework allows the failover mechanism with no depen-
dency upon the end-user client. In particular, we will ex-
ploit the livenessProbe option that automatically removes
green-compute pods, a set of CDN-edge instances, in case
of a sudden lack of green energy.

The coordinator component accepts incoming supply
and demand traffic, calculates a potential match, within
minutes, and notifies back the CSP and the SP for transac-
tion completion. We use Redis7 as the in-memory data store
as the database that stores the system supply and demand
calls originated by the end-user workload. The workload
is generated by Jmeter instances8. The workload gener-
ated based on the on-demand video views observed by [12]
depicted in Figure 1. Green energy availability simulated
based on the known regional patterns depicted by Figure 2
and Figure 3.

We count the number of matches i.e. on-demand video
streaming processed by CDN-edge instances operating on
green energy. Also, we measure the false-positive cases
where a match was suggested but did not met the SLO’s
deadline due to a violation that caused by a sudden lack of
green energy resources. We use the data to extrapolate the
possible energy (kWh) that could be generated by the using
green CDN-edge instances depicts in Equation 1.

2.2 Execution - The Preparation
The prototype experiment included the setup of three vir-
tual datacenters deployed in different regions: (1) Central
US, (2) West US and (3) East US. The clusters were sized

6Apache Web Server reference retrieved from https://httpd.apache.org
7http://redis.io
8http://jmeter.apache.org
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based on US population distribution9 by regions i.e. 20%
for West US, 40% for East US and 40% Central US. The
cluster sizes for West US, Central US, and East US are 3, 7
and 7 machines respectively. Each machine is standard 2-
CPU cores with 7.5GB of memory. Also, the user demand
simulation will rely on the US population distribution. Fi-
nally, the green energy supply simulation will be based on
wind or solar availability observed in the various regions.

The control-plane is comprised of docker API server
and controller-manager. The controller coordinator com-
ponent will need to allocate resources across several geo-
graphic regions different cloud providers. The API server
will run a new federation namespace dedicated for the ex-
periment in a manner such that resources are provisioned
under a single system. Since the single system may ex-
pose external IPs it needs to be protected by an appropriate
level of asynchronous encryption10. For simplicity, we use
a single cloud provider, Google Container Engine, as it pro-
vides a multi-zone production-grade compute orchestration
system. The compute instances that process the user work-
loads are deployed as Docker containers that run Ubuntu 15
loaded with Apache HTTP server. For simplicity, we avoid
content distribution by embedding the video content to be
streamed in the Docker image. We run 52 Docker contain-
ers that span across the three regions and act as CDN-edges.
Green CDN-edge instances differ from grid CDN-edge in-
stances by Kubernetes labeling. The simulation of the hy-
brid datacenter is depicted in Figure 6.

A coordination database system that aggregates green
energy, solar or wind, availability, was built in software.
When energy sources manifest the cut-in patterns depicted
by Equation 2 and Equation 3, the coordination system
starts green CDN edges in the availability regions. Also,
when green energy availability reaches cut-off rates, the co-
ordination system turns off green CDN edge instances.

2.3 Baseline and Variability of Workloads
The baseline execution included data populations of both
green energy availability and user demand for video stream-
ing. The data population was achieved by the Kubernetes-
based Jmeter batch jobs. The loader jobs goal is to populate
the coordinator database with green energy supply based on
using a Weibull distribution, which is a generalization of the
Rayleigh distribution described above for wind and a nor-
mal distribution for solar. Also, the user demand was popu-
lated according to the observed empirical patterns depicted
by Figure 1.

We simulated the availability and unavailability of green
energy using Jmeter-based workload plan against the co-
ordination system. Our implementation starts green CDN-
edge instances opportunistically upon green energy avail-
ability. Once a CDN-edge instance declares its availability
it processes live workloads.

We use the Kubernetes livenessProbe for communi-
cation between CDN-edge instance pool and its load-
balancer that divert traffic to its pool members. Finally,
another workload Jmeter-based simulator generates on-
demand streaming calls. This workload simulates end-user

demand. It includes HTTP progressive download calls to
pre-deployed video media in the CDN-edges.

2.4 Main Execution
In each of the three regional CDN-edge clusters the Ku-
bernetes Jmeter batch jobs that generated green availability
traffic to the coordination component were executed. The
simulation is comprised of availability indication that are
based on Figure 2 and Figure 3. We randomized solar pro-
duction by using a factor of α = 0.2 based on collected data
between 2008-2011 in Palm Springs CA, Prescott Airport
CPV, AZ and Nevada Solar One, NV [3]. Also, we ran-
domized the wind production by a factor of β = 0.4 based
on collected data between the years 2007-2012 [22]. The
demand simulations included a set of calls to the coordi-
nator component spread across 48 hours. The calls orig-
inated from three different timezones. The supply simula-
tions consist of wind and solar-based energy time and power
windows.

The experiment executions generated two main data
traces that we used for the resulting generation computa-
tion. The first trace is the simulators logs. The simula-
tor logs includes the demand and supply records. Demand
records stored in the Redis key-value store under the key
”DemandEvents” followed by timestamp, region and the
required compute capacity. The supply calls were stored
in the Redis key-value store under the key ”SupplyEvents”
follows by timestamp, region and supply phase i.e. cutin,
cutout or rated. For query simplicity the loader ingested
three types of records for each supply and demand the by
the keys: (1) supply or demand (2) timestamp, and (3) by
region. This approach optimized the coordinator queries by
timestamp and regions for green CDN-edge instances allo-
cation.

The second trace is the actual allocation logs. It is
generated by the coordination system that invokes the Ku-
berenetes command for green CDN-edge instances initial-
ization and disposal. This was used to determine the green
energy utility translated into energy (kWh) that did not use
grid energy sources.

2.4.1 Limitations

Every supply and demand was recorded three times to ease
the query process. This approach was used since Redis
provided limited query abilities by different keys. This ap-
proach might suffer data inconsistency issues where a sup-
ply metric was successfully committed to one key recode
but missing on other key. Production systems should add
extra safety gates when ingesting data. We used Redis be-
cause of its popularity in the Kubentese community. How-
ever, our approach is not limited to Redis or other database
systems for that matter.

When measuring the green energy overall utility, we
used the container initialization and disposal as indication
that green energy utility was used. Specifically, we used the
‘kubectl logs POD‘ command based on the assumption that
the coordination system invocation commands are tightly

9US Population Distribution retrieved from https://www.census.gov/popclock/data
10Simulation code and data retrieved from https://github.com/yahavb/green-content-delivery-network
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coupled with green energy availability. It is likely that col-
lecting the actual video streaming traces through the various
Apache access logs of the CDN-edges will be more accu-
rate.

In the case of a sudden lack of green energy while
streaming video a failover occurs. Such failover event re-
lies on domain naming services (DNS), the impact of DNS
caching was not included since that might cause streaming
delay on the user side. Also, when the coordinator algo-
rithm determines there is enough green energy available it
will take grid pods down and activate green pods up in a
controlled fashion e.g., one at a time so that no requests are
lost during the transition phase. For simplicity, the algo-
rithm avoid that.

2.5 Analysis

The green energy supply simulation plotted in Figure 4
shows the energy generation in MW for both wind and so-
lar sources. The simulated amounts were adjusted to the
amount observed in the traces between 2007-2012 [22].

The user workload simulation plotted in Figure 4 fol-
lows the observed user patterns depicts in Figure 1. Also,
it shows the aggregated green energy availability for each
region. The cloud-coordinator uses these data sets to deter-
mine if there is enough green energy available before pro-
visioning green-pods and possibly taking grid-pods down.
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Figure 4: Green energy availability simulated in MW across three regions.
Amounts are adjusted to NERL measurements i.e., wind generation in
West US moderate, Central US outstanding, East US fair. For solar gener-
ation in West US strong, Central US moderate-high, and East US low.

The utility of the green energy was calculated based on
the cases where sufficient green energy was available to
run the green-CDN pods within the same region. Other-
wise cross-regional latencies might degrade the on-demand
video experience. The measurements in Figure 5 were ad-
justed to the estimates of required energy (kWh) for oper-
ating the green compute pods. The case where there was
negative green energy available it was considered as a miss
in the overall utility reckoning.
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Figure 5: Video on-demand user workload per region adjusted with user
population opposed to aggregated green energy availability, solar and wind
energy.

2.6 Discussion on Energy Mix when Process-
ing CDN Workloads

The scenario described above simulated the usage of green
801.3 kWh out of total 3642 kWh to process the video on-
demand streaming workload. i.e. 22% by opportunistic
matching. When counting the utility per region West US
used 42% of the green energy. Central US used 28% of the
simulated green energy. East US utilized only 18% as the
initial ratio between user demand and green energy avail-
ability was relatively low. Although West US reached 40%
utilization it contributed nationally only to the 20% portion
it contains from the entire experiment test set. By way of
comparison, Jeff Barr of AWS noted that their data centers
utilize a 28% cleaner power mix11. Extrapolating the sim-
ulation results to the initial assessment in Equation 1 yields
to a saving of:

(18.26(GWh) ·1.89) ·0.1($/kWh) ·22% = $759, 250.8/year

3 Clean Energy Mix Evaluation for
Offline System

In the following section we evaluate a coordination com-
ponent that harmonizes analytics jobs demands with avail-
able compute resources powered by green energy resources.
Such resources will be published to the coordination
system through a resource availability tuple {region,cut-
in,rated,cut-off,power-efficiency}, where region and power-
efficiency indicates solar or wind based energy and region,
cut-in, rated and cut-off of those energies.

Analytics job demand includes the specific region, total-
job workload, load-factor, as well as contract deadline
stermed tuple. The load-factor indicates the required num-
ber of CPU cores per the total-job-workload. The region
indication will optimize the match between the supply and
demand. Also, the total-job-workload and the deadline will
be checked against the cut-in-rated, cutoff time for wind
or power-efficiency for solar, based on the published load-
factor.

11Amazon Web Services Sustainability reference retrieved from https://aws.amazon.com/about-aws/sustainability/
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We will suggest a hybrid data center structure that does
not deviate from the common data-center architecture. The
core difference lies on an automatic transfer switch (ATS)
that switches between different available power sources:
generator, grid or clean-energy when available. In both
cases the data-center design does not change and requires
incremental changes only by adding clean-energy power
sources to the datacenter’s ATS’s (Figure 6).

Figure 6 shows a simplified data-center power distribu-
tion that supports clean energy sources. In a data-center
with available clean-energy resources for both serving and
analytical systems deployed in brown clusters. Further, few
clusters use green resources when there are a viable clean
energy and standby for incoming analytical workloads. As
a mitigation strategy, a compute live migration procedure
will be available in case of unpredicted lack of renewable
resources during a workload processing with a risk for SLO
violation.

Figure 6: Datacenter Architecture - Compute server clusters aggregated
by racks and chassis. Racks are fed by separate Power Distribution Unit
(PDU) that connects to Uninterruptible Power Supply (UPS) that connects
to the primary power source through Automatic Transfer Switch (ATS).

3.1 Experiment Planning

We wish to simulate an isolated group of computing re-
sources so it can operate by various energy resources, es-
pecially available green ones. We use a group of leased
resources from existing cloud providers to form a virtual-
data-centers set that operates in a federated scheme. Each
virtual-data-center includes with internal arbitrator compo-
nent that collects and aggregates internal signals about its
utilization and availability. The arbitrator then reports to
the central coordination system. We use Apache Mesos12

for the virtual-data-center abstraction.
Also, we build a highly available coordination com-

ponent that accepts incoming supply and demand traffic,
calculates a potential match, within minutes, and notifies
back the cloud-service-provider and the service-provider
for transaction completion. We use VoltDB13 as the
database and application server for the coordinator compo-
nent.

Finally, we simulate customer’s demand for compute re-
sources through client simulator with a Java-based applica-
tion that generates pseudo demand traffic to the coordina-
tor service. The coordinator service will run on separate
resources pool than the virtual-data-centers and the client
simulator.(Figure 7)
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Figure 7: Experiment Architecture - Three virtual clusters deployed on a
public cloud services located in a different regions grouped by Apache
Mesos. A single VoltDB instance as the coordinator service. Finally,
Client simulator that generates pseudo demand that sends data to process

The data collected includes customer workload for jobs
processing and jobs deadline. Also, the number of matches
found by the coordination component and processed by
green clusters without SLO. Finally, we measure the false-
positive cases where a match was suggested but not met the
SLO’s deadline due to a violation that caused by a sudden
lack of clean energy resources. We use the data to extrap-
olate the possible carbon-footprint that could be generated
by the used virtual clusters.

The research goal is to show a significant improve-
ment in the carbon emission generation by data-centers.
Let MtCO2e denote the carbon emission. Electrical usage
can be consumed by the Consumers set: {cooling, storage,
servers, CPU, power} systems and denoted by EU measured
in kWh. The average regional carbon dioxide emissions
measured in lbs/kWh and denoted by REco2 . Therefore, the
total electrical usage is:

EUTotal(kWh) =
∑

ci∈Consumers
EU(ci) (4)

and the carbon footprint generated by the workload is:

MtCO2e =
EUTotal(kWh) · REco2 (lbs/kWh)

2, 204.6(lbs)
(5)

As the experiment uses virtual data-centers, we do not have
access to the power consumption by the cooling, power and
storage system. The results capture compute jobs durations

12http://mesos.apache.org
13http://voltdb.com
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measure in server CPUcore
time and use the average Thermal De-

sign Power (TDP) of 200W per core (0.2kW). ci and ti de-
notes the number of cores and time used per job respec-
tively. The electric usage by server (EUservers) will be the
sum of the electric utilization of the executed jobs that was
matched by the coordinator component (Equation 6)

EUservers(kWh) =

jobs∑
i=1

ci · 0.2 · ti (6)

We assume a linear relation between the power utilization
of the cooling, power and storage systems with the servers
power utilization. (Equation 4)

3.2 Execution - The Preparation

The Preparation for the execution included the setup of the
three virtual data-centers each with 6 machines D4 series
with 8 Intel(R) Xeon(R) CPU E5-2660 0 @ 2.20GHz cores,
10Gbps NICs, 28 GB memory and run Ubuntu 15.0. Each
virtual data-center is located in a different geo-location. The
virtual data-centers were simulated by Mesosphere clus-
ter with three jobtracker(Mesos masters) and three task-
tracker(Mesos slaves). We installed Hadoop Cloudera CDH
4.2.1-MR1 on the takstrackers. The Coordinator Database
run on a separate resource pool with 1 machine D series
similar to the virtual data-centers specification. Finally, the
loaders run on a 3 D2 series machines with 2 cores Intel(R)
Xeon(R) CPU E5-2660 0 @ 2.20GHz cores, 10Gbps NICs,
7 GB memory and run Ubuntu 15.0. Apache Hadoop ships
with a pre-built sample app, the ubiquitous WordCount ex-
ample. The input data file was created using /dev/urandom
on the takstrackers hosts14. The input data file was copied to
the HDFS directory that was created as part of the Hadoop
preparation (/user/foo/data).

Anticipated Required Deviations from the original
job plan. The original plan was to simulate the scenario
where the customer keeps his data at a different location
than it might be processed. We plan on using a job mi-
gration scheme that was originally designed for workload
migration across different geo-location[20]. The suggested
method optimizes the bandwidth costs of transferring ap-
plication state and data over the wide-area network. Our
experiment generated the data file at the loader host and
did not include the job migration. We believe that includ-
ing the job migration aspect could impact the presented re-
sults. However, the job migrations proven efficiency and
later studies minimize that deviation.

3.3 Baseline and Variability of Workloads

Baseline. The execution baseline included a load that runs
without the coordinator component i.e. loaders generated
load to the virtual data-centers resources for 48 hours. The
load scenario included a single file generation that was sub-
mitted to one of the tasktrackers. The output of each ex-
ecuted jobs included the CPU time spent for each execu-
tion. The data collection included the execution log of the

command: Hadoop jar loader.jar wordcount /user/foo/data
/user/foo/out.

Variability of Workloads. The workload comprises
of data files with words that need to be counted using the
Hadoop WordCount. The load complexity depends on two
factors, the file randomness level, and its size. We rely
on the native operating system randomness, and our vir-
tual data-centers and loaders are homogeneous. Therefore,
the size is the remaining factor for differentiating workload
types. We evaluated the federated-cloud coordinator by
generating three load types simultaneously. The three types
intend to cover the following cases (1) A match was found
between workload and sufficient green energy resources.
(2) A match was found, but there was not enough power to
complete the job with no SLO deadline violation. (3) Like
the former but with SLO deadline violation. The three types
will be uniquely distributed across wind and solar based vir-
tual data-centers.
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Figure 8: Green Energy availability simulated across six different time-
zones, three for PV power and the bottom three for wind. These indica-
tions are fed, in near-time, to the coordinator database that runs a temporal
stored procedure that seeks for match with pending registered jobs.

3.4 Main Execution Issues
In each jobtracker host in a virtual data-center, we executed
a simulator that generated green availability traffic to the co-
ordination component. The simulation comprises of avail-
ability indication that are based on figure 2 and figure 3.
We randomized solar production by using a missing factor
of α = 0.2 based on collected data between 2008-2011 in
Palm Springs CA, Prescott Airport CPV, AZ and Nevada
Solar One, NV [22]. Also, we randomized the wind pro-
duction by a missing factor of β = 0.4 based on collected
data between the years 2007-2012 [22]. The demand sim-
ulations included a set of calls to the coordinator compo-
nent spread across 48 hours triggered by a Monte Carlo
simulation inspired by [27]. We built a Rayleigh-based dis-
tribution model in the Monte Carlo simulation using Mat-
lab Statistics and Machine Learning Toolbox15. The calls
originated from three different timezones. Each call com-
prises of the tuple {region,total-job-workload, load-factor,
contract deadlines}. The supply simulators are comprised of

14https://github.com/yahavb/GreenCloudCoordination/
15https://www.mathworks.com/products/statistics.html
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the wind and solar-based energy time and power windows.
Supply call to the coordinator includes the tuple {region,cut-
in,rated,cut-off,power-efficiency}. The coordinator runs a
temporal stored procedure that find a match between the
supply and demand data. When a match found, the coordi-
nator generates an assignment call to the jobtracker in the
corresponded virtual data-center to execute the jobs. The
execution will fetch the data to be processed and report tem-
poral statuses to the coordinator. Every status call generates
a check against the current demand levels in the particular
region. If the demand changed, and the request cannot be
fulfilled, the job considered as false-positive. If the jobs
are completed successfully, the request counted as success
along with the Core/hour saved.
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Figure 9: A Monte-Carlo-based simulated compute demand across six dif-
ferent timezones, three for PV power and the bottom three for wind. These
indications are fed, in near-time, to the coordinator database that runs a
temporal stored procedure that seeks for match with available green en-
ergy.
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Figure 10: Job placement ranges denoted by the doted line in both the PV
and the Wind plots. Any values above the zero levels indicate on poten-
tial benefits. However, assigned jobs might not be able to fully processed
when unpredicted drop in the availability.

3.5 Analysis
The experiment executions generated three core data logs
that we used for the result generation. The first data set

is the simulators logs. The simulator logs comprise of the
demand records. Demand records stored in the Demand
VoltDB table. The supply calls were stored in the Supply
VoltDB table. The match transactions stored in the Jobs
VoltDB table with status and the number of cores/hour used
for the job. Status values can be Success or False-Positive.
Figure 9 shows the two supply indications. Both signals
were generated based on Equation 2 and Equation 3. The
demand data was generated based on known usage patterns
that are spread across three timezones.

3.6 Discussion on Energy Mix when Process-
ing Offline Workloads

The experiment simulated the usage of green 708 kWh out
of total required 3,252 kWh for analytical systems work-
load processing i.e. 22% less carbon emission (Equation
5). 1822 kWh, 50% of the total workload consumption, was
processed by brown energy because of false-positive events
i.e. the coordinator assigned a job with no sufficient green
recourses to process the job. We believe that optimizing the
coordinator algorithm can improve the footprint reduction
up to 50%.

Figure 10 shows the job placement ranges denoted by
the dotted line in both the PV and the Wind plots. Any
values above the zero levels indicate on potential benefits.
However, such cases are subject to false positive events that
can occur when an unpredicted drop in the availability. Fur-
ther, such cases utilize the hybrid datacenter power scheme
describes in figure 6.

4 Conclusions

The future growth of cloud computing will increase its en-
ergy consumption as a fraction of grid power and will cause
a significant addition to the ever growing carbon emission
since 70% of US power is generated by hydrocarbon fired
power plants. Using rapidly emerging green energy for
processing cloud computing workloads can limit the antic-
ipated carbon emission growth. However, balancing time
varying green energy utilization with time varying energy
demands of cloud computing is a complex task that re-
quires sophisticated command and control prediction al-
gorithms beyond the scope of this paper but are emerging
in the form of a smart grid system of systems [28]. Our
study shows that green energy utilization for on-demand
streaming workload is best described as a resource man-
agement problem. The solution presented demonstrates real
time balance of green resource supply and cloud computing
workload demand and utilizes Ubernetes, an open source
container cluster manager. The results approximate within
21% those observed in a single cloud instance in the field.
Our study also shows that green energy utilization for of-
fline workload processing is a fast data problem. Its solu-
tion best utilizes VoltDB, an in-memory database, to allow
near-time response for green resources supply and work-
load demand. Our future work will focus on optimizing the
false-positive ratio, to further reducing the cloud computing
carbon footprint by up to 50%.
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 Abstract — Cognitive Radio (CR) encompasses a number of technologies which enable 
adaptive self-programing of systems at different levels to provide more effective use of the 
increasingly congested radio spectrum. CRs have potential to use spectrum allocated to TV 
services, which is not used by the primary user (TV), without causing disruptive interference 
to licensed users by using appropriate propagation modelling in TV White Spaces (TVWS). 
In this paper we address two related aspects of channel occupancy prediction for cognitive 
radio. Firstly, we continue to investigate the best propagation model among three 
propagation models (Extended-Hata, Davidson-Hata and Egli) for use in the TV band, 
whilst also finding the optimum terrain data resolution to use (1000, 100 or 30 m). We 
compare modelled results with measurements taken in randomly-selected locations around 
Hull UK, using the two comparison criteria of implementation time and accuracy, when 
used for predicting TVWS system performance. Secondly, we describe how such models can 
be integrated into a database-driven tool for CR channel selection within the TVWS 
environment by creating a flexible simulation system for creating a TVWS database.  
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1. Introduction  

As radios in future wireless systems become more flexible and 
reconfigurable and available radio spectrum becomes scarce, 
there is the possibility of using TV white space devices (WSDs) 
as secondary users in the Broadcast Bands without causing 
harmful interference to licensed incumbents. Currently, one 
candidate method could be to utilise a geolocation database 
approach. The white space device should be able to determine 
available channel opportunities for a given location by accessing 
a database of TV White Space (TVWS) channels including data 
on each transmitter and each site, variable channels, transmitter 
power, and time of validation [1]. Therefore, the TV channel can 
be protected from harmful interference by accurate prediction of 
TVWS using an appropriate propagation model. Design of any 
wireless network depends on accurate prediction of radio 
propagation, which impacts deployment and management 
strategies. In this paper we extended the previous work by 
investigating the best propagation model among three propagation 
models (Extended-Hata, Davidson-Hata and Egli), using various 
terrain data resolutions (1000, 100 and 30 m) and comparing with 
the real measurements taken around Hull UK using two the 

performance comparison criteria of implementation time and 
accuracy. Agreement between the measured and predicted values 
of path loss has investigated, using MATLAB to analyse and 
compare the variation of path loss between the measured and 
predicted values. The terrain profile was extracted from terrain 
database Global1 and then taken into account in selected 
propagation models. The flexible cognitive TVWS database 
system was built using different propagation models to calculate 
available channels in each pixel of the selected area. 

2. Digital Terrain Elevation Data (DTED) 

DTED was developed by the US Defense Mapping Agency 
(DMA) and can be used to improve signal detection accuracy. 
Currently, the paper has selected only three DTED levels of 
spatial resolution, which are available to the public [2]. 

Table 1: Resolution levels of DTED. 

DTED Level Post Spacing Ground Dist Row x Column 

0 30 arcsecond  ~ 1 km 121 x 121 

1 3.0 arcsecond ~ 100m 1200 x 1200 

2 1.0 arcsecond ~ 30 m 3600 x 3600 
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The elevation data of the resolution from 30 arcsecond (arcsec) 
to 1 arcsec (level 0,1 and 2 ) are avaliable for public use and can 
be downloaded as different DTED extension files in each 
resolution. The USGS web application has been used to define the 
desired research region by specifying latitude and longitude as 
shown in Figure 1, which identifies the required terrain tiles. 
Figure 2 classifies all tiles, identified by the web application  
earthexplorer.usgs.gov .    

 
Figure 1. Region selected for terrain data acquisition 

 
Figure 2. Research region of terrain elevation data by NASA's shuttle radar 

topography mission (SRTM) with resolution 1 arc sec (30 m) 

3. TVWS Geolocation Database 

The use of a TV white space geolocation database enables the 
most effective detection method for prediction of available 
channels and calculation of TV coverage maps for each pixel in 
the selected region by using an appropriate propagation model, 
selected for accuracy and efficiency. The technique can avoid 
signal detection problems caused by fading effects and shadowing. 
Construction of the geolocation database requires primary user 
information including frequency of operation, transmitted power, 
location, transmission time and height and type of transmit 
antenna. This information will protect spectrum incumbents from 
interference from secondary users who will access the database 
by sending a query to obtain available channels in a given area at 
a certain time. Furthermore, the geolocation database might have 
proxy to make queries and identify available channels for WSD 
[3]. 

4. Propagation Models 

When planning wireless communication systems and designing 
wireless networks, the accuracy of the prediction of propagation 
characteristics of each environment should be taken into account. 
One of the most significant parameters, which can be provided by 
propagation prediction, is large-scale path loss, which affects 
directly the coverage of a base station placement and its 
performance. However, using field measurements to obtain these 
parameters without depending on propagation models is time-
consuming and costly. The following subsections provide a brief 

explanation of several appropriate empirical propagation models 
[4] including the Extended Hata, Davidson-Hata and Egli models. 

4.1. Extended Hata Model 

The Extended Hata model was derived from Hata-Okumura 
which is widely used for signal prediction in urban areas, wholly 
based on measured data that have been collected in Tokyo Japan. 
Also, it does not have any analytical explanation, but includes 
empirical factors that depend on the type of environment. This 
model can be used in different environment by adding some 
correction factors to meet the requirements of ITU-R and also 
extending range up to 100 km as shown in the following equation:  

CdBAPL b
HataEx ++= )log(_

                                                        (1) 

( )rxtxc hahfA −−+= 1010 log82.13log16.2655.69          

        txhB 10log55.69.44 −=                                                   

Where cf represents the carrier frequency (150 to 1500 MHz), txh  

is the height of the base station antenna (m) and rxh is the height of 
receive antenna (m). The distance from transmitter to receiver is 

d km. The value of the correction factors a( rxh ) and C depend on 
the type of environment. In small and medium sized cities and 
metropolitan areas the value of C will be 0, while in other 
environments such as suburban and rural areas, different 
equations are used [5]. The factor b denotes an extended range up 
to 100 km as shown in the following equation.  
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4.2. Davidson-Hata Model 

).,()(),()(),( 4321 kmMHzMHzkmtkmkmtHataDavid dfSfSdhSdSdhAPLPL −−−−+=            (2) 

tMHzHata hfPL 1010 log82.13log16.2655.69 −+=
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where A is a factor extending distance up to 300 Km, S1 and S2 
are correction factors for extending transmitter height up to 
2500m, while the factors S3 and S4 extend the frequency range 
over 30 to1500 MHz [6]. a(hr) is a correction factor for receiver 
antenna height.   
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4.3. Egli Model 

The Egli model was introduced by John Egli in 1957. The 
model includes a terrain model and was derived from real 
measurements of UHF and VHF television transmissions 
conducted in several large cities. It then used a point-to-point 
model for predicting the total path loss [7]. Thus, this model is 
commonly used for point to point communications to predict path 
loss in an urban or rural area, where transmission has to go over 
an irregular terrain between a fixed transmitter and receiver in the 
frequency range 40 to 900 MHz. The following equation 
illustrates the path loss calculation of the Egli model: 

rtKm hhdp 1010100 log10log20log40 −−=                 (5) 

where th  denotes the height of the transmitter antenna (m), rh  
is the height of the receiver antenna (m), the distance between 
transmitter and receiver is denoted by d km and the transmission 
frequency is f (MHz) [8].      

5. Field Measurement and Data Collection 

The main goal of selection of various positions at which to 
conduct measurements is to examine the signal strength behavior 
in different environments at various distances from the transmitter 
and to observe how the terrain affects the received signal. The 
measurements have been taken at 23 locations distributed 
randomly around Kingston-upon Hull, UK as shown in Figure 3. 

Figure 3. Measurement equipment and geographical location in Hull and 
surrounding areas. 

The measurement equipment used includes an omnidirectional 
antenna (covering the frequency range 174 to 230 MHz (VHF) 
and 470 to 790 MHz (UHF) with gain of 3.5 dBi) and spectrum 
analyser (Agilent E4407B, frequency range 9 kHz to 26.5 GHz) 
which was connected with a laptop computer by using a general 
purpose interface bus. A Matlab program on the laptop received 
raw data and stored them in (bin) files. In addition, the 
measurement locations were determined by using a mobile GPS 
application. 

6. ANALYSIS of Models’ Performance  

6.1. Propagation Path Loss Analysis  

The main criterion for model assessment is path loss. A 
simulation program was implemented in Matlab, using channel 33 
to conduct the comparison between the three propagation models 
and the measured results. In order to compare the real 
measurements with different propagation models, the path loss 
should be extracted from the real measurements by using the 
following equation in each location [9]. 

                         RPRRTXTXPL GainGain −++=                    (7) 

Where TX denotes the transmitted power, transmitting antenna 
gain is represented as TXgain, PL is the path loss, receiving antenna 
gain is denoted as PRgain and RP is the received power, dBm. 

To evaluate the propagation models against real measurements, 
several parameters might be used to identify the most accurate 
propagation model. The error between predicted and measured 
path loss values was calculated by Equation 8 and the average 
error calculated by Equation 9. 
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In which ei is denoted as the difference between the calculated 
path loss EPi and measured path loss Mpi derived from measured 
received power in each location. 

Equations 8 and 9 are then used to calculate the standard 
deviation, Equation 10, whilst Root Mean Square Error (RMSE) 
is calculated by Equation 11, which also depends on the average 
error calculated in Equation 9.  
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To remove the influence of dispersion from the overall error, a 
significant metric can be derived from RMSE by subtracting the 
standard deviation of the absolute value of the error to obtain the 
Spread Corrected Root Mean Square Error (SCRMSE), as 
illustrated in Equations 12 and 13: 

          σ−= ii eE                      (12)                                             
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6.2. Diffraction Factor Based on Terrain Profile Database  

A common phenomenon that exemplifies the wave property of 
EM waves and light is diffraction, which is the bending of EM 
waves around obstacles. Diffraction is considered as a non-line of 
sight (NLOS) propagation mechanism which may occur when the 
propagation path is obscured by a barrier such as a mountain or 
hill or man-made obstacles including buildings. Diffraction can 
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be the  cause of significant signal weakness at the reception site, 
due to the presence of some of the aforementioned barriers 
between the transmitter and receiver. There are two types of 
diffraction. "Shadow diffraction", occurs when the received signal 
is blocked by obstacles and the received field strength will be 
decreased when the reception site is within the shadowed area. 
The second case, which occurs if the impediment is underneath 
the LOS, is called "lit diffraction,” and commonly leads to multi-
path interference. Shadow diffraction is the one of the main 
reasons for increased the path-loss. One of the common 
diffraction models is the single knife edge model, explained by 
Huygens’s Principle, which states that when an electromagnetic 
wave is obstructed by a natural or man-made obstruction, the 
obstruction acts as a secondary source for creating a new 
wavefront which then propagates into the geometric shadow 
region of the obstruction [10]. 

6.3. Terrain Profile-based Diffraction Model  

One of the main effects of the terrain profile is to cause 
diffraction or bending of EM waves around obstacles such as 
mountains, hills or man-made structures which obscure the direct 
path.  

In previous work [11], we considered terrain resolutions of 1 
and 30 arcsec and determined that each of them had advantages 
and disadvantages in terms of accuracy and calculation time. 

In this work, we attempt to improve these results by 
investigating a third resolution value between 1 and 30 arcsec to 
improve the compromise between accuracy and implementation 
time. For example, whilst calculating diffraction using the three 
different resolutions and investigating its effect on the received 
signal, we noticed that in the location approximately 38 km along 
the path shown in Figure 4, in the 30 arcsec resolution the 
elevation value is 100 m, whilst when using 3 arcsec and 1 arcsec 
resolution, the elevation values are approximately 86 and 83 m 
respectively. 

 
Figure 4. Terrain elevation data for the path from University of Hull to Belmont 

TV Transmitter in different resolutions  

Using 30 arcsec resolution takes a short time for the 
implementation process but has less accuracy. When using 1 
arcsec, we have good accuracy but a long time for the 
implementation process. However, using 3 arcsec resolution 
produces the best results in terms of the compromise between 
accuracy and implementation time.   

7. Comparison and Results 

The measurement study covered the area around the city of Hull, 
which was represented to measure the UHF TV band from 470 to 
790 MHz with consideration of all radio and TV stations that feed 
the whole Hull area. Most of the channels transmitted into the area 
originate from the Belmont and Emley Moor transmitters (see 
Figure 3). The results of comparison of predicted path loss with 
measurements for two cases (excluding and including terrain 
modelling) are presented by using the previously defined criteria 
average error, standard deviation, RMSE and SCRMSE. Figure 5 
shows our Graphical User Interface (GUI) of expected results 
including path loss curves for each propagation model and a table 
of calculated parameters.   

 
Figure 5. GUI showing propagation model comparison in the selected 

measurement locations 

This analysis may be undertaken for all selected measurement 
points, by flexible selection of the transmitter  name, terrain 
resolution, propagation model and transmitted channel. Results 
corresponding to all measurement locations and comparison of 
the three propagation models with real measurements along with 
parameter analysis, are discussed and classified in the following 
sections.    

7.1. Influence of Terrain Resolution on Results from the Extended 
Hata Model. 

In this and in the following sections, terrain profile databases 
with various spatial resolutions and equivalent single knife edge 
diffraction have been used to calculate the diffraction factors and 
then evaluate their impact on the performance of the propagation 
models. The results in Table 2 indicate that 30 arcsec resolution 
used with the Extended Hata model can be considered the best fit 
to the measured data with low error when applying the diffraction 
factor at different terrain resolutions. It can be clearly seen in 
Figure 6 that the behavior of path loss was influenced by 
diffraction, when compared with the path loss derived from 
measured data. 

Thus, the propagation behaviour has been affected  in most 
measurement locations when applying the terrain variation with 
30 arcsec resolution. The impact of the propagation model is 
obvious after the third measurement point, where the first three 
points might be situated within the line of sight and the 1 km 
resolution results might have missed terrain features situated 
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along the path which might cause destructive or constructive 
diffraction. Thus, using 1 km resolution might not give accurate 
results. Also when using 1 arcsec resolution, the terrain variation 
becomes worse in this model, which additionally requires a 
significantly longer processing time. However, the 3 arcsec 
resolution gives only slightly different results and does not need a 
long time for calculation of terrain profile.    

 
Figure 6. Impact of terrain resolution on results from the Extended Hata model  

In Table 2 we can observe how the error statistics have been 
impacted by the diffraction factor and how the SCRMSE value 
are decreased in the selected terrain resolution. The results 
indicate that the 30 arcsec and extended Hata model has the best 
results of the SCRMSE, at 10.84 dB. On the other hand, the 3 
arcsec result is seen to have less error compared with 1 arcsec by 
about 1.2 dB. 

Table 2: Fitted Extended Hata model in different terrain resolution 

 

7.2.  Influence of Terrain Resolution on Egli Model Results. 

Due to the nature of the terrain profile near the transmitter sites, 
which includes rough terrain and hills, the use of 1 arcsec and 3 
arcsec resolutions will clearly affect the Egli propagation 
predictions, as illustrated in Figure 7. Here it may be seen clearly 
that there are large changes in the path loss at the distance of 48 
km and that at other locations such around 52 km there is less 
variation where the receiver might be in line of sight of the 
transmitter.    

 
Figure 7. Impact of terrain resolution on the Egli model results  

The error of the SCRMSE for the both 1 arcsec and 3 arcsec are 
slightly different by about 0.14 dB as can be seen in Table 3, 
whereas the SCRMSE values for 30 arcsec resolution have 
increased by 1.12 dB. 

Table 3: Fitted Egli model in different terrain Resolutions 

 

7.3. Influence of Terrain Resolution on Davidson Model Results. 

The Davidson model is clearly affected by terrain resolution in 
a similar manner to the Extended-Hata model at all selected 
resolution values, as shown in Figure 8.  

  
Figure 8. Impact of different terrain resolution on the Davidson model 

It can be observed in the statistics of Table 4 that the SCRMSE 
is increased while the resolution value is decreased as Table 2 of 
the Extended-Hata behavior.  

Table 4: Fitted Davidson model in different terrain Resolutions 
 

 

According to the advantage and disadvantage of both previous 
results in terms of accuracy and processing time, we observed that 
30 arcsec has short time and less accuracy, while 1 arcsec has high 
accuracy and long processing time. Therefore, the 3 arcsec 
resolution in the Egli model gives the best result when taking 
these chosen criteria into account when comparing SCRMSE 
results between different terrain resolutions.  

8. Design of Flexible System for Creating TVWS Database 
by Using Different Propagation Models 

 Based on the previous results, which indicate that the Egli model 
is the best among the models that have been chosen for 

Resolution, 
arcsec  

Av Error, 
dB  

STD. Dev, 
dB RMSE, dB SCRMSE, 

dB 

30  23.34 4.87 23.52 11.07 

3  21.43 4.47 22.82 9.95 

1  22.23 4.64 25.02 9.81 

Resolution, 
arcsec  

Av Error, 
dB 

STD. Dev, 
dB 

RMSE, 
dB 

SCRMSE, dB 

30  24.46 5.10 30.70 12.48 

3  22.44 4.68 31.50 15.60 

1  22.99 4.79 34.38 16.94 

Resolution, 
arcsec  

Av. Error, dB  STD. Dev, 
dB 

RMSE, 
dB 

SCRMSE, 
dB 

30   22.59 4.71 27.49 10.84 

3  20.61 4.29 28.20 13.83 

1  21.44 4.47 31.18 15.03 
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comparison with the real measurements, a flexible system has 
been built that performs many functions related to propagation 
modelling and calculation of signal strength in each pixel. Among 
these tasks, it is possible to determine any geographic area based 
on latitude and longitude between two concentric points. In 
addition, it can be determined that the size of each pixel will affect 
the implementation time and propagation accuracy. Also, the 
system can perform three major operations at the same time to 
create a database for a selected geographic region that can be 
easily used when connected to the white space devices (WSD). In 
this work, for illustration, we considered only six transmitters, but 
more can be added using the “Add Transmitter Detail” button, as 
shown in Figure 9. 

 

Figure 9. Display of all pixels in the selected region in the flexible simulation 
system for creating TVWS database. 

8.1. Methodology for Calculation of Received Power 

The second methodology to be implemented after creating the 
pixel file is to calculate the receiver power in each pixel in the 
frequency range 470 to 790 MHz, by considering the selected 
transmitters. The processing time depends on the number of pixels, 
propagation model and also the terrain resolution level. The 
process will be conducted only once to create a complete database 
of all the predicted TV signals in each pixel, as shown in Figure 
10, which can be used for the next stages.  

8.2. Methodology for Calculation of Available Channels  

The main goal of the system is to calculate available channels 
with high accuracy and then store all available channels of each 
pixel in the database, in a way which makes it easy to retrieve the 
data from WSDs. All of the transmitter information, such as 
height, channels and transmitted power, is stored previously in the 
database. The process takes into account all channels of the 
selected transmitters that might be received in a specific pixel, 
considering the weak signals as well. 

8.3. Methodology for Calculation of Coverage Map  

This methodology must be used to translate the database that has 
been stored to show as a visual map of different levels of signal 
strength in the selected region for each transmitter, which are then 
stored in different files in the database as shown in Figure 11.  

 

 
Figure 10. Algorithm of the received power calculation 

 

Figure.11 Display of the propagation signals for channel 33 using Egli model. 

9. Conclusion  

In this paper, TV signal strengths are calculated using various 
propagation models and then compared with real measurements 
that have been conducted in various locations. Using a single 
knife edge model to calculate the diffraction factor with 
consideration of terrain profile data at different resolutions, we 
investigate and prove how the terrain data resolution impacts the 
accuracy and implementation time of the propagation models. We 
have improved and extended results that have been published in 
our conference paper in 2016 [11]. RMSE and SCRMSE are the 
main criteria taken into account to assess the propagation models 
in different terrain resolutions. The results show that the Egli 
model still gives the best results when account is taken of the 
terrain profile data at a resolution of 3 arcsec (100m), providing 
SCRMSE of 0.14 dB, with shorter computation time and similar 
accuracy as compared with 1 arcsec. On the other hand, RMSE 

http://www.astesj.com/


A. M. Fanan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 13-19 (2017) 

www.astesj.com    19 

and SCRMSE values of the extended Hata and Davidson models 
are still increasing and have poor performance when terrain data 
resolution is decreased. Therefore, 3 arcsec is considered the best 
resolution that can be used to calculate diffraction factor. The 
results also show that the Egli model is the best model giving a 
consistently good fit to measured data among other selected 
models and, with appropriate terrain data, will provide useful 
input to a system for facilitation of the cognitive radio decision 
process. In addition, the main benefits for designing the flexible 
system is to create a TVWS database for a specific area, by 
selecting the optimum pixel size, adding appropriate transmitter 
information and choosing a suitable propagation model. In future 
work, the system will be developed to use additional propagation 
models at various terrain data resolutions, providing a clear 
understanding of the differing results between propagation 
models taking into account the terrain resolution.  
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 This research work is novel technique to control and optimize SSSC (Subsynchronous Series 
Controller) functions with degree of precision in between Qatar and Kingdom of Saudi 
Arabia. The SSSC model developed and simulated in order to identify and determine its 
control and functioning parameters by introducing new tuning parameters based on that 
the SSSC can be adjusted stringently to witness desired results lead to address outstanding 
reactive power management issue. The proposed new parameters are contributing 
significantly to control SSSC functions in multiple directions in a power system network in 
between QATAR and Kingdom of Saudi Arabia at different time-based transmission 
contingencies on the GCC Electrical-power grid.  Strategically, the SSSC capacity and 
capability can be utilized fully in between Qatar and Kingdom of Saudi Arabia by 
introducing and optimizing its control and tuning parameters more tangibly under both 
steady and dynamic states 

Keywords:  
Reactive voltage 
Voltage regulator 
Power flow 

 

 

1. Introduction  

The SSSC has operational controllability results are clearly 
indicating that introduction of SSSC in between Qatar and 
Kingdom of Saudi Arabia power network will equitably improve 
the power system loadability, curtailing the losses and value-
added sustainability of the power system enactment by addressing 
control and operational issue throughout the GCC Electrical-
power grid. 

Hereafter, new SSSC optimization technique can thus be 
magnificently expended for this type of power system process 
optimization. This work published in 13th the IET International 

AC/DC Conference held in Manchester, February 14-16, 2017. 
Whereas a SSSC determines and validates the three control and 
effective limits which have been made-to-order at (minimum (+/-
) medium (+/-), and maximum (+/-) compensation.  These 
rheostats functioning limits are regulated by constituting their 
consequent PI control-values by exercising D.J. Cooper PID 
regulator Performance to achieve the following [1].  

(1) Augmented Power flow  
(2) Developed consistency & controllability  
(3) Augmented angle and voltage constancy.  

 
Therefore, FACTS Controllers are convincing candidate 

technology options centered on that following benefits can be 
perceived.  
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Figure 1. SSSC structure in between Qatar and Kingdom of Saudi Arabia 

Figure 1 shows the GCC power network by retaining SSSC 
at augmented whereabouts by exercising Wideband-Delphi-
Technique.  

• Model reveals how much notional concentrated power can be 
dispensed in between QATAR and Kingdom of Saudi 
Arabia. 

• At maximum conjectural power, what is borderline voltage  
• Model reveals how much reactance must be retained by the 

orthodox series capacitance to double the power conveyance 
in between Qatar and Kingdom of Saudi Arabia if vital and 
prerequisite. 

• Compute the introduced voltage by the series capacitor in 
between QATAR and Kingdom of Saudi Arabia 

• By SSSC how much introduced and instilled/injected 
reactive voltage Vr is upheld at diverse compensation of 
SSSC in between Qatar and Kingdom of Saudi Arabia and 
Compute the determined power supplied at persistent 
introduced voltage Vr 

• If the load angle decreases from 71 to 0 how much power will 
be produced by SSSC in between Qatar and Kingdom of Saudi 
Arabia. 

2. GCC Electrical-power grid background 

The GCC power-grid is constituted and employed into eight 
premeditated power system operational directions in order to meet 
national and industrial customers necessities in a consistent and 
viable demeanors at the GCC Electrical-power grid-network as 
shown in Figure 1 as considered and described with facts and 
figures, this is also published in [1] . 

3. SSSC Operational Analyses 

Principally, the SSSC-series counterbalance device location 
is not very much perilous it can be employed anyplace on the GCC 
Electrical-power grid. In this case the SSSC has been retained at 
the borderline to decrease the power-line transmission impedance 
unnaturally by SSSC which is controlling to upsurge the power 
flow in the power transmission system in (5) and (6) determine 
how much line impedance (XC) has been Controlled and Managed 
after employing series but stable capacitor’s Kseries factor.  

SSSC encompasses of capacitors and reactors to diverge the 
power-line impedance on domineering need basis vigorously. 
Predominantly, the SSSC injects the voltage   in a series into the 
power transmission network at the midpoint of Kingdom of Saudi 
Arabia and Qatar whereas instilled/injected the voltage at 
midpoint Vr has been computed in (7). The SSSC stipulates or 
expends reactive-power in capacitive/inductive control-mode of 
functions on the GCC power-grid, wherein the SSSC 
instilled/injected voltage in phase quadrature with the line current 
of the power network.  

Figure 2 denotes maroon trend in the graphical presentation 
of the SSSC processes in capacitive and inductive mode of 
functions. Practically, blue trends denote how much real power 
transferred can transferred when electrical-power transmission 
network compensation carried-out capacitive, inductive mode of 
operations or neutral without any compensation factor. Figure 3 
signifies that a SSSC has a main and great influence on power 
steadiness and load flow, but ithas limited impact on voltage 
profile enhancement as exhibited in (28) that Vm, Vs, Vr has 
negligible or no effect with SSSC  [2]. 

0 π0 δ (rad)

1

Re
al 

Po
we

r (
pu

)

Capacitive 

Uncompensated

Inductive 

 
Figure 2. Signify the compensation factor by SSSC [2] 

 
Figure 3. Denotes the SSSC impact. 
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3.1. By employing Series Fixed Capacitor to upsurge the Power 
on the GCC Electrical-power grid 

Herein determined conjectural power can be dispensed and 
distributed without conservative or non-conventional series 
compensation, the voltage structured transitorily but not 
vigorously and unvaryingly which is outfitted at 800 km long 
electrical-power transmission network from Kingdom of Saudi 
Arabia to Qatar or vice versa along with its attendant substations. 
Now if series capacitor is connected at midpoint voltage as stated 
in Figure 3 to resource and expend sufficient reactive power to 
counterbalance as prerequisite. Equation (5) expended to compute 
series compensation factor to convalesce the power system 
steadiness and double the power at power transmission lines 
reactance XC= 136.626 Ohms as intended in (6) and (7) [3]. 

𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =
𝑋𝑋𝑐𝑐

2 × 𝑍𝑍𝑎𝑎
𝑐𝑐𝑐𝑐𝑐𝑐

𝜃𝜃
2

                                                                     (5) 

𝑋𝑋𝑐𝑐 = 2 × 𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 × 𝑍𝑍𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡
𝜃𝜃
2

= 136.626 𝑂𝑂ℎ𝑚𝑚𝑐𝑐                         (6) 

𝑃𝑃𝑚𝑚𝑎𝑎𝑚𝑚 =
𝑉𝑉2

𝑍𝑍𝑎𝑎 − 𝑋𝑋𝐶𝐶 × 𝑆𝑆𝑆𝑆𝑡𝑡(43.26°)
= 1223 𝑀𝑀𝑀𝑀                            (7) 

 
Equation (7) reveals the concentrated power by adapting 

power transmission line reactance by series capacitor Units. 

3.2. By implementing Series-Capacitor to upsurge the Power on 
the GCC  Electrical-power grid 

The SSSC has a tremendous competence to upturn the 
electrical Power flow and improve dynamic steadiness to supplant 
usual and uneconomical fixed series capacitors are expended to 
govern the prerequisite reactive current at midpoint in between 
Qatar and Kingdom of Saudi Arabia for recompense [4]. 

Instill/Injected current with series capacitor is computed by 
exercising in (8), (9). 

𝐼𝐼𝑚𝑚 =
𝑉𝑉𝑐𝑐𝑆𝑆𝑡𝑡 𝛿𝛿2

(1 − 𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)𝑍𝑍𝑎𝑎𝑐𝑐𝑆𝑆𝑡𝑡
𝜃𝜃
2

= 2.1159𝑝𝑝𝑝𝑝                                      (8) 

Instilled/injected voltage as given below 

𝑉𝑉�𝑠𝑠 = 1.5237 × 𝑡𝑡𝑡𝑡𝑡𝑡
𝜃𝜃
2

= 0.8881𝑝𝑝𝑝𝑝                                              (9) 

Equation (9) reveals the in a Phase injected/instill voltage  

𝑉𝑉𝑠𝑠 = 𝑉𝑉�𝑠𝑠 ×
𝑉𝑉
√3

= 205.03 𝑘𝑘𝑉𝑉                                                        (10) 

Equation (10) reveals the instilled/injected voltage in 
between QATAR and Kingdom of Saudi Arabia. Herein 
determined power flow can be sustained with unremitting voltage 
inserted by the SSSC at midpoint. Firstly, the SIL computed and 
determined by using Equation (11) 

𝑃𝑃� =
𝑃𝑃
𝑃𝑃𝑛𝑛

= 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 + 𝐵𝐵𝑐𝑐𝑆𝑆𝑡𝑡
𝛿𝛿
2

                                                           (11) 

amount of real power can be dispensed in line with Pn, this is 
identified as a SIL in contradiction of the real electrical-power 
delivery. 

Where  

𝐴𝐴 =
1

𝑐𝑐𝑆𝑆𝑡𝑡𝜃𝜃
= 1.40115   ;    𝐵𝐵 =

𝑉𝑉𝑠𝑠�

2𝑐𝑐𝑆𝑆𝑡𝑡 𝜃𝜃2
= 1.14735                   (12) 

Equation (13) reveals electrical Power flow with unremitting 
reactive voltage instilled/injected whereas the 𝑃𝑃� is determined  

when  𝑑𝑑𝑃𝑃
�

𝑑𝑑𝑑𝑑
= 0 

𝑑𝑑𝑃𝑃�
𝑑𝑑𝛿𝛿

= 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 − 𝐵𝐵𝑐𝑐𝑆𝑆𝑡𝑡
𝛿𝛿
2

                                                                   (13) 

Equation (14) resultant after substituting 𝑑𝑑𝑃𝑃
�

𝑑𝑑𝑑𝑑
= 0 value 

0 = 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 − 𝐵𝐵𝑐𝑐𝑆𝑆𝑡𝑡
𝛿𝛿
2

                                                                      (14) 

Unassumingly 𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 and 𝑐𝑐𝑆𝑆𝑡𝑡𝛿𝛿 are factorized as resultant in (15) 

𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 = 𝑐𝑐𝑐𝑐𝑐𝑐 �
𝛿𝛿
2

+
𝛿𝛿
2
�   ;   𝑐𝑐𝑆𝑆𝑡𝑡𝛿𝛿 = 𝑐𝑐𝑆𝑆𝑡𝑡 �

𝛿𝛿
2

+
𝛿𝛿
2
�                            (15) 

Where 

cos(𝐴𝐴 + 𝐵𝐵) = 𝐶𝐶𝑐𝑐𝑐𝑐𝐴𝐴.𝐶𝐶𝑐𝑐𝑐𝑐𝐵𝐵 − 𝑆𝑆𝑆𝑆𝑡𝑡𝐴𝐴. 𝑆𝑆𝑆𝑆𝑡𝑡𝐵𝐵                                  (16) 

Equation (17) resultant after replacing 𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 and 𝑐𝑐𝑆𝑆𝑡𝑡𝛿𝛿 values in 
(16)  

𝑐𝑐𝑐𝑐𝑐𝑐 �
𝛿𝛿
2

+
𝛿𝛿
2
� = 𝑐𝑐𝑐𝑐𝑐𝑐

𝛿𝛿
2

. 𝑐𝑐𝑐𝑐𝑐𝑐
𝛿𝛿
2
− 𝑐𝑐𝑆𝑆𝑡𝑡

𝛿𝛿
2

. 𝑐𝑐𝑆𝑆𝑡𝑡
𝛿𝛿
2

                              (17) 

Equation (17) is the streamlined and resultant in (18) 

𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 = 𝑐𝑐𝑐𝑐𝑐𝑐2
𝛿𝛿
2
− 𝑐𝑐𝑆𝑆𝑡𝑡2

𝛿𝛿
2

                                                                (18) 

Equation (18) 𝑐𝑐𝑐𝑐𝑐𝑐𝛿𝛿 value subtract in (14) and resultant from (19) 

0 = 𝐴𝐴 �𝑐𝑐𝑐𝑐𝑐𝑐2
𝛿𝛿
2
− 𝑐𝑐𝑆𝑆𝑡𝑡2

𝛿𝛿
2
� − 𝐵𝐵𝑐𝑐𝑆𝑆𝑡𝑡

𝛿𝛿
2

                                             (19) 

Whereas 

𝑐𝑐𝑐𝑐𝑐𝑐2
𝛿𝛿
2

= �1 − 𝑐𝑐𝑆𝑆𝑡𝑡2
𝛿𝛿
2
�                                                                   (20) 

Equation (20) 𝑐𝑐𝑐𝑐𝑐𝑐2 𝑑𝑑
2
 subtracted in (19) and developed new (21) 

0= 𝐴𝐴 ��1 − 𝑐𝑐𝑆𝑆𝑡𝑡2 𝑑𝑑
2
� − 𝑐𝑐𝑆𝑆𝑡𝑡2 𝑑𝑑

2
� − 𝐵𝐵𝑐𝑐𝑆𝑆𝑡𝑡 𝑑𝑑

2
                                    (21) 

By adding the 𝑥𝑥 = 𝑐𝑐𝑆𝑆𝑡𝑡 𝑑𝑑
2
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𝐴𝐴(1 − 𝑥𝑥2 − 𝑥𝑥2) − 𝐵𝐵𝑥𝑥 = 0                                                            (22) 

−2𝐴𝐴𝑥𝑥2 + 𝐴𝐴 − 𝐵𝐵𝑥𝑥 = 0                                                                    (23) 

−(2𝐴𝐴𝑥𝑥2 − 𝐴𝐴 + 𝐵𝐵𝑥𝑥) = 0                                                                (24) 

2𝐴𝐴𝑥𝑥2 + 𝐵𝐵𝑥𝑥 − 𝐴𝐴 = 0                                                                       (25) 
Equation resultant from (25) to convert into Quadratic form. 

�(𝑥𝑥) = �𝑥𝑥 +
𝑏𝑏

2𝑡𝑡
�
2

+
4𝑡𝑡𝑐𝑐 − 𝑏𝑏2

4𝑡𝑡
                                                 (26) 

Equation (26) expressed the Quadratic function as detailed 
below with factors.  

�𝑥𝑥 +
𝐵𝐵

4𝐴𝐴
�
2

+
(4 × 2𝐴𝐴 × −𝐴𝐴) − 𝐵𝐵2

4𝐴𝐴
= 0                                    (27) 

�𝑥𝑥 +
𝐵𝐵

4𝐴𝐴
�
2

−
8𝐴𝐴2 + 𝐵𝐵2

4𝐴𝐴
= 0                                                          (28) 

Equation (27) and (28) Quadratic roles are defined and extracted  
and resultant in (29)   

𝑥𝑥 = −
𝐵𝐵

4𝐴𝐴
±
√8𝐴𝐴2 + 𝐵𝐵2

4𝐴𝐴
                                                                (29) 

Equation (29) subtracted A and B factors values as defined and 
calculated in (12) and resultant in new (30)   

𝑥𝑥

= −
1.401

4 × 1.4735
±
√8 × 1.47352 + 1.4012

4 × 1.4735
                            (30) 

Finally, the “x” values are signified as given below: 

𝑥𝑥 = 0.5314 = 𝑐𝑐𝑆𝑆𝑡𝑡
𝛿𝛿
2

=→ 𝛿𝛿 = 64.2°                                          (31)  

Equation (31) reveals the 𝑥𝑥 = 0.5314 and electrical power angle 
resultant 

Where  

𝑃𝑃�𝑚𝑚𝑎𝑎𝑚𝑚 = 𝐴𝐴𝑐𝑐𝑆𝑆𝑡𝑡𝛿𝛿 + 𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃                                                                 (32) 

𝑃𝑃�𝑚𝑚𝑎𝑎𝑚𝑚 = 𝐴𝐴𝑐𝑐𝑆𝑆𝑡𝑡(64.2°) + 𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐(45.5°)𝑃𝑃�𝑚𝑚𝑎𝑎𝑚𝑚 = 2.06519           (33) 

Equation (32) subtract the A, B, ∅ 𝑡𝑡𝑡𝑡𝑑𝑑 𝛿𝛿 values and resultant 
the 𝑃𝑃�𝑚𝑚𝑎𝑎𝑚𝑚  value. 

𝑃𝑃𝑚𝑚𝑎𝑎𝑚𝑚 = 𝑃𝑃�𝑚𝑚𝑎𝑎𝑚𝑚 ×
4002

316.228
=  1044.9 𝑀𝑀𝑀𝑀                                 (34) 

Equation (34) signifies the concentrated electrical power 
dispensed and distributed in the GCC Electrical-power grid by 
retaining SSSC to uphold persistent Vr vigorously in the Midpoint 
of QATAR and Kingdom of Saudi Arabia as illustrated in Figure 
4 [5]. 

1 2
Generator

- +

L1 R

iLQ
+ -

Lr Rr
L2 Infinite bus

SSSC  

Figure 4: SSSC connected in between Qatar and Kingdom of Saudi Arabia 

IS IR

VS VR

X

VQ

Vm

 

Figure 5: SSSC connected in between Qatar and Kingdom of Saudi Arabia 

VS

VR

Reference 

15º 30º 

75º Vq

Vm

VQR VQL

 
Figure 6. Phasor diagram of voltage profile 

VS

VR
VQ

IS

Reference 

θ θ

VQR VQL

 
Figure 7. SSSC connected at the midpoint and instilled/injected VQ toward VR 

 
Figure 5: signifies that counterbalance device employed in 

the middle of the of the power transmission line, this is voltage 
source only dispense reactive electrical power not a real power. 
Figure 6 displays the influence of location if counterbalance 
device employment on voltage profile, the voltage on left side of 
the counterbalance device would be VQL and right side VQR. 
Figure 7 illustrates that the series counterbalance device 
employed in the middle the worst voltage-profile occurred at each 
side of the counterbalance device, whereas the voltage-profile 
vector aligns with the current vector [5]. Therefore, the midpoint 
voltage-profile is the same with/without SSSC functions as 
exhibited in (37) and (38) SSSC power flow with 𝛿𝛿 = 0[6]. 

𝑃𝑃𝑚𝑚𝑎𝑎𝑚𝑚 = 1.147 ×
4002

316.2
= 580𝑀𝑀𝑀𝑀 

𝑉𝑉�𝑚𝑚 =
𝑐𝑐𝑐𝑐𝑐𝑐 𝛿𝛿2
𝑐𝑐𝑐𝑐𝑐𝑐 𝜃𝜃2

         𝛿𝛿 = 0                                                                   (35) 

Equation (35) reveals the midpoint voltage-profile if 𝛿𝛿 = 0 and 
resultant midpoint voltage denotes from (36) 
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𝑉𝑉�𝑚𝑚 =
1

𝑐𝑐𝑐𝑐𝑐𝑐 × 22.76°
= 1.1 𝑝𝑝𝑝𝑝                                                       (36) 

Equation (35) reveals the midpoint voltage if 𝛿𝛿 = 0  therefore, 
𝑉𝑉𝑠𝑠𝑡𝑡𝑡𝑡𝑑𝑑 𝑉𝑉𝑅𝑅 voltage-profile are computed in (37) and (38). Sending 
end from the Kingdom of Saudi Arabia and receiving end at 
QATAR 

𝑉𝑉𝑠𝑠 = 𝑉𝑉𝑚𝑚∠0 − 𝑗𝑗
𝑉𝑉𝑠𝑠
2

= 1.171∠0 − 𝑗𝑗
0.8881

2
                                (37) 

𝑉𝑉𝑅𝑅 = 𝑉𝑉𝑚𝑚∠0 + 𝑗𝑗
𝑉𝑉𝑠𝑠
2

= 1.171∠0 − 𝑗𝑗
0.8881

2
                               (38) 

3.3. SSSC input Data 

Table 1: operating parameters and associated countries  

Countries Power Exchange 
To/from Qatar to main transmission line 400kV, 50Hz, 750MW 
To/from Kingdom of Saudi Arabia to main 
power-transmission line 

400kV, 50Hz, 600 MW 

Table 2: Conventional Reactive Power 

Existing Power System Reactive Power Distance 
VAR Demand at Al Jasra 
substation Kuwait 

850MVAR Ghunan Substation to Slawa 
Substation total distance 
288Km 

Reactive Power demand at 
Al-Al-Zour Substation 

500MVAR Slawa Substation total 
distance = 97Km 

Table 3: Multivariable Controller’s Configuration 

Al-Zour Substation Iq regular: Kp 14dB; 
Ki: 0.014 dB 

Counterbalanced and 
regulated voltage at 0-2% 

Rated SSC: +/- 500 
MVAR 

Ref V: 1.0 pu 
(400kV) 

(VC voltage change from 
2% to 4%) 

P (proportional): 0.33, 
0.38, 0.40, 
I (integral) 0.7, 0.9, 1.2 

Droop: 
0.033pu/100MVA; 
Kp:14dB; Ki: 
3500dB 

(VC voltage change from 4-
6%) 

4. Results and Discussion 

4.1. Maximum level Vr voltage-injection  

It has been simulated and authenticated that further real 
power can be up-surged in the power transmission line to touch 
its design specification by up-surging the SSSC compensation  
factor from 50% to 65% reactive voltage instilled/injected voltage 
would be 0.8864pu which is equivalent to 204kV and current Im 
= 2.1pu and 𝜹𝜹 = 𝟔𝟔𝟔𝟔.𝟖𝟖𝟖𝟖° will activate consequently at different 
functioning condition total 1200MW power will be produced and 
distributed on the GCC electrical-Electrical-power grid. This is 
known as a determined compensation by implementing a SSSC  
and its compensation factor from 50% to 65% to obtained 
projected  power produced and delivered in the electrical power 
transmission network on the GCC electrical-Electrical-power grid. 
 
4.2. Medium level Vr voltage-injection  

As simulated by Matlab/SIMULINK and scientific/ 
mathematical model Vr instilled/injected voltage 0.5936pu which 
is uniform and match to 137kV at 50% SSSC reactive voltage 
compensation whereas the midpoint current Im = 1.4459pu, and 
𝜹𝜹 = 𝟖𝟖𝟕𝟕.𝟔𝟔𝟑𝟑° will activate consequently in this functioning 
circumstance to a total 1079 MW power which can be produced 

and distributed on the GCC Electrical-power grid as validated by 
the results.  Infact, QATAR and Kingdom of Saudi Arabia system 
has been devised to produce and distribute concentrated 1200MW 
electrical-power in the GCC Electrical-power grid during a peak 
load, therefore Margin is obtainable to upsurge the power up to its 
projected specification. This is also identified as a medium 
compensation by a SSSC compensation factor from 20% to 50%. 
Therefore, the Control function block expended to readjust PI 
controller response as exhibited in Figure 10 to diverge the firing 
angle of the Thyrister control [7]. 

4.3. Minimum level Vr voltage-Injection  

In the third challenge of operations, further this model was 
simulated and authenticated by exercising SSSC Controller.  At 
minimum compensation of the SSSC compensation  real power 
reduce considerably in the power transmission line to touch its 
projected specification by decreasing the SSSC  compensation  
factor from 5% to 20% reactive voltage instilled/injected voltage 
would be 0.3710pu which is equal to 86.67kV and current Im = 
0.974pu and 𝜹𝜹 = 𝟖𝟖𝟖𝟖.𝟓𝟓𝟖𝟖°  will activate consequently in this 
functioning condition total 986MW power will be produced and 
distributed on the GCC Electrical-power grid. This is identified as 
a minutest compensation by using a SSSC Controller and its 
compensation factor from 5 to 20% to achieve projected electrical 
power delivery of transmission network on the GCC Electrical-
power grid. As instilled/injected voltage up-surged based on 
compensation from 5% to 20% there is considerable power flow 
and steadiness enhancement but very insignificant influence on 
voltage-profile as verified simulated consequences in Figure 8 (a) 
reactive power injection-waveform 8(b) indicates the total power 
delivered in between Qatar and Kingdom of Saudi Arabia, this is 
also computed in equation (34). The PI controller configured and 
demonstrated its operational response in Figure 9. Detailed 
configuration discussed as given in the appendices [8]. 

 

Figure 8 (a). Reactive power injection on the GCC Power Grid 

 

Figure 9 (b). Total active power delivered on the GCC Electrical-power grid 
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Figure 10. demonstrates the PI controller parameters 

5. Conclusion  

Fundamental creativity of the SSSC application in the GCC 
Electrical-power grid transmission line compensation is the 
subject of extensive significance. In this study, it has been 
computed and simulated how much maximum power can be 
produced and distributed in between QATAR and Kingdom of 
Saudi Arabia without any process vagueness. It has been 
reasonable how much reactance must be provided by the series 
capacitance to double the power supply in between Qatar and 
Kingdom of Saudi Arabia. It also has been also identified and 
unwavering amount of reactive voltage to be instilled/injected in 
between Qatar and Kingdom of Saudi Arabia in order to provide 
concentrated power delivery on the GCC Electrical-Power grid. 

If the load angle as decreased below from 65 to 0 amount of 
electrical-power will be produced by SSSC in between Qatar and 
Kingdom of Saudi Arabia. Herein, the GCC electrical-power 
network will exclusively upsurge the power system loadability, 
decrease the losses and improve sustainability of the electrical-
power system functioning. The results also illustrates that SSSC 
is multipurpose equipment with stupendous active capability to 
improve power system stability margin on the GCC Electrical-
power grid. Based on these results, SSSC is a very strong-
candidate to be instigated at GCC Electrical-power grid. It also 
demonstrates optimistic influence on neighboring countries’ 
power system functions at the GCC Electrical-power grid. 

Table 4 Terms and Abbreviations 

Name Abbreviations 
GCC Gulf Cooperative Council 
Ir Reactive current 
Za Line Impedance 
Vm Midpoint voltage 
Kshunt series compensation factor in the network 
Pn Surge Impedance 
KSA Kingdom of Saudi Arabia 
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Appendix No.1 
PI Controller response computed 

Proportional 0.5       

Integral  0.8       
           
SP  220.0       

      ABSOLUTE     
Iteration PV ERROR ERROR OUTPUT INTEGRAL 
        0.00 0.00 
        0.00 0.00 

1 0.0 220.00 220.00 110.00 88.00 
2 0.0 220.00 220.00 198.00 176.00 
3 0.0 220.00 220.00 286.00 264.00 
4 110.0 110.00 110.00 319.00 308.00 
5 198.0 22.00 22.00 319.00 316.80 
6 286.0 -66.00 66.00 283.80 290.40 
7 319.0 -99.00 99.00 240.90 250.80 
8 319.0 -99.00 99.00 201.30 211.20 
9 283.8 -63.80 63.80 179.30 185.68 

10 240.9 -20.90 20.90 175.23 177.32 
11 201.3 18.70 18.70 186.67 184.80 
12 179.3 40.70 40.70 205.15 201.08 
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13 175.2 44.77 44.77 223.47 218.99 
14 186.7 33.33 33.33 235.65 232.32 
15 205.2 14.85 14.85 239.75 238.26 
16 223.5 -3.46 3.46 236.53 236.87 
17 235.7 -15.65 15.65 229.05 230.61 
18 239.7 -19.75 19.75 220.74 222.71 
19 236.5 -16.53 16.53 214.45 216.10 
20 229.0 -9.05 9.05 211.58 212.48 
21 220.7 -0.74 0.74 212.11 212.19 
22 214.5 5.55 5.55 214.96 214.41 
23 211.6 8.42 8.42 218.62 217.78 
24 212.1 7.89 7.89 221.72 220.93 
25 215.0 5.04 5.04 223.45 222.95 
26 218.6 1.38 1.38 223.64 223.50 
27 221.7 -1.72 1.72 222.64 222.81 
28 223.4 -3.45 3.45 221.09 221.43 
29 223.6 -3.64 3.64 219.61 219.98 
30 222.6 -2.64 2.64 218.66 218.92 
31 221.1 -1.09 1.09 218.38 218.49 
32 219.6 0.39 0.39 218.68 218.64 
33 218.7 1.34 1.34 219.31 219.18 
34 218.4 1.62 1.62 219.99 219.83 
35 218.7 1.32 1.32 220.49 220.36 
36 219.3 0.69 0.69 220.70 220.63 

37 220.0 0.01 0.01 220.64 220.63 
38 220.5 -0.49 0.49 220.39 220.44 
39 220.7 -0.70 0.70 220.09 220.16 
40 220.6 -0.64 0.64 219.84 219.91 
41 220.4 -0.39 0.39 219.71 219.75 
42 220.1 -0.09 0.09 219.70 219.71 
43 219.8 0.16 0.16 219.79 219.78 
44 219.7 0.29 0.29 219.92 219.89 
45 219.7 0.30 0.30 220.04 220.01 
46 219.8 0.21 0.21 220.11 220.09 
47 219.9 0.08 0.08 220.13 220.13 
48 220.0 -0.04 0.04 220.11 220.11 
49 220.1 -0.11 0.11 220.05 220.06 
50 220.1 -0.13 0.13 220.00 220.01 

 

 

 

 

 

 

 

 

 
 

Appendix No. 2 

SSSC Controller configuration  

275KV 
United Arab Emirates Power 

Distribution Network (6 
Circuits)

220 KV 50HZ
1 X 125MVAR

52 KM

OLTC
Onl ine tap changer transformers

220KV 50HZ
1 X 125MVAR

220 KV Oman 
Power Distribution 

Network 

Proposed SSSC controller to be installed  in between 
Qatar and Kingdom Saudi Arabia  

Location No.3 SSSC input data:

United Arab Emirates to Oman = 400 MW
Voltage and frequency = 220KV and 50HZ
Reactive Power Demand at UAE Side = 125 MVAR
Reactive Power Demand at Oman Side = 125 MVAR
United Arab Emirates Power demand= 900 MW
Voltage and frequency = 400KV, 50 HZ

Distance:
Al-Salwa substation (Qatar) to A l-Sila  substation (UAE) =150 KM
Al Fuhah substation (UAE) to A l-Wasset Substation (Oman) = 50 KM

UPFC configuration:
Converter No.1 = SSSC ( Ser ies connection Al-Fuhah Substation UAE)
SSSC = +/- 250MVAR

Integrated PID Controller’s input data:
P = 0.42 and .32
I  = 0.6, 0.8,  0.9, 1.0, 1.1
D = none

Reactive Power Compensation codes are derived in both Mode operations:
CC2 and LC2 = minimum compensation capacitive or  inductive (VC voltage 
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Appendix No. 3 
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IEEE 802.11 WLAN indoor networks face major inherent and 
environmental issues such as interference, noise, and obstacles. At the 
same time, they must provide a maximal service performance in highly 
changing radio environments and conformance to various applications’ 
requirements. For this purpose, they require a solid design approach 
that considers both inputs from the radio interface and the upper-layer 
services at every design step. The modelization of radio area coverage is 
a key component in this process and must build on feasible work 
hypotheses. It should be able also to interpret highly varying 
characteristics of dense indoor environments, technology advances, 
service design best practices, end-to-end integration with other network 
parts: Local Area Network (LAN), Wide Area Network (WAN) or Data 
Center Network (DCN). This work focuses on Radio Resource 
Management (RRM) as a key tool to achieve a solid design in WLAN 
indoor environments by planning frequency channel assignment, 
transmit directions and corresponding power levels. Its scope is limited 
to tackle co-channel interference but can be easily extended to address 
cross-channel ones. In this paper, we consider beamforming and costing 
techniques to augment conventional RRM’s Transmit Power Control 
(TPC) procedures that market-leading vendors has implemented and 
related research has worked on. We present a novel approach of radio 
coverage modelization and prove its additions to the cited
related-work’s models. Our solution model runs three algorithms to 
evaluate transmission opportunities of Wireless Devices (WD) under 
the coverage area. It builds on realistic hypotheses and a thorough 
system operation’s understanding to evaluate such an opportunity to 
transmit, overcomes limitations from compared related-work’s models, 
and integrates a hierarchical costing system to match Service Level 
Agreement (SLA) expectations. The term “opportunity” in this context 
relates also to the new transmission’s possibilities that related-work 
misses often or overestimates.

Keywords:
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Co-channel Interferences
Radio Resource Management
Transmit Power Control
Wireless Coverage
Wireless Local Area Network

1 Introduction

Designers face problems of two natures when build-
ing WLAN networks: issues that are inherent to ra-
dio resources’ planning and those concerning their in-
tegration with other network parts and upper-layer
services in response to developing customers’ appli-
cation needs such as mobility, real-time, interactive
applications, business intelligence, and on-presence
analytics. An accurate design should consider thor-

oughly both aspects and base its decision on a solid
theoretical approach, on-field feedbacks, and best
practices.

Design best practices dictate running two site sur-
veys: one at the beginning of the project, before net-
work’s deployment, and a second, after network’s de-
ployment, to confirm resources’ planning results and
to calibrate the system’s parameters in accordance to
the real network’s condition. An optional survey may
be required if radio environment or its utilization has
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changed and might affect the overall network capac-
ity. The first survey qualifies mainly the exposure
to on-reach foreign autonomous radio systems, and
radio characteristics of the surface to cover (walls,
floors, and other obstacles). The second site survey
confirms the conformance of the actual deployment
to design constraints in two ways:

1. by running a passive in-data-path survey that
is based on passively reported statistics such as
RSSI, SNR, PHY, MAC errors, packet count, etc.
at radio interface level,

2. and an active one where in-data-path patterns
simulate wireless client’s traffic classes to gather
actively statistics on Jitter, RTT, or any other
measure concerning the rendered service, appli-
cation or experience.

This approach is not very accurate as it lies on a set
of preconfigured unchangeable parameters that result
from special case deployments and testing contexts,
which may be completely different from the on-field
reality. In the market-leading implementations such
as Cisco TPC or Aruba ARM, we observe that at a cer-
tain point, a reference is made to an “ideal” preconfig-
ured parameter. The third neighbor’s RSSI and a pre-
defined hysteresis threshold [1] paremeters are used
in the first case, and the “coverage index” [2] param-
eter in the second case, to decide on transmit power
level planning network wide.

Inaccuracies come also from studies when they
model the system as a pre-shaped radio coverage
area in the form of a hierarchy of disks that de-
limit transmission ranges from interference or no-
talk ones. Some limitations arise also from no-site-
survey techniques that base their radio resource man-
agement solely on WLAN reported measures. Other
limitations come from simplifications such as to con-
sider that a client association and the corresponding
CSMA/CA mechanisms rely entirely on the strongest
access point’s RSSI, because most of the interferences
do not occur at MAC level, and radio measurements
may differ from a vendor to another. Then it is neces-
sary to ensure that model analysis inputs and outputs
do not result in a contradiction.

Motivated by advances in beamforming tech-
niques, especially from an array signal processing per-
spective, which make it possible to radiate energy in
any direction and to easily estimate signal’s direction
of arrival, this work solution model aims at fixing
many of previous limitations by considering the op-
portunity for an access point to transmit in one spe-
cific direction. This opportunity processing accepts
data from upper-layer services such as to achieve a
complete end-to-end integration with other network
parts.

As it will be demonstrated in this work, the num-
ber of transmit directions at access point level, could
be optimized in conjunction with planning transmit
power levels and channel assignment to maximize
the overall network capacity. A cost-based approach

prices in a timely manner each direction for an even-
tual transmission. Access points in this scheme dis-
cover each other over-the-air and report useful in-
formation on transmit directions, power levels and
channels, to a central intelligence that coordinates the
overall network operation. The ultimate result is:

1. Cancellation of co-channel interferences in a
majority of deployment cases.

2. Processing of new transmission opportunities
that are missing in conventional work.

3. Enhancement of end-to-end network perfor-
mance.

In the upcoming section, we present a foundation
on unified WIFI architectures and beamforming as
they relate to this work. In Sect. 4, we discuss more
formally the problem and in Sect. 5, we present our
solution model. Sect. 6 discusses our solution results.
In the end, we conclude and further our work. This
paper is an extension of work originally presented in
2017 International Conference on Information Net-
working (ICOIN) [3].

2 Related Work

Co-channel interference in WLAN networks is a ma-
jor problem that has been widely studied. To tackle
this issue RRM and related techniques such as Trans-
mit Power Control (TPC), Dynamic Channel Assign-
ment (DCA), constitute a very accurate solution. If
we consider TPC that is the focus of this work, the
related-work’s approaches differ from each other in
terms of the adopted interference’s model, inputs TPC
may work on, and their processing (predictive, heuris-
tic, etc.). We further focus on related-work’s adopted
interference models.

To our knowledge, all models and derived TPC
processing have considered only the transmission
power level as a degree of freedom to limit co-channel
interference. This work claims that the transmission
direction could be an additional degree of freedom to
overcome other models’ limitations when it comes to
modeling irregular coverage areas in indoor WLAN
environments.

Authors in this work [4] concentrate, from a lower
layer perspective, on the co-channel interferences as
a function of the estimated distance between the Ac-
cess Points (AP) and the Wireless Devices (WD). In
this scheme, the WDs estimate the distance based on
the RSSI information sent by the APs in RTS control
packets. The transmission power level adjusts accord-
ingly to achieve a better network performance and
interference cancellation. The issue with this model
is that the power level adjustment affects other on
reach WDs and APs communications. In addition, this
model does not include cases where the WD does not
simply receive the RTS packets.

In [5], a WD measures the amount of interfer-
ence as a function of the local AP’s load, its signal’s
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strength and loads from the distant APs. Here inter-
ference is a linear function of the AP’s load. This is
interesting but as opposed to our work, this model
misses the interpretation of interference from an en-
ergy radiation perspective. In our work, we still in-
clude AP’s load consideration in the SLA applied to
the processing of transmit opportunities.

Depending on the coverage area pattern: disks or
Voronoi zones, the amount of interference in [6], is
a function of different AP’s areas overlap in the first
case and to their borders in the second one. This work
model is very accurate to describe how an AP’s energy
radiation could affect other neighboring APs. How-
ever, it is still insufficient to interpret many cases spe-
cific to indoor WLAN deployments that relate to on-
reach and unreachable AP’s. Subsection C of Sect. 4
discusses these cases in detail.

The authors in [7] consider both MAC and PHY
layer inputs: data payload length, path loss condi-
tion, and frame retry counts, to find out the suitable
PHY mode and power level combination. This proce-
dure requires a control packet exchange that is simi-
lar to conventional RTC/CTS for this adaptation. This
model is easy to implement but it is insufficient to in-
terpret many cases specific to indoor WLAN similarly
to the previous work. In addition and similarly to the
first cited work, any PHY mode and corresponding
power level change apply to all neighboring APs and
WDs indistinguishably.

In [8], the authors concentrate on upper layer ap-
plication performance such as FTP and HTTP, to find
out an optimal power scheme or more exactly, an op-
timal combination between transmit power and sup-
ported load for a given distance between nodes. This
model considers SLA as in the second and fourth cited
works and augments its processing to include “behav-
ioral” protocol aspects. However, the corresponding
model misses the lower-level interpretation of AP’s ra-
diated energy.

The authors in [9], approach the problem from an
inter-protocol coordination point of view: WIFI, BT,
etc. which may be very helpful to base an integrated-
system wide transmit decision or “etiquette” on the
utilization of shared radio resources. In this scheme,
all wireless devices broadcast the information on
spectrum usage. This information includes transmit
power level and frequency channel of use. In addi-
tion and based on costing policies, the system allo-
cates resources: frequency, power and time, to wire-
less devices. This work is a generalization of the first
and fourth previously cited works and may incur the
same limitations.

In this work, we review the conventional co-
channel wireless coverage models and show that the
system could process more transmission opportuni-
ties and still conform to the SLA. In these works
[4] [5], some of the transmission opportunities were
missed in areas that were considered falsely as in-
terference ranges or worst as no-talk ones. Our so-
lution model considers inputs from upper-layer ser-
vices to conform to the SLA on the end-to-end wire-

less client’s experience as in works [7] [8] [9]. In
addition, it takes advantage of the technological ad-
vances in beamforming and related techniques, to in-
troduce, at a conceptual level in indoor WLAN net-
works, the direction of transmission as a new radio
resource added to frequency channel and power level,
to enhance work’s like [9] results.

3 Theoretical Background

The next two subsections describe WIFI’s unified ar-
chitecture in addition to the beamforming techniques
as they relate to our study. The main objective of this
foundation is to justify the feasibility of the hypothe-
ses we base our study on. These hypotheses relate to
the possibility to correlate reported radio interface’s
information from different APs, to coordinate their
operation network-wide, to concentrate the radiated
energy in any direction, in a timely manner, and to
estimate accurately the direction of known and un-
known sources’ signals.

3.1 WIFI’s Unified Architecture

In dense indoor networks, the transmission is difficult
to model and depends on radio environment’s charac-
teristics such as obstacles, interference, background
noise, density of wireless clients, mobility applica-
tions, etc.

In this context, standalone APs’ architectures do
not scale with high number of APs and WDs that re-
quire high class QoS treatment. Such architectures are
replaced gradually by controller-based or “unified”
ones. They are marked as unified for two reasons:

1. a central decision-making and intelligence, that
is a Wireless LAN Controller (WLC), manages
the overall network’s operation.

2. the WLAN integrates with the overall network
parts: LAN, WAN, DCN, etc. from especially a
QoS perspective.

The market-leading vendors implement such a
central decision-making processor mainly in three
ways:

1. appliance WLC-based,

2. virtual system WLC-based,

3. distributed AP-based.

In the latter implementation, the APs take over the
WLC’s role. The first two implementations require a
WLC, a virtual or physical appliance, which is reach-
able by all network APs over the wire. Examples of
such WLCs are Cisco 8540 Wireless Controller and
Aruba 7280 Mobility Controller.

Cisco unified architecture [10] defines two proto-
cols:

1. CAPWAP, used by APs to build protocol associ-
ations to the active WLC.
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2. NDP, to send messages over the air (OTA) for
APs to exchange proprietary and standard man-
agement or control information.

In addition to these protocols, Cisco APs inte-
grate a set of on-chip RRM techniques: CLIENTLINK
and CLEANAIR that monitor and measure radio en-
vironment characteristics among other features. The
WLC gathers this information via the already estab-
lished CAPWAP tunnels to APs. Further, platforms
such as Cisco Prime Infrastructure (CPI) and Mobil-
ity Services Engine (MSE) extend the capability of
CLEANAIR to perform analytics, locate clients, in-
terferers, and build heat maps. Based on the APs’
reported information, the WLC computes the chan-
nel assignment and power levels map network wide.
Its decision still conforms to the pre-configured pol-
icy sets. Each of these sets defines a number of con-
figurable variables and unchangeable settings such as
acceptable signal levels, tolerable noise levels, usable
power levels, frequencies and channels, etc.

In this work context, the WIFI unified architec-
ture guarantees a coordinated operation between all
network elements at a very low level, an accessible
distributed intelligence, and a centralized decision-
making. It focuses on how to enhance the centralized
decision-making at WLC level and especially RRM
processing. RRM is the set of tools, algorithms and
services that processes inputs from AP’s radio and
LAN interfaces and outputs a wireless area coverage
plan or map that conforms to a predefined utility
function.

3.2 Beamforming

The majority of WLAN communicating systems are
equipped with omnidirectional antennas or a set of
limited number of unidirectional antennas to obtain
an equivalent energy radiation’s pattern. Ease and
cost of such hardware configurations are some of the
benefits of such designs but they lack many aspects
regarding interference and noise cancellation, signal
sources’ localization, and power consumption.

Beamforming techniques by definition relate to
both the direction of energy radiation and the estima-
tion of signal’s arrival direction [11] and from an array
signal processing perspective, they offer the possibil-
ity to tackle previous issues and design limitations to
the next level in three ways:

1. the radiation of energy toward actual receivers
allows better performance and less impact on
the other system’s elements.

2. the estimation of direction of known and un-
known sources allows better costing of a given
directed transmission.

3. the on-chip beamforming techniques allows for
a hardware real-time adaptation to extremely
changing radio environments like in our con-
text.

With reference to [11], beamforming concerns
both sides of a communicating system: the emitter
and the receiver. It allows the radiated energy to be
concentrated in one direction and to estimate its cor-
responding source’s location for both legitimate and
rogue interferers at receiver level. Basically, beam-
forming could be achieved mechanically by manu-
ally or electronically gearing a directional antenna.
From a signal processing perspective, beamforming is
achieved by changing certain transmitter’s character-
istics such as array elements’ phase shifting, source
signals’ amplitude increasing or addition weighting.
Additionally, the desired array gain and beam’s direc-
tion depend on the number and geometry of array el-
ements.

To ease our study we consider that array beam-
formers achieve equivalent performance to mechan-
ical ones concerning both the resultant beam radia-
tion’s angle and signal’s gain.

Let us consider an antenna with a beamwidth of
2 ∗ θn such as the radiated energy in the zone delim-
ited by this angle is equal to the maximum energy ra-
diated by the antenna minus n dB. n is calculated in
such manner to allow an AP to transmit in all corre-
sponding directions at the same time without interfer-
ing with each other. A rough estimation of this num-
ber is:

N ≈ (2 ∗π) / (2 ∗θn) (1)

In the contexts of [12] [13] studies on antenna ar-
rays, the beamwidth is expressed as a function of the
distance between array elements d, the number of el-
ements M, and the wave length λ:

∆θmain ≈ (2 ∗λ) / (d ∗M) (2)

In general, the evolving antenna array’s beam-
formers could be classified as data independent, sta-
tistically optimum, adaptative or partially adapta-
tive [11]. In this work, data dependent data beam-
formers (statistically optimum and adaptative) are
of interest. Some of these beamformers are Multi-
ple Sidelobe Canceller (MSC), Reference Signal (RS),
Max SNR, Linearly Constrained Minimum Variance
(LCMV), Lean Mean Square (LMS), Recursive Least
Squares (RLS).

The other part of beamforming relates to the es-
timation of the Direction of Arrival (DOA). DOA es-
timation methods may include Bartlett, Capon, MU-
SIC, Min-Norm, DML, SML, WSF, Root-Music, ES-
PRIT, IQML, and Root-WSF. SML, WSF and Root-WSF
are statistically the most efficient depending on the ar-
ray geometry [14]. They could be yield into two main
categories: spectral-based techniques, which are com-
putationally optimal, and parametric methods, which
are more accurate than the previous ones.

Recent algorithms are more accurate in the es-
timation of signal’s arrival of both known and un-
known sources. They depend on the array size, an-
tenna’s radiation pattern, source signals’ correlation,
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data statistics, corresponding data generation frame-
work, among others. However, for the rest of this
study we could consider that beamforming techniques
allow:

1. sufficient number of directions to mimic an om-
nidirectional operation,

2. geographically any direction is achievable,

3. patterns from different directions at the same
AP level do not interfere and are uncorrelated,

4. on-chip real-time transmits and synchroniza-
tion.

4 Problem Statement

In this section, we formalize mathematically the prob-
lem of determining the opportunity to transmit at any
point under the wireless coverage area. We first focus
on related-work’s models. Then in the next sections,
we present our solution model and compare its results
to preceding studies.

In this problem statement, we focus mainly on
how related-work estimates the interference at a given
point under the wireless coverage area, applies radio
and upper-layer constraints, and processes the corre-
sponding transmit opportunity.

To ease this work we consider the wireless cover-
age area as a two-dimensional Euclidean plane. The
APs and WDs are points of this plane. They trans-
mit in the same channel and cause the majority of
co-channel interference in this area. This study fo-
cuses on co-channel operation but is easily extendible
to tackle cross-channel interference or noise issues in
the context described before.

Let us define:

{AP1,AP2, . . . ,APn}— set of n access points.

Pj — a point under wireless coverage area.

(xi , yi)— coordinates of APi or Pi points in an Eu-
clidean two-dimensional plane.

wi ,wmin,wmax,wopt— APi ’s corresponding current,
minimum, maximum and optimum transmit
power levels.

di,j — distance between APi and Pj points.

I(),O()— interference and transmit opportunity
functions.

We categorize related-work’s models into two cat-
egories: Range-based and Zone-based. In the upcom-
ing subsections, we describe each of them and discuss
their limitations.

4.1 Range-based Model

In works similar to [4], an AP’s wireless coverage cor-
responds to one of these ranges: a transmission, inter-
ference or no-talk range. These ranges correspond to
the estimation of the distance between the AP and a
receiving point P (AP or WD). Further, they consider
that an AP’s wireless coverage pattern is omnidirec-
tional in the form of a circle or a disk. In this con-
figuration, the three circles that correspond to each
range type and centered at the AP define the whole
AP’s wireless coverage area as in Figure 1.

Figure 1: Range-based model’s representation of an
AP’s wireless coverage

Let us further define:

Ci,tx,Ci,if ,Ci,nt— APi attached circles that delimit
corresponding transmission, interference and
no-talk ranges.

Ri,tx,Ri,if ,Ri,nt— APi corresponding ranges.

If we suppose that:

Ri,tx ≤ Ri,if ≤ Ri,nt (3)

Then the interference and transmit opportunity
are given as follows:

I(Pi) ≈
3∑
k=1

αk
∑
j,i

βj ∗ intersection(Cj,k ,Ci,1) (4)

O(Pi) ≈
1

3∑
k=1

αk
∑
j,i
βj ∗ intersection(Cj , Pi)

(5)

A weighted version of these functions is given fur-
ther to account for inaccuracies and other constraints.
The α and β weights are meant to reflect the non-
linearity of interference addition, the power level’s ef-
fect on interference strength, and the type of trans-
mission’s range. Here we consider that the interfer-
ence at a given point Pi is a function of other APj ’s
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signals except from the APi to which the point is as-
sociated. The opportunity processing is slightly dif-
ferent as it considers all AP’s interference to Pi that is
not associated to any APi yet.

4.2 Zone-based Model

Works such as [5] [6] that are based on this model are
different from the previous ones as ranges here are not
function only of the corresponding AP transmission’s
characteristics: channel, power level, etc., but depend
also on the neighboring APs. The result of this is that
the transmission range shape is no more a solid cir-
cle but a convex polygon with straight sides. Each
straight side defines a borderline that separate two
neighboring APs’ transmission ranges. Consequently,
it is important to note that a point in a transmission
range of one AP could not be in another AP’s trans-
mission range. A Zone-based AP’s wireless coverage
is represented in Figure 2.

Figure 2: Zone-based model’s representation of an
AP’s wireless coverage

Let us further define:

Gi — APi corresponding transmission range poly-
gon or zone.

Then the interference and transmit opportunity
are given as follows:

I(Pi) ≈ α1

∑
j,i

βj ∗ intersection(Cj,1,Ci,1)−λ (6)

+
3∑
k=2

αk
∑
j,i

βj ∗ intersection(Cj,k ,Ci,1)

O(Pi) ≈
1

3∑
k=2

αk
∑
j,i
βj ∗ intersection(Cj,k ,Gi)

(7)

Similarly to formulas 4 and 5, α and β weights are
meant to represent the impact of AP’s transmission
characteristics. λ is representative of the neighboring
APs impact on APi borderlines. In this configuration,

only transmission range is affected. The processing of
other ranges are the same as in the previous model.
It is also to note that opportunity in this model cor-
respond to Pi in APi transmission’s range or zone Gi
rather than intersection of the neighboring APs like
in the previous model.

4.3 First Observations

The presented models’ functions of interference and
opportunity do not reflect the accuracy of interfer-
ence and opportunity measurements but rather the
concept behind them and their possibilities to account
for different WLAN design cases and aspects. At this
stage, we see clearly that both models are limited in
these ways:

1. both models are limited to consider that the
strength of interference is only inversely propor-
tional to the distance of an AP from interfering
neighbors.

2. both models would interpret an increase in a
transmission power level as an expanded reach
in all directions: uniformly in case of Range-
based models but depending on neighboring
APs in case of Zone-based ones.

3. a point could not be in two transmission ranges
of two different APs at the same time in Zone-
based models.

4. transmission range does not depend on the
strength of interference in Range-based models.

5. both models would interpret falsely obstacles to
the signal propagation, as a weaker signal from
an AP in the context of indoor WLAN networks
does not mean necessarily that this AP is out of
reach.

6. similarly to the previous point a stronger signal
does not mean necessarily that an AP is in reach:
it signal may be guided under some conditions.

The consequence of these limitations in indoor
WLAN networks, is to reduce or overestimate the
transmit opportunities that the network may offer.
The upcoming section presents our solution to fix
these modelization limitations.

5 Solution model

Our solution model is suitable for WLC-controlled in-
door networks in the already explained conditions.
For the purpose of this study, we suppose that APs
are equivalent, support MIMO technologies such as
beamforming and DOA, and operate over the same
channel. The wireless devices (WD) are equipped
with omnidirectional antennas and transmit at a low-
ered power level in comparison with APs.

The model runs three algorithms:
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1. Transmit Direction Discovery (TDD) algorithm
that builds a per direction neighbor discovery
map, computes the optimal number of transmit
directions and the corresponding per direction
power levels.

2. Transmit Direction Mapping (TDM) algorithm
estimates the impact that may have an AP on
the network when it transmits in a specific di-
rection and builds consequently, a per-direction
transmit cost-based map that represents this in-
formation.

3. Transmit Direction Opportunity (TDO) algo-
rithm processes data from both TDM and the
upper-layer network services to optimize the
transmission opportunities and build a per-
direction transmit opportunity-based map to
represent this information.

The next workflow in Figure ?? is an overview of
our solution processing.

At initialization, the number of transmission di-
rections is set to the minimum and the power level to
the maximum. TDD processing stops after all APs are
discovered and exactly one or no neighbor AP is dis-
covered at any AP direction.

Based on results from TDD, TDM categorizes the
coverage area points and costs a potential transmis-
sion at each of them. The coverage area points
belong to one of these three categories: Not-On-
Any-Transmit-Direction (NOATD), On-Discovered-
Neighbor-Direction (ODND), and Not-ODND-On-
Transmit-Direction (NOOTD). After the coverage area
point’s categorization, the system processes the trans-
mission costs.

TDO algorithm evaluates the opportunity to trans-
mit at a specific coverage area point. It returns the AP
that may handle the transmission and the correspond-
ing direction. This processing accepts inputs from
TDM and the upper-layer SLA. The SLA processing is
tight to the AP’s wired network interface as opposed
to the radio interface.

5.1 TDD algorithm

TDD algorithm processes the optimal number of
transmission directions that APs may support and the
corresponding per-direction transmit power levels. To
ease this study, we consider these hypotheses and sim-
plifications:

1. only a 2D plane operation is considered.

2. a uniform beamwidth in all directions.

3. APs are able to achieve an emulated omnidirec-
tional operation.

4. two signals from the same AP in two different
directions could not interfere.

5. all APs have the same optimal and maximal
numbers of transmission directions and corre-
sponding power levels.

6. neighbor discovery is bidirectional, occurs at the
opposite direction, and at the same transmit
power level.

7. an AP could not discover the same neighbor AP
in two separate directions.

8. an AP could not discover itself.

9. at least one neighbor AP is reachable in any AP
direction.

Points 2, 3, 4 and 5 are idealistic physical charac-
teristics of AP’s beamforming implementation. The
9th point indicates that a co-channel interference con-
dition is detected from a neighboring AP. The 6th, 7th

and 8th assumptions are further developed in separate
work to cover and interpret cases where:

1. the optimal numbers of transmission directions
and power levels are not the same among APs.

2. neighbor discovery is unidirectional or asym-
metric.

Let us define:

(di ,wi)— the direction and power level associated
with APi .

d−j (−x,−y)— the opposite direction of dj (x,y) in an
euclidean 2D plane.

L(APi ,dj ,wk)— the segment that represents the trans-
mission range of APi in dj direction at wk
transmit power level.

a(i, j), b(i, j), c(i, j)— respectively the segment L()
slope, intercept and end point.

X(APi ,dj ,wk)— the set of discovered AP neighbors by
APi in dj direction at wk power level.

O(APi ,APj )— a segment that represents an obstacle
between APi and APj .

We formalize the problem as:

∀i ∈N, (8)

∃j,k ∈N s. t. X(APi ,dj ,wk) , ∅
∀i, j,k ∈N, (9)

APi < X(APi ,dj ,wk)

∀i, j, j ′ , k,k′ ∈N, and j , j ′ , (10)

X(APi ,dj ,wk)∩X(APi ,d
′
j ,w
′
k) = ∅

∀i, i′ , j, j ′ , k,k′ ∈N, and i , i′ , (11)

APi′ ∈ X(APi ,dj ,wk) ≡ APi ∈ X(APi′ ,dj ′ ,wk′ )

and dj ′ = d−j , wk = wk′

∀i, j ∈N, (12)

L(APi ,dj ) =
{
ai,j ∗ x+ bi,j | x ∈

[
xi ,xi + ci,j

]}
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Figure 3: Flowchart of our solution model processing

The APs’ distribution on the plan could be any
random function or resulting from on-site surveys.
However, we consider that the minimum and max-
imum distances between any of these APs are lin-
ear functions respectively of the corresponding mini-
mum and maximum supported power levels. Figure
4 represents a simple network of seven APs with eight
transmission directions each. Eight beams in red color
are formed roughly around APi corresponding trans-
mission directions.

The AP neighbor’s per-direction discovery is based
on the distance between APs that are on each other
theoretical transmission range, on-site surveys, and
radio interface sensing. Additionally the solution
model allows the discovery of these two design
special-case neighbors:

1. “isolated” neighbor AP that is at reach but sep-
arated by an obstacle.

2. “guided” neighbor AP that is not at reach but
received with an acceptable signal level.

Figure 4: TDD Discovery Map example of 7 APs and
8 transmit directions

With reference to Figure 4 network’s representa-
tion, the results of neighbor AP’s discovery are given
in Table. 1.

Table 1: Neighbor AP’s discovery results

AP d1 d2 d3, d4 d5 d6 d7 d8
AP1 AP6 ∅ ∅ ∅ ∅ ∅ AP2 ∅
AP2 AP5 AP6 AP1 ∅ ∅ ∅ AP6 ∅
AP3 ∅ ∅ AP7 AP6 ∅ AP5 ∅ ∅
AP4 ∅ ∅ ∅ ∅ AP6 ∅ AP7 ∅
AP5 ∅ AP3 ∅ ∅ AP2 ∅ ∅ ∅
AP6 AP7 AP4 ∅ ∅ AP1 AP2 ∅ AP3
AP7 ∅ ∅ AP4 ∅ AP6 ∅ AP7 ∅

The optimization of APs transmission directions’
number is a three-step process. For directions with
more than one discovered neighbor, we calculate a
new number such as to have the least possible num-
ber of neighbors per any AP’s direction. Otherwise,
we adjust the power levels to get some of these APs
out of reach from the local AP. If no success, we revert
to Range-based-like interference scheme to cost this
transmission zone.

A simpler form of the proposed algorithm is given
next:

1: (dopt ,wopt)← (dmin,wmax)
2: X←

⋃opt
j=1X(APi ,d

max
j ,wopt)

3: for j = 1 to opt do
4: if opt ≤max then
5: if card(X(APi ,d

opt
j ,wopt)) > 1 then
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6: dopt← d2∗opt
7: end if
8: else if card(X(APi ,d

opt
j ,wopt)) > 1 then

9: repeat
10: if

⋃opt
j=1X(APi ,d

opt
j ,wopt−1) = X then

11: wopt← wopt−1
12: end if
13: until ∀j, card(X(APi ,d

opt
j ,wopt)) ≤ 1

14: end if
15: end for

The optimum numbers of directions and power
levels are respectively initialized to the minimum and
the maximum numbers supported by APi . For every
AP’s direction, we check the number of discovered
neighbors. If many neighbors are detected, we mul-
tiply the initial number of directions by two until we
obtain only one neighbor per direction. If the maxi-
mum number of direction is reached then we reduce
by one level the power and try to get the same result
without altering X. X is the set of all neighboring
APs that were detected previously in the maximum
supported directions and at the maximum supported
power level.

5.2 TDM algorithm

In the previous section, TDD returned the optimal
number of transmission directions, the correspond-
ing optimal number of power levels and the sets of
AP’s per-direction discovered neighbors. In addition
to these elements, TDD interprets the presence of
two kinds of obstacles: those that are preventing iso-
lated neighbors from seeing each other, and those that
are creating new transmission opportunities among
guided neighbors. One way for TDD to interpret
such kind of obstacles is by comparing the on-the-
air discovery’s results with on-site surveys’ informa-
tion. Based on the previous elements, TDM algorithm
builds a transmission-costing map for APs to reach
any point under the overall wireless coverage area.

A simpler form of the proposed algorithm is given
next:

1: for j = 1 to opt do
2: if Pi ∈ L(APi ,dj ) and X(APi ,dj ) , ∅ then
3: Case1
4: else if Pi ∈ L(APi ,dj ) and X(APi ,dj ) = ∅ then
5: Case2
6: else
7: Case3
8: end if
9: end for

TDM costing system categorizes WDs as NOATD,
ODND, or NOOTD. These WDs could be represented
roughly by circles with sufficiently small radii in com-
parison with APs transmit ranges, to not false pro-
cessing results. We process carefully NOOTD points,
which are not on discovered-neighbor APs’ directions,
as they are hard to detect.

Let us define:

CWi D— WD attached circle.

ρi — weights associated with each category.

Cost(Pi)— function of transmissions cost at Pi

Then for this preliminary work, the cost of a trans-
mission could be expressed as follows:

Cost(Pi) ≈


ρ1I(Pi), if NOATD (13)

ρ2I(Pi), if ODND

ρ3I(Pi), if NOOTD

Where,

I(Pi) ≈ α1

∑
j

∑
k

βj,k ∗ intersection(Lj,k ,C
WD
i ) (14)

+
3∑
k=2

αk
∑
j,i

βj ∗ intersection(Cj,k ,Ci,1)

Cost calculation results were plotted on Figure 5,
for the same Figure 4 network example set of seven
APs and eight transmission directions. On this map,
transmission costs range from white color, lowest cost
points, to red color that correspond to the highest
costly points.

Figure 5: TDM Cost Map example of 7 APs and 8
transmit directions

5.3 TDO algorithm

TDO takes into consideration the worst-case analy-
sis done by TDM when all the APs transmit at the
same time in all supported directions at the maximum
power level. Then for a given transmission, it priori-
tizes the directions with the least cost in duality with
TDM but in addition, it integrates data from the up-
per service layers and returned SLA tests both on the
passive and active communication’s paths.

A more complex form of this opportunity process-
ing relies on a system-wide APs transmit operation’s
synchronization to cancel costly directions and on-
the-air tests to optimize NOOTD costs.

Let us define:

s1,i , s2,i— APi weights associated with defined SLA
passive and active test results.

O(Pi)— opportunity of transmission function at Pi .
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Then for this preliminary work, the transmission
opportunity calculation at any point Pi is given by:

O(Pi) = s1,is2,iI(Pi) (15)

The transmission opportunity processing results
were plotted on Figure 6 for a set of seven APs and
eight transmit directions.

Figure 6: TDO Opportunity Map example of 7 APs
and 8 transmit directions

s1,i and s2,i weights are calculated based on the
simulated SLA active test results that may include:
Packet Loss Rate, Round-Trip Time (RTT), Jitter, and
on SLA passive measurements at PHY and MAC lev-
els like: error rates, transmitted packets, etc. that are
directly taken from the radio and LAN interfaces. In
addition, these weights take into consideration the na-
ture of the end-user application: real-time applica-
tions do not require the same service from the net-
work as bulk ones.

5.4 Layered Transmit Opportunity Pro-
cessing

With regard to this work opportunity processing, a
transmission is a four-step procedure: discover, cost,
evaluate, and transmit. Discovery is primarily done
by APs and could be extended to any WD. The inter-
pretation of discovery results, costing, and opportu-
nity processing, are done at WLC level. Costing in
this work has been solely based on interference esti-
mation but could integrate any other radio interface’s
measurements: Signal to Noise Ratio (SNR), Received
Channel Power Indicator (RCPI), and so on. Oppor-
tunity evaluation is based both on previous radio in-
terface costing and on measures from upper layer ser-
vices. These two measures have to be fully uncorre-
lated to not false results.

5.5 Transmit Synchronization

In this configuration, a transmission is not tight to the
access point WD is associated with, but rather to the
AP that offers the best transmit opportunity among a
set of APs. In fact, the WD is associated with a virtual
or pseudo AP that is representative of a set of physical
APs with common characteristics with regard to this

association. Any physical AP attached to the pseudo-
AP could source an effective transmission to the asso-
ciated WD. In the context of this work, we match the
WD’s corresponding pseudo-AP to a single physical
AP.

6 Evaluation and Conclusion

At this stage, the evaluation is based on Matlab sim-
ulations of both our model and models from related-
work [4] [5] [8] Range-based, and [6] Zone-based solu-
tions. In the next step, we consider implementing this
solution on a Linux-based APs and WDs and compare
its performance with simulated related-work and ven-
dor’s implementations.

We compare our model performance to both
Range-based and Zone-based models in these three
transmission conditions:

1. a free space transmission condition,

2. the presence of obstacles, “isolated” neighbor’s
condition,

3. “guided” neighbor’s condition.

We first evaluate the compared transmission op-
portunity for any set of 30 APs and ten times a ran-
domly selected 100 WDs on a 2D grid. To ease this
work we limit the maximum number of APs to 30 and
the number of WDs test points to 100.

Figure 7 shows that for 30 APs and 10 random sets
of 100 WDs on the grid, the average performance cal-
culations is almost: 77% for our solution, 68% for
Zone-based and only 57% for Range-based models.
Figure 8 shows the average transmit opportunity for
each model per WDs sets.

Figure 7: Performance comparison for 30 AP and 10
random sets of 100 WDs

Second, as in Figure 9, we evaluate the APs num-
ber impact on the compared performance for any set
of 100 WDs. APs number ranges from 1 to 30. In Fig-
ure 10, we compare Zone-based to Range-based mod-
els.
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We notice a general tendency of all models to per-
form similarly when APs are of limited number. How-
ever, for greater APs’ numbers, the Zone-based mod-
els perform better than Range-based ones as in Figure
10. In Figure 9, our model returns a better transmit
opportunity estimation when APs’ number increases
in comparison to other models.

Third, in Figure 11, we vary the number of the
supported directions that is applicable only to our
model and observe the compared average perfor-
mance. For this test purpose, this number is tight to
a variable α that takes these values: 12.5%, 25%, 50%
and 75%. We only compare our model to Zone-based
one.

Figure 8: Average performance comparison per WDs
in a network of 30 APs and 100 WDs

Figure 9: Comparison of our solution, Zone and
Range-based models for any set of 100 WDs by APs
number

We see clearly that our solution is comparable to
Zone-based one when α is almost 75%. Our solution
is near optimal when α is 12,5% but this is idealis-
tic. However, achieving a 50% α is realistic with re-
gards to these-days vendors APs system characteris-
tics. A 50% α coefficient may correspond roughly to
four transmission directions or beams.

Figure 10: Comparison of Zone and Range-based
models for any set of 100 WDs by APs number

Figure 11: AP directions number impact on perfor-
mance

As a conclusion, this work transmission processing
is built on a new costing and opportunity evaluation
model that leverages advances in antenna array pro-
cessing such as beamforming techniques and WLAN
integrated design best practices. In addition to the
transmission channels and corresponding transmis-
sion power levels, it considers the direction of trans-
mission or beam as an additional degree of freedom of
dynamic RRM purposes. A comparison to other mod-
els indicates that our model is stable and performs
better in very dense WLAN indoor and WLC-based
network deployments.

Further work may focus on:

1. more complex neighbor AP discovery scenarios,

2. angle of incidence in TDM costing,

3. APs transmit operation coordination,

4. more complex costing layered approach for end-
to-end to communications.
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1. Introduction 

This paper is an extension of the work originally presented in 
[1]. 

In recent years, the number of applications processing digital 
video is steadily growing. Streaming videos, videoconferencing, 

web cameras, mobile video conversations are examples of digital 
video that require good video quality. 

In addition, statistics show that by 2020 [2], Internet video 
streaming and downloads will increase to over 80% of all 
consumer Internet traffic. This growing demand for digital video 
processing encourages digital video coding market operators to 
design and develop new solutions that can meet this growing need. 
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 New multimedia applications such as mobile video, high-quality Internet video or digital 
television requires high-performance encoding of video signals to meet technical 
constraints such as runtime, bandwidth or latency. Video coding standard h.265 HEVC 
(High Efficiency Video Coding) was developed by JCT-VC to replace the MPEG-2, MPEG-
4 and h.264 codecs and to respond to these new functional constraints. Currently, there are 
several implementations of this standard. Some implementations are based on software 
acceleration techniques; Others, on techniques of purely hardware acceleration and some 
others combine the two techniques. In software implementations, several techniques are 
used in order to decrease the video coding and decoding time. We quote data parallelism, 
tasks parallelism and combined solutions. In the other hand, In order to fulfill the 
computational demands of the new standard, HEVC includes several coding tools that 
allow dividing each picture into several partitions that can be processed in parallel, without 
degrading neither the quality nor the bitrate.  
In this paper, we adapt one of these approaches, the Tile coding tool to propose a pipeline 
execution approach of the HEVC / h265 decoder application in its version HM Test model. 
This approach is based on a fine profiling by using code injection techniques supported by 
standard profiling tools such as Gprof and Valgrind. Profiling allowed us to divide 
functions into four groups according to three criteria: the first criterion is based on the 
minimization of communication between the different functions groups in order to have 
minimal intergroup communication and maximum intragroup communication. The second 
criterion is the load balancing between processors. The third criterion is the parallelism 
between functions. Experiments carried out in this paper are based on the Zedboard 
platform, which integrates a chip Zynq xilinx with a dual core ARM A9. We start with a 
purely sequential version to reach a version that use the pipeline techniques applied to the 
functional blocks that can run in parallel on the two processors of the experimental 
Platform. Results show that a gain of 30% is achieved compared to the sequential 
implementation. 
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Indeed, we are witnessing an increase in companies and 
research groups working to develop standards of video codec with 
better quality. 

The JCT-VC (Joint Collaborative Team on Video Coding) 
group, formed by VCEG and MPEG, was created at the end of 
2009 to create a new standard that meets the new requirements of 
video processing [3]. Following the work of this group, a new 
standard called H.265 / HEVC (High Efficiency Video Coding) 
was created with the aim of compressing a half-rate video from the 
previous H.264 / AVC standard to one Quality. This improvement 
in terms of efficiency is necessary to manage beyond high 
definition resolutions like HD, Quad-HD and Ultra-HD. 

Many research groups and companies participate in 
standardization meetings and contribute to the growth of the 
standard with new algorithms. As a result, many implementations 
of this standard have been developed. One of these 
implementations is the test model software [4], which is a complete 
encoder and a decoder for the new algorithms. 

To design video processing devices that implement standard 
video encoders, designers investigate several solutions. All 
solutions are based on improvement techniques based on software 
or hardware optimization approaches or a combination of both 
approaches. 

The work undertaken in this paper is part of the LIP2 co-design 
flow. 

In a co-design process, designers typically begin to run 
embedded application code on a host machine. Then, a thin 
profiling step is done to describe each function. This description 
can affect the execution time, memory size, number of calls, 
relationship between functions and other parameters that may be 
useful for the designer to make the best design decisions. 

In this paper, we present a new approach to implement a 
pipeline solution of the HEVC H.265 application decoder based on 
the Zedboard platform [5]. The results show that a gain of 30% is 
achieved compared to the sequential implementation. 

The rest of this article is organized as follows: Section 2 
presents an overview of the HEVC Standard and HEVC h.265 
decoders. In section 3, we present some works in relation with 
HEVC parallelization.  

Section 4 gives a detailed description and profiling of the 
version of the test model of the decoder and analyses the results 
obtained. Section 4 shows the execution of the decoder pipeline on 
the Zedboard platform. Finally, Some conclusion remarks and 
future directions are given in Section 6. 

2. Overview of the HEVC Standard  

Due to the complexity of multiprocessor systems, the 
probability of failure is all the more important that it requires 
special consideration. Indeed, during a failure, a part of the 
application state disappears and the application may pass in an 
inconsistent state that prevents it from continuing normal 
execution.  

The HEVC [5,6] is the acronym of "High Efficiency Video 
Coding". This is the latest video-coding format used by JCT-VC. 
This standard is an improvement of the H.264 / AVC standard. It 

was created on January 2013 [7], when a first version was 
finalized. It was developed jointly by the ISO / IEC Moving Picture 
Experts Group (MPEG) & ITU-T Video Coding Experts Group 
(VCEG). 

The main objective of this standard is to significantly improve 
video compression compared to its predecessor MPEG-4 AVC / 
H.264 by reducing bitrate requirements by as much as 50% 
compared to H.264/ AVC, with equivalent quality. 

The HEVC supports all common image definitions. It also 
provides support for higher frame rates, up to 100, 120 or 150 
frames per second. 

Video coding standards have evolved mainly through the 
development of the well known ITU-T and ISO / IEC standards. 
ITU-T produced H.261 [8] and H.263 [9], ISO / IEC produced 
MPEG-1 [10] and MPEG-4 Visual [11], and the two organizations 
together produce H. 262 / MPEG -2 Video [12] and H.264 / 
MPEG-4 Advanced Video Coding (AVC) [13,14] standards. 

The two standards that have been produced jointly have had a 
particularly strong impact and have found their way into a wide 
variety of products that become increasingly common these days. 
In the course of this evolution, efforts have been multiplied to 
increase the compression capacity and to improve other 
characteristics such as the robustness against data loss. These 
efforts take into account the capability of practical IT resources to 
be used in products at the time of the expected deployment of each 
standard. 

The HEVC standard is intended to complement various 
objectives and to meet even stronger needs to encode videos with 
an efficiency more important than H.264 / MPEG -4. Indeed, there 
is a growing diversity of services such as ultra high definition 
television (UHDTV) and video with a higher dynamic range. 

On the other hand, the traffic generated by video applications 
targeting peripherals and mobile tablets and transmission 
requirements for video-on-demand services impose serious 
challenges in current networks. An increased desire for quality and 
superior resolutions also occurs in mobile applications. 

The HEVC standard defines the process of encoding and 
decoding the video. As an input, the encoder will process an 
uncompressed video. It performs the prediction, transformation, 
quantification and entropy coding processes to produce a bitstream 
conforming to the H.265 standard. 

The decoding process is divided into four stages. The first 
stage is the entropy decoding for which relevant data such as 
reference frame indices; intra-prediction mode and coding mode 
are extracted. These data will be used in the following stages. The 
second is called reconstruction step, which contains the inverse 
quantization (IQ), inverse transform (IT) and a prediction process, 
which can be either intra-prediction or motion compensation 
(inter-prediction). In the third stage, a de-blocking filter DF is 
applied to the reconstructed frame. Finally a new filter called 
Sample Adaptive Offset (SAO) is applied in the fourth stage. This 
filter adds offset values, which are obtained by indexing a lookup 
table to certain sample values [14].  

In HEVC, the coding structure is based on a quaternary tree 
representation allowing partitioning into multiple block sizes that 
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easily adapt to the content of the frames. Three units are defined to 
treat each frame. First, the Coding Unit (CU) that defined the 
frame‘s based size on pixels. It allows sizes ranging from 8x8 to 
64x64 pixels to be adapted according to the application. Second, 
the Prediction Unit (PU) that defines the partitioning size 
according to predicts type (inter and intra). Finally, the Transform 
Unit (TU) defines the quantification and transforms size to be 
applied to a prediction unit. Four levels of decomposition are 
possible for this TU, which take sizes ranging from 4x4 to 32x32 
pixels. 

Three types of coding structures are defined; ALL intra or 
intra-only (AI), Low Delay (LD) and Random Access (RA). In the 
first structure, all pictures are encoded as intra, which yields very 
high quality, and no delay; this mode is mainly aimed for studio 
usage. 

In the low delay one, the first is an intra frame while the others 
are encoded as generalized P or B pictures (GPB). This structure 
is conceived for interactive real-time communication such as video 
conferencing or real-time uses where no delay for waiting for 
future frames is permitted.  

Finally, the random access structure is similar to hierarchical 
structure and intra pictures are inserted periodically, at the rate of 
about one per second. It is designed to enable relatively frequent 
random access points in the coded video data. This coding order 
has an impact on latency, since it requires frame reordering: for 
this reason the decoder might have to wait to have decoded several 
frames before sending them to output.  This is the most efficient 
mode for compression but also requires the most computational 
power. 

Each of these three modes has a low complexity variant where 
some of the tools are disabled or switched into a faster version. As 
an example low complexity uses CAVLC instead of CABAC 

 
Figure 1. Functional structure of the HEVC decoder 

3. Related works 

HEVC includes several parallel specifications for many 
distributed multi-core systems. This allows division of each picture 
into several partitions that can be processed in parallel.  

For these specifications, coarse grain communications levels 
are used. We cite the Group Of Pictures (GOP) level, the Slice 
Level, the Tile level and the wavefront parallel processing  (WPP) 
level. 

All these communication granularity has been justified by the 
small data dependency between processes acting on separate 
partition blocks. 

For an embedded multiprocessor System on Chip (SoC) 
implementation, the communication granularity specified is not 
appropriate in all cases given the limited on-chip resources 
(memory, CPU frequency, bandwidth,  …). For this, more fine 
grain communications granularities (CTU, TU, PU) are specified 
in HEVC standard based on a fine partition of a frame. 

In [15], Authors carried out the analysis of parallel processing 
tools to understand the effectiveness of achieving the purpose for 
which they are targeted. In [16], an optimized method for MV-
HEVC is proposed. It uses multi-threading and SIMD instructions 
implementation on ARM processors. The proposed method of 
MV-HEVC showed improvement in terms of processing speed on 
advanced RISC multi-core processors mobile platforms (ARM). In 
[17], Authors used the Wavefront Parallel Processing (WPP) 
coding and implemented it on multi- and many-core processors. 
The implemented approach is named Overlapped Wavefront 
(OWF), an extension of WPP tool that allows processing multiple 
picture partitions as well as multiple pictures in parallel with 
minimal compression losses. Results of her experimentations show 
that exploiting more parallelism by increasing the number of cores 
can improve the energy efficiency measured in terms of Joules per 
frame substantially. [18] discussed various methods in which the 
throughput of the video codec has been improved including at the 
low level in the CABAC entropy coder, at the high level with tiles, 
and at the encoder with parallel merge/skip tool. In [19], many 
optimizations are proposed to achieve HEVC real-time decoding 
on a mobile processor. These code optimizations include the 
adoption of single-instruction multiple-data (SIMD). An important 
speedup is accomplished with multiple threads assigned each one 
to a picture to be decoded. However, in the proposed solution, the 
SAO filter has not been implemented and optimized. Further, for 
the AI configuration, no additional speedup is achieved since no 
CPU resources are available anymore to decode a picture. In [20], 
a hybrid parallel decoding strategy for HEVC is presented. It 
combines task and data parallelism without any constraint or 
coding tools. The proposed approach aims to balance execution 
time of different stages, especially with SSE (Streaming SIMD 
Extensions) optimization.  Another parallelism approach based on 
entropy slices is presented in [21]. This approach is not based on 
many slices because it can reduce the coding efficiency. It assigns 
one thread per LCU block to parallelize the HEVC decoder. 
Moreover, these threads are synchronized using the Ring-Line 
Strategy to maintain the wave front dependencies. This solution is 
great for high resolutions; however, it’s not the same for others. 

4. Profiling of Test Model HEVC Decoder  

In the specification and modelling phase of a co-design flow, 
the complete embedded system is written in a high level language 
such as C, C++, Java, Matlab and then the software is functionally 
verified. It will then be simulated on a host machine in order to 
understand its behaviour and measure the runtime performance of 
the program and eventually return feedback and performance 
statistics to the designer 

This specification is an input to the profiling step, which 
consists in understanding the behaviour of the system in the 
various execution cases in order to deduce a clear representation of 
the various functions that represent it.  
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The behaviour of the system can be understood and mastered 
by following a parametric analysis of its execution in the different 
configurations and situations that the system is subject to. 

This analysis can only be undertaken after having completed a 
detailed description of different functions of the system. The 
description can include the execution time of each function, its 
sizes, call graphs, dependencies between them and other 
information that can help designers to make the best decisions and 
technical choices. This process of identification and description is 
called profiling. 

Once the profiling is done, designers can test the system with 
several configurations and estimate its performance parameters. 

Several works dealing with performance estimation of 
embedded systems have been realized. In the case of the HEVC 
codec, performance estimation aims to test the ability of codecs to 
process video for real-time applications and to support new 
resolutions (HD, UHD, Full HD, 4k, 8k) and to measure footprint 
and the space occupied by the hardware components that make up 
the device. 

In the work carried out by [22], a complete profiling of the 
encoder was carried out. The aim of this work is to present the 
different functions of the encoder, their execution times and the 
types of operations carried out in order to deduce the functions that 
are candidates for a hardware migration. The results are presented 
in terms of types of assembly level instructions in each encoder 
function. In [23], the authors propose a hybrid parallel decoding 
strategy for HEVC, which combines task level parallelism and data 
level parallelism. In [24], the authors use a performance estimation 
analysis to prove a power model based on bit derivations that 
estimates the energy required to decode a given HEVC coded 
bitstream. In [25], authors proposed a method to improve 
H.265/HEVC encoding performance for 8K UHDTV moving 
pictures by detecting amount or complexity of object motions. 

4.1. Functions of the Test Model 
HEVC HM Test Model is an open source project under BSD 

license. It is intended for the implementation of an efficient C++ 
HEVC decoder. The version used in this work was released from 
[4] and it is compliant with most of the HEVC standard. The code 
of the application is composed of C++ classes, and the main classes 
and functions are listed in the table 1. 

The graph below (Figure 2) shows the most important classes in 
the decoding process and their associated functions. We note that 
the most significant classes are TComDataCU, TComTrQuant and 
TComSlice. The TComDataCU class represents the declaration of 
the CU data structure. The TComTrQuant class includes inverse 
transformation and inverse quantization, and the TComSlice class 
includes the decoder decompression process. 

The optimization of the codes of the functions making up these 
classes can have a positive impact on the execution time and the 
footprint of the decoder. 

As DecodeCTU, DecompressCtu called recursive function 
xDecompressCU which, in turn, decompresses each CU with the 
adequate prediction mode. When all CTUs in a frame are 
processed, the loop ends and the decoder performs both DF and 
SAO filters to correct artefacts. 

Table 1: Main classes and principal functions of test model decoder 

Main Classes Principal functions Size of code  
(Ko) 

TDecGop FilterPicture 
decompressSlice 8  

TAppDecCfg parseCfg 9  

TAppDecTop Decode x WriteOutput  
21  

TDecEntropy 

decodePredInfo 

decodePUWise 

decodeInterDirPU 

 
28  

TdecTop Decode Executeloopfilter 32 

TComLoopFilter xDeblockCU 
LoopFilterPic 

 
35  

TDecCU 

decompressCtu decodeCtu 

xdecodeCU xcompressCU 

xReconInter xReconIntraQT 

 
44 
 

  

TComSlice decompressSlice 126  

TComTrQuant 

partialBufferflyInverse32  

partialBufferflyInverse16  

partialBufferflyInverse8  

xDeQuant 

135  

TComDataCU initCu 
copySubCu 

 
140  

 

As shown in the diagram in Fig. 3, the process of decoding a 
frame is done by calling the DecompressCTU function of the 
TDecSlice class. This function executes a read loop of all CTUs in 
the current frame. Each CTU is decoded through the DecodeCtu 
function of the TDecCu class.  The XdecodeCu function of the 
same class, recursively performs the decoding of all CUs in the 
same CTU. When decoding a CTU, the TDecSlice makes a second 
call to the DecompressCTU function of the TDecCu class. Like 
DecodeCTU, DecompressCtu call the recursive function 
xDecompressCU, which, in turn, decompresses each CU with the 
proper prediction mode. When all CTUs in a frame are processed, 
the loop ends and the decoder perform DF and SAO filters to 
correct the artefacts. 

 
Figure 2. Main functions of Test Model Decoder 
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Figure 3. Frame decode Diagram of HM version 

4.2. Call Graph functions of HM HEVC Decoder 
Our goal in this step is to check the behaviour of the decoder 

described above, and to evaluate the performance of its various 
components in detail. 

To achieve the profiling operation, we made use of profiling 
techniques based on code injection and also the use of tools such 
as gprof [26, 27] and Valgrind [28]. Gprof provides a flat profiling 
to give the execution time of each function of the decoder and also 
the number of times this function is called. Gprof can give us as a 
result, the call graph. This indicates for each function code, the 
number of times it was called, either by other functions or by itself. 
This information shows the relationships between the different 
functions and can be used to optimize certain code paths. Roughly, 
the results of profiling the performance generated by GProf 
revealed a runtime complexity of balance in terms of computing 
time in the functions Motion Compensation (36%) and 
ExecuteLoofilters of (16.7%). 

Valgrind is a GPL licensed programming tool that can be used 
for profiling under the Linux operating system. It includes several 
tools, one of which is Callgrind. We used Callgrind to obtain the 
exact number of operations that were performed while decoding 
an entire video sequence. The results are separated in terms of 
classes, and in every class in terms of functions. 

The resulting graph shows for each function, the execution 
time as a percentage of the total execution time (Valingring) and 
the functions to which they appealed. Normally, the graph shows 
that the most time-consuming functions are Motion Compensation 
and ExecuteLoofilters.  

The aim of the profiling step is to understand the behaviour of 
the decoder described above and to evaluate the performance of its 
various components in detail. 

To do so, we used profiling tools such as Gprof and Valgrind. 
These tools allow us to present the call graphs of the different 
functions and their execution times, and thus the state of the stack 
used. In order to have a complete profiling which includes the 
execution sequences in the different execution scenarios and 

configurations, a manual injection of code has been realized into 
significant functions. 

The Gprof tool can give as a result, the call graph. This 
indicates for each function, the number of times it was called. This 
information shows the relationships between the different 
functions and can be used to optimize some code paths. 

The profiling results generated by GProf revealed a 
computational complexity in terms of execution time in Motion 
Compensation (36%) and ExecuteLoofilters (16.7%) functions. 

Valgrind is a GPL licensed tool. It includes several tools, one 
of which is Callgrind. We used Callgrind to get the exact number 
of operations performed when decoding a complete video 
sequence. The results are separated in terms of classes and in each 
class in terms of functions. 

The resulting graph shows, for each function, the execution 
time as a percentage of the total execution time and the functions 
to which they appealed. 

The graph shows that the most time-consuming functions are 
Motion Compensation and ExecuteLoofilters. 

4.3. Profiling and functions Execution trace 
As explained above, in order to determine the sequence of 

execution of the various functions of the decoder and the number 
of calls, a combination of code injection (manual code injection) 
and sampling profiling (using tools such as valgrind , Gprof, ...) 
has been made. The code injection in each function of the decoder 
has allowed us to locate called and calling functions. This also 
helps us to know the execution sequential order of different 
functions. 
 

Figure 4. Functions execution Sequences 
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Values in parentheses indicate the execution order of decoder’s 
functions. 

The distribution of functions into groups is mainly based on 
three criteria: The first is to minimize communication between 
different groups of functions in order to have minimal inter-group 
communication and maximum intra-group communication. The 
second criterion is load balancing between the processors. Indeed, 
the target platform (Zedboard) is equipped with the two ARM V9 
processors. To ensure optimal utilization of two processors, we 
must balance the charge of activity between the two cores. The 
third criterion is the execution parallelism. Indeed, we must ensure 
maximum parallel execution to minimize the average processing 
time of images. 

Taking into account all the criteria, we came to the distribution 
of assigning the group functions 1, 2 and 4 to processor 0 (proc0) 
and functions of the group 3 to processor 1 (Proc1). 

The calculations we have developed suggested the division 

mentioned above with the following performance data: 

■ CPU.0: 

Group 1: (1) (2) (3) (4) (15) (16) (17) (18) = 24.46% 
Group 2: (5) (6) (7) (8) = 6.85% 
Group 4: (19) (20) (21) (22) (23) (24) (25) (26) = 16.70% 
Total activity time = 48.01% 

■ CPU.1 
Group 3: (9)(10)(11)(11’) (12)(12’)(13)(14)= 51.95% 
 

 
Figure 5. Grouping decoder functions 

According to profiling procedure, we can divide the code on 
four main parts (Figure 4). The first contains the configurations 
functions. The second group represents the entropy decoding 
functions (decodeCTU and xdecodeCU).  The third group is the 
reconstruction. Finally, the HEVC filters are grouped. We analyse 
their decoder’s execution time in order to know its behaviour at 
runtime.  

5. Experimental results  

5.1. Test sequences  
As an effort to carry out a good evaluation of the standard, the JCT-
VC developed a document with some reference sequences and the 
codec configuration, which should be used with each one [29]. The 
sequences are divided into 6 groups (Classes) based on their 
temporal dynamics, frame rate, bit depth, resolution, and texture 
characteristics 

A subset of six video sequences was selected from this list. 
These six video sequences were selected from three classes, such 
that two sequences from each class, namely Class A, Class C, 
Class F. Detailed descriptions of the sequences are given in Table 
II. 

Table 2: Bitstreams used in the experimentations 

Resolution 

(Sequence class) 
 

Name Frame 
rate 

Frame 
number 

2560x1600 
(Class A) 

PeopleOnStreet  
30 

 
150 

Traffic  
30 

 
300 

832x480 
(Class C) 

BQMall  
60 

 
600 

PartyScene 30 500 

1024x768 
(Class F) 

ChinaSpeed 50 500 

Slideediting 30 300 

5.2. Zedboard Platform 
Zedboard platform [30] (table III) is an evaluation platform 

based on a Zynq-7000 family [31]. It contains on the same chip 
two components. A dual-core ARM Cortex MPCore based on a 
high-performance processing system (PS) that can be used under 
Linux operating system or in a standalone mode and an advanced 
programmable logic (PL) from the Xilinx 7th family that can be 
used to hold hardware accelerators in multiple areas.  

The two parts (PS and PL) interact between them by using 
different interfaces and other signals through over 3,000 
connections [32]. Available four 32/64-bit high-performance (HP) 
Advanced eXtensible Interfaces (AXI) and a 64-bit AXI 
Accelerator Coherency. 

Table 3: Zedboard technical specifications  

Component Characteristics 

Processeur ZYNQ-7020 AP 
SOC XC7Z020-
7CLG484CES 

2 ARM Cortex A9 cores at 667 
MHz 

Memory 512 MB DDR3, 256 MB Quad-SPI 
Flash et SD Card 

Communication 10/100/1000 Ethernet, USB OTG et 
USB UART 

Extension FMC (Low Pin Count) et 5 Pmod 
headers (2*6) 

Display HDMI output, VGA output et 
128*32 OLED 

Input / Output 8 switches, 7 push butons et 8 
leds 

Current and Voltage 3.0 A (Max) et 12V DC input 
Certification CE and RoHS certifier 
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In our experimentations, we have configured and compiled a 
custom Linux kernel downloaded from the official Linux kernel 
from Xilinx [31]. 

5.3. Pipeline execution approach 

Since ZedBoard is based on Zynq chip that has dual cores, it is 
possible to distribute functions between the two cores. 

Because of strict sequentially that we have seen in the functions 
execution of the HEVC decoder (HM Test Model version), the two 
processors will necessarily be in mutual exclusion of activity. To 
create parallel activity, we can transform the sequential video 
processing by a "pipelined" treatment. 

If we refer to the grouping of functions explained above, we 
can consider that video sequence processing goes through four 
stages: 

Stage 0: Download to a frame buffer (FB) the frame to be 
processed. This step corresponds to transition (1) in the graph (Fig. 
5) 

Stage 1: Decoding of the frame, corresponding to transitions 
(2, 3, 4, 5, 6, 7, 8). This stage corresponds to the Entropy decode 
process. 

Stage 2: Decompression, corresponding to transitions (9, 10, 
11-11 ', 12-12', 13, 14). This stage corresponds to the 
reconstruction process (that contains Inverse Transform, Inverse 
Quantification, Inter- prediction and Intra-prediction). 

Stage 3: Filtering, which corresponds to transitions (15, 16, 17, 
18, 19, 20, 21, 22, 23, 24, 25, 26). This stage corresponds to the 
Loop Filter process 

A parametric analysis of the application has enabled to deduce 
that the overall execution time of Stages 0, 1 and 3 is 
approximately equivalent to the execution time of Stage 2. 
Therefore, we can affect stages 0, 1 and 3 in the first PROC0 
processor and Stage 2 to the second processor PROC1. 

Figure 6. Pipeline execution based on dual cores Processor 

Si,j represents the execution sequence of stage i applied to the 
frame number j. The first three rows reflect the sequencing of stage 
Si,j on the same processor PROC0: 

Process P0, P1 and P2 support respectively the first, second and 
the third row. 

The fourth row reflects the execution sequence of stage2 of the 
processor PROC1 applied to successive frames. A process P3 
supports it. 

 
Figure 7. Sequence Process on two processors (cores) 

Results obtained for the RA, AI and LD configurations are presentaed in tables 
IV, V and VI.. 

Table 4: Results for AI configuration 

Class Sequence  Frames 
Number QP 

Sequential Pipelined 
Time  
(ms) 

Time  
(ms) 

A 

People On 
Street 150 22 594.28 386.28 

32 454.59 295.49 

Traffic 150 22 610.68 396.94 
32 432.75 281.29 

Average execution time 523.075 340 
Gain  35% 

C 
Party Scene 500 22 307.41 218.26 

32  219.16 155.61 
BQ Mall 600 22 259.30 184.10 

32 191.85 136.21 
Average execution time 244.43 173.54 

Gain  29% 

F 
China Speed 500 22 382.39 287.68 

32  295.93 207.15 
Slide Editing 300 22 279.75 199.83 

32 242.71 169.9 
Average execution time 300.19 210.14 

Gain  28% 

Table 5: Results for RA configuration 

Class Sequence  Frames 
Number QP 

Sequential Pipelined 
Time  
(ms) 

Time  
(ms) 

A 

People On 
Street 150 22 409.51 274.37 

32 256.97 172.17 

Traffic 150 
22 293.26 196.48 
32 179.19 120.06 

Average execution time 284.77 190.77 
Gain  33% 

C 
Party Scene 500 22 153.41 107.38 

32 89.64 62.75 
BQ Mall 600 

22 131.76 93.55 
32 84.08 59.70 

Average execution time 114.72 80.84 
Gain  29.5% 

F 
China Speed 500 22 216.84 156.12 

32 140.75 101.34 
Slide Editing 300 

22 56.93 38.14 
32 50.25 33.67 

Average execution time 116.19 82.31 
Gain  29.15% 
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Table 6: Results for LD configuration 

Class Sequence  Frames 
Number QP 

Sequential Pipelined 
Time  
(ms) 

Time  
(ms) 

A 

People On 
Street 150 22 446.65 294.79 

32 266.68 176.01 

Traffic 150 22 310.86 220.71 
32 164.25 116.62 

Average execution time 297.11 202.03 
Gain  32% 

C 
Party Scene 500 22 176.65 125.42 

32 91.99 60.71 
BQ Mall 600 22 142.03 99.42 

32 85.04 56.13 
Average execution time 123.9275 85.42 

Gain  31% 

F 
China Speed 500 22 217.94 155.84 

32 143.83 99.93 
Slide Editing 300 22 45.43 35.35 

32 41.39 27.85 
Average execution time 112.14 74.01 

Gain  28.89% 
   

 
Figure 8. Execution time gain (AI configuration) 

The experimental tests use reference sequences for the three 
configurations (AI, RA and LD) and with different quantification 
parameters (QPs). For the different configurations, results show a 
considerable gain compared to the sequential version (around 
30%). We also note that class A frames have more processing time 
than the other classes (C and F) with a slightly more significant 
gain. This is logical since the resolution in this class is more 
important than for the other classes. 

6. Conclusion 

The objective of this article was to study the behaviour of the 
HEVC decoder represented by the reference application Test 
Model (HM). This study permitted us to discover the different 
functions of the decoder, their size, the call graphs, the percentage 
of CPU utilization and the number of instructions for each 
function. 

Moreover, we have identified the most consuming functions in 
terms of CPU execution time and memory size, and then we have 
represented the execution trace of the functions by the use of an 
injection code technics. All these profiling results allowed us to 
divide the functions into groups. Once the regrouping is done, we 
proposed a parallelism approach based on the pipeline principle in 
order to run the application on the two cores of the Zedboard 

Platform. The experimental results found show an acceleration of 
about 30% compared to the sequential version. 

Other technics can be added to improve this approach such as 
the increase of the number of processors or the implementation of 
hardware accelerators in the PL side.  
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 Metal housing has been used extensively on portable communication devices such as on 
mobile phones and tablets. The choice of metal housing ranges from metallic rim to metallic 
back cover.  This metal housing tends to improve the outlook appearance of the mobile 
devices, and add mechanical strength towards the mobile devices.  However, from the 
aspect of the communication antenna, the metal housing often posts great challenges 
towards the flexibility in antenna design and reduction in antenna performance.  This paper 
presents an approach to overcome the challenges by integrating the metal housing of the 
mobile phone as part of the antenna, along with the introduction of tunable antenna concept 
to provide different forms of Aperture Tuning to the Cellular Main Antenna, to satisfy its 
wide frequency band coverages for the 2nd, 3rd and 4th Generation (2G, 3G and 4G) mobile 
network.      
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Aperture Tuning 

 

 

1. Introduction   

Over the years, there had been a popular trend for mobile 
phones to be equipped with metal housing.  The metal housing 
often comes in different forms, which examples are as shown in 
Figure 1.  One form of metal housing is the Closed Metal Ring as 
shown in Figure 1(a), with a metal ring running around the edges 
of the mobile phone.  Another type of metal housing, quite similar 
to the Closed Metal Ring, is the Broken Metal Ring (with open 
slot) as shown in Figure 1(b).  In the Broken Metal Ring, there are 
slots cutting on the metal ring, dividing the metal ring into two or 
more sections.  In recent years, there is another type of metal 
housing that has been becoming popular.  This metal housing 
comes in the form of a Metallic Back Cover as shown in Figure 
1(c).  The use of metal housing on mobile phone tends to improve 
the outlook appearance of the mobile phone.  Apart from that, the 
robustness of the metal housing tends to add mechanical strength 
to the mobile phone.  However, the use of metal housing on mobile 
phone often post disadvantages towards the mobile phone antenna.  
These disadvantages include introducing unwanted coupling 
towards the antenna, creating a shielding effect over the antenna 
hence reducing the sensitivity of the antenna etc.  Additionally, 
maintaining the aesthetics of the metal housing on the mobile 
phone comes with an antenna design flexibility cost.   

   
 
Figure 1.  Different forms of metal housing:  (a) Closed Metal Ring;  (b) Broken 

Metal Ring (with open slot);  (c) Metallic Back Cover; 

This paper serves as an extension of work originally presented 
in 2017 11th European Conference on Antennas and Propagation 
(EuCAP2017) [1].  This paper presents a flexible Aperture Tuning 
solution [2 – 4] for the cellular Main Antenna in a Metallic Back 
Cover mobile phone, to provide coverage for multi frequency 
bands in the frequency range of 700MHz to 960MHz (LTE700, 
GSM850, GSM900), 1710MHz to 2170MHz (DCS1800, 
PCS1900, WCDMA2100) and 2300MHz to 2690MHz (LTE2300, 
LTE2600).  The flexible Aperture Tuning solution as proposed in 
this paper aims to overcome the disadvantages post by the metal 
housing as mentioned above.  In the earlier paper [1], the flexible 
Aperture Tuning solution for the cellular Main Antenna has been 
briefly introduced, along with the Free-Space passive 
measurement data of the Main Antenna’s Reflection Coefficient 
S11 and Total Efficiency.  This paper will further elaborates on the 
concept of the different Aperture Tuning solutions that are 
deployed at different parts of the Main Antenna for tuning the 
antenna’s Low (700 – 960MHz) Band, Mid (1710 – 2170MHz) 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Yew Choon Mark TAN, 85 Science Park Drive, #02-08 
The Cavendish, Singapore 118259, (+65) 91767574 & 
marktan@aactechnologies.com  
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 49-55 (2017) 

www.astesj.com  

Special issue on Advancement in Engineering Technology  

(a) (b) (c) 

https://dx.doi.org/10.25046/aj020606  

http://www.astesj.com/
mailto:marktan@aactechnologies.com
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020606


Y.C.M. TAN et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 49-55 (2017) 

www.astesj.com     50 

Band and High (2300 – 2690MHz) Band.  Besides the Free-Space 
passive measurement data, this paper also presents the active 
measurement data (Total Radiation Power TRP) taken with the 
mobile phone mockup in the Free-Space and Phantom Head & 
Hands conditions. 

2. Metallic Back Cover Mobile Phone Mockup 

2.1. Metallic Back Cover 

The metal housing for the mobile phone presented in this paper 
takes the form of a Metallic Back Cover, as mentioned in Figure 
1(c).  Figure 2 shows pictures illustrating the exterior and interior 
appearance of the Metallic Back Cover.  From the exterior 
appearance shown in Figure 2(a), the Metallic Back Cover seems 
to be divided into three sections, namely Top-section, Mid-section 
and Bottom-section.  In between each section, there is a plastic slot 
(at 1mm wide) running across the Metallic Back Cover.  However, 
from the interior appearance shown in Figure 2(b), it can be seen 
that the Mid-section and Bottom-section of the Metallic Back 
Cover are actually joined together internally.  This makes the slot 
at the Bottom-section more like a Closed-end slot instead of a 
through slot as seen at the Top-section.  The overall dimension of 
the Metallic Back Cover is 144mm by 70mm by 6.5mm, which is 
suitable for mobile phone with 5.5inch display.    

 
(a) Exterior appearance 

 
(b) Interior appearance 

Figure 2.  Metallic Back Cover 

In this proposed solution, the Main Antenna is located at the 
bottom section of the mobile phone.  The entire Bottom-section 
metallic cover and partial of the Mid-section metallic cover are 
integrated as part of the Main Antenna design.  Figure 3 shows 
pictures mainly highlighting the interior appearance at the bottom 
section of the Metallic Back Cover.  There is a Capacitive Feed 
Patch located near the bottom left corner of the Metallic Back 
Cover.  This Capacitive Feed Patch is a thin layer of conductive 
rectangular patch, separated from the inner surface of the Metallic 
Back Cover by a thin layer of plastic substrate with thickness of 
0.5mm.  The Capacitive Feed Patch is positioned on the Bottom-
section side of the Metallic Back Cover in a way such that the edge 

of the Capacitive Feed Patch will align well with the edge of the 
Closed-end slot, as can be seen in Figure 3.  Figure 3 also 
highlights the installation of a Tuner Board on the inner surface of 
the Metallic Back Cover.  The Tuner Board is a tiny piece of 
Printed Circuit Board (PCB) that is used to house a Tunable 
Capacitor TC1.  The Tuner Board is fully grounded onto the Mid-
section of the Metallic Back Cover, positioned just by the edge of 
the Closed-end slot.  The output of the Tunable Capacitor TC1 is 
bridged across the slot and get into direct contact with the Bottom-
section of the Metallic Back Cover.      

 
 

 

 
Figure 3.  Capacitive Feed Patch and Tuner Board on Metallic Back Cover 

2.2. Main Antenna Printed Circuit Board (PCB) 

Figure 4 shows partial of the Main Antenna Printed Circuit 
Board (PCB) used in the mobile phone mockup, mainly 
highlighting the environment in the Main Antenna region at the 
bottom section of the mobile phone.  The PCB is equipped with a 
Type-C Micro-USB and a speaker which are components that are 
commonly found at the bottom section of mobile phone.  On the 
PCB, there is a Feed-Pin that is traced to the source of the Main 
Antenna.  The Feed-Pin can be in the form of a pogo-pin or spring 
contact to establish a direct connection with the Capacitive Feed 
Patch at the location (red-dot) as highlighted in Figure 4.  Located 
next to the Feed-Pin is Gnd-Pin1, which is traced to a Tunable LC 
Resonant Circuitry, with reference to the common ground.  This 
Tunable LC Resonant Circuitry is made up of a shunt inductor in 
parallel with a shunt Tunable Capacitor TC2, to provide Aperture 
Tuning to the Main Antenna.  The Gnd-Pin1 can be in the form of 
a pogo-pin or spring contact to make direct contact with the 
Bottom-section metallic cover at the location (blue-dot) as 
indicated in Figure 4.  Located above Gnd-Pin1 on the PCB is Gnd-
Pin2 which is traced to a standalone Tunable Capacitor TC3 
connecting to the reference ground.  This standalone Tunable 
Capacitor is meant for providing Aperture Tuning to the Main 
Antenna.  The Gnd-Pin2 makes direct connection with the Mid-
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section of metallic cover at the location (purple-dot) as indicated 
in Figure 4.  To the left of Gnd-Pin2, located near the speaker is 
Gnd-Pin3 which is connected directly to the reference ground.  
Gnd-Pin3 on the PCB is meant to make direct connection with the 
Mid-section of metallic cover at the location (green-dot) next to 
the Tuner Board as shown in Figure 4. This arrangement of the 
grounding connections between the respective ground pins (Gnd-
Pin1, Gnd-Pin2 and Gnd-Pin3) on PCB and the Metallic Back 
Cover has integrated the Metallic Back Cover as part of the Main 
Antenna design.  The three Tunable Capacitors (TC1, TC2 and 
TC3) as mentioned above on the Metallic Back Cover and Main 
Antenna PCB are Micro-Electro-Mechanical Systems (MEMS) 
based variable capacitors.  Each capacitor has 16 different states of 
capacitance value ranging from 0.3pF to 2.97pF programmed in its 
register.  The proposed tunable solution for the Main Antenna in 
this paper is not limited to the technology or type of the Tunable 
Capacitor.   

 
 

 
 

Figure 4.  PCB layout for the Main Antenna and integrating the Metallic Back 
Cover as part of the Main Antenna design 

3. Flexible Aperture Tuning Solution for Main Antenna  

The Main Antenna of the mobile phone has operating 
frequency bands that are divided into the Low Band, the Mid Band 
and the High Band.  The Low Band covers frequency range from 
700MHz to 960MHz, the Mid Band covers frequency range from 
1710MHz to 2170MHz and the High Band covers frequency range 
from 2300MHz to 2690MHz.  These ranges of frequency bands 
are sufficient to provide coverage for the 2G, 3G and 4G network.  
The Aperture Tuning of the Main Antenna as proposed in this 
paper will be broken down to sections with respect to the following 
bands: Low Band, Mid Band and High Band.    

3.1. Low Band Tuning (700MHz to 960MHz) 

The proposed Main Antenna solution is fed using the 
Capacitive-Fed Coupling Technique [5 – 6] to the Bottom-section 
metallic cover via the Capacitive Feed Patch as mentioned above 

in Figure 3.  Energy from the Capacitive Feed Patch is coupled 
onto the Bottom-section metallic cover.  Current on the Bottom-
section metallic cover will then flows in the direction as indicated 
by the yellow-coloured arrow (as shown in Figure 5(a)) to Gnd-
Pin3 on the Main Antenna PCB.  This forms a Loop Antenna for 
the Low Band of the Main Antenna.  Aperture Tuning is applied 
to this Loop Antenna at Gnd-Pin1, via the Tunable LC Resonant 
Circuitry [2 – 4] (as mentioned in Figure 4) which equivalent 
circuit is as shown in Figure 5(b).  The resonance at the Low Band 
of the Main Antenna can be made to shift within the frequency 
range of 700MHz to 960MHz by tuning the capacitance value of 
the Tunable Capacitor TC2 on the PCB.  In tuning the Low Band 
of the Main Antenna, the capacitance value of the Tunable 
Capacitor TC1 on the Metallic Back Cover and the Tunable 
Capacitor TC3 at Gnd-Pin2 on the PCB are kept constant at 2.97pF 
and 0.66pF respectively. 

 
(a)  Current flow for Low Band Tuning 

 
(b) Equivalent circuit of Tunable LC Resonant Circuit 

Figure 5.  Low Band Tuning of Main Antenna 

Figure 6 shows plots of the passive measurement result for the 
Low Band Tuning of the Main Antenna, in Free-Space condition.  
Figure 6 (a) is the Reflection Coefficient S11 of the Main Antenna 
measured using a Network Analyzer.  Figure 6(b) shows plots of 
the Total Efficiency of the Main Antenna in the Low Band region, 
measured in an Anechoic Over-the-Air (OTA) Chamber.  From the 
two  plots  shown in  Figure 6, it  can  be seen that  three  different  

 
(a) Reflection Coefficient S11 in Low Band region 
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(b) Total Efficiency in Low Band region 

Figure 6.  Passive measurement results in Low Band region 

capacitance value of TC2 (at 0.48pF, 1.9pF and 2.97pF) are used 
to shift the Low Band resonance across the Low Band region of 
700MHz to 960MHz.  This shift in the Total Efficiency plot (as 
seen in Figure 6(b)) helps to maintain the Total Efficiency in the 
Low Band region at above 20%. 

3.2. Mid Band Tuning (1710MHz to 2170MHz) 

The Mid Band of the Main Antenna is resulting from a Slot 
Antenna form on the Metallic Back Cover by the Closed-end slot, 
as highlighted with the black-dotted line in Figure 7(a).  The 
Tunable Capacitor TC1, which output is bridged across the 
Closed-end slot on the Metallic Back cover, is being used to 
provide Aperture Tuning to this Slot Antenna.  The configuration 
of having the Tunable Capacitor TC1 across the Closed-end slot 
can be best described by the equivalent circuit as shown in Figure 
7(b).  Hence, by tuning the capacitance value of Tunable Capacitor 
TC1, the wavelength of the Slot Antenna will change accordingly, 
shifting the Mid Band resonance within the frequency range of 
1710MHz to 2170MHz.  In tuning the Mid Band of the Main 
Antenna, the capacitance value of both the Tunable Capacitor TC2 
and TC3 on the Main Antenna PCB are kept constant at 2.97pF.   

Figure 8 shows plots of the passive measurement result for the 
Mid Band Tuning of the Main Antenna, in Free-Space condition.  
Figure 8(a) is the measured Reflection Coefficient S11 of the Main 
Antenna and Figure 8(b) shows plots of the measured Total 
Efficiency of the Main Antenna in the Mid Band region.  From the 
two plots shown in Figure 8, it can be seen that the Mid Band 
resonance can be made to shift across the Mid Band region of 
1710MHz to 2170MHz by tuning the capacitance value of TC1 at 
1.55pF, 1.9pF, 2.44pF and 2.97pF respectively.  This shift in the 
Total Efficiency plot (as seen in Figure 8(b)) helps to maintain the 
Total Efficiency in the Mid Band region at above 20%. 

 
(a) Slot Antenna for Mid Band Tuning 

  
(b) Equivalent circuit of Tuner Board on Metallic Back Cover 

Figure 7.  Mid Band Tuning of Main Antenna 

 
(a) Reflection Coefficient S11 in Mid Band region 

 
(b) Total Efficiency in Mid Band region 

Figure 8.  Passive measurement results in Mid Band region 

3.3. High Band Tuning (2300MHz to 2690MHz) 

In High Band Tuning of the Main Antenna, the energy from 
the Capacitive Feed Patch on the Bottom-section metallic cover is 
coupled across the Closed-end slot to the Mid-section metallic 
cover.  Current on the Mid-section metallic cover will then flows 
in the direction as indicated by the red-coloured arrow to Gnd-Pin2 
on the Main Antenna PCB, as shown in Figure 9 (a).  This actually 
forms a small Loop Antenna for the High Band of the Main 
Antenna.  Aperture Tuning is applied to this small Loop Antenna 
at Gnd-Pin2, via the Tunable Capacitor TC3, which equivalent 
circuit is as shown in Figure 9 (b).  The resonance at the High Band 
of the Main Antenna can be made to shift within the frequency 
range of 2300MHz to 2690MHz by tuning the capacitance value 
of the Tunable Capacitor TC3 on the PCB.  In tuning the High 
Band of the Main Antenna, the capacitance value of the Tunable 
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Capacitor TC1 on the Metallic Back Cover and the Tunable 
Capacitor TC2 in the Tunable LC Resonant Circuit on the PCB are 
both kept constant at 2.97pF. 

 
(a) Current flow for High Band Tuning 

 
(b) Equivalent circuit of Aperture Tuning at Gnd-Pin2 

Figure 9.  High Band Tuning of Main Antenna 

 
(a) Reflection Coefficient S11 in High Band region 

 
(b) Total Efficiency in High Band region 

Figure 10.  Passive measurement results in High Band region 

 Figure 10 shows plots of the passive measurement result for 
the High Band Tuning of the Main Antenna, in Free-Space 
condition.  Figure 10 (a) is the measured Reflection Coefficient 

S11 of the Main Antenna and Figure 10 (b) shows plots of the 
measured Total Efficiency of the Main Antenna in the High Band 
region.  From the two plots shown in Figure 10, it can be seen that 
two-different capacitance value of TC3 (0.3pF and 2.97pF) are 
used to shift the High Band resonance across the High Band region 
of 2300MHz to 2690MHz.  This shift in the Total Efficiency plot 
(as seen in Figure 10(b)) helps to maintain the Total Efficiency in 
the High Band region at above 40%. 

4. Mobile Phone Mockup in Active Phone Condition 

In this section, the Metallic Back Cover mobile phone mockup 
as reported above is configured to be an active phone.  Figure 11 
shows a picture illustrating the Metallic Back Cover mobile phone 
mockup in its active phone configuration.  The mockup is equipped 
with an in-house designed Main PCB which is used to house a 
Long-Term Evolution (LTE) module for conducting active Total 
Radiated Power (TRP) measurement in an Anechoic OTA 
Chamber.  The Main PCB is equipped with power contact points 
to draw power from a mobile phone battery, to power up the LTE 
Module as well as the Tunable Capacitors (TC1, TC2 and TC3 
mentioned above in section 2 and 3) during the active 
measurement.    

 
Figure 11.  Mobile phone mockup in active condition 

4.1. Measurement in Free-Space 

The active TRP measurement in the Free-Space condition was 
conducted in an Anechoic OTA Chamber, for four different 3G 
bands and five different 4G LTE bands.  These bands are WCDMA 
Band 1, 2, 5 and 8 in the 3G network, and FDD LTE Band 1, 4, 7, 
8 and 13 in the 4G LTE network.  Table 1 tabulates the active TRP 
measurement results of the Main Antenna, with the metallic cover 
mobile phone mockup in Free-Space condition.  The first column 
in Table 1 lists the respective nine frequency bands in the 3G and 
4G network.  The second column displays the mid channel for each 
band respectively, and the third column lists the frequency (in 
MHz) corresponding to respective mid channel in the second 
column.  As can be seen from the third column, this measurement 
covers the various frequencies which fall within the Low (700MHz 
to 960MHz), Mid (1710MHz to 2170MHz) and High (2300MHz 
to 2690MHz) Band regions of the Main Antenna.  The fourth 
column in Table 1 lists the measured Conducted Power (in dBm) 
of the LTE Module, transmitting at the respective frequencies 
listed in the third column.  And lastly, the measured Free-Space 
TRP (in dBm) of the Main Antenna on the Metallic Back Cover 
mobile phone mockup is as listed in the fifth column.  From Table 
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1, the Conducted Power of the LTE Module is ranging from 20 to 
23dBm, and the Free-Space TRP ranges from 14 to 20dBm. 

Table 1.  Active TRP measurement results in Free-Space 

Band Channel Frequency 
(MHz) 

Conducted 
Power (dBm) 

Free-Space 
TRP 

(dBm) 

WCDMA Band5 4182 836.6 22.3 17.8 

WCDMA Band8 2787 897.6 22.2 16.7 

WCDMA Band2 9400 1880.0 22.9 15.1 

WCDMA Band1 9750 1950.0 22.4 14.1 

FDD LTE 
Band13 23230 782.0 22.0 16.9 

FDD LTE Band8 21625 897.5 21.2 16.6 

FDD LTE Band4 20175 1732.5 21.8 15.7 

FDD LTE Band1 18300 1950.0 21.7 13.8 

FDD LTE Band7 21100 2535.0 20.2 19.7 

4.2. Measurement with Phantom Head & Hands 

To study the user effect towards the Main Antenna solution on 
the metallic cover mobile phone mockup, the active TRP 
measurement was further extended to the Phantom Head & Hands 
configuration.  Figure 12 shows an example of the setup of the 
Phantom Head + Right Hand (BHHR) in the talk mode 
configuration.  In this setup, the metallic cover mobile phone 
mockup will be gripped by the Hand, and placed beside the 
Phantom Head, as according to the CTIA Test Plan [7].  Two 
Phantom configurations had been considered in this measurement: 
Phantom Head + Left Hand (BHHL) and Phantom Head + Right 
Hand (BHHR).  This active TRP measurement of the Main 
Antenna, with the mobile phone mockup on the Phantom Head & 
Hands was conducted in an Anechoic OTA Chamber, for four 
different 3G bands (WCDMA Band 1, 2, 5 and 8).  Table 2 
tabulates the active TRP measurement results of the Main 
Antenna, with the mobile phone mockup on the Phantom Head & 
Hands (BHHL and BHHR) talk mode configuration.  The first 
three columns in Table 2 list the frequency bands, its mid channel 
and the corresponding frequency in the 3G network respectively.  
The fourth and fifth column in Table 2 list the measured TRP (in 
dBm) of the Main Antenna, in the BHHL and BHHR configuration 
respectively.  From the BHHL TRP and BHHR TRP results listed 
in Table2, it can be clearly seen that the left hand has a greater 
influence on the Main Antenna performance as compared to the 
right hand.  This is likely due to the hand is covering the opening 
of the Closed-end slot on the Metallic Back Cover in the BHHL 
configuration.  The variation in TRP between BHHL and BHHR 
is between 1 to 3.3dBm, with the worst case scenarios taking place 
at WCDMA Band 2 (1880MHz).  A comparison between the Free-
Space TRP (in Table 1) and BHHL TRP (in Table 2) shows a 
reduction in the antenna performance in the latter case with 
variation of between 5.9 to 9.6dBm, and the worst case scenarios 
taking place at WCDMA Band 8 (897.6MHz).  The comparison 
between the Free-Space TRP and BHHR TRP also shows a 
reduction in the antenna performance in the latter case, with 
variation of between 4.6 to 8.4dBm, and the worst case scenarios 
taking place at WCDMA Band 5 (836.6MHz).      

                           
Figure 12.  Phantom Head + Right Hand (BHHR) in talk mode setup 

Table 2.  Active TRP measurement results in BHHL and BHHR 

Band Channel Frequency 
(MHz) 

BHHL TRP 
(dBm) 

BHHR 
TRP (dBm) 

WCDMA Band5 4182 836.6 8.3 9.3 

WCDMA Band8 2787 897.6 7.1 9.6 

WCDMA Band2 9400 1880.0 7.0 10.3 

WCDMA Band1 9750 1950.0 8.2 9.5 

      

5. Conclusion 

It has always been challenging in providing solution for 
antennas on mobile phones with metal housing.  The metal 
housing often introduces unnecessary coupling, shielding effect 
towards the antennas as well as reducing the flexibility in 
designing the antenna.  In this paper, a tunable solution has been 
proposed for the cellular Main Antenna of a mobile phone with 
metal housing in the form of metallic back cover.  The proposed 
solution demonstrates the integration of the metal housing as part 
of the antenna design, along with the use of different Aperture 
Tuning circuitries at different parts of the Main Antenna, to allow 
flexible tuning of the antenna’s Low, Mid and High Band.  In an 
attempt to study the user effect towards the Main Antenna on the 
metallic cover mobile phone, the measurement results suggested 
that the Left Hand influence on the antenna is greater as compared 
to the Right Hand.  In the comparison between Free-Space and 
BHHL/BHHR condition, the antenna performance sees a 
reduction of less than 10dBm.      
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1 Introduction

This paper is an extension of work originally pre-
sented in Conference on Science of Electronics, Tech-
nologies of Information and Telecommunications
(SETIT 2016) [1].
The latter work presented two methods of parametric
identification of decoupled multivariable Hammer-
stein model.
It consists of one nonlinear static block and one linear
dynamic block. Many process (chemical and biologi-
cal process, signal processing, etc.) have this structure,
for example: pH neutralization processes [2], poly-
merization reactor [3], distillation columns [4] and
dryer process [5].
Many system identification methods have been used
to identify the single-input single-output (SISO)
model. They can be divided into stochastic meth-
ods [6,7], iterative methods [8], over-parameterization
methods [9], separable least squares methods [10,11],
blind identification methods [12] and frequency do-
main methods [13].
It is possible to transform the SISO Hammerstein
model to MISO and MIMO model which is linear
in the parameters [14]. Serval approches have been
proposed to identify MIMO Hammerstein model. In
[15,16,17], neuronal networks and fuzzy logic have
been used to deal with more general nonlinearities.
An approach based on multivariable cardinal cubic
spline functions to model the static nonlinearities

have been proposed in [18]. The Least Squares Sup-
port Vector Machines (LS-SVMs) have been presented
in [19,20]. A generalized Hammerstein model con-
sisting of a static polynomial function in series with
time-varying linear model is developed in order to
model the Hammerstein-like multivariable processes
whose linear dynamics vary over the operating space
in [21]. In this work, we propose a new coupled struc-
ture identification of MIMO model with separate non-
linearities. It is organized as follows: SISO Hammer-
stein system is presented in part 1 of section 2. A new
coupled structure for MIMO Hammerstein system is
developed in part 2 of section 2. Simulation results of
a quadruple-tank process is given in section 3. Finally,
a conclusion is made.

2 Parametric identification
of Hammerstein model

2.1 Parametric identification
of SISO Hammerstein model

Assume that the Hammerstein model of Figure 1 is
composed of a nonlinear block F (.) associated with a

linear sub-system
B(q−1)
A(q−1) . It is described by:

 yk =
B(q−1)
A(q−1)vk +wk

vk = F (uk)
(1)
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with:

A
(
q−1

)
= 1 + a1q

−1 + a2q
−2 + . . .+ anAq

−nA

B
(
q−1

)
= b1q

−1 + b2q
−2 + . . .+ bnBq

−nB

vk = λ1 uk +λ2 u
2
k + . . .+λN u

N
k

q−1 delay operator, uk input of the system, yk output,
vk the unmeasurable internal signal andwk represents
the modeling error, external disturbances, etc.

In order to have a unique parameterizations of the
Hammerstein model structure, the first coefficient of
the nonlinear function F (.) equals to 1, λ1 = 1 [11,22].

ku kykv

kw

( )
( )

1

1

B q

A q

−

−

+

+
( ).F

Figure 1: SISO Hammerstein model

The output yk is given by:

yk = −
nA∑
i=1
ai yk−i +

nB∑
i=1
bi

uk−i +
N∑
ρ=2

λρ uρk−i

+wk
(2)

Equation (2) can be written in the following form:

yk = ΦT
k θk +wk (3)

with:

Φk =
(
Yk
Uk

)
, θ =

 ab
s

 ,
Φk and θk ∈ RnR where nR = nA +N nB,

Yk =
(
−yk−1,−yk−2, . . . ,−yk−nA

)
∈ RnA ,

Uk =
(
U1k ,U2k , . . . ,UN k ,

)
∈ RNnB ,

Uj k =
(
uj k−1,u

j
k−2, . . . ,u

j
k−nB

)
∈ RnB ,

for j = 1, 2, . . . , N

a =
(
a1, a2, . . . , anA

)
∈ RnA ,

b =
(
b1,b2, . . . , bnB

)
∈ RnB ,

s =
(
λ2b,λ3b, . . . ,λNb

)
∈ RNnB .

The parameter vector θ can be estimated using the
RLS algorithm. It is described by the following equa-
tions: 

θ̂k = θ̂k−1 + Pk Φk εk

Pk = Pk−1 −
Pk−1 Φk Φ

T
k Pk−1

1+ΦT
k Pk−1Φk

εk = yk − θ̂Tk−1 Φk

(4)

where Pk is the adaptation gain matrix, Φk is the ob-
servation vector and θk is the parameters vector.

2.2 Parametric identification
of MIMO Hammerstein model

Two structures are used to identify MIMO Hammer-
stein models in the literature: with separate nonlin-
earities [21] or with combined nonlinearities [23]. The
second case is the most general, but it can cause a very
challenging parameter estimation problem because of
the large number of parameters to be estimated.

In this paper, we developed a new coupled struc-
ture for MIMO Hammerstein model with separate
nonlinearities. They are presented in Figure 2 and 4
where uj , vi,j , yi for i = 1, 2, . . . ,p and j = 1, 2, . . . ,m
are the system input, internal signal and system out-
put. Fi,j (.) are nonlinear function.

2.2.1 A decoupled structure identification
of MIMO Hammerstein model

The decoupled structure of MIMO Hammerstein
model is given in Figure 2. Each output yi,k , i =
1, 2, . . .p, of the multivariable system corresponds to
a linear model, which at its input are introduced a
nonlinear functions, Figure 3.
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Figure 2: Decoupled structure of MIMO Hammer-
stein model
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Each output yi,k , i = 1, 2, . . .p, of the MIMO
Hammerstein model is proposed as:
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Ai

(
q−1

)
yi,k =

m∑
j=1
Bi,j

(
q−1

)
vj,k

vi,j,k = Fi,j
(
uj,k

)
= uj,k +

N∑
ρ=2

λi,j,ρu
ρ
j,k

(5)

with:
Ai

(
q−1

)
= 1 + ai,1q−1 + ai,2q−2 + . . .+ ai,nAi q

−nAi

Bi,j
(
q−1

)
= bi,j,1q−1 + bi,j,2q−2 + . . .+ bi,j,nBi,j q

−nBi,j

System (5) can be rewritten as:

yi,k = −
nAi∑
τ=1

ai,τ yi,k−τ +
m∑
j=1

nBi,j∑
τ=1

bi,j,τ uj,k−τ

+
m∑
j=1

nBi,j∑
τ=1

N∑
ρ=2

bi,j,τ λi,j,ρu
ρ
j,k−τ

(6)

then:

yi,k = −
nAi∑
τ=1

ai,τ yi,k−τ +
m∑
j=1

nBi,j∑
τ=1

bi,j,τ uj,k−τ

+
m∑
j=1

nBi,j∑
τ=1

N∑
ρ=2

si,j,τ,ρu
ρ
j,k−τ

(7)

Equation (7) can be written in the following form:

yi,k = Φi,k
T θi (8)

with:

Φi,k =

 Yi,kUk
ϕk

 , θi =

 AiBi
Si


Φi,k and θi ∈ RnR ; nR = nAi +

m∑
j=1
NnBi,j

Yi,k =
(
−yi,k−1, − yi,k−2, . . . , − yi,k−nAi

)
∈ RnAi

Uk =
(
U1,k , U2,k , . . . , Um,k

)
∈ Rm×nBi,j

Uj,k =
(
uj,k−1, uj,k−2, . . . , uj,k−nBi,j

)
∈ RnBi,j

ϕk =
(
ϕ1,k , ϕ2,k , . . . , ϕm,k

)
∈ R(N−1)×m×nBi,j

ϕj,k =
(
ϕj,1,k , ϕj,2,k , . . . , ϕj,nBi,j ,k

)
∈ R(N−1)×nBi,j

ϕj,τ,k =
(
u2
j,k−τ , u

3
j,k−τ , . . . , u

N
j,k−τ

)
∈ R(N−1)

Ai =
(
ai,1, ai,2, . . . , ai,nAi

)
∈ RnAi

Bi =
(
Bi,1, Bi,2, . . . , Bi,m

)
∈ Rm×nBi,j

Bi,j =
(
bi,j,1, bi,j,2, . . . , bi,j,nBi,j

)
∈ RnBi,j

Si =
(
Si,1, Si,2, . . . , Si,m

)
∈ R(N−1)×m×nBi,j

Si,j =
(
Si,j,1, Si,j,2, . . . , Si,j,nBi,j

)
∈ R(N−1)×nBi,j

Si,j,τ =
(
si,j,τ,2, si,j,τ,3, . . . , si,j,τ,N

)
∈ R(N−1)

si,j,τ,ρ = bi,j,τ λj,ρ

for i = 1,2, . . . ,p, j = 1,2, . . . ,m, and τ = 1,2, . . . ,nBi,j

The steps of the identification scheme are summa-
rized as follows:

1. choosing an initial values for the adaptation ma-
trix,

2. acquiring the input and output of the system
and form the vector data as shown in (11) us-
ing the present and past values of the input u,
output y, and u power,

3. solving the estimate parameterAi , Bi and Si us-
ing the algorithm RLS,

4. solving λi,j,ρ using the estimated values bi,j,τ
and si,j,τ,ρ as:

λi,j,ρ =


nBi,j∑
τ=1

b2
i,j,τ


−1 

nBi,j∑
τ=1

bi,j,τ si,j,τ,ρ

 (9)

2.2.2 A new coupled structure identification
of MIMO Hammerstein system

The structure of this method is given in Figure 5. Each
output of the system is depended on inputs and all
other system outputs, Figure 4.
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Figure 4: Structure of first model

Each output yi,k , i = 1, 2, . . .p, of the MIMO
Hammerstein model is described by:


Ai

(
q−1

)
yi,k =

m∑
j=1
Bi,j

(
q−1

)
vj,k +

p∑
l=1
l,i

Ci,l
(
q−1

)
yl,k

vi,j,k = Fi,j
(
uj,k

)
= uj,k +

N∑
ρ=2

λi,j,ρu
ρ
j,k

(10)
with:
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Ai
(
q−1

)
= 1 + ai,1q−1 + ai,2q−2 + . . .+ ai,nAi q

−nAi

Bi,j
(
q−1

)
= bi,j,1q−1 + bi,j,2q−2 + . . .+ bi,j,nBi,j q

−nBi,j

Ci,l
(
q−1

)
= ci,l,1q−1 + ci,l,2q−2 + . . .+ ci,l,nCi,l q

−nCi,l
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Figure 5: A proposed structure of MIMO Hammer-
stein model

System (10) can be rewritten as:

yi,k = −
nAi∑
τ=1

ai,τ yi,k−τ +
m∑
j=1

nBi,j∑
τ=1

bi,j,τ uj,k−τ

+
m∑
j=1

nBi,j∑
τ=1

N∑
ρ=2

bi,j,τ λi,j,ρu
ρ
j,k−τ +

p∑
l=1
l,i

nCi,l∑
τ=1

ci,l,τ yl,k−τ

(11)
then:

yi,k = −
nAi∑
τ=1

ai,τ yi,k−τ +
m∑
j=1

nBi,j∑
τ=1

bi,j,τ uj,k−τ

+
m∑
j=1

nBi,j∑
τ=1

N∑
ρ=2

si,j,τ,ρu
n
j,k−τ +

p∑
l=1
l,i

nCi,l∑
τ=1

ci,l,τ yl,k−τ

(12)
Equation (12) can be written in the following form:

yi,k = Ψ T
i,kθ

new
i (13)

with:

Ψi,k =


Yi,k
Uk
ϕk
YL,k

 , θnewi =


Ai
Bi
Si
Ci



Φi,k and θi ∈ RnR ; nR = nAi +
m∑
j=1
NnBi,j +nCi,l ×(p−1)

YL,k
L,i

=
(
Y1,k , Y2,k , . . . ,Yp,k

)
∈ R(p−1)×nCi,l

Yl,k =
(
−yl,k−1, − yl,k−2, . . . , − yl,k−nCi,l

)
∈ RnCi,l

Ci =
(
Ci,1, Ci,2, . . . , Ci,p

)
∈ R(p−1)×nCi,l

Ci,j =
(
ci,j,1, ci,j,2, . . . , ci,j,nCi,l

)
∈ RnCi,l

for i = 1,2, . . . ,p, j = 1,2, . . . ,m, and τ = 1,2, . . . ,nBi,j ,
and l = 1,2, . . . ,p, such as l , i.

Parametric identification consists to determine the
parameters of the system based on vectors of inputs
and outputs, using the recursive least squares algo-
rithm.

3 Application: quadruple-tank
process

A quadruple-tank process is used to illustrate the per-
formance of the proposed structures of the MIMO
Hammerstein model.

3.1 System description

The system setup is a model of a chemical plant frag-
ment. Very often tanks are coupled through pipes and
the reactant level and flow has to be controlled. The
type of the experiments was performed on the 33-041
Coupled Tanks System of Feedback Instruments [24].
This plant, a variant of the quadruple tank process
originally proposed in [25], is a model of a fragment
of a chemical plant, Figure 6.

Figure 6: Plant of four coupled tanks [26]

The line diagram of the reservoir system is shown
in Figure 7. The coupled tanks unit consists of four
tanks placed on a rig. Another reservoir tank is
placed at the bottom. In the reservoir two submersible
pumps are placed, which pump the water on com-
mand to the tanks. The water flows freely to the bot-
tom tanks through the configurable orifice. The way
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the water flows through the setup can be configured in
many ways with manual valves label led (MVA, MVB,
MVC, MVD, MVE, MVF, MVG, MV1, MV2, MV3 and
MV4).

P2P1

T4T2

T1 T3

MVA

MVF

MV1

MV2

MV3

MV4

MVC

MVB

MVD

MVE

MVG

Figure 7: Line diagram for quadruple-tank process

3.2 Mathematical modelling

The quadruple-tank process admits the following
nonlinear model [25] which has been assembled in
simulink:

ḣ1(t) = ηv1 (t)− a1
A

√
2gh1 (t)− a13

A

√
2g (h1 (t)− h3 (t))

ḣ2(t) = a1
A

√
2 g h1 (t)− a2

A

√
2 g h2 (t)

ḣ3(t) = ηv2 (t)− a3
A

√
2gh3 (t)− a13

A

√
2g (h1 (t)− h3 (t))

ḣ4(t) = a3
A

√
2 g h3 (t)− a4

A

√
2 g h4 (t)

(14)
where hi , for i = 1,2,3,4, denote the water level in the
corresponding tank and vi , for i = 1,2, are voltages ap-
plied to the pumps. ai , for i = 1,2,3,4, are the outlet
area of the tanks, a13 is the outlet area betwixt tanks
1 and 3; η constant relating the control voltage with
the water flow from the pump, A is the cross-sectional
area of the tanks and g is the gravitational constant.

3.3 Simulation and results

The proposed structures has been tested with the
model parameters presented in table 1.

Value Unit Description
hi 0− 25 cm Water level of tank i
vi 0− 5 V Voltage level of pump i
S 0.014 m2 Cross-sectional area
ai 5e − 5 m2 Outlet area of tank i
a13 5e − 5 m2 Outlet area betwixt T 1 and T 3
η 2e − 3 m3

V .s Water level of tank i
g 9.81 m−2 Gravitational constant

Table 1: Parameters of the plant

The inputs u1 and u2 are show in Figure 8. They
are set to [0 . . .+ 5V ]. The sample time used for all
simulations is Te = 1s.
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Figure 8: Inputs u1 and u2
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Figure 9: Response of the real and estimated h1
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Figure 10: Response of the real and estimated h2
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Figures 9 to 12 show the results of the experiments
with two method from a comparative point of view.
Each of them shows a superposition of the actual out-
put and the two outputs estimated as their two er-
ror curves. Solid line represents the real output, dot-
ted line represents the estimated systems output sig-
nals with the decoupled structure and the dash dot
lines represent the estimated systems output signals
with the coupled structure in all four graphs. The re-
sponses of the original system and the results of the
proposed method are very similar. It is clear that the
error corresponds to the proposed structure is smaller
than that corresponding to the decoupled structure.
On inspection, the proposed structure is seen to work
better than the decoupled structure. Thus, the feasi-
bility and superiority of this proposed identification
method are validated.
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Figure 11: Response of the real and estimated h3
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Figure 12: Response of the real and estimated h4

4 Conclusion

In this study, a new coupled structure identification
of MIMO Hammerstein model with separate nonlin-
earities has been developed. The method is based
on RLS algorithm. A comparative study using sim-
ulation results for quadruple-tank process, between
the proposed structure and the decoupled structure is
discussed. Simulation results reveal the performance
and effectiveness of the proposed method.
As a perspective, we will judge the performance of the
method used in the presence of perturbations
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 This paper deals with the design of a new reconfigurable beam antenna used to improve 
the efficiency of spatial telemetry links on Nano-Satellite. This agile beam antenna is not 
built on the well-known array concept AESA (Agile Electronically Scanned Array) but using 
a new one called ARMA (Agile Matrix Radiating Antenna); MARPEM in French. In this 
paper there is the design of the circularly polarized matrix antenna, the generation of two 
beam forming modes, the design of the distribution circuit and the polarization circuits. 
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1. Introduction  

The needs in high data rate of future Nano-satellite missions 
are incompatible with telemetry applications in VHF or S bands 
unlike the X-band. Moreover, most of applications require earth 
wide angle coverage in addition to a long time visibility, implying 
a theoretical isoflux radiation pattern particularly for LEO 
satellites. But this theoretical limited gain radiation pattern in nadir 
direction reduces the global efficiency of the PDTM (Payload Data 
Telemetry). A solution to maximize the PDTM is to use an agile 
beam antenna to increase the data rate efficiency by introducing 
several kinds of radiation patterns depending on the satellite 
position.  

These links are produced by beams of various shapes delivered 
by an agile antenna working on several radiation modes. To limit 
the complexity of the architecture and to be accommodated on a 
Nano-satellite, these requirements lead to a dual mode circularly 
polarized antenna: one mode characterized by isoflux earth 
coverage and another one introducing high gain directive beam 
around the axial direction (nadir). To realize this PDTM link in X-
band, a very compact antenna using dual mode radiation pattern 
has been developed with the following requirements: 

 

• [8 – 8.4]GHz. 

• To be accommodated on a 100mm x 100mm surface. 

• Gain > 2dB for θ [-60°: 60°] and φ [-180°:180°]. 

• Axial Ratio < 4dB for θ [-60°:60°] and φ [-180°:180°]. 

The beam forming procedure and the switching process 
between two or more working modes need to use agile beam 
antennas. There are two kinds of electronically agile beam 
antennas; the first one is the well-known AESA (Agile 
Electronically Scanned Array) technique and the second, a new 
one, called ARMA (Agile Radiating Matrix Antenna) which 
introduces some advantages for such applications [1], [2] as larger 
angles beam scanning, higher power balance, side lobes 
minimization [3]-[6], lower couplings between adjacent elements 
and high gain solutions [7], [2] with smaller number of elements 
and less feeding network complexity.  

In the context of this paper, the new ARMA concept is defined 
and the circularly polarized pixel with the polarization circuits 
design is presented. Then the ARMA matrix with circular 
polarization is used to generate two beams, the wide Isoflux and 
the high gain axial beams. Beam forming law is optimized to solve 
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the problem of Isoflux dissymmetry in the different azimuthal 
planes, 

2. The ARMA Concept 

ARMA principle introduces new sampling procedure for the 
radiating surface of the antenna that is sampled or pixelated using 
the pixel. Brief comparison of AESA and ARMA principles is 
found in [3]. ARMA approach uses jointed pixels as shown in 
Figure 1 to sample the radiating surfaces instead a lot of punctual 
sources for the array technique [4]. Each pixel generates a uniform 
radiating surface that never overlaps outside its dimensions [3].  

 
Figure 1. ARMA antennas architectures. 

The most important point in ARMA approach is to be able to 
design a pixel which can generate a uniform EM field on its 
surface. This technique, deduced from the knowledge of EBG 
antennas properties, was extensively developed and validated in 
many papers [8]-[11] for linear polarization; it is the key point of 
the ARMA solution. Example of a pixel with one feeding probe is 
shown in Figure 2 with the corresponding radiating surface on the 
top.  

 
Figure 2. Pixel design: (a) FSS on top, patch inside the cavity and metallic walls, 

(b) the corresponding radiating surface. 

For low profile antennas, a planar radiating surface S is built 
with pixels with a square radiating surfaces as shown in Figure 3. 

 
Figure 3. Radiating surface sampled by jointed square pixels. 

3. Circularly Polarized Pixel Design 

3.1. Pixel Design and Axial Ratio 

For circular polarization (two orthogonal linear polarizations), 
the EBG cavity is usually fed by a patch probe generating a local 
circularly polarized field in the cavity. A good circular polarization 
can be obtained by two or four ports feeding circuit, shown in 
Figure 4. Of course, for a pixel considered alone, the axial ratio is 
better [12] [13] with the four ports technique (Figure 5 and Figure 
6), but with higher manufacturing complexity and price. 

 
Figure 4.  Pixel with two and four feeding ports for circular polarization 

generation. 

 
Figure 5. Axial ratio comparison obtained with a 2 ports ideal feeding procedure. 
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Figure 6. Axial ratio comparison obtained with a 4 ports ideal feeding procedure. 

3.2. Polarization Circuits and Area Limitations 

The main limitation in the design of the polarization circuit is 
the small area behind the pixel which is 18.29mmx18.29mm 
(0.5λx0.5) (Figure 4). This small area must include also the pad to 
solder the connector for the input power. For that the substrate 
TMM10i with permittivity 9.8 and thickness 0.381mm was used 
to print the circuit on it. The results of the axial ratio are not very 
modified by introducing the circuit to the pixel design: one hybrid 
coupler for the two ports case and 3 hybrid couplers for the 4 ports 
case as shown in Figure 7 and Figure 8. 

 
Figure 7. Axial ratios obtained with a one hybrid coupler for the two ports. 

 
Figure 8. Axial ratios obtained with a d a 3 hybrid couplers for the 4 ports. 

4. PDTM Application 

4.1. Antenna Design 

On this way, a square low profile ARMA antenna was built 
with 25 pixels where only nine are fed (Figure 9) by the BFN 
(Beam Forming Network); the other ones, located at the edges of 
the antenna, are only used to keep a good axial ratio for the whole 
matrix antenna. 

 
Figure 9. 25 pixels matrix antenna (left) with nine feeding ports and nine circular 

polarization circuits (Right). 

4.2. Isoflux Pattern and Dissymmetry Problem 

The isoflux coverage (first mode) is obtained by feeding the 
pixels with a weighting law deduced from a Sinc (sinus cardinal) 
function [14] [15]. This approach leads to weighting tables and to 
the corresponding matrix radiation patterns and axial ratios shown 
in Figure 10 and Figure 11. 

 
Figure 10. Sinc circular feeding law. 

 
Figure 11. Gain an axial ratio patterns. 
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The pattern in Figure 11 shows a dissymmetry in the isoflux 
maximum gain positions (e.g. planes φ=0° and φ=45°); this is due 
to the non-symmetrical physical structure of the matrix antenna, 
where the distance from the center to the edges is not the same for 
all directions (Figure 9). 

4.3. Feeding Law Optimization for Symmetrical isoflux 

To compensate the dissymmetry resulted from the square 
matrix structure, the feeding law is optimized to modify the isoflux 
radiation pattern [15]. The value “A” is the weight applied on each 
pixel surrounding the central one, “A” is changed as shown in 
Figure 12, Figure 13 and Figure 14. This procedure, called Sinc-
circular symmetrical, will be very useful to match easily the two 
modes together. It is also important to notice that the part of the 
following curves located between θ=±20° is not useful in the 
isoflux mode because for theses directions the matrix is working 
on the axial mode. 

 
Figure 12. Gain and axial ratio evolution as a function of the elevation angle “θ” 

for different azimuth planes with A = 0.08. 

 
Figure 13.  Gain and axial ratio evolution as a function of the elevation angle “θ” 

for different azimuth planes with A = 0.11. 

 

Figure 14. Gain and axial ratio evolution as a function of the elevation angle “θ” 
for different azimuth planes with A = 0.15. 

Then with this symmetrical feeding solution the Isoflux gain 
pattern is more symmetrical with the position of the maximum gain 
located in the worst case at θ=±50° for the solution with A=0.15 
(Figure 14). The axial ratio in this case is going very high for θ 
around ±20°, but these directions are not useful in this mode as 
mentioned above. 

5. Directive Beam 

The directive beam around the axial direction (second mode) is 
easy to obtain with the highest gain with all the weights equal to 1 
(Figure 15). But, like for an array, it is also possible to optimize 
the radiation pattern and the axial ratio by modifying theses 
weights. 

 
Figure 15. Radiation pattern of the axial mode as a function of the elevation 

angle θ for different azimuth planes φ. 
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6. Junction between Two Modes 

The BFN (Beam Forming Network) architecture used to switch 
between the two modes is presented in Figure 16 for a 1D ARMA 
antenna. 

 
Figure 16. Switching procedure between the two modes. 

The switching procedure [16] between the 2 modes can be 
easily performed for the elevation angle and the gain values 
expected by the users. For example it can be chosen to keep the 
gain above 3dB between -60° and +60° as shown in Figure 17. 

 
Figure 17. Two modes radiation patterns and axial ratios for the whole agile 

antenna for φ = 0° and φ = 20° planes. 

7. Power Divider Design for Isoflux 

The symmetrical feeding law with A=0.15 is considered for the 
Isoflux beam forming. To achieve this law a power divider was 
designed with one input and nine outputs as shown in Figure 18. 
The port labeled 5 is to be connected to the central pixel in the 
matrix antenna; the other output ports (1, 2, 3, 4, 6, 7, 8 and 9) will 
be connected to the other pixels around the central one. The return 
loss at the input of the power divider is shown in Figure 19. Using 
of the hybrid couplers at the outputs insure good matching (50Ω) 

when connecting the power divider to the polarization circuits that 
feed the patches inside the pixels cavities. 

 
Figure 18. Power divider Momentum design for Isoflux beam forming. 

 
Figure 19. Return loss at the input of the power divider. 

The output weights in magnitude and phase at 8.2GHz is 
presented in the table of Figure 20. These magnitudes are taken 
normalized with respect to the central port5 and the phases are the 
phase shift with the phase of port 5. 

 
Figure 20. Outputs of the power divider at 8.2GHz. 

8. Pattern of the Whole Matrix 

Polarization circuits and the power divider results files are 
taken from Momentum software and connected to the matrix 
antenna in CST (Figure 21). The realized gain and the axial ratio 
patterns are shown in Figure 22 at 8.2GHz. The position of the 
isoflux maximum is attained at approximately at fixed elevation 
angles and the difference in the gain between the different azimuth 
planes is 2.9dB. 
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Figure 21. Matrix antenna with the polarization circuits and power divider. 

 
Figure 22. Realized gain and axial ratio patterns at 8.2GHz (whole antenna). 

9. Testing the Antenna with the Nano-Satellite Support 

The antenna is placed on the top of the Nano-satellite, so to 
check the effect of the satellite support the antenna was placed on 
the top of a metallic cube in CST (Figure 23) (cube with 130mm 
height and 100mm surface). In this case the antenna is tested as the 
real case for the satellite to be placed on it. Results of the antenna 
with and without the cube support show no significant 
modifications in the gain and axial ratio patterns (Figure 24). 

 
Figure 23. Antenna placed on the cube-sat support. 

 

Figure 24. Realized gain and axial ratio patterns with and without cube-sat 
support. 

10. Conclusion 

A dual mode agile antenna based on the ARMA principle [1] [2] 
was presented in this paper. A prototype is under manufacturing 
and will be tested next month. The pixel with four ports with 
insures high stability of the axial ratio over wide elevation angles 
using the polarization circuit build by hybrid couplers. This pixel 
also insures the uniformity characteristics that are the basis of the 
new ARMA sampling procedure. The matrix ARMA was used to 
generate two different beams with and axial ratio for both below 
3dB in their interesting regions. Also the antenna is tested on the 
Nano-satellite support with no problems. 
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 Real estate pressures in modern electronics have resulted in the need for electrically small 
antennas, which have subsequently garnered interest amongst researchers and industry 
alike. These antennas are characterized by their largest dimensions translating to a fraction 
of the operating wavelength; such a diminutive size comes at the expense of reduced gain 
and efficiency, and a worse overall match to a corresponding power source. In order to 
compensate for this deterioration in performance, antenna designers must turn towards 
increasingly complex and voluminous geometries, well beyond the capabilities of 
traditional manufacturing techniques. We present voluminous metal antennas, based on a 
novel inverted-F design, and fabricated using the emergent selective electron beam melting 
manufacturing technique, a type of powder bed fusion process. As predicted by small 
antenna theory, simulation results presented show in increase in the antenna’s efficiency 
as it is voluminously expanded into the third dimension. Measurement results illustrate that 
key trends observed from simulations are upheld; however, further understanding of the 
electromagnetic properties of raw materials, in particular how these change during the 
printing process, is needed. Nevertheless, this type of additive manufacturing technique is 
suitable for rapid prototyping of novel and complex antenna geometries, and is a promising 
avenue for further research and maturation. 
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1. Introduction 

With the continued trend of miniaturization in the design and 
manufacture of modern, ‘smart’ electronics, antenna designers are 
challenged with delivering compact, low-cost, and easy to 
fabricate antennas, often operating at wavelengths many times 
their largest dimension. A further key requirement is that these 
antennas are made efficient, so as to prolong battery life. This 
paper is an extension of work originally presented in the 2017 
International Workshop on Antenna Technology in Athens, 
Greece [1]. The discourse on additively manufactured (AM) 
voluminous antennas is expanded to provide an overview of 
electrically small antennas (ESA) in literature fabricated using 
novel techniques, the three-dimensional (3D) powder bed fusion 
(PBF) printing process, the antenna design process, as well as the 
implications of simulated and measured results on practical 
antenna design. 

Formally, an antenna is classed as electrically small if the 
product of the wavenumber, k (= 2π/λ), and the radius of an 
imaginary sphere circumscribing the maximum dimension of the 
antenna, a, is less than or equal to 0.5; note that the parameter ka 
is unit-less [2-4]. It is widely accepted that as the electrical size of 
an antenna is reduced, its performance (in terms of gain, efficiency, 
and bandwidth) deteriorates. Generally, the radiation resistance 
decreases, while the reactive component of its impedance 
increases, leading to a poor match with the feed line or network. 
As such, there is a compromise between miniaturization and 
performance; small antenna theory dictates that a favourable 
compromise is reached when the antenna fully occupies a volume 
defined by the radius a [2-8]. Consequently, there is tremendous 
potential in the successful manufacture of novel, 3D antenna 
geometries – hitherto too complex to fabricate with traditional 
processes – using emergent technologies such as holographic 
photolithography, 3D printing, direct-write printing, direct transfer 
patterning, thermal transfer printing, and aerosol jet printing [9-
18]. 

ASTESJ 

ISSN: 2415-6698 

*Saad Mufti, Department of Electronic and Electrical Engineering, University of 
Sheffield, S10 2TN, UK, Email: saadmuftism@sheffield.ac.uk 
 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 70-75 (2017) 

www.astesj.com  

Special issue on Advancement in Engineering Technology 

https://dx.doi.org/10.25046/aj020609  

http://www.astesj.com/
mailto:saadmuftism@sheffield.ac.uk
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020609


S. Mufti et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 70-75 (2017) 

www.astesj.com     71 

PBF-AM is a particularly attractive technology, as it has the 
capability to print with metallic raw materials, simplifying the 
production line compared to some of the other additive techniques 
cited above. Techniques such as stereolithography and aerosol jet 
printing entail first printing a plastic or ceramic component, and 
then subsequently coating it with a layer of metal. Direct-write 
techniques are serial in nature, and thus slower and unsuitable for 
mass manufacture. Patterning techniques are suspect to wear and 
tear of the mechanical stamping parts. All of these processes 
require a substrate for subsequent metal patterning, whereas no 
such limitation applies to PBF-AM. 

Simulated results for radiation efficiency are presented for a 
type of planar inverted-F antenna (PIFA), introduced in [19], as it 
is voluminously extended into the 3rd dimension. The results are 
validated with three PBF-AM fabricated antennas: flat, part-
spherical (~66% fill-factor), and full-spherical (~100% fill-factor), 
using the Wheeler cap method [20-22]. Radiation pattern 
measurements are provided for two full-spherical prototypes to 
compare the effects of fabrication tolerances. The main aims of this 
research are to present measurement results on pioneering 3D 
antennas fabricated using AM, and to assess the viability of this 
emergent technique, in its current state, as a possible fabrication 
method for inherently 3D antennas. In particular, two popular 
PBF-AM techniques – which make use of a laser and an electron 
beam as the heat source, respectively – are compared and the 
relative strengths and weaknesses assessed.  

2. Background on Additive Manufacture 

Additive manufacture, also known as 3D printing, is the 
umbrella term given to a range of processes where raw materials 
are formatively shaped, layer by layer, to form a desired object or 
part [23, 24]. A generic illustration of a PBF printer is provided in 
Figure 1; the technology can be used on a wide range of plastics and 
metals, and has the obvious advantages of speed, reduced waste, 
and greatly simplified production lines. In particular, PBF-AM is 
an attractive technology for antenna manufacture as it is one the 
few subcategories of 3D printing which can handle metallic raw 
materials. Compared to other AM techniques, PBF is also 
advantageous with respect to operating costs, albeit at the expense 
of higher power consumption and lower build volumes. Two 
common heat sources used in PBF are lasers and electron beams, 
leading to the respective processes termed as selective laser 
melting (SLM) and selective electron beam melting (SEBM). 

For this research, the laser based Renishaw AM250  and the 
electron beam based Arcam A2  printers were used. The difference 
in heat source leads to some inherent differences in the printing 
process. In an SLM printer, the chamber is typically filled with 
inert gas in order to minimize oxidation and degradation of the 
powdered material. A pressurized vacuum environment is 
necessary in the SEBM printer, otherwise the bombarded electrons 
would interact with atoms in the gas and thus get deflected. The 
electron beam can also be moved a lot faster than the laser, leading 
to shorter build times. Energy delivered by the electron beam is, 
however, more diffuse than a laser, leading to a greater area 
affected by the heat. Consequently, the minimum feature size, 
resolution, and surface-finish of the SEBM process are typically 
worse off compared to SLM. 

 
In both processes, the powder in the build platform is 

maintained at an elevated temperature, typically just below its 
melting point and/or glass transition temperature; the build 
platform itself may be heated with the help of resistive heaters. For 
SLM, this elevated temperature allows for lowering the power 
rating of the laser, and prevents faults that might arise due to non-
uniform thermal expansion and contraction. In the SEBM process, 
the powder is further heated to slightly sinter the particles prior to 
bombardment from the electron beam. This is done primarily to 
increase conductivity throughout the powder, to allow the 
negatively charged electrons to swiftly affect the desired object 
region. This eliminates the need for any sacrificial support 
structures under overhanging features, which are sometimes 
required in SLM printers. 

3. Experimental Procedure 

3.1. Antenna Design 

Figure 2 shows the front profile view of the PIFA variant, 
based on the original design reported in [19]; the metallization is 
approximately 0.7 mm thick, resting on a hollow substrate with the 
same wall thickness, with the entire back side metallized to form 
the ‘ground plane’. The centrally placed digitated structure 
contributes to a lowering of the resonance frequency of the antenna 
through additional capacitance and inductance. In fact, there are 
two current paths on this structure, contributing to orthogonally 
polarized modes, which may be tuned closer together with the 
relative positioning of the feed point and shorting pin, thereby 
increasing the effective bandwidth of the antenna. However, this 
was not a focus of the current research, as uncertainties in material 
properties and manufacturing tolerances meant that the focus was 
shifted purely to comparative efficiency measurements. Note than 
an extensive parametric study on antenna design and performance 
is presented in the reference [19], and is applicable to the 
voluminous antennas presented here. 

This template is used for three variations of antennas with 
different voluminous expansions: flat, part-spherical, and full-
spherical, as shown in Figure 3. For each antenna, the maximum 
radius, and parameter a, is 15.0 mm. Simulated results for the 
resonance frequency and efficiency as a function of the parameter 
h (as described in Figure 3) are provided in Figure 4 and Figure 5, 
respectively. It can be seen from Figure 5 that the 2nd resonance 
varies more as a function of the voluminous expansion, h, as 
compared to the 1st resonance, with the general trend that the 
respective resonance frequencies reduce as h increases, since the 
currents have a longer effective length on a more curved surface. 
The corresponding radiation efficiency at resonance also exhibits 

 
Figure 1. Illustration of generic PBF-AM printer. 
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a general trend, where the efficiency increases as h is increased and 
the antenna occupies more and more of the Chu sphere. For the 2nd 
resonance, the radiation efficiency of the flat antenna is 14%, 
increasing to 68% for the full-spherical antenna. Establishing an 
overall trend for this particular antenna geometry, at the 
dimensions specified, a unit (1 mm) change in height h results in 
an increase in radiation efficiency of 1.6 percentage points. Thus, 
the PIFA based antennas may be made more efficient, 
subsequently delivering power savings in appliances, at the cost of 
increased cross-sectional profile. 

 

 

 
3.2. Fabricated Prototypes 

The SLM process was trialed first, on a Renishaw AM250 
printer, in order to take advantage of its superior surface finish. 
However, the process is much less capable of manufacturing 
overhanging features such as the centrally populated digits. Where 
this limitation is usually overcome with the use of sacrificial 

support structures analogous to scaffoldings used in building 
construction, the removal of such structures proved too damaging 
to the delicate digits. 

 
A photograph of an antenna part fabricated with SLM is shown 

in Figure 6a, with the support structures partly removed. To 
alleviate this limitation, the antenna parts were subsequently 
fabricated using the SEBM based Arcam A2 printer. There is no 
need for support structures in this technique, as the metallic 
powder is pre-sintered before being melted by the electron beam. 
However, the poorer surface finish is evident from the photograph 
in Figure 6b. This is due to the use of coarser powder layers with 
the SEBM process (40-105 µm compared to 15-45 µm for the laser 
process), and the comparatively larger area affected at any one 
time by the electron beam compared to a heating laser. 

 
In total, three variations of the same antenna design were 

fabricated: flat, part-spherical, and full-spherical; two of these are 
pictured in Figure 7. The antenna radiator and ground plane were 
fabricated separately using a Titanium alloy, Ti-6Al-4V (σ ≈ 105 
Sm-1). Hollow plastic substrates fabricated from the plastic 
nylon12 were used to provide support. Copper tape was 
subsequently used to short the top metallization to the ground 
plane, and to provide contact pads for soldering Sub Miniature 
version A (SMA) connectors for interfacing to a power source. For 
this batch of antennas, a total of 18 parts were printed in just under 
two and a half hours; the build specifications for these antennas 
using the Arcam A2 printer are as follows: 

 
Figure 2. Schematic of top metallization for flat profile. Red dot is feed point; 
blue dot is shorting point. Back is fully metallicized. 
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Figure 3. Cross-sectional view of CAD models simulated in CST Microwave 
Studio ®, for progressively greater voluminous expansion. 
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Figure 4. Simulated resonance frequency of (orange) 1st and (blue) 2nd 
resonances as a function of h. Fabricated antennas are annotated. 
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Figure 5. Simulated radiation efficiency of (orange) 1st and (blue) 2nd 
resonances as a function of h. Fabricated antennas are annotated. 
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Figure 6. Photographs of metallic antenna parts fabricated using (a) SLM, 
and (b) SEBM. 
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• the printer was run under a vacuum of about 0.0001 mbar, 
with a slight amount of helium inserted into the chamber to 
help dissipate excess charge induced into the powder bed 
by the electron beam, 

• a stainless-steel base plate was heated to 730 °C by the 
electron beam before any powder was deposited, 

• for each layer of powder deposited (50 µm thick), the beam 
was first defocused and scanned across the layer at a high 
speed (30 ms-1) with 2.3 kW power, for around 15 seconds, 
to sinter the powder, 

• each part area was subsequently melted using a focused 
beam with a back and forth raster pattern at a speed of 
around 0.35 ms-1 with 300 W power, 

• thereafter, successive powder layers were deposited and the 
previous sintering and melting steps repeated until the 
antenna parts were fully realized. 

  
4. Results and Discussion 

Return loss measurements for the flat, part-spherical, and full-
spherical antennas were conducted using the Agilent E5071B 
vector network analyser. Radiation efficiency (for 20 MHz 
bandwidth) was subsequently computed using the using the 
constant-loss-resistor Wheeler cap method described in [22]. Note 
that efficiency results were computed for the second resonance 
only as this is the dominant resonance from measurements, and 
that repeat measurements per prototype exhibit an error margin of 
±10 %. 

The corresponding simulations were carried out using CST 
Microwave Studio ®, using the frequency-domain solver. The 
titanium alloy was approximated using copper (Cu) metal 
properties in the CST material library, with reduced conductivity, 
σ. A notable limitation of using PBF-AM for manufacturing 
antenna parts is the relative lack of knowledge regarding the 
electromagnetic properties of the raw materials; this is in fact an 
active area of current research in the AM community [23, 25-27]. 
As such, these were iteratively refined in simulations. However, 
the general trends in performance observed can be interpreted as a 
validation of small antenna theory, as well as the usefulness of AM 
techniques in the swift prototyping of non-conventional antenna 
geometries. 

 
Figure 9-11 compare the measured and simulated S11 parameter 

for the flat, part-spherical and two full-spherical prototypes, 
respectively. Note that S11 is the scattering parameter as obtained 
from a vector network analyser and is relatable to other reflectivity 
figures of merit such as return loss and reflection coefficient, and 
is typically presented in decibels (dB) [28]. Simulated efficiency 
at resonance and measured efficiency for 20 MHz bandwidth about 
the resonance frequency are also displayed. Despite differences in 
the absolute values for S11 and radiation efficiency, it can be seen 
that general trends are corroborated, as expected from small 
antenna theory. Computed radiation efficiency values for the 2nd 
resonances exhibit an increase as the voluminous expansion of the 
PIFA is increased.  

 
For the two full-spherical prototypes, despite the S11 curves 
following a similar curve, there is a difference of 50 MHz in the 
2nd resonance. The mean radiation efficiency at resonance for the 
two prototypes is 68 %, with a discrepancy of 16 percentage points. 
Again, these differences are primarily due to inherent 
manufacturing differences in the antenna parts, as well as manual 
tolerances for the application of solder and copper tape contact 
pads. The differences in absolute values between simulations and 
measurements can be attributed to a number of factors, including 

 
(a)   (b) 

Figure 7. Photographs of SEBM PBF-AM fabricated antenna prototypes, 
shown assembled; (a) flat, and (b) full-spherical. 

 
Figure 8. S11 results for PBF-AM part-spherical prototype; (orange) 
measured, (blue) simulated. Radiation efficiency at respective resonance 
frequencies, for the 2nd resonance; (purple) measured, (green) simulated. 
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Figure 9. S11 results for PBF-AM flat prototype; (orange) measured, (blue) 
simulated. Radiation efficiency at respective resonance frequencies, for the 
2nd resonance; (purple) measured, (green) simulated. 
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unknown changes in material properties during the printing 
process, the presence of solder and copper tape for electrical 
contact to the SMA connector, as well as the rough surface finish 
on the antenna parts. 

 
 

 
Lastly, the realized gain for the full-spherical antenna 

prototypes was measured in an anechoic chamber, with an Agilent 
E5071C vector network analyser. Due to the particular feed 
location for this antenna, partial power gains were measured with 
respect to vertical and horizontal polarizations, and the gain 
transfer method [29] used subsequently to compute the total 
realized gain. Fig 6 and Fig. 7 plot the results for azimuth and 
elevation planes, respectively, measured at 1.7 GHz; the absolute 
gain is presented here in units of decibels-over-isotropic (dBi). It 
can be seen from these plots that simulation and measurement 
results largely agree, and are expectedly low directivity; there are 
some artifacts due to the setup (antenna holder) in the azimuth 
plane towards the rear of the antenna. Key results for the 2nd 
resonance of each antenna are summarized in Table 1. 

 

 

 

 
Figure 10. S11 results for PBF-AM full-spherical prototype-A; (orange) 
measured, (blue) simulated. Radiation efficiency at respective resonance 
frequencies, for the 2nd resonance; (purple) measured, (green) simulated. 
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Figure 11. S11 results for PBF-AM full-spherical prototype-B; (orange) 
measured, (blue) simulated. Radiation efficiency at respective resonance 
frequencies, for the 2nd resonance; (purple) measured, (green) simulated. 
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Figure 12. Realized gain (dBi) for the full-spherical ESA at 1.7 GHz; 
(orange) measured – sample A, (green) measured – sample B, (blue) 
simulated; azimuth (z-x) plane. Combined absolute gain (φ and θ 
components). 
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Figure 13. Realized gain (dBi) for the full-spherical ESA at 1.7 GHz; 
(orange) measured – sample A, (green) measured – sample B, (blue) 
simulated; elevation (x-y) plane. Combined absolute gain (φ and θ 
components). 
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Table 1. Simulated and measured resonant frequency and radiation 
efficiency at 2nd resonance for PBF-AM fabricated antennas. Measured and 
simulated gain at 1.7 GHz is provided for the two full-spherical antennas. 

 Flat Part-
spherical 

Full-
spherical 

(A) 

Full-
spherical 

(B) 

Simulated frequency (GHz) 1.93 1.79 1.65 - 

Measured frequency (GHz) 1.84 1.83 1.73 1.68 

Simulated efficiency (%) 14 56 68 - 

Measured efficiency (%) 11 59 76 60 

Simulated average gain; 
azimuth plane (dBi) - - –1.7 - 

Measured average gain; 
azimuth plane (dBi) - - –2.2 –3.2 

Simulated average gain; 
elevation plane (dBi) - - –0.8 - 

Measured average gain; 
elevation plane (dBi) - - –5.9 –6.4 
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5. Conclusions and Future Work 

This paper presents work done on voluminous, additive 
manufactured antennas based on a novel PIFA design. Measured 
results for return loss, radiation efficiency, and radiation pattern 
are presented for four prototypes manufactured using the SEBM 
based Arcam A2 printer. The metallization was realized from a 
Titanium alloy, Ti-6Al-4V, and hollow support substrates printed 
from nylon12. Copper tape was subsequently used to solder SMA 
connectors, and to short the top metallization to the respective 
antenna ground planes.  

Radiation efficiency results corroborate the trends expected 
from simulations and small antenna theory. The mean radiation 
efficiency of 68% for the full-spherical antennas represents an 
improvement of 57 percentage points over their flat counterpart. 
The next stage of this project is to obtain an improved 
understanding of the material properties of metallic powders used 
in the printing process, as it has been demonstrated that the PBF-
AM technique is viable for quick prototyping of complex and 
voluminous antenna geometries too difficult to realize using 
traditional fabrication techniques. Finally, the use of laser as the 
heat source would greatly improve the surface finish, but comes at 
the cost of limitations on the complexity of antenna geometry 
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 This paper proposes extended-range high-speed control for an IPMSM drive system. A 
simple real-time tuning flux-weakening control algorithm is proposed and implemented to 
control an IPMSM drive system in a wide variable speed range, from 3 r/min up to 2700 
r/min. This flux-weakening control algorithm does not require any motor parameters and 
only needs simple mathematical computations. The proposed drive system adjusts the angle 
between the d-axis and q-axis current to reach flux-weakening control. In addition, a 
multiple sampling predictive controller is implemented to enhance the dynamic responses 
of the proposed drive system, which yields improved overall transient responses, superior 
load responses, and good tracking responses. A detailed analysis of the proposed drive 
system’s stability is discussed as well. A 32-bit digital signal processor, TMS-320F-28335, 
is used to execute the predictive controller and the flux-weakening control algorithm for 
the IPMSM drive system. Experimental results can validate the theoretical analysis. 
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IPMSM 

 

 

1. Introduction  

Use of the interior permanent magnet synchronous motor 
(IPMSM) has greatly increased due to its advantages over other 
motors, which include high efficiency, wide operating speed range, 
high power density, and robustness. The IPMSM has two different 
torque components: electromagnetic torque and reluctance torque. 
By strategically controlling the d-axis and q-axis currents, the 
maximum torque per ampere (MTPA) control or flux weakening 
control can be achieved at different operating speeds.  

This paper is an extension of work originally presented in 2017 
IEEE 26th International Symposium on Industrial Electronics 
(ISIE) Conference [1]. Several researchers have proposed different 
flux-weakening control methods to increase the high-speed 
operating range of an IPMSM. For example, Bolognani et al. 
proposed an adaptive flux-weakening controller for an IPMSM 
drive system. The adaptation algorithm, however, is very 
complicated to implement [2]. Zhu et al. implemented a flux-
weakening control for a PMSM drive system [3]. The proposed 
method accounted for resistance voltage drop and inverter 
nonlinearities. This method, however, is only suitable for a PMSM 
drive system, not an IPMSM drive system. Kwon et al. proposed a 
flux-weakening control for an IPMSM with quasi-six-step 
operation [4]. A feed-forward path, which consists of a one 

dimensional look-up table, is required. Pan et al. proposed a robust 
flux-weakening control strategy for a surface-mounted permanent-
magnet motor drive [5]. A closed-form solution of the maximum 
available torque-producing current is generated to achieve both 
fast responses and real-time tuning flux-weakening control. This 
method, however, is suitable for a surface mounted PMSM but not 
an IPMSM. Uddin et al. proposed an on-line parameter-estimation-
based high-speed control of an IPMSM drive. The method of 
estimating the d-axis inductance, q-axis inductance, and external 
load, however, is very complicated [6]. Pan et al. proposed a 
voltage-constraint-based flux-weakening control of an IPMSM 
drive system [7]. The method requires a d-axis current command 
and q-axis current command generator, which is rather 
complicated. Jung et al. proposed a hexagonal voltage limit to 
increase the voltage amplitude and to improve the DC-link voltage 
utilization in an IPMSM drive system. A torque control method 
based on the voltage angle was investigated. The idea is very good; 
however, the voltage vector selection algorithm is very 
complicated [8]. Chaithongsuk et al. proposed an optimal design 
of permanent magnet motors to improve flux-weakening 
performance in variable speed drives. It was shown that a salient-
pole motor performed better at high speeds than a non-salient pole 
motor [9]. Kim proposed a novel magnetic flux-weakening method 
for permanent magnet synchronous motors in electric vehicles 
[10]. By adjusting the air gap between the stator and rotor, an 
increased maximum speed and maximum output power could be 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Tian-Hua Liu, Mobile: +886-22737-6108   
Email: Liu@mail.ntust.edu.tw 
 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 76-86 (2017) 

www.astesj.com   

Special issue on Advancement in Engineering Technology 

 

https://dx.doi.org/10.25046/aj060210  

http://www.astesj.com/
mailto:Liu@mail.ntust.edu.tw
http://www.astesj.com/
https://dx.doi.org/10.25046/aj060210


T.H. Liu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 76-86 (2017) 

www.astesj.com     77 

obtained. This method, however, requires very complicated motor 
modifications. Jevremovic et al. proposed a simple robust integral 
controller to achieve field weakening control for a PMSM [11]. 
Harnefors et al. used a systematic analysis to determine the 
parameters of the current and speed combined controller to reduce 
the complicity [12]. To improve the performance of field 
weakening control, Wallmark et al. [13] and Bedetti et al. 
implemented a voltage regulator to achieve flux-weakening 
control for an electric vehicle and an IPMSM [14].  

In this paper, a simple flux-weakening control method is 
proposed. This method has several advantages over previously 
proposed flux-weakening methods [1]-[14]. For one thing, the 
parameters of the IPMSM are not required. Also, the computations 
for the flux-weakening control are very simple. For example, only 
square root, multiplication, and addition are used. In addition, to 
achieve fast responses and good load disturbance rejection 
capability from the low-speed range to high-speed range, a 
predictive controller is employed. In contrast to previous research 
on predictive control [15]-[16], this paper proposes a multiple-loop 
predictive control motor drive system. The sampling interval of the 
current-loop is 100 , and the sampling interval of the speed-loop is 
1 ms. Due to the quick current regulation, the proposed system has 
better performance than previous one-loop predictive control drive 
systems [15]-[16]. Unlike previous methods of flux-weakening 
control without using motor parameters [2], [16]-[17], the 
proposed method provides a simple control algorithm for voltage 
regulation without an adaptive controller or PI controller. To the 
authors’ best knowledge, the proposed flux-weakening control 
method is a new idea. In addition, the idea of the predictive 
controller applied in the simplified flux-weakening control of an 
IPMSM is original. 

2. Predictive Controller Design 

The theory of predictive control was first proposed in the 
1970s, and predictive controllers have been used in chemical and 
steel processing for more than 40 years. Recently, predictive 
control has been applied in motor drives due to the fast 
computation ability of the digital signal processor (DSP). The 
design objective of a predictive controller is to compute the control 
input u to optimize the future dynamic behavior for the output y of 
the plant. This optimization must be performed within a limited 
time window. Several researchers have investigated predictive 
control for motor drives. For example, Pacas et al. proposed a 
predictive direct torque control for PMSMs, which yielded a faster 
torque settling time than the classic field-oriented control with a PI 
controller [15]. Bolognani et al. investigated the design and 
implementation of model predictive control for electric motor 
drives [16]. Fuentes et al. implemented a predictive speed control 
for a two-mass system driven by a PMSM. Their proposed method 
allowed feedback of all the mechanical and electrical state 
variables into a single control input and provided a higher 
bandwidth closed-loop speed control [18]. Siami et al. proposed an 
improved predictive current control using prediction error 
correction for PMSMs [19]. Tarczewski et al. implemented a 
constrained state feedback speed control for PMSMs, which 
calculated the boundaries of control signals to provide permissible 
values of the future state variables [20].  

In this paper, a systematic predictive controller design is 
proposed for an IPMSM drive system. The proposed predictive 
controllers, including a predictive current controller and a 
predictive speed controller, provide a multiple sampling rate 
control system and a closed-loop speed-control block diagram that 
are different from the predictive controllers proposed in previously 
published papers [15]-[16], [18]-[20]. 

 The design of a predictive controller requires the following. 
First, a model of the uncontrolled drive system is developed. Next, 
a cost function that represents the desired behavior of the system 
is defined. Finally, a predictive controller for the motor drive 
system is derived. 

2.1. Predictive Current Controller 

The state-variable equation of an IPMSM can be expressed as 

1 10 0 0

1 1 ( )0 00

s

d d dd d re q qd

q qs re d d mq

q qq
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L L Li v L iid

i vr L iidt
L LL
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ω λ
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                 = + +            − − +             
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Where d/dt is the differential operator, di  and qi  are the d-

axis and q-axis stator currents, sr  is the stator resistance, dv and 

qv  are the d-axis and q-axis stator voltages, dL and qL  are the d-

axis and q-axis self-inductances, mλ  is the permanent magnetic 

flux leakage, and reω  is the electric motor speed. 

After transferring the continuous-time domain into the 
discrete-time domain, (1) can be expressed as 
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The related parameters in (2) and (3) are shown as follows 
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where curT  is the sampling interval of current-loop control. 
Because the sampling time interval is shorter than the time constant 
of the stator current-loop, Euler approximation can be used here. 
As a result, the parameters shown in (4a)-(4d) can be described as 
follows 

   1 s cur
cd

d

r T
L

α ≈ −  (5a) 

   s cur
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β ≈  (5b) 
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and 

   s cur
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q

r T
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Then (2) and (3) can be rewritten as follows 

   ( 1) ( ) ( ) ( )cur cur cur cur cur cur curX k A X k B U k B F k+ = + +  (6) 
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According to (6), the (k+1)-th predictive current can be expressed 
as 

   ( )( 1) ( ) ( ) ( )cur cur cur cur cur curX k A X k B U k F k+ = + +


 (8) 

The performance index of the d-axis current control is defined as  

   
2*( 1) ( 1)cur d dJ i k i k = + − + 


 (9) 

The following equation is the partial differential of (9) manipulated 
to equal zero. 
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Substituting (8) into (10), we can obtain  
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After arranging the above, it is not difficult to obtain 
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Finally, from (12), we can derive the d-axis voltage command as  

 ( )* *( ) ( ) ( 1) ( ) ( ) ( )d
d s d d d re q q

cur

L
v k r i k i k i k k L i k

T
ω= + + − −   (13) 

By using the same principle, we can derive the q-axis voltage 
command as follows 

( ) ( )* *( ) ( ) ( 1) ( ) ( ) ( )q
q s q q q re d d m

cur

L
v k r i k i k i k k L i k

T
ω λ= + + − + +

                                                                                               (14) 

2.2. Predictive Speed Controller 

The differential equation of an IPMSM is 

                     
1 ( )rm e L m rm
m

d T T B
dt J

ω ω= − −        (15) 

Where mJ rmω  is the mechanical speed, 
d
dt

 is the 

differential operator, eT  is the total output torque, LT  is the 

external load, and mB  is the viscous frictional coefficient. 
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According to (15) and assuming 0LT = , the speed can be 
expressed as 

  ( ) e
rm

m m
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J s B
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+
 (16) 

By converting (16) into discrete form, one can obtain 
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where spT  is the sampling interval of the speed-loop control. Next, 
by setting the predictive window as 1 and the predictive control as 
1, the performance index spJ  is expressed as 
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where pre
rmω  is the predictive speed, ( )P z  and ( )Q z  are 

polynomials of z , and ρ  is the weighting factor. By computing 

( )
spJ

u k
∂

∂
, one can obtain 
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Substituting (17) into (22), one can derive 
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The speed command at (k+1)th sampling interval can be expressed 
as a fixed command Sp and then can be defined as 

  * ( 1)rm pk Sω + =  (24) 

By substituting (24) into (23), we can obtain 

 2 2 2
1 1 1 1( ( ) ) ( ) ( ) ( ) ( ) (1) ( ) ( )p rmP z b u k Q z u k P z b P S P z b a kρ ω+ = −

  (25) 

The control input can be expressed as 
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The predictive controller is shown in Figure 1. The block diagram 
of the predictive control includes a command gradation M(z), a 
controller R(z), a plant P(z), and a feedback gain N. The structure 
is very similar to a standard control system; however, the 
parameters can be systematically derived. Unlike [16], this paper 
outlines a systematic closed-loop block diagram of the predictive 
controller, which provides a clear feedback control structure for an 
IPMSM drive system. This is an unprecedented method of 
predictive control and also a major aspect of this paper.  

 

N

( )u k

( )rm kω

( )R z( )M z
pS +

Plant
Command 
Gradation Controller

Feedback Gain
P(Z)

( )P z

 
Figure 1 Block diagram of predictive speed-loop control. 

 

2.3. Stability Analysis of the Proposed Drive System 

The desired torque command of an IPMSM can be generated 
by the following equation 

  * * *1 ( )rm e L m rm
m

d T T B
dt J

ω ω= − −  (30) 

In the real world, there are parameter variations of the IPMSM and 
the external load measuring error. To compensate for that, the total 
equivalent load with uncertainty can be expressed as DT , which 
includes the summation of the external load, the load influenced 
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by the parameter variations, torque tracking errors of both MTPA 
and flux weakening, and external load measuring error. Then (30) 
can be rewritten as  

  * *
D

1+m
rm rm e

m m

Bd T T
dt J J

ω ω
−

= −  (31) 

and 

  * *1 ( )D m rm m rm L
m

dT J B T
J dt

ω ω= ∆ + ∆ +  (32) 

where DT  is the total load disturbance, mJ∆  is the variation of 

inertia, and mB∆  is the variation of the viscous coefficient. Next, 
the dynamic speed equation of the IPMSM is  

  
1m

rm rm e D
m m

Bd T T
dt J J

ω ω
−

= + −


 (33) 

Where DT


 is the estimated total load disturbance, which includes 
the influence of the motor parameters’ uncertainty. The tuning step 
of the advθ , which is 0.18  , creates a varying torque that is less 

than 1% of the output torque eT . As a result, the influence of the 
uncertainty is bound. The speed error, which is the difference 
between the speed command and the real speed, can be expressed 
as  

  *
rm rme ω ω= −  (34) 

Taking the differential of the speed error, one can obtain  

  * *( )rm rm rm rm
d d de
dt dt dt

ω ω ω ω= − = −  (35) 

Subtituting (31) and (33) into (35), one can obtain  

*
D

1 1( + ) ( )m m
rm e rm e D

m m m m

B B
e T T T T

J J J J
ω ω

− −
= − − + −


  

  *  ( )m
rm rm D

m

B
T

J
ω ω

−
= − −   (36) 

We can define the load estimation error as D D DT T T= −


 . 
Assuming the external load changes slowly when compared to the 
quick responses of the speed control loop, it is possible to let 

0.DT =  The differential of the estimated load, therefore, can be 
expressed as follows 

  D DT T= −
  (37) 

Define a lyapunov function as  

  2 2

1

1 ( )DV e T
k

= +   (38) 

where 1k  is a weighting factor. By taking the derivative of the 
Lyapunov function, one can derive  

  
1

22 D DV ee T T
k

= +     (39) 

Substituting (36) into (39), one can obtain  

 
1

22 ( )m
D D D

m

B
V e e T T T

J k
−

= − +
   2

1

12 2 ( )m
D D

m

B
e T T e

J k
−

= + −
 (40) 

According to (40), it is possible to choose an adaption law as 
follows  

  1DT k e=
  (41) 

Substituting (41) into (40), we can obtain the differential of 
Lyapunov function as  

  22 0m

m

B
V e

J
−

= ≤  (42) 

From (42), the differential of Lyapunov function is negative semi-
definite. Then, Barbalet lemma can be applied. First, a function 1y  

is set, which is equal to .V  Next, by integrating the 1y , we can 
obtain  

  10
( ) (0) ( )y d V Vτ τ

∞
= − ∞ < ∞∫  (43) 

From (43), we can conclude  

  1lim ( ) 0
t

y t
→∞

=  (44) 

According to (44), the speed error converges to zero as time 
approaches infinity.  

 

 

3. MTPA Control and Flux-weakening Control 

3.1. Basic Principle 

The dynamic d-q axis voltages of an IPMSM can be expressed 
as 

 d
d s d d re q q

di
v r i L L i

dt
ω= + −  (45) 

and 
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 q
q s q q re d d re m

di
v r i L L i

dt
ω ω λ= + − +  (46) 

The total output torque of an IPMSM is 

qdqdme iiLLPT ])([
22

3
−+= λ  

 
223= [ ( ) ]

2 2 m q d q s q q
P i L L I i iλ − − −  (47) 

Where sI  is the current amplitude. Two major control algorithms 
can be derived from (47) and can be used to adjust the torque of an 
IPMSM: field-oriented control and MTPA control. The field-
oriented control sets a fixed d-axis current and adjusts the q-axis 
current to obtain linear proportional torque. The MTPA control 
sets a variable d-axis current, which is related to the q-axis current, 
to obtain maximum torque/ampere. The method can generate more 
torque than field-oriented control. However, the method creates a 
nonlinear relationship between the torque and q-axis current [3], 
which is a disadvantage of MTPA control. While it is a fact that 
MTPA’s influence on torque linearity is a drawback, achieving 
maximum torque is a greater benefit that outweighs that 
disadvantage. The issue will be researched further by the authors 
of this paper.  

Taking 0=e
q

T
di
d  and substituting it into (47), we can obtain 

 23 1[ ( ) ( ) ] 0
2 2 m d q d d q q

d

P L L i L L i
i

λ + − − − =  (48) 

From (48), the d-axis current under MTPA control can be 
expressed as  

 
2

2
2|

2( ) 4( )
m m

d MTPA q
d q d q

i i
L L L L

λ λ−
= − +

− −
 (49) 

The advance angle under MTPA control is 

 1 |
sin d MTPA

MTPA
s

i
I

θ −=  (50) 

and the current amplitude sI  is expressed as  

 
2 2

s d qI i i= +  (51) 

In steady-state and neglecting the voltage drops of the resistance 
and inductance, it is not difficult to obtain 

 d re q qv L iω= −  (52) 

and 

 q re d d re mv L iω ω λ= +  (53) 

The voltage amplitude is 

 
2 2( )s d qv v v= +  (54) 

If omV  is the maximum voltage amplitude, the voltage constraint 
can be shown as 

 2 2 2( ) ( ) ( )om
q q d d m

re

V
L i L i λ

ω
+ + =  (55) 

The maximum current amplitude smI  can be expressed as 

 2 2 2
d q smi i I+ =  (56) 

From (56), it is easy to obtain 

 2 2
q sm di I i= −  (57) 

Combining (49), (54), and (57), the constraints of the IPMSM 
drive system can be obtained. The drive system operates under 
MTPA control when the motor speed is below the rated base-speed. 
After the drive system reaches its base speed, there are two 
constraints: the current constraint of the maximum amplitude, smI , 
and the voltage constraint of the maximum voltage amplitude, 

omV . However, the om

re

V
ω

 is decreased as the motor speed increases, 

which is shown in Figure 2. As a result, the axes of the ellipse are 
reduced when the motor speed increases. When re baseω ω< , the 
motor operates under MTPA control, which is indicated as OCBA 
in Figure 2. When base re cω ω ω< < , the motor operates in region 
II, in which the motor can operate either under MTPA control or 
flux-weakening control. If |d d MTPAi i< , MTPA control is used; on 

the other hand, if |d d MTPAi i> , flux-weakening control is used. 

When c reω ω< , the motor operates in region III, in which only 
flux-weakening control can be used.  

3.2. Proposed Real-Time Flux-weakening Control 

In the real world, flux-weakening control is very complicated 
because it requires , ,m dLλ and qL , which are very difficult to 
measure [15]. 

To solve this difficulty, in this paper, a real-time tuning flux-
weakening control is proposed. First, the voltage amplitude of the 
IPMSM, sv , which is expressed in (54) is compared to the 

maximum voltage amplitude, omV . The FWθ , which is shown in 
Figure 3(a), is tuned as follows 
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Figure 2 Operating regions of an IPMSM. 

 (k) (k 1) sgnFW FW s omθ θ (v -V )= − + α ⋅  (58) 

and 

 sgn ( ) 1        when ( ) 0s om s omv V v V− = − − <  (59a) 

and 

 sgn ( ) 1          when ( ) 0s om s omv V v V− = − ≥  (59b) 

where α  is the step size of the real-time tuning control. By using 
(58), (59a), and (59b), the FWθ  can be real-time tuned, as shown 
in Figure 3(a)(b). Finally, a block diagram of the proposed real-
time tuning flux-weakening control is shown in Figure 4. First, the 
amplitude of the desired output voltage sv  is calculated. Next, the 

desired output voltage, sv , is compared with the measured output 

voltage, omV . After that, (58) is used to compute the ).(kFWθ  
Similar to previous research [2]-[5], [21], the proposed flux-
weakening control method reduces the torque at high-speed 
operating range, and is not guaranteed the torque linearity. This is 
a common characteristic of flux-weakening control algorithms. 
However, the stability analysis of the whole drive system is 
discussed in the previous section of this paper. 
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Figure 3 Operating curves and torque-speed curves of an IPMSM 
(a) operating curves (b) torque-speed curves. 
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Figure 4 Block diagram of the proposed flux-weakening control. 

4. Implementation 

The implemented IPMSM drive system is shown in Figure 5(a) 
and (b). Figure 5(a) is a block diagram of the proposed IPMSM. 
The system consists of two main parts: the DSP system and the 
hardware circuit. The DSP system uses a TMS-320F-28335, which 
is a 32-bit, digital signal processor manufactured by Texas 
Instruments. The sampling interval of the current-loop control is 
100 sµ , while that of the speed-loop control is 1 ms.  

Taking the MTPA operating region as an example, the 
controller works as follows. First, as shown in Figure 5(a) and 
based on the predictive speed controller, after the speed command 
is input and the motor speed is feedback, the q-axis current control 

qpi  is computed. Second, the load compensator compensates for 

the load disturbance DT


 and then generates the compensation 

current 
TD

q
i


. Then the total q-axis current command, which is the 

summation of the qpi  and 
TD

q
i


, is computed and expressed as *

qi . 

Next, the d-axis current is computed through (49) when the motor 
is operating in the MTPA region. After that, the advance phase 
angle MTPAθ  and stator current amplitude *

sI  are computed by 
using (50) and (51). Finally, the flux-weakening is obtained by 
adding .FWθ  

By using the MTPA table and the real-time tuning flux-
weakening control, the advance angle of the current can be 
obtained. After that, the d-axis current command *

di  and the q-axis 
current command *

qi  are calculated. A current regulated control 
and a space vector PWM modulation are executed. Finally, the 
switching states of the inverter are determined and output. A 
closed-loop system can thus be obtained. A DC motor is coupled 
with the IPMSM. The motor parameters are: 31 qL mH= , 

15 dL mH= , 0.227 .sec/m v radλ = , and 1.9 sR = Ω . The motor is 4-pole, 
1-HP, and rated at 1500 r/min.  

Figure 5(b) shows a photograph of the entire hardware circuit, 
which includes a DSP, gate drivers, peripheral devices, current 
sensing circuits, and an inverter. Figure 5(c) shows a photograph 
of the implemented IPMSM drive system, including an IPMSM 
and a dynamometer. 

5. Experimental Results 

The performance of the proposed flux-weakening control for 
an IPMSM drive system was evaluated according to experimental 
results. Figure 6(a) shows the measured steady-state torque-speed 
curves using the zero d-axis current control and the MTPA control.  
Figure 6(b) shows measured steady-state torque-speed curves 

http://www.astesj.com/


T.H. Liu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 76-86 (2017) 

www.astesj.com     83 

using the MTPA control and the hybrid control, which is a 
combination of the MTPA control and the flux-weakening control. 
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Figure 5 The implemented IPMSM drive system  
(a) block diagram (b) hardware circuit (c) motor and dynamometer. 

As you can observe, the hybrid control has better performance than 
the MTPA control. Figure 6 (c) shows the q-axis current to the d-
axis current trajectory when the IPMSM is operating from the 
MTPA control region to the flux-weakening control region. The d-
axis current increases slightly in the MTPA region; however, the 
d-axis current increases significantly in the flux-weakening region. 

Figure 7(a)(b) and (c) show the measured waveforms of the 
IPMSM operating at 1800 r/min under loads of 0.57 N-m and 1.89 
N-m. Figure 7(a) is the amplitude of the stator current sI . Figure 
7(b) shows the relative measured d-axis and q-axis currents. Figure 
7(c) shows the measured advance angle advθ  that is the sum of the 

FWθ  and MTPAθ , which are the measured flux-weakening angle 
and the measured MTPA control angle. The delay of the measured 
responses is due to the lag between the load command and the 
external load that is generated by the dynamometer. Figure 8(a) 
shows the load disturbance responses when using the proposed 
predictive controller, the previous predictive controller that was 
proposed by [21], and the PI controller. The parameters of the PI 

controller are obtained by using the pole assignment technique. 
The locations of the desired poles for the closed-loop drive system 
are assigned as -4.06+j0.13 and -4.06-j0.13, respectively. The 
proposed predictive controller performs better than the previous 
predictive controller and the PI controller. At this 2000 r/min high 
speed, the field weakening algorithm is applied. The maximum 
allowed external load at this operating speed is 1.6 N.m. 
Experimental results show the proposed predictive controller 
performs the best. Figure 8(b) shows the repetitive 1.6 N.m load 
disturbance responses. The proposed predictive controller 
performs well again. 

Figure 9(a) shows the measured step-input transient speed 
responses at the maximum speed, 2700 r/min. In this paper, the 
rated speed is 1500 r/min. The measured responses show the 
proposed predictive controller has a quicker rise time than the 
previous predictive controller proposed by [16] and the PI 
controller. Figure 9(b) shows the measured step-input transient 
speed responses at 3 r/min, which is the minimum operating speed. 
According to Figure 9(a) and Figure 9(b), we can conclude that the 
adjustable speed ratio of the maximum speed to minimum speed is 
900:1. Figure 10 (a)(b)(c)(d) shows the current command and 
measured current errors using different controllers. Again, the 
proposed predictive controller has the smallest tracking errors. 
Figure 11(a)(b)(c) show the measured dynamic responses of the 
proposed flux-weakening control at 1800 r/min. A 5V step input at 

omV  is injected for every 1 second. The real voltage amplitude of 

the motor, which is expressed as sv  can track the voltage 

command omV  well. The rise time of the voltage control is about 
50 ms. Figure 11(a), Figure 11(b) and Figure 11(c) show the 
responses of speed, voltage amplitude, and controlling angle FWθ  
respectively. Figure 12(a) shows the measured efficiency of the 
whole drive system. The proposed method has higher efficiency 
than the linear flux-weakening method that was proposed by [21]. 
The major reason is that the proposed method provides greater 
output torque at the same motor speed. Figure 12(b) and (c) show 
the measured speed responses as the inertia of the drive system is 
increased to 5 times. The proposed predictive controller can 
provide a lower overshoot and a shorter settling time as the inertia 
increases. 
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Figure 6 Measured steady-state characteristic curves 
(a)MTPA and zero d-axis current (b) MTPA and hybrid control 

(c) q-axis current to d-axis current curve. 
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Figure 7 Measured 1800 r/min with loads of 0.57 N-m and 1.89 N-m 

(a) sI  (b) measured d-q axis currents (c) advance angle. 

Time (sec)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

500

1000

1500

2000

PI Previous Predictive

Proposed Predictive*
rmω

* , (r/min)rm rmω ω

 
(a) 

0 1 2 3 4 5 6 7 8 9 10
0

400

800

1200

1600

2000

* , (r/min)rm rmω ω

Time (sec)

Proposed Predictive

*
rmω

 
(b) 

Figure 8 Measured field weakening operating speed with a large 1.6 N.m 
external load. 

(a) step-input load (b) repetitive loads. 
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Figure 9 Measured step-input transient speed responses 
(a) highest speed (b) lowest speed. 
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Figure 10 Comparison of measured current responses using different controllers 
(a) current command (b) proposed predictive (c) previous predictive (d) PI. 
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Figure 11 Measured dynamic responses of the flux-weakening control at 1800 
r/min  

 (a) speed (b) voltage magnitude regulation (c) FWθ . 
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Figure 12 Measured efficiency and varied inertia speed responses. 
(a) efficiency (b) proposed predictive controller (c) PI controller. 

 

6. Conclusions 

In this paper, an MTPA control and a real-time flux-weakening 
control drive system using a predictive controller is proposed to 
improve the adjustable speed range and dynamic responses of an 
IPMSM. Experimental results show that the proposed drive system 
has good performance, including fast transient responses, good 
load disturbance rejection capability, and good tracking responses. 
Furthermore, the proposed method is easily implemented by using 
a DSP. Experimental results validate the theoretical analysis. 
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 The current advances in proteomic and transcriptomic technologies produced huge 

amounts of high-throughput data that spans multiple biological processes and 

characteristics in different organisms. One of the important directions in today’s 

bioinformatics research is to discover patterns of genes that have interesting properties. 

These groups of genes can be referred to as functional modules. Detecting functional 

modules can be accomplished by the deep analysis of protein-protein interaction (PPI) 

networks, gene expression profiles, or both. In this work the focus will be on Human 

protein-protein interaction network and genes expression data that represents genes 

behavior in a group of diseases. Two of the most well-established clustering methods 

that target the interaction networks and the expression data will be used in this analysis. 

In addition, and to have more insights, genes molecular functionality will be studied. 

Finally, I will introduce the relation of the extracted modules on biological pathways. 

This study mainly illustrates the importance of including protein interaction activities 

as part of any study that aims at discovering meaningful knowledge about the biological 

scene where many actors play different roles. 
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1. Introduction 

The current advances in proteomic and transcriptomic 

technologies produced huge amounts of high-throughput data 

that spans multiple biological processes and characteristics in 

different organisms. One of the important directions in today’s 

bioinformatics research is to discover patterns of genes or genes 

products that have interesting characteristics that can be related 

to specific activities or functions inside the living organism. 

Researchers believe that those groups of genes are can give 

deeper insights of what is happening inside a living cell than 

studying individual genes in isolation. These groups of genes are 

called functional modules (patterns). Different approaches can 

be employed to discovering functional modules. One of the most 

important approaches is to focus on protein-protein interaction 

(PPI) networks and try to find well connected sub-networks. 

Another approach is to consider gene expression data and try to 

find modules that show similar behavior according to their 

expression levels by calculating correlations. The last approach 

is to integrate both the PPI and the expression data in a 

complementary effort because both PPI and expression data 

suffer from incompleteness and inconsistency problems [1]. 

However, for the expression profiles that are related to 

diseases in specific, most of the available data is in the form of 

genome-wide expression profiles that extracted from microarray 

measurements. A number of methods have been proposed to 

clarify the biological mechanisms from this expression data 

[2,3]. Most of those methods are based on individual genes 

ability to be used as a strong indication of the disease under 

consideration. However, considering only individual genes will 

give limited insights about the molecular mechanisms and 

biology of an organism under different disease conditions. On 

the other hand, studying groups of genes that show specific 

behavior related to some disease will help in grasping more 

comprehensive views about the disease itself and what 

molecular functionality those genes may have and can be 

involved in this disease. The reason for that is the fact that any 

biological process, such as a disease, occurring inside the living 

organism is affected and affects multiple and different biological 

components and pathways of that organism. Patterns of genes, 
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or functional modules, can be discovered in different ways. One 

approach is by applying clustering techniques on PPI networks 

to find patterns of well-connected genes.  One of the most 

established methods used in this field is the stochastic flow-

based clustering (Markov Cluster Algorithm, MCL) [4, 5]. The 

Markov cluster algorithm (MCL) uses a graph’s natural 

transition probability matrix to cluster a graph by combining 

random walks with two alternating operations (expansion and 

inflation). With these operations, the algorithm iteratively 

simulates the dissipation and elimination of stochastic flow 

across the graph structure to produce a non-negative matrix 

representation of a graph clustering. In other words, the nodes of 

the graph are clustered with each other based on the strength of 

connections between these nodes. The MCL method has been 

shown to be significantly robust and superior to other network-

based methods when used to cluster benchmarking biological 

networks [6].  

Another approach is to use gene expression profiles to cluster 

genes that show similar behavior based on their expression levels 

that are extracted from microarray measurements. In this case, 

any clustering method can be used like K-means [7]. K-means 

and its variations are among the most popular iterative methods 

used for clustering data and can be easily applied to biological 

data. The general idea of K-means is that a number of centers are 

specified and a distance metric from these centers is used as a 

dissimilarity measure. The points are grouped towards the 

closest center based on the criteria used. For example, one of the 

widely used metrics is the Euclidean Distance.  The Euclidean 

Distance [8] between values xi and xi’ can be defined as follows: 

Then each of the points, genes in this case, will be assigned to 

cluster so that the distance between these points and the specified 

center is minimized. After that, a new set of centers are 

calculated and the assignment step is repeated. The process 

continues iteratively until the assignments stabilize so that no 

further assignments changes are possible. 

2. Experimental Analysis 

2.1 Datasets 

In order to elucidate the work in this paper, a group of data 

sets were obtained and preprocessed in order to suite the setting 

required for this work. The following is a listing of the datasets 

used in the analysis. 

• Interaction Networks 

The experiments were performed using Homosapiens 

(Humans) protein-protein interaction network. The Human 

network was obtained from the Human Protein Reference 

Database (HPRD), release 9 [9]. The Human PPI network 

has 9465 nodes with 37039 interactions.  

• Disease Gene profiles 

In order to perform the planned analysis, gene expression 

profiles for 16 diseases were obtained from the GEO 

database [10]. Table 1 shows the names and identification 

numbers of these diseases. 

• OMIM dataset 

The OMIM, Online Mendelian Inheritance in Man, 

database [11] was used to extract genes-disease data. The 

data includes 4022 different diseases. Each disease is 

represented by the genes causing it or in relation to that 

disease. 

• Human protein complexes 

The human protein complexes are groups of proteins that 

have strong evidence that they are interact with each other. 

The protein complexes were extracted from HPRD (Human 

Protein Reference Database), release 9 [9]. This data set 

contains 1521 of manually curated protein complexes. 

• Molecular Functionality 

For studying Molecular functions of the Human genes, the 

Molecular Functions from the GO annotation database were 

used (release date of the data base: 11/15/2011, version: 

1.216) [12]. 

2.2 Performing Experiments 

After obtaining all the datasets needed for this work, both 

MCL and K-means were employed to discover the interesting 

patterns. 

Firstly, the MCL algorithm was applied to the HPRD 

interaction network. MCL uses a parameter that controls its 

operation. That parameter is called inflation. I used an inflation 

of 1.75 which is considered optimal according to [6]. I only 

considered the resulting patterns of sizes greater than or equal to 

4 genes. The MCL produces connected modules when applied 

to the interaction network. The result contains 776 modules.  

Table 1. Disease Datasets for expression profiles 

GEO 

Series ID 

GEO DataSet 

ID   
Disease Name 

GSE2503  GDS2200  Actinic keratosis  

GSE1420 GDS1321 Adenocarcinoma of esophagus 

GSE1297 GDS810 Alzheimer's disease 

GSE5388  GDS2190 Bipolar disorder  

GSE475 GDS289 Chronic obstructive lung disease  

GSE1462 GDS1065 
Chronic progressive 

ophthalmoplegia  

GSE1629 GDS1850 Complex dental cavity  

GSE3585 GDS2205 Congestive cardiomyopathy 

GSE3365 GDS1615 Crohn's disease  

GSE5370 GDS2153 Dermatomyositis  

GSE2006 GDS1376 Essential thrombocythemia 

GSE1751 GDS1331 Huntington's disease 

GSE2018 GDS999 Lung transplant rejection  

GSE3189 GDS1375 Malignant melanoma 

GSE3868 GDS1746 Malignant neoplasm of prostate 

GSE2549 GDS1220 Malignant pleural mesothelioma 

2.3 Performing Experiments 

After obtaining all the datasets needed for this work, both 

MCL and K-means were employed to discover the interesting 

patterns. 

Firstly, the MCL algorithm was applied to the HPRD 

interaction network. MCL uses a parameter that controls its 
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operation. That parameter is called inflation. I used an inflation 

of 1.75 which is considered optimal according to [6]. I only 

considered the resulting patterns of sizes greater than or equal to 

4 genes. The MCL produces connected modules when applied 

to the interaction network. The result contains 776 modules.  

Secondly, the K-means algorithm was applied to the gene 

disease expression profile data. In order to have comparable 

number of modules to the one produced by the MCL, the number 

of modules resulting from the MCL was used as the number of 

K-means initial centers (clusters). Then, the analysis was 

performed with clusters of sizes greater than 4 genes (similar to 

what was done in MCL). K-means produced 1039 module of 

size ≥ 4 genes. The genes in these modules show similar 

behavior according to the disease expression data used in this 

study. 

2.4 Human protien complexes 

The following analysis was performed to assess the quality 

of the MCL and K-means produced modules in predicting 

known protein complexes. Those complexes are proved to have 

biological significance. Therefore, more matched complexes by 

the produced patterns means higher quality patterns from the 

biological point of view.    

For assessing complex matching, I used the matching criteria 

introduced by [13]. The overlap score was computed by the 

formula w = i2/a*b, where i is the size of the intersection set 

between the discovered patterns and the known complex, a is the 

size of the discovered protein pattern and b is the size of known 

protein complex. The overlap threshold between produced 

patterns and the protein complexes   ranged from 0.1 to 1.0 with 

0.1 increments; 1.0 implies a 100% match between the module 

and the protein complex. The range was chosen to make the 

overlapping abilities of the discovered patterns a tangible 

amount illustrating the quality of these patterns. Furthermore, we 

have not considered any overlap to be considered as a match 

which would may be seen as an overstatement of these results. 

More overlap indicates a better match with protein complexes, 

however knowing that more protein complexes are yet to be 

identified, even a lower match percentage can highlight some 

promising results. Figure 1 illustrates the MCL performance. 

While Figure 2 shows the performance of K-means prediction 

capability. Clearly, MCL has superiority over the K-means and 

was able to predict protein complexes even with higher overlap 

thresholds. This can be referred to the fact that many of the 

complexes are known to be well connected sub-graphs 

originally, and MCL aims at producing connected modules. 

Furthermore, K-means does not care about patterns connectivity. 

It is only concerned of expression similarity. 

Another note about the results that I found interesting is that 

the larger the produced pattern the more penalty it will face in 

the complex matching process. This is because the average size 

of protein complexes is ≈ 5 genes and the criteria used for 

matching penalizes large patterns. 

2.5 OMIM disease modules 

The OMIM dataset provides a comprehensive collection of 

diseases that relates a large number of known diseases to the 

genes that are causing them or have a strong involvement in the 

cause and the mechanisms of the disease, in other words the 

Etiology and Pathogenesis of a disease. To evaluate the 

produced patterns and to have more insights that they can 

provide in the disease domain, both MCL and K-means 

produced patterns were tested against the OMIM disease dataset. 

This analysis aimed at discovering modules that might be related 

to known diseases.  

 
Figure 1. MCL protein complex prediction 

 

Figure 2. K-means protein complex prediction 

As expected, the K-means slightly outperformed the MCL in 

this case. In this work, the patterns in the OMIM dataset are 

referred to as disease modules. 

MCL produced patterns matched 68 disease modules while 

K-means matched 134 disease modules. The reason is that K-

means patterns were originally based on data that is disease 

related. Some of the diseases that were used to create expression 

profile dataset were among the ones that were found from the 

OMIM dataset. As mentioned above, this study used only 16 

diseases expression data, while the resultant matched diseases 

were multiples of that number.  An explanation is that some 

genes can be involved in multiple diseases. This note means that 

some genes play the rule of a link between different diseases. 

 Thus, targeting these specific genes can illuminate hidden 

information that might lead interesting results; the cure for 

example. However, this statement needs more investigation by 

intensive research that is out of the scope of this work. In 

addition, a produced pattern can match more than one disease. 

Figure 3 shows the performance of MCL when used with the 

OMIM dataset. Figure 4 is similar but for K-means. Table 2 and 

Table 3 show some of the disease matched by the MCL and K-

means modules respectively. More specifically, Table 3 shows 

that some produced modules by K-means has matched multiple 

types of disease. 
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Figure 3. MCL matching performance against the OMIM data  (0.0 means that 

the threshold is ≤ 0.1) 

 
Figure 4. K-means matching performance against the OMIM data (0.0 means 

that the threshold is ≤ 0.1) 

Table 2. Some of the MCL matched disease  

Module’s Genes Related Disease 

CDK2AP1 CDK2AP2 WARS PC 

GOT2 MDH2 CS ZDHHC6 FH 

NDUFS1 

Thrombophilia due to protein C 
deficiency autosomal dominant 

FANCC FANCA FANCE 
FANCG FANCF HES1 SAMD3 

CYP19A1     

Fanconi anemia complementation 

GORASP2 RAB2A BLZF1 MIF 
NQO2 KCTD5 FAM71C 

Persistent Mullerian duct syndrome 
type I 

LYST SEMA4C DGCR14 
MRPL17 NCDN DNAJC14 

CNTROB  

Chediak-Higashi syndrome 

SHH PTCH1 PTCH2 IHH SMO 

DHH HHIP 
Basal cell carcinoma somatic 

NSF GABBR1 NAPG ATF5 

GABBR2 PTPN9  
Nicotine dependence susceptibility 

CYP17A1 POR CYP2C19 

CYP1A2 CYP2C9 CYP2E1   
Mephenytoin poor metabolizer 

NHEJ1 LIG4 XRCC4 APLF 

IRX5  

Multiple myeloma resistance, Severe 

combined immunodeficiency with 
sensitivity to ionizing radiation 

KDR ITGA9 FLT4 FIGF VEGFC  
Hemangioma capillary infantile 

somatic 

DHX9 SERPINB2 C6 MGEA5 

PRPF8    
Combined C6/C7 deficiency 

 

3. Molecular functionality 

As a further step, the Molecular Functionality (MF) of the 

genes can be considered as a useful source of information in 

many aspects. First, knowledge about the MF of the genes in the 

produced patterns is informative especially if some of the genes 

in the pattern are not well studied and their functions are not well 

known, but the association in the pattern may result in new data 

about these genes. Second, the combination between the MF of 

the patterns and the disease expression data can lead to 

meaningful indications about the disease mechanisms inside the 

living organism, the human in this case. Molecular Functions 

Gene Ontologies were extracted from the Gene Ontology project 

[12]. Studying the resulting modules showed that modules span 

multiple molecular functionalities and they did not show any 

tendency towards some particular biological processes. 

However, modules gene members have shown high similarities 

in what biological processes they share.  

Table 3. Some of the K-means matched disease  

Module’s Genes  Related Disease 

PKD2 IGBP1 TXNL4A 
NID1  

Polycystic kidney disease 

PKD2 IGBP1 TXNL4A 

NID1  

Corpus callosum agenesis of with mental 

retardation ocular ,coloboma and 
micrognathia 

SLC9A1 ADAM2 GMPS 

HIVEP2  
Leukemia acute myelogenous 

PCSK7 TES BSN COL10A1  Metaphyseal chondrodysplasia Schmid 

PHEX INSL3 WDR61 
APPL1   

Cryptorchidism idiopathic 

SI PDX1 BNIP2 DNAJA2   Sucraseisomaltase deficiency congenital 

SI PDX1 BNIP2 DNAJA2    Lacticacidemia due to PDX1 deficiency 

PTRF MPP3 TSPAN4 
SERPIND1 GRIP1 

Thrombophilia due to heparin cofactor II 
deficiency 

AKAP4 MDK SH2D1A 

SLC12A3 RPP40 
Mesomelic dysplasia Kantaputra 

GADD45G TRO NPR1 
BACH1   

Breast cancer early-onset 

 

Figure 5 has an example module that is enriched in a number 

of multiple molecular functions such as, GO:0008601: 

Modulation of the activity of the enzyme protein phosphatase 

type 2A. GO:0019888: Modulates the activity of a protein 

phosphatase, an enzyme which catalyzes of the removal of a 

phosphate group from a protein substrate molecule 

GO:0019208: Modulates the activity of a phosphatase, an 

enzyme which catalyzes of the removal of a phosphate group 

from a substrate molecule. GO:0005488: The selective, non-

covalent, often stoichiometric, interaction of a molecule with 

one or more specific sites on another molecule. GO:0004512: 

Catalysis of the reaction: D-glucose 6- phosphate = 1D-myo-

inositol 3-phosphate. This reaction requires NAD, which 

dehydrogenates the CHOH group to CO at C-5 of the glucose 6-

phosphate, making C-6 into an active methylene, able to 

condense with the aldehyde at C- 1. Finally, the enzyme-bound 

NADH reconverts C-5 into the CHOH form. GO:0005515: 

Interacting selectively and non-covalently with any protein or 

protein complex. The above results were obtained using The 

Database for Annotation, Visualization and Integrated 

Discovery (DAVID) [14] [15]. 

 

Figure 5. A module that was extracted from the network where all the genes 

have similar molecular functionality. 
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Figure 6. The prostate cancer pathway. 

 
 

 
Figure 7. The Melanoma pathway. 
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Figure 8. The Glioma pathway. 

 

 
Figure 9. This discovered pattern above shows a module that is overlapped with multiple disease pathways 
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4. Pathways 

Many of the discovered modules have biological pathways 

associations. Biological pathway is a group of actions that occur 

between the molecules in the cell that result in the formation of 

a new product or change in the cell. This association with 

pathways was checked against the Kyoto Encyclopedia of Genes 

and Genomes (KEGG) [16]. To illustrate the idea further, some 

example pathways chosen were very interesting in that they have 

a relation with different types of diseases. Figure 6, 7, 8, and 9 

have some examples of disease-related pathways like: Prostate 

cancer pathway, Glioma pathway, and Melanoma pathway. In 

addition, another example (not shown here) matched the Notch 

Signaling Pathway. Notch signaling has been related to a number 

of malignancies including leukemia, lymphomas and 

carcinomas of the breast, skin, lung, cervix and kidneys [9]. It is 

clear from Figure 6, that one of the discovered modules has 

several genes that are highly incorporated in multiple disease 

pathways. Furthermore, we can see that not all of the module 

genes are present in those pathways; this raises an interesting 

question; can future research prove that those absent genes are 

related to the same pathway and therefore to the diseases because 

they were clustered with several of the pathway genes?  

5. Conclusion 

The availability of large amounts of microarray data in, both 

interaction networks and expression profiles, has been used to 

have deeper insights of what biological processes are taking 

place inside an organism. Much of this data is related to different 

aspects of the living cell activities. In addition, this expression 

data can be extracted from organism or tissues under a group of 

experimental, environmental, or any kind of stress conditions. 

Diseases expression data can be considered a very useful source 

of information regarding what genes are involved in or affected 

by them. In this study I tried to shed some lights about modules 

extracted from two separate sources of information and what 

relations they may have with known diseases and try to uncover 

some of new connections between genes and diseases. Both of 

the two methods employed here, MCL and K-means, have its 

strength sides and weakness sides. When it comes to interaction 

networks, MCL was superior. However, K-means has shown 

acceptable performance with expression profile data. The 

method has produced interesting patterns when they are tested 

against several biological concepts such as protein complexes, 

disease modules, molecular functionality, and biological 

pathways. 
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 This paper presents the modelling and analysis of permanent magnet synchronous 

generator (PMSG) which are used in direct driven small scale wind turbines. The 3 kW PM 

generator which is driven directly without gear system is analyzed by Ansoft Maxwell 2D 

RMxprt. The performance analysis of generator includes the cogging torque in two teeth, 

induced coil voltages under load, winding current under load, airgap flux density 

distribution and so on. The modelling analysis is based on the 2D finite element techniques. 

In an electrical machine, an accurate determination of the geometry parameters is a vital 

role. The proper performance results of 3kW PMSG in small scale wind turbine can be seen 

in this paper. 
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1. Introduction  

In this century, wind power generation has become the most 

powerful influences in all over the world[1]. The variable speed 

wind turbines have been more popular in nowadays because it has 

some advantages compare to fixed speed wind turbines such as less 

mechanical stress, higher efficiency, higher power quality and so 

on[2].  

The several advantages of variable speed wind turbines are 

reduced mechanical stress and optimized power capture.In 

variable speed wind turbines, two types of generators are usually 

employed in the small scale wind turbine such as induction 

generators (IGs) and permanent magnet synchronous generators 

(PMSGs)[3]. 

Recently, in the WTs, the PMSGs have been more attractive 

the IGs because of direct drive and high efficiency. Moreover, the 

PMSGs have the high torque density and the power factor 

characteristics. The direct-drive train wind power on system 

generation can be seen in Figure 1.Four main components are 

contained in this system and the PMSG connects to the grid 

through a back to back converter, converting the mechanical 

energy produced by the wind turbine to the electrical energy[4]. 

Two type of rotor position can be used in PMSG family such 

as outer rotor and inner rotor. In this study, the small outer rotor 

surface mounted generator is adopted for modelling and analysis 

because of the easier construction. In conventional machines, the 

magnetic field is in the radial direction. These types of machines 

are referred to as radial flux machines (RFM) whereas the 

magnetic field of axial flux machine (AFM) is in the axial 

direction [5]. 

The small scale generators can be used for remote areas. The 

American Wind Energy Association (AWEA) defines small scale 

wind generator as those whose power reaches up to 100 kW. 

 

Figure 1. Configuration of a direct-drive PMSG system 

 The 2D analysis of outer rotor surface mounted PM generator 

is studied in this paper. The output power is 3 kW, rated 
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mechanical speed is 250 rpm and number of poles are 34, 

respectively. 

2. Modelling of PMSG by Maxwell 2D RMxprt  

2.1. The geometry model of PMSG 

In this study, outer rotor radial flux surface mounted direct-

driven PMSG are employed. The radial flux outer-rotor PMSG, 17 

pole pairs, are considered. The advantages of outer rotor PMSG 

compared to inner-rotor PMSG is that the magnets are easily 

attached to the rotor surface.Permanent magnet synchronous 

generators (PMSGs) have two parts; stator and rotor. Rotor has 

permanent magnets to create constant magnetic field in electrical 

machine[6]. Other time and space varying magnetic field is created 

with the stator windings. The geometry model of outer rotor radial 

flux surface mounted PMSG is shown in Figure 2. 

 

Figure 2. The geometry model of outer rotor PMSG 

2.2. Maxwell 2D Model of PMSG 

In this model, 3 kW small scale DDPMSG for wind turbine are 

designed. The main parameters of the DDPMSG are shown in 

Table 1. 

Table 1: Major Parameters of DDPMSG 

Parameters Unit Quantities 

Rated output power kW 3 

Rated phase voltage V 220 

Control Type - AC 

Rated power factor - 0.9 

Rated speed rpm 250 

Number of poles - 34 

Number of phases - 3 

Permanent magnet - NdFeB 

Rotor Position - Outer Rotor 

 Parametrical analysis procedure are considered. Firstly, the 

stator steel type, rotor steel type and the magnet type should be 

determined from RMXprt library and the diameters of stator and 

rotor, the thickness of yoke and the airgap are roughly defined. 

And then, design calculations and modelling analysis are started. 

Table 2 represents the model design results of 3kW PMSG which 

are based on electrical machine theory. 

Table 2: Design Results of DDPMSG 

Parameters Unit Quantities 

Phase  3 

Pole  34 

Stator Slot  36 

Conductors per slot  24 

Length of Rotor mm 60 

Outer Diameter of Rotor mm 512 

Inner Diameter of Stator mm 358 

Thickness of Magnet mm 10 

Rotor Pole Embrace - 0.9 

Start

End

Build the model of PMSG using 

Maxwell 2D

Define and Solve the Finite 

Element Problem

Design the machine based on 

existing methods

Examine the Performance of the 

Machine

Adjust the design parameters of 

the machine

Is it meet the demand of the machine?

YES

NO

 

Figure 3. Design flow chart of the model for the PMSG 

According to the proposed flow chart of the PMSG shown in 

Figure 3, a PMSG of 3kW is modelled. In this model, RMXprt 

(XG196/96) magnets are radially magnetized and are mounted on 

the surface of the rotor and the steel type of D21-50 is chosen for 

stator and rotor laminations. To reduce the risk of partial 

demagnetization, an accurate prediction of magnet loss at the 

design stage is an important role. It can  not only give a better 

efficiency but also may prevent excessive temperature rise in 

magnets [6]. Considering the almost fixed magnetic field, the 

rotor core is made of solid steel and the stator core is made of 

electrical steel with 36 slots for three phase windings. The 
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prototype model of 3 kW DDPMSG in wind energy conversion 

system (WECS) can be seen in Figure 4. 

 

Figure 4. Maxwell 2D Model of PMSG Prototype 

3. General Characteristics of PMSG 

Nowadays, the DDPMSG is widely used in wind power 

application which has some advantages compare to other type of 

generators. The Maxwell 2D stator winding construction of this 

model is presented in Figure 5. 

 

Figure 5. The stator winding connection of 3 kW PMSG 

Moreover, the hysteresis (B-H) curves which express the 

relation between the flux density B and the magnetic field intensity 

H of the stator and rotor steel is an important characteristics of 

PMSG[7]. The stator and rotor steel type B-H curve of the FEM 

model is shown in Figure 6. Figure 7 represents the relationship 

between the flux density B and the magnetic field intensity H of 

magnet XG 196/96 from FEM analysis. 

3.1. Magnetic Flux and Flux Density Distribution  

With the application of high energy-product rare-earth PM to 

electric machines, many 2-D analytical models have been 

proposed for the direct driven PM machines and most of them 

focus on the field distribution and airgap flux density distribution. 

ANSYS  Maxwell 2D RMxprt software is universal finite element 

analysis software of magnetic field calculation [8]. 

 

Figure 6. B-H Curve of Stator and Rotor Steel D21-50 RMxprt 

 

Figure 7. B-H Curve of Magnet (XG196/96)  RMxprt 

 

Figure 8. Meshing Plot of J Vector by Maxwell 2-D PMSG Model 

 

Figure 9. Flux Distribution in Maxwell Design 
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The model meshing plot of J vector can be seen in Figure 8. 

And then, The Maxwell 2D analysis of the important parameters of 

PMSG such as the flux distribution, field distribution and magnetic 

flux density distribution are shown in Figure 9, Figure 10 and 

Figure 11, respectively. 

 

Figure 10. Field Distrubtion of J vector 

 

Figure 11. Magnetic flux density distribution of Maxwell 2-D 

3.2. Mathematical Models of PMSG 

Mathematical model of PMSG is usually given in rotating 

reference frame of machine. The quadrature (q) axis and the direct 

(d) axis PMSG equations are given below. Figure 12 and Figure 

13 show equivalent circuit of PMSG in d-q frame [9]. 

qs

qs s qs ds

d
v R i

dt


= + +    (1) 

ds
ds s ds qs

d
v R i

dt


= + −    (2) 

( )ds ld md ds mag ds ds magL L i L i  = + + = +  (3) 

( )qs ld mq qs qs qsL L i L i = + =    (4) 

     
3

2 2
e mag qs

P
T i=                   (5) 

 

Figure 12. The d- axis equivalent circuit of PMSG 

 

Figure 13. The q- axis equivalent circuit of PMSG  

3.3. Finite Element Model Analysis 

The two dimensional finite element model of the PMSG of 

3kW with surface mounted PM is set up by using Maxwell 2D 

RMxprt. There are four main modelling processes such as 

inputting the data of the geometrical size of the PMSG, defining 

the stator, rotor, airgap, windings and PM properties, defining the 

boundary condition and generating finite element mesh. 

After finishing these four steps, the proposed PMSG could be 

the modeled and solved though the FEA at different operation 

modes. 

4. Performance Analysis of DDPMSG 

The small scale wind turbine is directly connected to PMSG 

which receives wind turbine torque as a mechanical input and 

converts it into the electrical input; however, this electrical energy 

has a variable amplitude and frequency [10]. The FEA model of 

electromagnetic field is built by Ansoft Maxwell 2D and the 

simulation time is taken some hours [11]. To visualize magnetic 

fields and predict magnetic forces, Maxwell 2D program can be 

used. 

The modelling analysis of 3 kW PM generator for wind 

energy conversion system is presented. The key characteristics of 

DDPMSG such as the cogging torque, air-gap flux density, 

induced coil voltage at rated speed and winding current under load 

are analyzed by Maxwell 2D RMxprt. Figure 14 shows the curve 

of cogging torque in two teeth. In PMSG, the cogging torque is 

generated by the sum of a series of cogging torque harmonics [12]. 

The cogging torque in PM machine can be expressed as: 

2 2 2 2

10

1
( ) sin( )

4
c eff m s nN nN r

i

T L r r nNB nN 




=

= −         (6) 

Where N is the least common multiple of the number of poles 

and stator slots of the PMSG. The cogging torque causes noise 

and vibration in PMSG at low speed and the direct drives 

applications. The frequency of cogging torque is the proportional 

to the least common multiple of the number of poles and the stator 

slots of the PMSG. The results obtained by using 2D Maxwell 

model provide sufficient accuracy with measured ones in a PMSG 

prototype. 

In this FEM model, the proper simulation results of 

DDPMSG as shown in Figure 14 to Figure 19.The variation of 

cogging torque with respect to electrical degree can be seen in 

Figure 14 that generated the 3 kW FE model of Maxwell 2D.  

Rs ωeλsq Lld

Lmd If
Vsd
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Rs ωeλsd Llq

Lmq
Vsq

isq

http://www.astesj.com/


T.Z. Htet et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 94-99 (2017) 

www.astesj.com     98 

 

Figure 14. Cogging torque in two teeth of 3kW PMSG 

The relationship between the winding voltage under load 

condition and electrical degree can be determined by the FEM 

analysis represented in Figure 15. The induced winding voltage 

of rated speed is shown in Figure 16. 

 

Figure15. Winding Voltage under Load 

 

Figure 16. Induced Winding Voltage of Rated Speed 

 

Figure 17. Air –Gap Flux Density 

In this model, the maximum air-gap flux density distribution 

can be generated about 0.7 T by Maxwell 2D.The important 

parameter of air-gap flux density distribution of PMSG as shown 

in Figure 17. The performance curves of induced coil voltage at 

rated speed and the winding current under load are represented in 

Figure 18 and Figure 19,respectively. 

 

Figure 18. Induced Coil Voltage at Rated Speed 

 

Figure 19. Wndinding Current under Load 

Moreover, the transient analysis of 3 kW DDPMSG are 

discussed in this paper. The transient plots of main parameters in 

wind generator like the induced winding voltage of phase A,B and 

C,the comparison of solid losses and core loss,the moving torque 

of PMSG and the flux distributions in machine are generated by 

Ansoft Maxwell 2D RMxprt. All of the transient analysis curves 

are shown below. 

 

Figure 20. Induced Windind Voltages of Phase A,  B, and C 

 

Figure 21 .Comparison of Core loss and Solid loss 
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Figure 22. Transient Moving Torque of PMSG 

 

Figure 23. Flux analysis of Generator 

5. Conclusions 

The 2D modelling analysis of surface mounted PM generator 

in small scale wind turbine is studied in this paper. There are two 

main parts of the performance analysis in electrical machine such 

as the FEM performance curves and the transient curves. In this 

paper, the key machine parameters analysis are discussed by 

Ansoft Maxwell 2D RMxprt. To construct the machine model, 

Maxwell 2D RMxprt is to be a competent and valuable tool. 

Moreover, the analysis results obtained by using 2D finite element 

model provided sufficient accuracy with a PMSG prototype. 

According to the FEM modelling analysis and transient analysis, 

the design of 3 kW PMSG in this paper is suitable for small wind 

power applications. 

Nomenclature 

cT    Cogging torque 

effL    Effective length of the PMSG 

mr    Inner diameter of the magnet 

sr    Outer diameter of the stator 

mqL    Q-axis magnetizing inductance 

mdL    D-axis magnetizing inductance 

    Electrical angular speed 

eT    Electromagnetic Torque of PMSG 

dsL    D-axis stator inductance 

qsL    Q-axis stator inductance 

sR    Stator resistance 

qsv    Q-axis stator voltage 

dsv    D-axis stator voltage 

ds    D-axis flux linkage 

qs    Q-axis flux linkage 

mag    Permanent magnet flux linkage 

dsi    D-axis stator current 

qsi    Q-axis stator current 
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 A switched capacitor low-pass filter employing folded-cascode CMOS OP Amps with a 
dynamic switching bias circuit capable of processing video signals, which enables low 
power consumption, and operation in wide bandwidths and low power supply voltages, is 
proposed. In this filter, charge transfer operations through two-phase clock pulses during 
the on-state period of the OP Amps and a non-charge transfer operation during their 
remaining off-state period are separated. Through simulations, it was shown that the low-
pass filter with an OP Amp switching duty ratio of 50 % is able to operate at a 14.3 MHz 
high-speed dynamic switching rate, allowing processing video signals, and a dissipated 
power of 68 % of that observed in the static operation of the OP Amps and a full charge 
transfer operation without separation of a cycle period. The gain below -31 dB in the 
frequency response, which is suitable, was obtained at over 6 MHz within a stop-band. 
Especially high attenuation in 5 MHz was achieved under the optimized condition of load 
capacitances (4 pF) of OP Amps. 
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1. Introduction   

The switched capacitor (SC) techniques are appropriate for 
realizing various filters that can be integrated in monolithic ICs 
(Integrated Circuits) from using the CMOS (Complementary 
Metal-Oxide-Semiconductor) technology. In conventional active 
RC filters, monolithic ICs cannot be realized from using resistors. 
On the contrary, the CMOS SC techniques suitable for realizing 
analog signal processing ICs, have promising use in video signal 
bandwidth circuits in particular, because these can replace resistors 
to switched capacitor pairs with small capacitances. It has been 
demonstrated that SC techniques using CMOS operational 
amplifiers (OP Amps) are useful for implementing analog 
functions such as filtering [1-5]. Although CMOS OP Amps are 
suitable for such filter ICs, the use of several OP Amps results in 
large power consumption. Especially, the power consumption of 
OP amplifiers in high speed operation becomes large because they 
have wideband properties. Therefore, the use of them is currently 
limited to the use in low-frequency passband of at most a few 
hundred kHz (that is, applications of low speed signal processing, 
such as analog voice signals).  

Until now, several approaches have been considered to 
decrease the power consumptions of OP Amps, including the 
development of ICs that work at low power supply voltages [6]. A 
clocked current bias scheme for folded-cascade OP Amps suitable 
for achieving a wide dynamic range has typically been proposed to 
decrease the power consumption of the OP Amp itself [7, 8]. 
Because the circuit requires complicated four-phase bias-current 
control pulses and biasing circuits, it results in a large layout area 
and is not suitable for the high-speed operation. A control method 
using power supply switching has been proposed for audio signal 
processing as another approach in decreasing the power 
consumption of OP Amps [9]. Because large capacitors for the 
power supply terminals are intrinsically loaded, the switching 
speed is limited to a low speed of 1 MHz at most. Therefore, this 
type of control circuit is not suitable for application to video signal 
processing ICs, which are required to operate at over 10 MHz 
switching frequency. 

Recently, the author proposed a folded-cascade CMOS OP 
Amp with a dynamic switching bias circuit (DSBFC OP Amp), of 
simple configuration, to provide low power consumption while 
maintaining high speed switching operation suitable for processing 
video signals [10]. However, low-power signal processing circuits 
such as wideband filters with such DSBFC OP  
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Amp, suitable for processing video signals, have not been 
developed yet. 

In this paper, a configuration of SC Butterworth low-pass filter 
(LPF) with DSBFC OP Amps [11] as an example of application of 
the DSBFC OP Amp is proposed, which enables low power 
consumption and is suitable for achieving wide bandwidths and 
operation in low power supply voltages, and its availability is also 
evaluated for the performance of frequency response and power 
dissipation. Further, the effect of OP Amp load capacitances on the 
frequency response is evaluated. This paper is an extension of 
work originally presented in LASCAS 2017 [11].  

2. SC Filter Theory 

The discrete-time transfer function of second-order SC infinite 
impulse response (IIR) LPF is shown as follows using the z-
transform. 

H(z) = K（1+z−1)2

1+∑ bkz−k2
k=1

                                  (1) 

Here, K, bk, and z-1 represent the gain constant, the filter 
coefficient in a recursive loop, and the one-step delaying operation, 
respectively. All of operation circuits are composed of active 
sampled data processing circuits with a sampling circuit, switching 
circuits and capacitors. 

3. SC Filter Circuit Design 

A second-order IIR LPF with the Butterworth frequency 
characteristic was designed because it is easy to design due to its 
flat gain characteristic in the passband. The Butterworth LPF is 
also superior to a Chebyshev filter for processing video signals 
owing to its ripple less characteristic within the passband. The filter 
order of second was selected to achieve a gain of -30 dB at a stop-
band over 6 MHz. The other design condition was set as follows. 
That is, a sampling frequency fs=14.3 MHz, which is equal to four 
times as much as the NTSC color sub-carrier frequency 3.58 MHz, 
and a cutoff frequency fc=2 MHz, respectively, were chosen, that 
enable the LPF to process video signals. Under this condition, the 
inverted discrete-time transfer function is given by 

H(z) = − 0.1174(1+z−1)2

1−0.8252z−1+0.2946z−2
                      (2) 

The circuit configuration realizing this transfer function is 
shown in Figure 1. In order to enable easily to determine the 
capacitance value of each capacitor, the coefficient of A is set to be 
equal to that of B. Capacitors can be basically divided into two 
groups. In one group (C, D, E, and G), charges are supplied to OP 
Amp 1. In another group (A, B, and I), charges are supplied to OP 
Amp 2. Even if a capacitance of each capacitor group is multiplied 
by constant times, the transfer function does not change. Therefore, 
capacitances of integral capacitors B and D are here selected as a 
reference capacitance in each group and each coefficient of B and 
D is normalized to 1. At this time, 1 as every normalized coefficient 
of A, B, and D is obtained because A and B are the same coefficient. 
In Figure 1, when the coefficients of A, B, and D are normalized 
to 1, other coefficients are determined as follows. 

 
Figure 1: Configuration of the 2nd-order SC LPF with DSBFC OP Amps 
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Figure 2: Theoretical frequency response of the 2nd-order SC Butterworth LPF 

 

I=K=0.1174 

G=2K+2I=0.4694 

C=1+b1+b2=0.4694 

E=1-b2=0.7054 

Here, b1=-0.8252 and b2=0.2946. When the smallest coefficient 
of I=0.1174 is replaced as a reference capacitance of 0.5 pF, each 
capacitance in the SC IIR LPF IC is set in proportion to the above 
coefficients as shown in Figure 1. Because its input signal is 
desirable to be maintained by a sample/hold circuit for stabilizing, 
this sampling circuit is also applied in the SC LPF. At this time, the 
transfer function is multiplied by the following zero-order hold 
function due to a sample-hold effect. 

Hs(jω)=sin (ωTs/2)
(ωTs/2)                                 (3) 

Here, Ts represents a cycle period of sampling and switching 
pulses. Therefore, when the function of (2) is replaced using 
z=e𝑗𝑗ωTs, the magnitude of the transfer function of the second-order 
SC LPF considering the sample-hold effect is given by (4). 

|H(jω)|=sin (ωTs/2)
(ωTs/2)

･
0.2347(1+cosωTs)

�1.7678−2.1368 cos(ωTs)+1.6513cos (2ωTs)
  (4)  

The theoretical frequency response including the sample-hold 
effect is shown in Figure 2. The SC LPF configuration was 
designed referencing a SC biquad circuit with integrators in the 

http://www.astesj.com/


H. Wakaumi / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 100-106 (2017) 

www.astesj.com     102 

M10

M14

M6 M7

Vi

M5

-VSS

Vo

φB

M1

M2

M3

M4

M15

M12

Dynamic switching
bias circuit

CL

VB

VDD

Vb

M8

M9

M11

M13

 
Figure 3: Configuration of the DSBFC OP Amp 

 
reference [12]. It consists of a sample-hold circuit with a holding 
capacitor C1 and a CMOS sampling switch controlled by φSH, 
CMOS switches φ1, φ2, capacitors A, B, C, D, E, G, and I, and 
two FC CMOS OP Amps with the DSB circuit (DSBFC OP Amps). 
A configuration of the DSBFC OP Amp enabling low power 
consumption, which is different from conventional ordinary OP 
Amps [10], is shown in Figure 3. With respect to the DSBFC OP 
Amps, the same CMOS channel width / length as that in the 
DSBFC OP Amp shown in the reference [10] was employed. The 
sampling switch was designed to a channel width / channel length 
W/L=35/2.5 (μm/μm) for each of p-MOSFET and n-MOSFET. 
The holding capacitor C1 has a small capacitance of 1 pF. CMOS 
switches with a W/L=25/2.5 (μm/μm) are turned on and off by 
non-overlapping two-phase clock pulses φ1 and φ2, swinging 
from -2.5 V to 2.5 V. These sampling and CMOS switches are 
designed to have a balanced structure with each equal length and 
width of p-channel and n-channel MOSFETs (component of these 
CMOS switches) to delete a feed-through phenomenon, which is 
caused by gate clock pulses due to a capacitive coupling between 
gate and CMOS-switch output terminals. Major CMOS process 
parameters are given as a gate insulating film thickness tox=50 nm, 
an n-MOSFET threshold voltage VTn=0.6V, and a p-MOSFET 
threshold voltage VTp=-0.6 V. 

The operation principle of this LPF is simply described in the 
following. The output signal Vo1 of OP Amp 1 is obtained as an 
additional output of an integrated signal of Vin using a negative 
integrator (D, G SC circuit, and OP Amp 1), an integrated signal 
of Vout using a negative integrator (D, C SC circuit, and OP Amp 
1), and a signal multiplied Vout by E/D. The output signal Vout is an 
additional output of an integrated signal of Vo1 using a positive 
integrator (A SC circuit, B, and OP Amp 2), and a signal multiplied 
Vin by I/B. Vout is basically fed back to an input of OP Amp 1 like 
this. Vin is also integrated twice and added after being decreased by 
an appropriate capacitance ratio. Due to these integration using 
positive / negative integrators, addition and feedback operations, 
the function of LPF is achieved. 

The operation waveforms of the SC LPF are shown in Figure 
4. In this SC LPF, charge transfer operations through the clock  

 
Figure 4: Operation waveforms of the 2nd-order SC LPF 

 
pulses φ1 and φ2 are achieved during the on-state period of the 
DSBFC OP Amps. The off-state period TB (the remaining period 
of the one cycle period Ts) is separately provided to realize low 
power dissipation for the SC LPF. An input signal is sampled 
during the sampling phase of φSH (10 ns) and the first period of 
clock phase φ1, while its corresponding charge is stored on the 
holding capacitor C1, and is transferred to an output terminal Vout, 
charging all capacitors. The voltage at the off transition of φSH is 
kept on C1 during the remaining period of clock phase φ1. During 
subsequent clock phase φ2, each charge of two capacitors C and 
G is discharged and each charge of remaining capacitors is 
redistributed. These charge transfer operations are achieved during 
the on-state period of the OP Amps. During this period, the OP 
Amps turn on by setting a bias voltage of VB at an appropriate level 
enabling M3 and M4 to operate in the saturation region, and operate 
normally as operational amplifiers. φB is set to low just before φ1 
changes to high. 

Subsequently, φB becomes 2.5 V at the off-state transition of 
the OP Amps, at the same time φ2 is switched to off. During this 
off period TB, the OP Amps turn off by setting VB at nearly -2.5 V 
enabling M1 to operate in a low impedance and M3 in a high 
impedance. Therefore, during this off period, the OP Amps do not 
dissipate at all. When TB is relatively long as compared to the one 
cycle period Ts, the power dissipation is expected to become lower 
than that observed in ordinary static operation for the SC LPF 
using conventional OP Amps. If half GB (Gain Bandwidth 
product) OP Amps for the SC LPF are used in the static operation 
(without DSB operation), rise and fall times to stable states of filter 
output signals will increase to much larger than twofold, because 
slowly changing transition occurs at the end of transition. 
Therefore, an expected proper filter performance will not be able 
to be obtained when such OP Amps are used. 

4. Simulation Results 

The performance of the SC LPF was investigated by simulation 
using the SPICE (Simulation Program with Integrated Circuit 
Emphasis) program package. Operation waveforms for an input 
signal of 1 MHz with an amplitude of 0.3 V and an output load 
capacitance of 1 pF are shown in Figure 5. For the passband 
frequency signal, the same level output signal as the input one was 
obtained. The frequency response of the SC LPF is shown in 
Figure 6 (a) in the dynamic switching operation of the DSBFC OP 
Amps and (b) in the on-state (static operation) of the DSBFC 
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Figure 5: Simulation waveforms for the 2nd-order SC Butterworth LPF. Input 

signal=0.3 V0-P, Input signal frequency fin=1 MHz 
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Figure 6: Frequency response of the 2nd-order SC Butterworth LPF. (a) 

Dynamic switching operation mode of the DSBFC OP Amps, TB=35 ns, (b) 
Static operation mode of the DSBFC OP Amps, φB=-2.5 V 

 
OP Amps at φB= -2.5 V. The uncertainty of gain characteristics 
in simulation is nearly 1 dB at the frequency of 6.5 MHz. The 
frequency responses in case of both modes are almost the same for 
the in-phase state, in which the maximum output signal is 
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Figure 7: Power dissipation vs. OP Amp switching duty ratio in the 2nd-order SC 

LPF. fin=1 MHz. A constant pulse width of 15 ns for φ1 and φ2 was used 
 

obtained depending on a phase between the input signal and the 
sampling pulse. The response was near the theoretical one from 
100 kHz up to near 5 MHz, in the high frequency range over 6 
MHz, it deteriorated due to a sampling phase effect. The gain 
below -33 dB was obtained at over 6 MHz within a stop-band. This 
was superior to that in the static operation. Therefore, it is thought 
that there is almost no gain deterioration caused by employing the 
DSB operation of the OP Amps. Though the stop-band gain in the 
second order LPF is not low enough as shown above, it is expected 
that the roll-off in the frequency response will become steeper by 
increasing the filter order, and so the stop-band gain will greatly 
decrease. Therefore, the achievement of a wide stop-band with a 
high attenuation will become possible.  

Power dissipation vs. OP-Amp switching duty ratio with 
φ1=φ2=15 ns is shown in Figure 7. The power dissipation of the 
SC LPF itself excluding that of external drive circuits for φSH, φ1, 
φ2, and φB decreased in proportion to the off period TB of the Op 
Amps as expected. In the operation mode of TB=35 ns (=50 % 
switching duty ratio) and φ1=φ2=15 ns, the power dissipation of 
the SC LPF (32.9 mW) was decreased to 68 % as compared to that 
in the static operation of the OP Amps (48.5 mW). In the full 
charge transfer operation without separation of the one cycle 
period Ts (φ1=φ2=30 ns), the power dissipation of the LPF was 
48.5 mW, the same as that in the static operation of the OP Amps 
with the above separated charge transfer mode. Most of the power 
dissipation of the SC LPF corresponds to total power consumption 
dissipated in the OP Amps themselves. The power consumption of 
the external drive circuits was nearly 13~14 mW. Thus, even when 
two DSBFC OP Amps are applied to the SC LPF, the dynamic 
operation of the DSBFC OP Amps enabling low power dissipation 
as compared to their static operation is also useful for reducing the 
power dissipation of SC LPF. When the SC LPF is operated at a 
lower dynamic switching rate, because it enables TB/Ts to become 
larger than 50 %, the power dissipation of the SC LPF is expected 
to decrease in proportion to TB still more. This means that the SC 
LPF with high-speed DSB operation OP Amps is advantageous 
compared to the SC LPF using static operation OP Amps with a 
lower GB. 
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Table 1: Performance comparison of SC LPFs with CMOS technology 

Process technology 0.35 μm CMOS 2.5 μm CMOS
Power supply voltage 5 V 5 V
Sampling frequency fs 103.68 MHz (Double sampling) 14.3 MHz
Cutoff frequency fc 20 MHz 2 MHz
Power consumption 125 mW 32.9 mW (Dynamic：TB/Ts=50 %)

Fifth-Order SC LPF with CMOS
OP Amps [13]

2nd-Order SC LPF with DSB CMOS
OP AmpsPerformance parameters

 When the filter order is increased, a SC LPF with DSB OP 
Amps uses OP Amps of the number of filter order. Therefore, the 
power dissipation of this SC LPF is expected to increase in 
proportion to its filter order. The power dissipation for the reported 
fifth-order SC LPF employing conventional CMOS OP Amps with 
a 5-V power supply and a 0.35-μm CMOS technology was 125 
mW as shown in the performance comparison of Table 1 [13]. If a 
fifth-order SC LPF using the DSB OP Amps with the sampling 
frequency fs=14.3 MHz is achieved, its power dissipation will be 
estimated to be 82.3 mW. Considering that the power consumption 
of OP Amps parts in each LPF is dominant, a comparison between 
these values is possible. Obviously, the estimated power 
dissipation of a revised version of the proposed SC LPF with DSB 
OP Amps is much less than that of the above conventional fifth-
order SC LPF. 

5. Effect of Load Capacitances 

Because the DSBFC OP Amp switches dynamically, its 
output becomes a quasi-floating state during the off-state period. 
In the off-state period of the OP Amp, though MOSFETs M5, 
M8, and M15 turn to the off-state completely, MOSFETs M11 
and M12 become the on-state strongly because over the 
threshold voltage between each gate and source is applied. At 
this time MOSFETs M6, M7, M9, M10, M13, and M14 become 
the on-state weakly. The output terminal Vo of the OP Amp is set 
to a voltage depending on the load capacitance through the 
capacitive coupling between the drain and the gate of the 
MOSFET M13. Therefore, when a large output swing in Vo occurs 
at the off-state transition, there is a fear that the output voltage 
during the subsequent on-state period of the OP Amp suffers the 
influence of this transition. So, a dynamic offset voltage Voff (the 
difference of the on-state and the off-state output voltages of the 
OP Amp) at the off-state transition of the OP Amp vs. load 
capacitance CL was tested and is shown in Figure 8. Obviously, 
the dynamic offset voltage depends on the load capacitance and 
decreases as its load capacitance becomes large because CL 
compared to the drain-gate capacitance in M13 becomes large. 
The change of Voff against CL of the SC LPF resembles to that 
of the OP Amp (Figure 9). This means that Voff of the SC 
LPF is mainly determined by the OP Amp’s dynamic off-state 
transition. Gain vs. OP Amp load capacitance (of two OP 
Amps) for the SC LPF is shown in Figure 10. In this case, the 
phase between the input signal Vin and the sampling signal φSH 
was fixed to a constant value in each input signal to avoid the 
sampling phase effect. The gain became the minimum at a load 
capacitance of nearly 4~5 pF for the input signal frequency of 5 
MHz. The reason is explained in the following. In small load 
capacitances, Voff is not only large, but also its variation is not 
negligible depending on the on-state output voltage. This 
phenomenon causes the on-state output voltage’s difficulty to 
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Figure 8: Dynamic offset voltage vs. load capacitance in the DSBFC OP Amp. 

Input signal=0.00085 V0-P, Input signal frequency fin=0.5 MHz, Cutoff frequency 
fc at CL of 1 pF =4.13 MHz 
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Figure 9: Dynamic offset voltage vs. OP Amp load capacitance in the SC LPF. 

Input signal Vin=0.3 V0-P, Input signal frequency fin=5 MHz 
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Figure 10: Gain vs. OP Amp load capacitance in the SC LPF 
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Figure 11: Frequency response of the SC LPF. OP Amp load capacitance 
CL=4 pF 
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Figure 12:  Frequency response of the SC LPF. OP Amp load capacitance  
CL=10 pF 

reach its steady state completely within the short time period of 
15 ns (in φ1 or φ2), while permitting its output voltage to 
change slightly (bringing about the SC LPF gain’s 
deterioration). In large load capacitances, it becomes also hard 
to reach its steady state within 15 ns (causing the gain’s 
deterioration) due to OP Amp’s bandwidth deterioration although 
Voff and its variation are very insignificant. However, at an 
optimum capacitance of nearly 4 pF, its gain deterioration 
becomes slight due to small offset transition with slight offset 
voltage variation and fast transition to the steady state. For 
other input signals of low frequencies (1, 2 MHz), the variation 
effect of Voff is negligible due to its large output signal (the 
change of gains is hardly seen) although its variation depending 
on the output signal voltage is relatively large in small load 
capacitances. Of course, since Voff and its variation for these low 
frequencies are negligibly small in large load capacitances, the 
change of gains with CL is dominated by only OP Amp’s 
bandwidth deterioration. For the 6.5 MHz input signal, though 
the gain is basically determined due to the sampling phase effect, 

it is slightly changing with CL due to OP Amp’s bandwidth 
deterioration. 

 Under the optimized load capacitance of 4 pF, the frequency 
characteristic of gain for the SC LPF was tested. As shown in 
Figure 11, its high frequency gain of near 5 MHz improved 
drastically (over 4.3 dB compared to the gain in the load 
capacitance CL of 1 pF). Though its gain increased slightly (up to 
-31 dB) in 6.5 MHz, the amount of its gain increase is slight. On 
the contrary, when CL is increased to 10 pF larger than the 
optimized value, the frequency response of the SC LPF 
deteriorated in high frequencies over 5 MHz (Figure 12). Thus we 
can see that the SC LPF gain characteristics can be improved by 
the optimization of load capacitances of DSB OP Amps. Typical 
characteristics are listed in Table 2. 

Table 2: Typical characteristics of SC LPF with DSB OP Amps (VDD=VSS=2.5 V) 

Simulation results
Sampling and switching frequency fs 14.3 MHz
Input signal amplitude 0.3 V0-P

Cutoff frequency fc 2 MHz
<-31 dB (DSB mode)
<-27 dB (Static mode)
48.5 mW (Conventional static)
32.9 mW (Proposed dynamic：TB/Ts=50 %)

Performance parameters

Gain at over 6 MHz within a stopband

Power consumption

Conclusions 

A switched capacitor low-pass filter employing folded- 
cascode CMOS OP Amps with a dynamic switching bias 
circuit capable of processing video signals, which enables low 
power consumption, operation in wide bandwidths and low 
power supply voltages, was proposed and its performance was 
evaluated. In this SC LPF, charge transfer operations through 
two-phase clock pulses during the on-state period of the OP 
Amps and non-charge transfer operation during the remaining 
off-state period of the OP Amps were separated. Through 
SPICE simulations, it was shown that the SC LPF is able to 
operate at a 14.3 MHz high-speed dynamic switching rate, 
allowing processing video signals, and a dissipated power of 
68% of that observed in the static operation of the OP Amps 
and the full charge transfer mode without separation of the one 
cycle period. The power consumption in the SC LPF body except 
for the external drive circuits was that of OP Amps. When 
rearranging these results, it became clear that a lower-
dissipated-power SC LPF employing DSB folded-cascode 
CMOS OP Amps compared to conventional SC LPFs with 
static operation OP Amps can be realized. The gain below -31 
dB in the frequency response, which is suitable, was also 
obtained at over 6 MHz within a stop-band. Especially high 
attenuation in 5 MHz was achieved under the optimized condition 
of load capacitances (4 pF) of OP Amps.  

Thus, the dynamic charge transfer operation during the on-state 
period of the OP Amps and non-charge transfer operation during 
their off-state period is useful for high speed operation, and 
reducing the power dissipation of the SC LPF. This circuit should 
be useful for the realization of low-power wide-band signal 
processing ICs including over one of multi-order low-pass, high-
pass and band-pass filters. The DSB circuit achieving such 
operation can be applied to not only folded-cascode but telescopic, 
two-stage, and rail-to-rail OP Amps. 
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 In acronym Captology - Computers as Persuasive Technology, a persuasive component 
(lat. persuasibilibus - enticing) refers to the persuasive stimulation by intelligent 
technologies. Latter being transitive and interactive as intelligent systems, they have 
imposed, by their persuasivity, a ‘cult of information’, after which information has become 
a type of goods that as a utilitarian resource must be exploited quickly and efficiently. Such 
a widely accepted fact resulted as hype, presenting a perspective that the approach to a 
large amount of information and faster ‘digestion’ of their content will enable users to 
quickly get desired knowledge. 

Recent investigations about persuasion processes have shown its dependence on 
intelligent technology factors (design, interactive computer products, web, desktop and 
others). Such technologies are also used to influence people's attitudes, beliefs, learning, 
and behaviour. Development strategies for global computer production and sales head in 
that direction and confirm latter statement with the promoted 3-P model: persuasive, 
permissive and pervasive components. Cognitive level of human integrated development is 
increasingly overshadowed by the contribution of artificial intelligence through its 
products, i.e. ‘smart’ creations, and by the array of shortcomings and problems that the 
same interactive technology brings. This paper presents a parallel between captological 
component of intelligent and interactive technologies on one side and illustrates examples 
of captological influences proved by confirmed trials within cognitive science through 
computer simulations of human thinking on the other side. Many studies have shown that 
the success of persuasion depends on the factors which have been exposed by cognitive 
cybernetics. Next to it, people’s behavior system is transforming through the very 
development of society. Therefore, the influence of latter can be either positive or negative, 
while its extremes are already escalating in direction of a new trans-singularity and post 
humanism theories based on the principles of extropy. 
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1. Introduction  

This article extends the work originally presented at 40th 
International Convention on Information and Communication 
Technology, Electronics and Microelectronics (MIPRO), Opatija, 
Croatia, May 2017, [1-4]. The presented paper confirmed how 
human mind development is being contributed by the ‘smart’ 
creations of intelligent technologies as artificial intelligence (AI) 
products. Researches have been devoted to methodological 
directions and developing concrete tools for self-analysis and 
synthesis, simultaneously providing exhaustive theories about 

human nature being experienced as a ‘new philosophy’, but also as 
an ‘anti-philosophy’, defined on a new scientific course called 
cognitive cybernetics.  

 Cognitive cybernetics is the expansion of the ‘classical’ 
cybernetics, which includes scientific comprehensions of cognitive 
control and regulation of artificially-technical and socio-technical 
systems, biological organisms, organizations, processes, structures 
etc. The cognitive aspect of all evaluated systems elaborates and 
applies cognitive models, cognitive-functional and procedural 
system implementation, problem-solving based on natural 
methods by analogue cognitive computer techniques and lastly, the 
realization of system solutions and their organization in the context 
of management approaches and methodologies. This work is based 
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on the cognitive development and implementation of ITK’s 
(Ingenieurgesellschaft für Technische Kybernetik, Rülzheim, 
Germany) education modules in cooperation with National 
University of Vietnam, Hochschule Offenburg and Electrical 
Engineering Department at Zagreb University of Applied 
Sciences. 

Cognitive Cybernetics recognize motivation as an internal state 
that excites, directs, and maintains the behavior of an individual. 
In education and training, motivation is especially important both 
for learning and for seeking the purpose and meaning. In academic 
activities or preferences, latter is described as meaningful and 
effort-worthy exertions, while tend to be realized and applied 
within importance of higher levels competences and skills. Those 
who are more motivated have a greater positive attitude on 
everything, and so on education; they persist longer in more 
difficult tasks, process information at a deeper level and excel in 
learning experiences. The classic distribution of motivation on 
intrinsic and extrinsic motivation in education is an incentive for 
activities which: 

• represent the challenges of optimally assessed goals, 
• can be controlled for goal achievement, which is 

emotionally fulfilling, 
• establish the autonomy of action through the existence of 

feelings that can be controlled and have the effect on own 
development, 

• encourage curiosity for the new, surprising experiences that 
increase the intrinsic motivation, 

• include creativity and imagination where the motivation 
awareness is confirmed by imagination. 

Approaches for defining motivation in education are: 

• Behavioral approach in which understanding of motivation 
begins with a careful analysis of incentives and awards, 

• Humanistic approach that emphasizes the understanding of 
the need for self-reliance through the stimulation of internal 
resources (sense of competence, self-esteem, and 
autonomy), 

• The cognitivistic approach that accepts the fact peoples’ 
activity and curiosity are inherent, and they seek 
information to solve relevant tasks. 

An integrated approach for creation of education based on 
cognitive cybernetics foundation, considers: 

• socio-cognitivistic focus on individual’s behavior and 
potential interest for the impact on beliefs and expectations,  

• the socio-cultural atmosphere created by participation in 
the community, in activities that maintain the identity of the 
community's interrelationships. 

 Therefore, motivation in the community is strengthened by the 
education to which it belongs and appreciates it. Specialist tutoring 
programs are the foundation for acquiring an expert status, where 
the very understanding of problem-solving is needed at that level, 
for which is necessary to gain the knowledge by understanding. 
Elementary forms of understanding are prescribed by the concept 
of objective mind or spirit, which guarantees the possibility of 
intersubjective communication at the basic level. ‘Higher forms of 
understanding’ occur when one internal difficulty or contradiction 
confronts with what is already known. It is then necessary to 
summon up and include the entire life structure, (establishing a 

relationship between life expression and its cognitive content), 
which can be found in its hermeneutical understanding, [5-8]. 
Research results show that understanding develops through 
information processing and modifies over a longer period. At a 
somewhat higher flexible cognitive level, it is possible to 
cognitively gain skills through which information is processed 
both intuitively and analytically. This knowledge, along with the 
persuasive context and information technology, closes the 
‘hermeneutic circle of artificial intelligence’, Figure 1. 

 
Figure 1 - Hermeneutical circle of artificial intelligence 

2. Cognitive cybernetics – the future of education 

 Researches that deal with the captological components of 
intelligent and interactive technologies are confirmed by 
cognitive cybernetics through simulation examples of human 
thinking. Approaches to the study include analytical levels by 
evaluating the system almost in all technological branches and 
domains with the assumption of significant and dramatic 
advances in neuroscience, genomics, robotics, nanotechnology, 
computers and artificial intelligence with the help of other 
interdisciplinary studies, shown in Figure 2. 

 Studies and researches have further led to transhumanism 
extremes that advocates human body modification, including 
mental and psychological changes, all to control desires, mood 
and mental states. The everlasting fight against aging and illnesses 
is therefore not the only task of transhumanists, but also a try to 
improve the man at all levels, emphasizing simultaneous mental 
and physical advancements would be desirable. 

If transhumanism associated with humanism is recognized as 
writing it as ‘trans + humanism’, then from the enlightened 
humanism comes the emphasis of a progress (its ability and 
desirability, not its inevitability), personal responsibility to create 
a better future and progress to a new society, but at the same time 
the awareness of accidents that can be caused by technology 
misuses in such society. For these reasons, it is necessary to 
differentiate the forms of meaning (i.e. primary and secondary), 
on which science assignments are based, and values that are 
recognized in the world, [9], addressed below in Figure 3. 

Treatment by cognitive science has selected, among other 
things, certain factors of one’s individual ability expectations to 
achieve desired goals and their value, respectively. 

http://www.astesj.com/


Z. Balaž et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 107-118 (2017) 

www.astesj.com     109 

 
Figure 2 - Interdisciplinary study of the mind and intelligence through level 

analysis over the system 

 
Figure 3 - Primary and secondary forms of meaning and ethical dimensions of 

technological power 

 Apart from this, it is accepted the fact that a man is a cognitive, 
reasonably-minded being, who accomplishes its own 
understanding at two levels. The first one is subjective level or the 
level of psychological participation, and the second is objective 
level or the level of intellectual participation. Hence, it is possible 

to conclude that hermeneutics is a universal theory of 
understanding in which no confusion is present because 
hermeneutic understanding is neither interpretation nor 
explanation. In this way, a differentiation between the objective 
understanding of the meaning on one side and subjective 
understanding of motives and intentions on the other side can be 
made. Theoretically, it is possible to attain adequate learning 
processes from the book, without producing any external signs of 
acceptance and application of such learned matter. The effects of 
learning efficiency, whose outcome must have been 
understanding, depend on many factors such as physical and 
biological states, prior knowledge, daily oscillations in the brain 
chemistry, peptide hormone levels, and ultimately – the captology. 
Therefore, in understanding the recognition of its either 
elementary or higher forms for the purpose of education system, 
it is important to point out the most important motivational 
variables, namely: 

• needs, 
• beliefs, 
• goals as outcomes to be achieved, 
• internal interest, 
• emotions. 

These variables are linked and processed through natural 
analogue systems, confirming the new concept in cognitive 
cybernetics – ‘Brainware’, [10]. 

2.1. Needs 

 Although there are many theories, all rely on the most famous 
one – the Maslow's hierarchy of needs that differentiates the needs 
of a lower order or the needs of lack - survival, security, affiliation, 
and self-esteem, and the needs of higher levels or the growth 
needs - intellectual success, aesthetic assessment, and self-
realization. The latter needs can never be fully met, since when 
one desire is fulfilled, the other one immediately takes its place. 
Newer approaches to the motivation influenced by intelligent 
technologies focus on highlighting not only individual needs (a 
generated need to feel capability and competence), but also on 
interaction with the world, having the choice and feeling of 
controlling life, while at the same time on the challenge of 
connectedness through sustainability in the world. Such a theory, 
though seemingly presents the absurd paradigm because it 
reduces the basic human needs to autonomy, competence and 
connectivity, relies on the persuasion which is the second name 
for the captology present in cognitive cybernetics, Figure 4, [11]. 

2.2. Beliefs 

 Beliefs as a variable of cognitive cybernetic processing come 
down to the achievements of: 

• knowledge, 
• capabilities, 
• causes and control, 
• self - value. 
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Figure 4 - The captology of cognitive cybernetics in computer persuasion, [11] 

 Knowledge beliefs are defined as beliefs about the structure, 
stability, and security of knowledge and as best ways of acquiring 
knowledge that influence learning strategies use. 

 Capability beliefs are one of the most powerful beliefs that 
affect motivation. There are two types of capability views: entity 
and incremental. The entity view refers to the belief that capability 
is a fixed characteristic and can not be changed. Although 
capabilities differ between individuals, their representation is 
potentially stable when acquired, but capability as a set of skills 
may change. By means of continuous work, learning and 
exercising, it is possible to increase one’s knowledge and thus 
improve the capability. 

 Causes and control beliefs are based on attempt to understand 
the meaning of one's own and/or another peoples’ behavior. This 
theory explains how individual explanations, justifications, and 
excuses about oneself and others affect motivation. 

 Self-value beliefs can be oriented to control or avoid failure. 
Orientation toward control seeks out the tendency of addressing 
value to achievement and the ability to set the attitude that 
achievement can be enhanced by targeting the goals. By mere 
control, one’s own skills and abilities are being improved.  

  

Figure 5 - Concept of cognitive solutions in environment, [11] 

 Orientation to avoid failure supports the entity's view of ability 
and sets further its goals related to performance. One can have a 
lack of strong ability sense and value separated from the 

performance, thus cognitive cybernetics serve as a simulation for 
technological and technical solutions (production rules, 
evolutionary algorithms, autonomous agents etc.), for the purpose 
of understanding and functioning of biological states (neural 
networks, learning mechanisms, cognitive fuzzy maps, etc.). In 
this way, mapped into education systems, strategies for avoiding 
failure are being worked out so they don’t lead to a failure or to 
prevent the continuation of failure. Such strategies (shown in 
Figure 5) do not accept excuses or incapability, therefore the 
possibility to give up or accept a failure as a belief that problems 
arise due to low capabilities is not considered. 

2.3. Goals 

 Goals are the outcomes or achievements to be attained and 
they enhance performance because they direct one’s attention on 
the current tasks and divert from the distractors. Goals encourage 
devotion, for as the goal is as greater, such is the commitment. 
They increase perseverance, for when there is a clear goal, it is 
more difficult to give up. Furthermore, goals also encourage the 
development of new knowledge and strategies until they prove as 
successful ones. 

 Types of goals being set affect the extent of motivation that is 
needed to achieve them. Aims that are specific, moderately tough 
and likely to be achieved soon, often increase motivation and 
persistence. Just as goals, there are target orientations related to 
belief patterns about goals, also associated with achievements. 
Goals differ from the type of control, performing, avoiding the 
effort and social goals that need to be recognized for motivation. 

 The concept of cognitive solutions that today's civilizational 
environment treats as an agent systems by cognitive coverage of 
processes and programs, integrates human factors and machines 
(technologies) as inspirational cognitive goals, Figure 6. 

 
Figure 6 - Concept of environment cognitive solution set as cognitive goals, [11] 

2.4. Internal interest 

 There are two kinds of interest: personal and situational. 
Personal interests relate to more persistent personal aspects, such 
as a long-term preference for the particular subject, while 
situational interests relate to short-term aspects of activity, such 
as a text or material that attract and retains attention. Interest in 
the education grows with a sense of competence, even if initially 
there was no interest in a certain activity. Cognitive industry, by 
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its evolution, is an inexhaustible source of interests, and as such 
through modern civilization imposing itself as a leading variable. 
Within cognitive cybernetics processing and understanding, 
interest is related to entities (synonym for the subject, article, 
individual, being, form of life, body, creature, organism etc.), 
which in ontological terms is connected with different and 
independent existence plus applicability, and is profiled as a 
cognitive entity platforms, entity ecosystems, browsers, entities, 
services, service portals, interoperability servers, maintenance 
portals, integrated server, entity application as a tool, etc., Figure 
7. 

 
Figure 7 - Platforms of creating cognitive solutions as goal variables, [11] 

2.5. Emotions 

 Emotions, especially pleasant ones, have very positive effects 
on ability beliefs (accepting an incremental view of ability), target 
orientation (associated with learning objectives), self-regulation, 
information processing (emotions are encoded with information), 
etc. Positive emotions encourage positive thoughts and memories, 
along with evaluation of education, hence such a positive effect is 
adequately treated for evaluation and performance of education 
based on the concepts of a system cognitive modelling. 

 In the beginning of education, emotions are very important, 
especially when it comes to the feelings of excitement, pleasure, 
fun, and curiosity, because these emotions can trigger a situational 
interest. It is only necessary to control them in order to prevent 
exaggerating effects which can lead to negative emotions, having 
a somewhat more complex relationship with motivation. 

Additional stimulus to emotional motivation is the over-
occupancy that refers to an intense form of intrinsic motivation in 
which an individual is in a state of profound insight, concentration 
and focus on the challenging activity. The experience of 
occupancy depends on autonomy. Intrinsic emotional motivation 
was often experienced in activities that were chosen willingly 
rather than imposed by others. Therefore, competence (skills and 
techniques) is so trained that it becomes automatic and is 
responsible for the optimal challenge (the optimal ratio of 

challenges and skills), creating a special emotional concentration 
that is not obscured with time and space. 

3. Cognitive cybernetics in mystical artificial intelligence 
implosion 

 When artificial intelligence emerged in such terminology in 
the middle of the last century, it was the fastest growing scientific 
discipline. At the beginning of this century it started to be 
mystically missing in implosion, which can be attributed to a 
certain transformation. Development of artificial intelligence 
encompasses four periods of time, [10]: 

• The period of enthusiasm and great expectations (1952 - 
1969), 

• The Age of Cognitive Reality (1966 - 1973), 
• Knowledge-based Systems (1969-1979), 
• The period of applicability (it begins in 1980s and 

continues as a process to date). 
The fourth period is a process that goes through its five stages of 
transformation: 

• The first stage is application of artificial intelligence in 
industry, from 1980s, 

• The second stage is a transformation through neural 
networks, introduced in 1986, 

• The third stage of transformation has placed artificial 
intelligence in the science, and is accepted since 1987, 

• The fourth stage of transformation introduced super-
intelligent agents, in 1990s, 

• The fifth stage of transformation is the mystical implosion 
of artificial intelligence that is still ongoing. 

 Mysticism in this matter is trying to point out that implosion 
is a way in which artificial intelligence disappeared within itself, 
and at the same time in some certain connectedness, cognitive 
cybernetics emerges. In that mysticism lies the impossibility of 
terminological discernment and a clear access to technological 
level called ‘Industry 4.0’, as well as transition and emergence of 
the new era of ‘Evolution Industry - Industry X.X.’, in which 
cognitive cybernetics has been already implemented. Therefore, 
regarding such a rapid pace, it can be concluded this already ‘is’ 
the future so widely present as a subject of discussions. 

 Today, this future is also called the ‘Society 5.0’, (germ. 
‘Gesellschaft 5.0’). The Idea of Society 5.0. was launched from 
the ‘Fifth Scientific and Technological Fundamental 
Development Plans’ in Japan by the end of 2015. The idea is to 
bring digitalization closer to all segments of society through the 
creation of a so-called ‘super-smart society’, whose core is the 
social impact of technology and which is focused on cognitive 
cyber-products. Production processes and production itself of 
these cyber-products are created by developed and self-regulated 
autonomous cycles, partly realized through the very products. 

 Toward adoption of the Society 5.0 strategy, on CeBIT 
meeting in Hannover, 25th of January, 2017, the Japanese Prime 
Minister (presented Japan as the partner country) and the German 
chancellor agreed about opinions that although the market 

http://www.astesj.com/


Z. Balaž et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 107-118 (2017) 

www.astesj.com     112 

prerequisites for further development brought by technology such 
as open borders, democratic values and a free trade, they stated: 
‘Millions of people do not know what to expect from the upcoming 
changes, and those who should change the policy and the digital 
sector in Europe which relies on cognitive cybernetics are often 
slow in key decisions’. 

3.1. Transformation approaches of cognitive cybernetics 

 The mystical disappearance of artificial intelligence presented 
above and characterized as an implosion, further shows that the 
emergence of cognitive cybernetics can be studied through three 
approaches to that transformation, as addressed below. 

A. Anthropological approach 

 The anthropological approach of artificial intelligence into 
cognitive cybernetics transformation relies on the study of a 
human species development (life and culture), which looks at the 
presence and future of the human race, and links: 

• nature and culture, 
• past and present, 
• the uniqueness of the human race through diversity of its 

forms. 
 The relationship between nature (biology) and culture defines 
the development of human species through cortex specialization, 
which enables understanding, communication, and learning. 
Thusly created (learned) content is called culture. As a 
fundamental concept of anthropology, culture is a set of behaviors 
that people learn and share in a given period and in a chosen 
natural and social environment. 

 The relationship between past and present although in the 
evolutionary sense compared to other beings follows the same 
natural rules, enriches people with extraordinary ability to learn 
and pass on the knowledge from generation to generation. This 
approach has accelerated the cultural evolution which has become 
faster than the biological evolution. In this sense, profound 
differences are being outlined, not only in terms of anatomy and 
physiology, but also in terms of the very habits so different that 
the essential unity of the human race is not seen anymore, and 
therefore the potential for innovation is harder to be recognized. 

 The uniqueness of human race through diversity of its forms 
is a consequence of the lifestyle difference not only in different 
times and areas, but also within the same society due to regional 
specialties based on the economy and different living conditions 
as entities. Within the same area, differences exist in the way of 
certain communities’ lifestyle, not only immigrants’ ones, but 
also among the sexes, ethnic, age and class groups. Responses 
about purposefulness inquiries given from anthropology are used 
to understand, create and inspire cognitive cybernetics. 

B. Ontological approach 

 Ontological approach to the concept of cognitive cybernetics 
relies on strictly traditional philosophical discipline as the central 
branch of metaphysics that studies the being, if it is a being, as 
such. Modern analytical ontology is, above all, the theory of 

general categories such as object, attribute, event, etc. Ontology 
is a study of nature of the things we find in our environment, 
around the world, and what relationships are among them. In 
addition, it is related to existence, objective property of things, 
space, time, causality, and opportunities that result from all of this. 
Since cybernetics within science explains the general principles 
of the process management, regulation, obtaining, storing, 
transforming and transmitting information, both in living beings 
and in technical systems, therefore as a scientific discipline 
explores a dynamic self-regulating and self-organizing systems, 
while through ontologic patterns also defines system properties. 
In this way, accessibility is recognized in environment and by 
means, changes as responses within. Activity as operation is 
directed towards achieving the goal through takeover of the 
initiative. Socialization that works together with other systems 
and people to achieve goals also helps others in achieving theirs. 
Furthermore, mobility opens the possibility of acting in any 
environment and lastly, a learning ability based on understanding 
human intelligence and communicating with machines ensures 
exceptional availability. 

 Ontological approach enables expansion and connection with 
boundary theory areas of a system, management, information, 
coding, logic, formal languages and grammar, games, 
mathematical algorithms and programming, and robotics, which 
include all four existing types of cybernetics: 

• Theoretical or general cybernetics, 
• Applied or applicable cybernetics, 
• Technical / technological cybernetics, 
• Economic cybernetics. 

Their most important features are the features of the system: 

• a great complexity, 
• stochasticity and  
• auto-regulation. 

 Recognizing these cybernetic characteristics and features 
enables ontological observation through its theoretical, technical 
and economic views. 

 Theoretical point of view represents the logical structure of 
hypotheses, knowledge, discoveries, scientific facts, theories and 
laws. It involves observing, collecting, measuring and rendering 
data, and lastly, data experimentation, for ensuring optimal 
conditions under which data, information and knowledge can be 
obtained. The economic or organizational standpoint provides 
rational technology intended for further research in all essential 
elements. 

C. Captological approach 

 The captological approach to cognitive cybernetics includes 
the cognitive character of persuasive technologies and as a 
superior scientific field introduces expansion limes on ethical 
principles. This approach to cognitive cybernetics through its 
purposefulness in industrial ecology, an emerging scientific 
interdisciplinary field, unites its development by combining 
natural, technical and social sciences into a unique system from 
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global to local level. Foundation of this concept is a cognitive 
captological integration based on analogy between intelligent 
technologies, processes in nature (biosphere) and processes in 
society (technosphere), Figure 8. 

 
Figure 8 - Captology as a threat to innovation’s access and openness 

 The biosphere, with its laws and principles, refers to 
coniferous life around the planet, summed up in earthly life as a 
whole in which all transformations take place. Technosphere is an 
artificial sphere of all kinds of technology around the planet (all 
technical and technological aids, creations and systems), with its 
own artificial time functions in which everything is immersed. 
Today, the ultimate development and application of intelligent 
technologies is experienced as a planetary intelligence system 
made by the Internet, mobile communications, applications and 
virtual structures of technological simulations. Cognitive 
cybernetics might enable the creation of awareness of innovations 
that will drive evolution of life on Earth only in a mental and 
spiritual direction, [12-15]. 

3.2. The role of human factors in cognitive cybernetics 

 Cognitive cybernetics has advanced to such a degree that it 
can do all the imaginable management and monitoring in a 
hardware sense. For its efficient application, education is needed 
to acquire special skills, knowledge and competences required for 
unerring behavior of decision-makers in approaches to accept 
innovations and consider scrupulosity. Herein come invaluable 
characteristics of the ability to use a ‘common sense’: 

• Expressive abstraction and conceptual analysis for quick 
and successful problem solving in unexpected situations 

• Unlimited flexibility. 

Certain problems can be identified through persuasion perfidy 
in the context of treatment and understanding data and 
information. Research has confirmed that ‘third-party tools for 
experiments on users from database software algorithms evaluate 
and rank all information accessed through the network - currently 
95% for which an average educated user reaches!? Thus, it is not 
surprising fact that over 300 trials and about 200 signals are 
continually being run on a daily basis, watched and measured to 
help maintain ‘freshness’ and the speed of collection, securing, 

and transferring data. Although scarcely mentioned, but shows 
persuasion as useful, the captological arsenal is revealed as: 

• Cognitive prejudices, (between more than 170 cognitive 
prejudices emphasize the ‘unwillingness of taking risk in 
time deficit’, and which has been led by persuasive 
message), 

• The weapon of persuasion (this is about persuasive 
techniques that rely on the ‘principle of scarcity’ and the 
‘theory of authority acceptance’), 

• Productivity laziness (confirmed by the fact of human 
mind laziness and the tendency to skip or careless reading 
which, due to the persuasive guidance, results in unwanted 
consequences), 

• Decision-making fatigue, (associated with the user 
exhaustion by persuasive over-offerings that encourage the 
use of lower resistance paths). 

 The brain capacity for learning is enormous and created for 
more demanding intellectual activities than the ones commonly 
included into. The human brain possesses two mutually 
independent systems of receiving and thinking. The leading one 
is in the left half of the brain and it analyses, writes, reads, talks 
and receives logically. The main center for feelings in the right 
half of the brain is more complete, emotional and associative, or 
better said - intuitive. Selected activities of the left and right 
hemispheres of the brain help to its learning by the pairs model 
(challenges and feedbacks). 

The right side of the brain is used for intuitive handling of 
problems based on two components: 

• Simple provisional rules that exploit the proviso to hit the 
most important information but ignore everything else, 
hence allowing a quick reaction, 

• Predispositions of evolved brain abilities - skills acquired 
by genetics and learning to transform predisposition into 
the ability. 

 As the human mind develops regarding to inexhaustible desire 
to try and change, not just by wanting to always follow only 
‘reliable’ answers, the question is whether the brain can be 
stimulated to develop when captologies is not new but uniform, 
deadening situations. 

3.3. Conducted trials 

 In addition to aforementioned persuasive addictions, the 
results of ‘tests/exercises' can be joined from originally elaborated 
materials of the course Intelligent systems, conducted at the 
Zagreb University of Applied Sciences, Electrical Department. It 
is basically about mechanisms and elements of conclusion 
through knowledge bases and databases of an expert system. 
Conclusion is gained by applying acquired knowledge about 
distributed artificial intelligence in correlation with human 
intelligence and social predisposition. The task is precisely 
described by instructions each student receives in the envelope, 
and before starting, teacher reads the instructions aloud before all 
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students at the initial location of the exercise. The task is shared 
to two groups of students who, after receiving the instructions, go 
at two different locations. Students have drawn attention for 
having the opportunity to cooperate with each other, which is the 
goal of exercise, at last. There are five simple questions needed to 
be answered in manner that all students participate and create 
common, identical answers. The guideline text is divided into 
three parts (task description, approach to solving and solution 
guidelines). Conducting this exercise within four educational 
periods in three academic years, 148 students participated, and the 
task was successfully solved not even once. 

 The reason why such a simple task has not yet been solved lies 
in the hyper-offer of data (information). Students are mostly 
taught that use of information technology encourages rapid data 
inspection. By doing such, reading of the task is reduced to mere 
browsing and is very superficial, which makes easier overlook of 
the solving approach. Too much data drives away from deeper and 
more permanent entry into any single argument, fact or idea. An 
overwhelming number of information and characters nullify 
themselves. Students are apt to access the search by going to links 
(connections) irrelevant to problem solving, but seemingly 
interesting information is the very beginning of current potential 
termination of available concentration. This outwardly produces 
impatience, a lack of attention and the absence of co-operation, 
respectively. As in reviews and surveys of a vast data, users are 
prompted to quickly come and go; the same effect was achieved 
through the lumped text of this task. In this journey of a rapid 
collection and data transfer, the cognitive efficiency is lost, 
unfortunately. A lot of confusing information and attention-
shifting parameters fragment, hinder and distort the flow of 
thoughts that end up as distraction. The use of mind is under 
influence of intelligent technology and therefore under the 
pressure. Part of the human mind in charge for critical thinking, 
analysis of reality and which should be used daily as a way of 
thinking in solving problems, but also in social interactions when 
it serves to connect with the outside world, doesn't come to the 
expression in this task, and there was no created understanding – 
mind is lost in captology for it does not follow the evaluation 
sequence. 

A. An example of understanding when meeting other people 

 As an example of understanding, a study was conducted 
related to learning of understanding when meeting other people, 
already discovered by William Outhwaite, who had been looking 
at such situations through four categories: 

1. The category of physical facts that can be noticed (how 
people look and what is the consequence of that). These 
are understandable phenomena in relevant sense, when 
being seen as a sign of something not physical from the 
past or something related to the mental state. 

2. The category of mind states in others that can be identified 
now or can be inferred based on the previous 
comprehension. 

3. The category of others’ actions (by noticing what others do 
and what they consider to be doing) is described with three 
sub-categories: 
a) Recognizing an action by approaching from distance, 
b) Accepting of what is being said about on the same 

elemental level, 
c) Complex judgment of the real importance of what is 

being done or what is thought to be said; 
4. The category of questions why certain things are being 

done, and what motivates people to do them. 

 Latter categories try to establish a difference (especially 
between the states of third and fourth category), or the differences 
between motives and the ‘hermeneutic understanding’. 
Psychological understanding of the human mind mental states can 
be observed based on three conclusions about peoples’ motives 
and their intentions, which are the following: a) visible signs, b) 
explicit statements, and c) knowledge of the ‘situational facts’, 
confirmed by the psychology of the situation that has been 
discussed since Aristotle, Figure 9. From the aforementioned 
examples a complexity of the understanding comprehension can 
be seen, which is theoretically evaluated; and people have a social 
process of meeting embedded in a sub-conscious algorithm 
operable in real-time. 

B. An example of learning understanding while reading aloud 

 To confirm the conducted research, it is useful to consider the 
acquisition of understanding on research example of literacy 
development. Therein, it comes to conclusion that the central 
process of learning by reading is understanding the text and active 
search of meaning and purpose, as established by G. J. Whitehurst 
and C. J. Lonigan. The reading process or understanding what was 
read comes down to understanding of coding and decoding, like 
digital data transmission. This also presents the concept of an 
expert system functioning, which was followed herein for 
explanation and elaboration. 

 
Figure 9 - Analysis of the situation psychology as a situational structure of 
significance 

http://www.astesj.com/


Z. Balaž et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 107-118 (2017) 

www.astesj.com     115 

 Researches on reading effects has set the groundwork for 
reading mechanisms evaluation, which are: 

• a comparison, 
• a recall from the memory, 
• linking what is seen or heard, (or heard before), 
• identifying essential data and rejection of redundant ones. 

 On these grounds, data processing while reading developed by 
R. J. Marzano and D. E. Paynter happens simultaneously with five 
concurrent processes, known as a ‘Model of 5 babushkas’, Figure 
10, which comprises: 

• Understanding the purpose of reading, 
• Estimating the compliance of read data with the purpose, 
• The meaning of the smallest thinking units (claims), 
• Identifying the meaning of words, 
• Recognizing the meaning of a read wholeness. 

 
Figure 10 - Data processing while reading, (the model of 5 babushkas) 

 Reading, listening, watching and pronouncing are the ways of 
learning and each has a different contribution to learned matter. 
In accordance with learning mode, the left and right hemisphere 
along with emotional center of the brain are activated. 
Understanding the reading comprehension (reading aloud) is an 
understanding strategy that along with understanding, implies the 
voice sensitivity and motivation development. The above-
mentioned examples, especially data processing while reading, is 
an important foundation for analyzing different types of reading, 
such as: 

• mature reading, 
• reading a linear text - a printed book, 
• reading a linear text - e-book, 
• reading by text search – a computer, 
• reading hypertext – a computer, 

and where reading should be distinguished from a mere search, 
under the influence of captology and turned into an addictive need, 
because it maintains a worthless dominance over digital 
information flow. The imposed ‘Internet ethics’ through different 
kinds of media results in persuasive addiction manifested by: 

• encouraging and treating a ‘thirst’ for small and short-term 
information slots, 

 
 

• curious dependence on a continuous data stream updated 
in the real-time; an ‘updated status’ which lost its purpose 
slightly after a few moments of release, and 

• the desire to speed up the flow of information. 

 Aforementioned manifestations hold not any contribution to 
storage of learned, because nothing has been learned. Moreover, 
a disturbance has occurred, and no recognized brain cell nor 
emotional center has been activated, which today can be safely 
confirmed by psychometric investigations for more serious (i.e. 
legislative) use, still deliberately delayed, while minor trials so 
needed have not yet been clearly recognized and are ongoing 
through new researches. 

C. An example of a thought material storage 

 In support of the researches conducted, there is also an 
example of storing thought material in the memory, which 
requires a careful and balanced information flow. An example can 
be visualized for the practical acceptance. It is easily possible by 
photography, Figure 11, to identify a chair (or chairs) that 
represents a thought material which can be carefully and 
permanently stored in a visualized mental space. 

 
Figure 11 - The HAZU1 revival hall, Opatička 18, Zagreb - an example with a 
careful and balanced storage of thought material 

 An example of a mess explains a fragmented, disturbed, and a 
ruined flow of thoughts that end up as a distraction. Hardly anyone 
will be able from the photos, (Figure 12 and Figure 13), to 
recognize the thought material at the glance, the ‘seat’, which 
should be stored in the permanent memory. Careful and balanced 
storing of thought material in a chaos is impossible, because from 
a visualized matter a particular psycho-culture is participated, 
lately projected in all spheres of life. 

The term ‘psycho-culture’ comes from the culture (lat. colere - 
cultivate, nourish, cultos - processing, nourishing, cultivating), 
which represents an integrated system of attitudes, beliefs and 
behavior patterns characteristic for the members of society and 
which are not a result of biological heritage, but a social product 
created, transmitted and maintained through communication and 
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learning. The function and meaning of the culture are facilitation, 
extension and development of the human society. 

 
Figure 12 - The courtyard of the house, Trešnjevka in Zagreb - an example of 
thought material storing represented by mess and chaos 

 

Figure 13 - The environment of the building, Hrgovići settlement, Trešnjevka in 
Zagreb - an example of thought material storing represented by mess and chaos 

 Culture arises from the peoples’ need to master the nature and 
to be free from animalistic life, so that man does not cultivate only 
external nature but also his own, thus achieving the process of 
humanization. Under various influences and so under the 
influence of intelligent technologies, culture is subjective to 
collective programming of the mind by which members of one 
community differ from others. Psycho-culture associated with 
Cicero’s cultivation of the soul from ancient times (lat. cultura 
anima), I. Kant evolves and develops it through his ‘categorical 
imperative’ as a noble trait, but also recognizes the formation of a 
collective mentality in society achieved by a dominant ideology 
and which directs social and political processes. Each person has 
its own ideology, a system of values and life orientations that 
direct through life and determine the behavior influenced by 
intelligent technologies and intuigence (intuition + intelligence), 
[16-23]. Socio-cultural neuroscience provides better and better 
insights into complex interactions between socio-cultural and 
neuronal structures and processes, and thus within biological 
mechanisms that underpin socio-cultural phenomena and human 
behavior including all components of Kierkegaard's 
existentialism. 

 For these reasons it is useful to point out that the structure of 
neural network, part of the big brain cortex, represents the 
biological basis of our mental abilities. In adulthood, new 

knowledge and skills are easily adopted without changing the 
structure of the neural network. On the other side, educational, 
psychological, social and emotional environments during such 
development change the very structure of the neural network, 
especially in the brain parts crucial to adopt the most complex 
brain functions. This includes the affective modulation of 
emotional expression, the conceptualization of one's own mind, 
mentalization, cognitive flexibility and a work memory. 

4. Continuation of research 

 The continuation of researches presented in the paper is based 
on the prepared teaching material, [24-28]. In the new education 
period part of the Intelligent Systems program is transformed into 
a new area, [29-34]. This new area will be presented at the 1st 
International Conference on Intelligent Human Systems 
Integration: Integrating People and Intelligent Systems (iHSI 
2018), which will be held at the JW Marriott Marquis in Dubai, 
United Arab Emirates, January 7-9th, 2018. 

Authors in their work have come up with recognizing: 

I. Human Intelligence Systems, (HIS) - at the very beginning 
of the 1980s, researches in the field of artificial 
intelligence was focused on systems associated with 
human intelligence. Their goal was to incorporate the 
principles of human intelligence into intelligent platforms 
for data processing through artificial intelligent systems, 
which in turn resulted and actively contributed to the 
industry development and advancement of society, such as: 

a) advanced development and use of mechanical systems 
and devices in industrial production as intelligent 
autonomous robots, 

b) the introduction of humanoids into the social and 
palliative spheres of life. 

II. Intelligent Human Systems, (IHS) - researches continued 
in the 1990s, conducted on already developed intelligent 
systems foundation with the intent of implementation in 
education, had included among others: 

a) developing and upgrading intelligent interactive 
technologies for use in systems with algorithms 
involving the principles of human thinking, 

b) scientific analysis of social activities and human 
intelligence through mathematical modelling, 
scientific brain research and cognitive sciences in 
general. 

 Such intelligent systems contain the knowledge of certain 
domains with sophisticated decision-making processes and the 
ability to explain their behavior. This feature shows the most 
important aspect of such systems - their ability to effectively 
interact with people in social environment, teaching, and assisting 
in availability and complex data manipulation. Furthermore, their 
use has resulted as a significant impact on human resources with 
the effect of increased demand for education, [35-40]. Knowledge 
(when considering Human Intelligence Systems / Intelligent 
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Human Systems) on the moral plane is designed to achieve what 
is achieved physiologically by asking the following questions: 

1. How does consciousness, starting from the physical plane, 
finally reach the moral one? 

2. How is physical balance a first step towards moral balance? 
3. How is every controlled act the path towards improvement? 
4. How are the rules of control also the rules of training? 
5. How there is no discussion without calmness? 
6. How does raising a will as a freedom and reasonable 

energy give man the freedom, right and task to choose 
between good and evil? 

 Although there are some suggestions today, it is more 
probable that in the near future answers to above questions need 
to be considered taking into account the parameters listed in Table 
1, [41-45]. 

Table  1 - Parameters of the future considerations and justifications of Human 
Intelligence Systems / Intelligent Human Systems areas 

Genetic neo-construction Transhumanism Ultra-Intelligence 
Genetic Technology Singularity Super-Intelligence 
 Extropy  

Biotechnics Cyberpunk 
Historical 
apokatastasis  

Bionics   

Bioethics Posthumanism 
Human-biological 
planning 

Biopolitics The epoch of 
hypermodern 

Spiritual 
programming 

Bioconservatism Nanotechnology  

5. Conclusion 

 Education for acquiring knowledge, skills and competencies 
will experience drastic changes in the near future because it will 
have to rely on cognitive cybernetics. In this paper, the results of 
research are presented as elaborated concepts of internationally 
recognized ITK institutions that launch new education programs 
with their partners. The Electrotechnical Department of Zagreb 
University of Applied Sciences is one of the partners since proven 
by its approach to educational standards formation and study 
programs alignment in polytechnic areas with the needs (existing 
and future) of the labor market, all in the context of globalization 
and technological development. Regarding to changes of higher 
education environment and the needs of labor market, it is 
necessary, as soon as possible, to harmonize them with the 
principles of cognitive cybernetics. This alignment must 
necessarily improve latter with introduction of new cognitive 
education modules because such activity of educational content 
should be a research for which human factors are at the same level 
of perfection and reliability as the available cognitive cyber-
technology. 

 When information processing, problem-solving and decision-
making are compared with expert system that contains human 
cognition and mental potential, it is possible to pull a parallel with 
intuition and intelligence. 

 The knowledge base is ‘cognitively’ dependent, associated 
with symbolic representation, and is identical to intelligence. 
Applying databases and knowledge bases, it would be useful to 
subject it to conclusion mechanism. This in biological sense of 
identifying with the human brain functioning (the way of thinking) 
suggests that purposeful use of intuition and intelligence require 
some sort of a skilled strategy – the intuigence, which has been 
confirmed by outputs of detailed researches carried out from 2008 
to date, and which are presented in this paper. 

 When the education, psychological, social and emotional 
environment are linked to the presence and intimacy of intelligent 
systems and interactive technologies, the hypothesis of their 
multiple influences is confirmed; in a positive sense – through the 
knowledge of raising the level of integrated human mind 
development, and the negative one – the influence on people 
through neuropsychiatric disorders development. Biomedical and 
sociologically important concept is one of the main subjects of 
continuous discussion between advocates of selective theory 
against advocates of constructive theory of mental processing. 
Nowadays, the question about how to use the mind and intelligent 
technologies seems to be the same one. As one part of the human 
mind is in charge for critical thinking and reality analysis, it is 
used for problem solving but also in social interactions when it 
serves to connect with outside world. The second part of the mind 
is used for imagination and can only be triggered when the 
analytical opinion is excluded. The notion that imagination and 
analytical thinking are not treated as two opposing forms of 
thinking, but as two kinds of opinions with different functions, is 
the result of intelligent technologies impacts, for which human 
intelligence should set some directions and advices. For these 
reasons the question is set: does between cognitive cybernetics 
and captology exist a cooperation or the conflict? 
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This paper proposes the modeling and control of a Solid-State 
Transformer using a three-stage conversion topology. First, a 
rectification stage is used, where a three-phase high-voltage AC signal 
is converted to a DC level; this stage is then followed by a DC-DC 
converter, and finally an inverter is used to convert the DC into a 
three-phase low-voltage AC signal. The adopted topology is modeled 
using a simplified model for each stage, useful to design their 
controllers. Based on these models, the controllers are tuned to obtain a 
good performance to sudden load changes. This performance is tested 
through simulations.
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1 Introduction

It is necessary to mention that this paper is an ex-
tension of work originally presented in [1]. This ex-
tension includes a detailed description of the pro-
posed models and controllers. These models are used
for tuning the controller parameters in order to ob-
tain good performance in presence of sudden load
changes.

Solid-State Transformers (SST) are emerging as a
new technology capable of replacing power distribu-
tion transformers [2]. It is expected that the next
generation of the power distribution transformers is
based on power electronics semiconductor devices [3].
By using these semiconductors, it is possible to design
an apparatus based on power converters with smaller
and lighter high-frequency transformers. In this way,
it is possible to obtain a smaller and lighter distribu-
tion transformer when compared with a traditional
transformer of the same power rating. Roughly speak-
ing, SSTs work as follows. In a first stage a sinusoidal
signal of, typically, 50 or 60 Hz is converted to a high-
frequency signal. Then, the amplitude of this signal
is changed, by using a small high-frequency trans-
former, and finally in a third stage a new signal of
the same frequency as the input signal but different
amplitude is obtained.

Several topologies for the SST can be found in the
literature, with their advantages and disadvantages

[4]. In addition, it is possible to find some reviews
dealing with the subject [5, 6]. Applications in trans-
portation and smart grid can be found in [7]; whereas
a topology based on SiC devices can be found in [8].
Also, a traditional transformer and an SST were com-
pared in [9], and a procedure to obtain a detailed
model of an SST topology can be found in [10].

Figure 1: SST topology.
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A three-stage SST is considered in this paper [7].
Its topology is shown in Figure 1. The three stages are:
a rectification stage, where a three-phase high voltage
(HV) AC grid voltage is converted to a DC signal, a
DC-DC converter stage (multiple stages in parallel)
that provides isolation and performs the level adap-
tation, and finally, an inverter stage that converts the
DC signal into a three-phase low voltage (LV) AC si-
nusoidal wave.

In this paper, simple models for each stage are pro-
posed. Using these models, the required controllers
are designed and their parameters are tuned to ob-
tain a good performance in presence of sudden load
changes. In order to test the performance of the pro-
posed controllers, simulations results are introduced.

2 Proposed SST topology and
model

Figure 2 shows a general diagram of the chosen
topology. The SST is composed of a bidirectional
multi-level HV three-phase converter, labeled Recti-
fier, six bidirectional isolated DC-DC converters, la-
beled DHB1 through DHB6, and a bidirectional LV
three-phase converter with neutral, labeled Inverter.
This topology has a great degree of modularity, allow-
ing to consider the converters as decoupled systems
and simplifying the design of the controllers [7].

Each converter and its simplified model is de-
scribed below. Since the controllers are implemented
using digital control techniques, the models are de-
scribed in discrete time, assuming a sampling time Ts.

2.1 Rectifier

The rectifier is a three-phase AC-DC converter con-
nected to the HV grid. As shown in Figure 2, the recti-
fier input port is modeled as a three-phase controlled
voltage source vrec = [vreca vrecb vrecc]T , coupled to the
HV grid voltage vhv = [vhva vhvb vhvc]T through an in-
ductor with current ihv = [ihva ihvb ihvc]T . This cou-
pling filter is modeled using complex vector notation
(see Appendix). The zero order hold (zoh) discrete
time model of the coupling filter results:

~ihv[k + 1] =
Ts
Lrec

~̄vhv[k]− ~vrec[k]

+~ihv[k], (1)

where ~̄vhv[k] = 0.5(~vhv[k + 1] + ~vhv[k]) is the mean
value of the HV grid voltage in the time interval Tsk,
Ts(k + 1).

The output ports of the rectifier are modeled as
current sources iiX , with X = 1 . . .6. These currents are
computed through power balance. Considering that
both H bridges of each phase of the rectifier are given
the same reference, it can be found that their currents

are equal:

ii1[k] = ii2[k] =
vreca[k]ihva[k]

VbusH1[k] +VbusH2[k]
, (2)

ii3[k] = ii4[k] =
vrecb[k]ihvb[k]

VbusH3[k] +VbusH4[k]
, (3)

ii5[k] = ii6[k] =
vrecc[k]ihvc[k]

VbusH5[k] +VbusH6[k]
. (4)

Note that in this rectifier model, the independent vari-
ables (control inputs) are the three-phase components
of vrec[k].

2.2 Dual Half Bridge (DHB)

Since there are six isolated DC buses in the recti-
fier, there are six DC-DC converters which are imple-
mented using the DHB topology, which are modeled
as current sources. The coupling between the output
ports of the rectifier and the input port of each DHB
is performed through a capacitor. The voltage across
each of these capacitors is modeled through the differ-
ence equation:

VbusHX [k + 1]=
Ts

CH /2

iiX [k]− ioX [k]

+VbusHX [k], (5)

with X = 1 . . .6. The DHBs themselves are controlled
using a phase shift strategy. Therefore, each converter
can be modeled through the algebraic equation for
their average power transfer [11]:

PdhbX [k]=

VbusHX [k] mVbusL[k]δX [k]

π − |δX [k]|


8π2Ldf
dhb
sw

, (6)

where m is the DHB transformer relation, Ld is the to-
tal leakage of the transformer referred to the HV side,
f dhbsw is the switching frequency of the DHB converter,
and δX is the phase shift angle between the voltages
generated at the HV and LV sides of the DHB under
consideration. Dividing this power by VbusHX [k], it
results

ioX [k] =

mVbusL[k]δX [k]

π − |δX [k]|


8π2Ldf
dhb
sw

, (7)

which describes the relation between input port ioX
and the control action δX . The outputs of all the DHBs
are connected in parallel, and feed the LV bus. The
relation between the input signals and the output sig-
nals is obtained through power balance, as described
in the following equation:

idhbX [k] =
ioX [k]VbusHX [k]

VbusL[k]
. (8)

Note that in this DHB model, the independent vari-
able (control input) for each DHB is δX .
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Figure 2: SST topology, model and general control scheme.

2.3 Inverter

The inverter is a three-phase DC-AC converter con-
nected to the LV grid. The input port is modeled as
a controlled current source iL, and the output port
is modeled as a three-phase controlled voltage source
vinv = [vinvr vinvs vinvt]T . The load voltage and cur-
rent are vlv = [vlvr vlvs vlvt]T and ilv = [ilvr ilvs ilvt]T ,
respectively.

The coupling between the output ports of the
DHBs and the input port of the inverter is performed
through a capacitor. The voltage across this capacitor
is modeled through the difference equation:

VbusL[k + 1] =
Ts
CL/2

idhb[k]− iL[k]

+VbusL[k], (9)

where

idhb[k] =
6∑

X=1

idhbX [k]. (10)

The coupling between the load and the output port
of the inverter is performed by an LC filter. Since each
leg of the inverter is controlled as a single phase con-
verter, the zoh discretization of this filter is given for
each phase of the inverter. This is denoted with sub-
script Y , which can be equal to r, s or t:

xinvY [k + 1]=AinvxinvY [k]+BinvvinvY [k]+Binv1ilvY [k],
(11)

where xinvY [k] = [iinvY [k] vlvY [k]]T ,

Ainv=

 cos( Ts√
CinvLinv

) −
√
Cinv
Linv

sin( Ts√
CinvLinv

)√
Linv
Cinv

sin( Ts√
CinvLinv

) cos( Ts√
CinvLinv

)

 , (12)

Binv=


√
Cinv
Linv

sin( Ts√
CinvLinv

)

1− cos( Ts√
CinvLinv

)

 , (13)

Binv1=

 1− cos( Ts√
CinvLinv

)

−
√
Linv
Cinv

sin( Ts√
CinvLinv

)

 . (14)

As in the previous converters, the relation between
the input signals and the output signals is obtained
through power balance, as described in the following
equation:

iL[k] =
vinv[k] • ilv[k]
VbusL[k]

, (15)

where the • operator denotes scalar product. Note
that in this inverter model, the independent variables
(control inputs) are the three-phase components of
vinv[k].

3 Converter controller description

Figure 2 shows the simplified block diagrams of the
proposed controllers for each converter. In this figure,
dashed lines represent measured signals, and solid
lines in the controllers represent control signals. In
what follows, each individual controller is described.

3.1 Rectifier control

This controller is tasked to make the HV grid cur-
rent ihv to copy the current reference i ∗hv . This is
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achieved through a full state feedback (FSF) control
with the addition of a reduced order generalized inte-
grator (ROGI) [12]. The ROGI is added to achieve zero
steady state tracking error, since the current reference
is a grid frequency positive sequence three-phase sig-
nal. Considering a one sample time processing de-
lay, typical in digital implementations, complex vec-
tor notation, and space vector modulation (SVM), the
control action is

vrec[k] = v∗recSVM [k − 1], (16)

v∗recSVM [k] = v∗rec[k]− vmc[k], (17)

vmc[k] = 0.5(max(v∗rec[k]) + min(v∗rec[k])) , (18)

where max and min functions are computed between
the abc components of v∗rec[k]. Also,

~v ∗rec[k] = −Krec


~ihv[k]−~i ∗hv[k]
~v ∗rec[k − 1]
~r1[k]

 , (19)

~r1[k + 1]=j(1− ejωTs )
~ihv[k]−~i ∗hv[k]

+ ejωTs~r1[k], (20)

with Krec a 1×3 complex gain vector, and ~r1[k] repre-
sents the state of a ROGI tuned at fundamental grid
angular frequency ω. As described in [12], gain vec-
tor Krec can be found using the linear quadratic regu-
lator method, or by pole placement using Ackerman’s
formula, and the matrix description of the system:

xrec[k + 1] = Arecxrec[k] +Brec~v
∗
rec[k], (21)

where xrec[k] = [~ihv[k] ~v ∗rec[k − 1] ~r1[k]]T ,

Arec =


1 − Ts

Lrec
0

0 0 0
j(1− ejωTs ) 0 ejωTs

 , (22)

Brec = [0 1 0]T . (23)

The reference i ∗hv is the output of the LV bus con-
troller, and it is related to the instantaneous HV grid
voltage through

i∗hv[k] = g[k]vhv[k], (24)

where g is a scalar variable signal. Therefore, depend-
ing on the sign of g and assuming vhv sinusoidal with
no harmonic distortion, the rectifier will source or
sink a three-phase sinusoidal current to the HV grid,
with unity power factor. In this paper the closed loop
poles are chosen to achieve a settling time of 4.5[ms].

3.2 DHB control

The objective of the DHBs is to transfer the pulsating
power of each of the H bridges of the rectifier to the
LV bus, where the resulting power is non-pulsating.
To achieve this objective, the controller of each DHB
is designed to keep its instantaneous voltage VbusHX at
its reference level V ∗busH (which is the same for all six
DHBs). As shown by (7), the relation between current

ioX and phase-shift angle δX is non-linear. In order to
be able to apply linear control techniques, a feedback
linearization (FL) is implemented. Then, the resulting
linear system is controlled through FSF.

Considering a one sample time processing delay,
the control action is

δX [k] = δ∗X [k − 1], (25)

where

δ∗X[k]=0.5π

1−
√

1−32f dhbsw
|i∗oX[k]|
mVbusL[k]

sign(i∗oX[k]),

(26)

is obtained from (7) and it is the FL equation for
the system. Assuming that VbusL[k] ' VbusL[k − 1]
(slow varying signal), it can be numerically verified
that for a given value of i∗oX [k − 1], evaluating (26) at
k − 1, and replacing the result in (25) and (7) yields
ioX [k] ' i∗oX [k − 1]. Therefore, the linearized system is
modeled by (5) and

ioX [k] = i∗oX [k − 1]. (27)

Adding a discrete time backward Euler integrator to
achieve zero steady state error, the control action for
each DHB is computed as follows:

i∗oX [k] = −KDHB

VbusHX [k]−V ∗busH [k]
r0[k]
ioX [k]

 , (28)

r0[k + 1] = Ts

VbusHX [k]−V ∗busH [k]

+ r0[k], (29)

where Kdhb is a 1×3 gain vector, and r0[k] represents
the state of the discrete integrator. Once (28) is com-
puted, the phase shift angle δ∗X is obtained through
(26) and applied to the converter.

Gain vector Kdhb can be found using the linear
quadratic regulator method, or by pole placement us-
ing Ackerman’s formula, and the matrix description
of the linearized system:

xdhb[k + 1] = Adhbxdhb[k] +Bdhbi
∗
oX [k], (30)

where xdhb[k] = [VbusHX [k] r0[k] ioX [k]]T ,

Adhb =


1 0 − Ts

CH /2
Ts 1 0
0 0 0

 , (31)

Bdhb = [0 0 1]T . (32)

This scheme makes each DHB source power to the LV
bus if its HV bus voltage is higher than V ∗busH , or sink
power from the LV bus if its HV bus voltage is lower
than V ∗busH . In this paper the closed loop poles are
chosen to achieve a settling time of 1[ms].
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3.3 LV bus control

This controller is tasked to keep the mean value of the
LV bus voltage (V̄busL in Figure 2) at the reference level
V ∗busL. In order to do so, signal VbusL is filtered (filter
not shown in the figure) and then a proportional in-
tegral (PI) controller is used. The output of this con-
troller is the variable gain g. This gain is used to prop-
erly scale the measured HV grid voltage, and generate
the current reference for the rectifier, defined in (24).
For this reason, the dynamics of the rectifier control
loop and the LV bus control loop must be decoupled.
This is achieved by making the bus control loop sig-
nificantly slower than the rectifier and DHB control
loops.

The LV bus voltage is modeled by (9). Since there
is no controlled current source directly connected to
the LV bus, the design of the controller assumes that
idhb is the control action. Once the control action idhb
is computed, gain g is obtained through power bal-
ance:

g[k] =
idhb[k]V̄busL[k]

3V 2
nomhv

, (33)

where Vnomhv is the nominal rms value of the HV grid
voltage. As stated at the beginning of this section, this
controller is slow. Therefore, both the processing de-
lay and the dynamics of the filter used to obtain V̄busL
can be ignored without significant error. Considering
this, and adding a discrete time backward Euler inte-
grator to achieve zero steady state error, the control
action is computed as follows:

idhb[k] = −KLV
[
V̄busL[k]−V ∗busL[k]

r0LV [k]

]
, (34)

r0LV [k + 1] = T s

V̄busL[k]−V ∗busL[k]

+ r0LV [k], (35)

where KLV is a 1×2 gain vector, and r0LV [k] repre-
sents the state of the discrete integrator. Once (34) is
computed, gain g is computed through (33), and used
to generate the HV grid current reference i ∗hv through
(24).

Gain vector KLV can be found using the linear
quadratic regulator method, or by pole placement us-
ing Ackerman’s formula, and the matrix description
of the system:

xLV [k + 1] = ALV xLV [k] +BLV idhb[k], (36)

where xLV [k] = [VbusL[k] r0LV [k]]T ,

ALV =
[

1 0
Ts 1

]
, (37)

BLV = [
Ts
CL/2

0]T . (38)

In this paper the closed loop poles are chosen to
achieve a settling time of 100[ms].

3.4 Inverter control

This controller implements the active damping (AD)
of the output LC filter resonance. The implemen-
tation of the AD requires to measure the current
through Cinv . To avoid this measurement, an estima-
tor through high pass filter derivation is used. This
estimator only requires the measurement of vlv , and
only slightly increases the settling time of the control
loop. The LV grid voltage reference v∗lv is added to
the control action of the AD. This voltage reference is
a three-phase balanced sinusoidal signal, which can
be generated internally, or can be obtained through
a synchronization algorithm in synchronism with the
HV grid voltage.

Since each leg of the inverter is controlled inde-
pendently, there are three equal controllers. In what
follows, they are described with subscript Y = r, s or
t. Considering a one sample processing time, the con-
trol action for the active damping strategy is vinvY [k] =
v ∗invY [k − 1], where

v ∗invY [k] = −Klv

 îCinvY [k]
vlvY [k]

v ∗invY [k − 1]

+K∗v ∗lvY , (39)

where Klv is a 1×3 gain vector, K∗ is a gain, and
îCinvY [k] is the estimated capacitor current, obtained
from the zoh discretization of a high pass filter:

ηY [k + 1] = (e−ωcTs − 1)vlvY [k] + e−ωcTsηY [k], (40)

îCinvY [k] = Cinvωc

vlvY [k] + ηY [k]

, (41)

with ωc the cut off frequency of the high pass filter,
and ηY the state of the filter.

Gain vector Klv is obtained by pole placement to
damp the LC filter resonance using Ackerman’s for-
mula, and the matrix description of the system:

xlv[k + 1] = Alvxlv[k] +Blvv
∗
invY [k], (42)

where xlv[k] = [iinvY [k] v ∗invY [k − 1] vinvY [k]]T ,

Alv =
[
Ainv Binv
0 0 0

]
, (43)

Blv = [0 0 1]T . (44)

Finally, gain K∗ is included to compensate the magni-
tude of the LV grid voltage reference, and is obtained
evaluating:

T F = Clv(z I −ACLlv )−1Blv
∣∣∣
z=ejωTs

, (45)

K∗ = |1/T F|, (46)

where ACLlv = Alv −BlvKlv , I is the 3×3 identity matrix
and Clv = [0 1 0]. Note that the controllers for each
phase use the same gain vector Klv and gain K∗. In
this paper the closed loop poles are chosen for opti-
mal damping (ζ = 0.707). This results in a settling
time of approximately 2[ms].
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4 Parameter selection criteria

This section gives criteria for choosing the values of
the different parameters of each converter.

4.1 Rectifier coupling inductance Lrec

Figure 3: Rectifier phase a and switching interval variables.

The value of Lrec is chosen to obtain a desired current
ripple 4i when injecting zero current to the HV grid.
Due to the 5-level structure of the rectifier and the use
of unipolar modulation, the effective switching fre-
quency applied to Lrec is 4f recsw [1]. Also, this multi-
level structure ensures that the voltage difference ap-
plied to Lrec will never be larger than V ∗busH (assuming
all the HV buses are kept at that level).

Taking phase a as a reference, Figure 3 shows one
switching interval. The current variation in this inter-
val is

4i =
Ton
Lrec

(vhva −V ∗busH ). (47)

Since zero current injection is assumed, in this inter-
val

vhva ' V ∗busHd, (48)

where d = Ton/T . Therefore, replacing this in (47),

4i =
V ∗busH
Lrec4f

rec
sw

(d2 − d), (49)

where T = 1/(4f recsw ) was used. The maximum 4i oc-
curs for d = 0.5, therefore for this condition, from (49),

Lrec =
V ∗busH
4i16f recsw

. (50)

From Table 1, choosing the peak current ripple 4i/2 =
0.1(
√

2Inomhv), the inductance results Lrec = 190[mH].
From an additional analysis not included in this pa-
per, considering commercially available cores, Lrec =
200[mH] is chosen.

4.2 DHB transformer leakage inductance
Ld

From (6), assuming VbusHX [k] = V ∗busH and VbusL[k] =
V ∗busL = V ∗busH /m the maximum power transfer occurs
for δX [k] = π/2 and results

PdhbMAX =
(V ∗busH )2

32Ldf
dhb
sw

. (51)

Under nominal operation conditions, each DHB will
have to transfer a mean power P̄dhb = Snom/6. Taking
a safety margin of PdhbMAX = 2P̄dhb to catch any tran-
sients, and replacing this in (51), the leakage induc-
tance results

Ld =
3(V ∗busH )2

32Snomf
dhb
sw

. (52)

Using the necessary parameters from Table 1 to eval-
uate (52), it results Ld = 8.44[mH]. From an addi-
tional analysis not included in this paper, designing
Ld considering commercially available cores, it results
Ld = 8.8[mH] .

4.3 HV bus capacitor CH

Figure 4: 4VbusH [V] for a 10% HV grid voltage dip for different
values of CH .

During the event of dips or swells in the HV grid
voltage vhv , there will be a transient behavior in each
of the HV buses. This can lead to unacceptable un-
der/over voltages in VbusHX . The HV buses voltage
variations during these transients are determined by
the value of CH , the settling time of each DHB con-
trol loop, and the magnitude of the dips or swells.
Since the evaluation of these transients involves the
DHB control loop, the process is iterative. For a given
value of CH , gain Kdhb must be computed. Then, the
performance is evaluated through a simple simulation
applying the desired dip or swell magnitude. Finally,
the process is repeated until the desired performance
is attained.

The evaluation is performed considering a step
change in the magnitude of vhv . In the following, the
worst case scenario for VbusH1 is analyzed, which is
similar for the remaining buses.

The maximum instantaneous power variation in
phase a occurs when the rectifier is sinking nominal
current, and at the instantaneous peak of vhva[k] its
magnitude changes 4vhv volts. From (1), assuming
that previous to the step ~vhv ' ~vrec, the magnitude of
the change in the HV grid current is

4ihv '
Ts
Lrec
4vhv . (53)

From (2), assuming that previous to the step VbusH1 =
VbusH1 = V ∗busH , the variation in current ii1 is

4ii =

√
2Vnomhv4ihv

2V ∗busH
=
Ts
Lrec

√
2Vnomhv4vhv

2V ∗busH
, (54)
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where (53) was used for the last equality. Now the ef-
fect of 4vhv in VbusH1, defined as 4VbusH , is evaluated
simulating the closed loop response of the linearized
DHB (30)-(32):

4xdhb[k + 1] = Acldhb4xdhb[k] +Biidhb4ii , (55)

4VbusH [k] = [1 0 0]4xdhb[k], (56)

where Biidhb = [ Ts
CH /2

0 0]T and Acldhb = Adhb −BdhbKdhb.
Figure 4 shows simulation results for this system for
CH = 10 [µF], 1[µF] and 0.5[µF] when a 10% dip is
simulated (4vhv = −0.1Vnomhv) for the DHB control
designed with a settling time of 1[ms]. From the re-
sults CH = 1 [µF] is chosen, since it results in a 2.5%
voltage variation.

4.4 LV bus capacitor CL

Figure 5: 4VbusL [V] for a nominal load sudden connection and
different values of CL.

The value of capacitor CL is chosen so that in the event
of a sudden nominal load connection, the LV bus volt-
age does not go below the minimum value required
for normal operation. The minimum LV bus voltage
required for operation is

VbusLMIN = 2
√

2Vnomlv = 622V , (57)

where the value is obtained from Table 1. Therefore, a
conservative design criterion is to keep VbusL > 700V
when a nominal load is connected. This is equivalent
to obtain a LV bus voltage variation 4VbusL < 100V .

To evaluate the LV bus voltage variation for dif-
ferent values of CL, gain vector KLV is computed for
each given value, and then a simulation is performed.
From (36)-(38), the following system is simulated:

4xLV [k + 1] = AclLV4xLV [k] +BclLV4iL, (58)

4VbusL[k] = [1 0]4xLV [k], (59)

where ACLLV = ALV − BLVKLV , BclLV = −BLV and 4iL =
Snom/V

∗
busL. Figure 5 shows simulation results for this

system for CL = 5 [mF], 10[mF] and 15[mF] when a
nominal load is suddenly connected and the LV bus
voltage control loop is designed with a settling time
of 100[ms]. From the results all capacitor values meet
the requirements, however CL = 10 [mF] is chosen be-
cause of reduced ripple under unbalanced load condi-
tions.

4.5 Inverter filter LinvCinv
The typical output impedance of a standard trans-
former is 2%-5% of its base impedance. Therefore,
Linv is chosen so that its impedance at angular fre-
quency ω is 2% of the base impedance:

Linv = 0.02
3V 2

nomlv

ωSnom
= 462 [µH]. (60)

On the other hand, capacitor Cinv limits the band-
width of the output. Here, to obtain a fast transient
response, the cut-off angular frequency of the output
filter is chosen

ωcut−of f = 20ω. (61)

Since the resonance frequency of the filter is approxi-
mately equal to the cut-off frequency,

ωres 'ωcut−of f =
1

√
LinvCinv

, (62)

then

Cinv =
1

(20ω)2Linv
= 55 [µF]. (63)

5 Operation analysis of the con-
trol system and simulation re-
sults

This section presents simulation results of the pro-
posed SST when a load is suddenly connected and
disconnected. Additionally, results for sudden non-
linear load connection are included. The results are
obtained using the switching models of all converters.
The system parameter summary is shown in Table 1.

Table 1: System parameter summary

RECTIFIER AND LV BUS
Param. Value Description
Snom 20[kVA] SST nominal power
Vnomhv 7621[Vrms] HV nom. phase voltage
Inomhv 0.875[Arms] HV nom. phase current
f 50[Hz] HV grid frequency
Lrec 200[mH] HV filter inductance
V ∗busL 800[V] LV bus reference
CL 10[mF] LV bus capacitor
f recsw 8[kHz] Switching frequency

DHB
CH 1[µF] HV bus capacitor
CdhbL 56[µF] LV DHB capacitor
Ld 8.8[mH] DHB leakage ind.

V ∗busH 6000[V] HV bus reference
m 7.5 Transformer relation
f dhbsw 20[kHz] Switching frequency

INVERTER
Linv 461.2[µH] LC filter ind.
Cinv 55[µF] LC filter cap.
Vnomlv 220[Vrms] LV phase voltage
f invsw 20[kHz] Switching frequency
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The controllers were designed so that the rectifier con-
trol loop has a settling time of 4.5[ms], the DHB con-
trol loop has a settling time of 1[ms], and the LV bus
voltage control loop has a settling time of 100[ms].
The settling time of the inverter AD loop is defined
by the cutoff frequency of its LC output filter plus the
estimation of the current through Cinv . This settling
time results approximately 2[ms].

5.1 Sudden load connection

Figure 6: vlv [V] sudden load connection.

Figure 7: ilv [A] sudden load connection.

Figure 8: VbusL [V] sudden load connection.

Figure 9: vhv [V] sudden load connection.

Figure 10: ihv [A] sudden load connection.

Figure 11: VbusH1 −VbusH6 [V] sudden load connection.

The simulation results shown in Figures 6-11 start at
t = 0.18[s] with the SST in steady state, with no load
connected on the LV side. This means that the HV and
LV buses start at their reference voltage levels and that
a balanced three-phase sinusoidal voltage vlv is gener-
ated without taking significant current ihv from the
HV grid.

At t = 0.2[s] a resistive nominal load is connected
at the inverter output. The following sequence of
events occurs (refer to Figure 2 for the definition of
the variables):

• Figures 6 and 7 show vlv and ilv , respectively.
As expected, when the load is connected vlv has
a short transient.

• Through power balance, current source iL takes
current from capacitor CL, reducing voltage
VbusL as shown in Figure 8. As can be seen, its
settling time is approximately 100[ms], as de-
signed.

• The LV bus voltage control loop detects the re-
duction of V̄busL, increasing in turn the value of
g, resulting in g > 0. As a result, current refer-
ence i∗hv magnitude increases.

• Commanded by its current controller, the recti-
fier sinks active power from the grid, with unity
power factor. Figures 9 and 10 show vhv and ihv ,
respectively. Here the settling time of the cur-
rent is tied to the settling time of g, defined by
the LV bus control loop.

• Through power balance, the current source out-
puts of the rectifier charges capacitors CH of the
HV buses, increasing their voltage levels. The
voltages of the HV buses is shown in Figure 11.

• The control loop of each DHB detects the
increase in their respective HV bus voltage
VbusHX . As a result, it commands each DHB
to sink current ioX in order to decrease the in-
stantaneous value VbusHX to its reference value
V ∗busH once again. This results in the short
transient increase in the mean value of voltages
VbusHX seen in Figure 11. Through power bal-
ance, each output current idhbX sources current
to the LV bus, charging CL to V ∗busL again, as
shown in Figure 8.

By the end of this sequence, in steady state, the sys-
tem is delivering power to the load and taking current
with unity power factor from the HV grid.
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5.2 Sudden load disconnection

Figure 12: vlv [V] sudden load disconnection.

Figure 13: ilv [A] sudden load disconnection.

Figure 14: VbusL [V] sudden load disconnection.

Figure 15: vhv [V] sudden load disconnection.

Figure 16: ihv [A] sudden load disconnection.

Figure 17: VbusH1 −VbusH6 [V] sudden load disconnection.

Starting from the previous condition, if the load is
now disconnected, the following sequence of events
will occur:

• Figures 12 and 13 show vlv and ilv , respectively.
As expected, when the load is disconnected vlv
has a short transient.

• Through power balance, current source iL
stops sinking current from capacitor CL, which
charges because the DHBs are still transferring
power from the HV grid. This is seen in Figure
14.

• LV bus voltage control loop detects the voltage
increase in V̄busL, decreasing in turn the value of
g, resulting in g < 0. As a result, current refer-
ence i∗hv magnitude decreases.

• Commanded by its current controller, the recti-
fier goes from sinking to supplying active power
to the grid, with unity power factor. Figures 15
and 16 show vhv and ihv , respectively.

• Through power balance, the current source out-
puts of the rectifier discharge capacitors CH of
the HV buses, decreasing their voltage levels, as
seen in Figure 17.

• The control loop of each DHB detects the
decrease in their respective HV bus voltage
VbusHX . As a result, it commands each DHB to
source current ioX in order to increase the in-
stantaneous value VbusHX to its reference value
V ∗busH once again. This results in the short tran-
sient decrease in the mean value of voltages
VbusHX seen in Figure 17. Through power bal-
ance, each output current idhbX sinks current
from the LV bus, discharging CL to V ∗busL again,
as shown in Figure 14.

By the end of this sequence, in steady state, the system
has its buses at their reference values, and the inverter
generates vlv without sinking current ihv from the HV
grid.

5.3 Sudden non-linear load connection

The simulation of section 5.1 is repeated for the sud-
den connection of a balanced non-linear load. For
each phase of the inverter, the load is composed of a
single phase rectifier, feeding a 1[mH] inductor in se-
ries an RC load where R and C are in parallel (with
R=19.5[Ω] and C=1[µF]). The results of this simula-
tion are shown in Figures 18-23. As can be seen in
these results, the proposed topology works well un-
der highly non-linear load conditions.
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Figure 18: vlv [V] sudden non-linear load connection.

Figure 19: ilv [A] sudden non-linear load connection.

Figure 20: VbusL [V] sudden non-linear load connection.

Figure 21: vhv [V] sudden non-linear load connection.

Figure 22: ihv [A] sudden non-linear load connection.

Figure 23: VbusH1 −VbusH6 [V] sudden non-linear load connec-
tion.

5.4 Sudden non-linear unbalanced load
connection

The simulation of the previous section is repeated, us-
ing the same non-linear load, but connecting these
loads to only two of the three phases. The results of
this simulation are shown in 24-29. As can be seen in
these results, the proposed topology also works well
for unbalanced non-linear loads.

Figure 24: vlv [V] sudden non-linear unbalanced load connec-
tion.

Figure 25: ilv [A] sudden non-linear unbalanced load connec-
tion.

Figure 26: VbusL [V] sudden non-linear unbalanced load connec-
tion.

Figure 27: vhv [V] sudden non-linear unbalanced load connec-
tion.

Figure 28: ihv [A] sudden non-linear unbalanced load connec-
tion.
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Figure 29: VbusH1 − VbusH6 [V] sudden non-linear unbalanced
load connection.

6 Conclusions

In this paper a model and a control strategy for an
SST topology is proposed. The analyzed SST is de-
signed using three separate stages: a rectifier, a DC-
DC converter and an inverter. The proposed design
approach is to model each stage using simple models.
These simple models help to design and tune the con-
trollers for each stage. The main focus of the tuning
procedure is to obtain good performance to sudden
load connections. Criteria to choose the main param-
eters of the SST are also given.

To validate the proposed method, simulation re-
sults are presented. The results show that the pro-
posed topology and control strategies perform as ex-
pected from design conditions. Moreover, the staged
design of the SST allows to decouple the HV side from
the LV side in regard to load disturbances, which is an
additional feature of the SST when compared to tradi-
tional transformers. Simulations were performed for
both linear and non-linear loads. Moreover, a non-
linear unbalanced load was also tested, with good per-
formance results.
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Appendix

Given a three-phase signal f = [fa fb fc]T , its αβ com-
ponents are obtained through Clarke’s transform:[

fα
fβ

]
=

2
3

[
1 −0.5 −0.5
0
√

3/2 −
√

(3)/2

]fafb
fc

 . (64)

Then, the complex vector ~f is defined as

~f = fα + jfβ , (65)

where j =
√
−1.
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 In this paper, a hybrid system solar cell antenna was studied. Our contribution lies in the 
combination of both optical and radio-frequency signals in a solar cell antenna. Hence, we 
propose a new method to merge antenna and solar cell. The   leaf- shaped patch solar cell 
antenna was dedicated at a time to the energy harvesting and the RF transmission. A 
performance analysis of the solar cell antenna was conducted using Advanced Design 
System (ADS) software. Simulation results showed a resonance at a frequency of 15.77 GHz 
with an effective return loss of -27.62dB and a gain of 5.77dBi. 
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1. Introduction  

Solar energy was considered as one of the most renewable 
energy resources that could fill the shortage of energy needs. In 
fact, human beings used the solar energy to produce electricity. 
Although the photovoltaic (PV) cell was first employed to 
produce it, its efficiency remained limited [1]. Solar energy has 
become an attractive alternative for powering autonomous 
communication systems. Many communication systems, such as 
standalone systems like environmental monitoring system, 
vehicular communication and satellite systems [2] require electric 
energy for their operation and use. Solar powered communication 
systems have received considerable attention due to their ability 
to operate without the necessity of being connected to an 
electricity grid. This has become a significant challenge when it 
comes to powering communication systems in remote places 
where the electricity grid is not available. In order to address this 
challenge, the use of photovoltaic in communication systems has 
recently been the subject of many researches. The photovoltaic 
systems of power generation when combined with 
communication systems can provide compact and reliable 
autonomous communication systems, which can be used for many 
applications. 

Traditionally, telecommunication antennas and solar cells do 
not mix. They must operate independently so as not to interfere. 
They compete for the available space on mobile and standalone 
systems which are generally limited in size. Furthermore they may 
be bulky and expensive and they limit the capabilities of product 
designs. In space applications for instance, both solar panels and 

communication system are major contributors to the overall size 
and weight of the satellites and combining these two systems 
could save real estate and cost. In urban areas, wireless 
communication infrastructures could be integrated into solar 
panels. Finally the integration of antennas and solar cell panels 
can be essential for the transportability of emergency autonomous 
communication stations [3-4] and [5-6]. 

In this paper, we describe the solar cell antenna in the second 
section; we detail the proposed approach as well as the effects of 
optical transparency on the antenna parameters. In the third 
section we explain the proposed solar cell antenna structure by 
giving a model of the mesh patch with optimized geometry. The 
simulations results of the solar cell antenna are presented. A solar 
cell antenna array has also been studied in this section by giving 
their parameters. The solar cell antenna equivalent circuit as well 
as the RF / DC decoupling circuit have been studied in order to 
eliminate the influence of the RF signal on the DC signal and to 
show that this hybrid system will be both for the recovery of a 
solar cell, energy and RF transmission. Finally, we conclude the 
paper.  

2. Solar cell antenna  

2.1. Approach 

Several attempts to integrate solar cells with patch antennas 
have been studied, but they did not pay attention to the antenna 
patch when it is placed above a solar cell. To remedy the 
drawbacks, especially of limited surface area, encountered during 
the integration of patch antenna with a photovoltaic cell, we 
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propose here new types of antennas based on optically transparent 
photovoltaic cells with mesh patches. 

Optically transparent mesh patch antennas are antennas that 
have a certain level of optical transparency. These transparent 
antennas, for example, are potentially suitable for integration with 
solar cells for small satellites. Traditional patch antennas used on 
small satellites compete with solar cells for the surface. However, 
a mesh patch antenna can be placed directly on the solar cells and 
solve the surface limitation problem. For such integration, a high 
optical transparency of the patch antenna is required from the 
solar cells point of view, since solar cells require sufficient 
sunlight to generate adequate electrical power. On the other hand, 
the antenna must have at least acceptable electrical properties at 
the same time so that it can radiate correctly and efficiently [7-8] 
and [9-11]. 

The hybrid system studied in this paper was devoted at a time 
to the energy harvesting and the RF transmission for satellite 
communication. This structure was made of a photovoltaic cell in 
which the front grid was designed to have a miniature antenna 
suited to the band transmission and to minimize the power loss of 
the cell devoted to energy conversion. The received electrical 
energy was used to operate the complete system. 

2.2. Optical transparency effects on the antenna parameters 

The openings in the conductor make it possible to pass the 
light while the mesh can still be conceived as an efficient radiator. 
Mesh patch antennas, compared to their solid counterparts, have 
a higher surface resistance due to much lower conductor coverage. 
Consequently, it is normal, when the optical transparency 
increases, to have a low performance of the antenna. 

The antenna optical transparency is given most often by the 
ratio of the mesh patch surface to the patch total area (eq.1). 

1 .100%conductor

patch

AT
A

 
= − 
  

           (1) 

It has been demonstrated that, when the line width is fixed, 
we notice that during the patch transparency increase the 
frequency of resonance decreases. Since t the patch physical 
length is the main determinant of the resonance frequency as 
noted by Clasen [7], the increase in transparency introduces the 
possibility of minimizing the antenna design. Using the mesh 
patch increases the fringing fields; therefore, increase the antenna 
electrical length [12]. Also from Figure 1 one is able to see that 
increasing the transparency decreases the bandwidth. Bandwidth 
is defined by the following equation: 

h l

r

f fBW
f
−

=           (2) 

With fh the highest frequency at which the voltage standing 
wave ratio (VSWR) is below 2, fl the lowest frequency at which 
the VSWR is below 2, and fr is the frequency of the minimum 
VSWR. 

Also as seen in Figures.2, 3 and 4, the increase in transparency 
decreases the antenna efficiency, gain and directivity. 

 
Figure 1: Bandwidth in terms of transparency 

 

Figure 2: Efficiency in terms of transparency 

 
Figure 3: Gain in terms of transparency 
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Figure 4: Directivity in terms of transparency 

2.3. Effect of the line width  

The study of optically transparent antennas is based 
essentially on the optimization of the mesh patch dimensions. In 
this paper, antennas with an optical transparency of 70%, 80% and 
90% are generated. Each transparency depended of the line width 
and the number of mesh lines. Simulation results present the 
efficiency of the mesh antenna as a function of the line width for 
each transparency is plotted in figure 5. We interpret that for a 
given transparency, efficiency of a mesh antenna can be improved 
by refining the line width.  From fabrication standpoint of view, 
the line width realization of 0.1 mm or more is simple. The 
efficiency and transparency are adequate for this hybrid system of 
solar cell antenna for satellite and terrestrial communications. 
From the simulation results (see Figure 5), we conclude that with 
a line width of 0.1 mm, it is possible to achieve more than 60% 
efficiency with an antenna of 90% transparency, 63% efficiency 
with an antenna of 80% transparency and 67% efficiency with an 
antenna of 70% transparency. 

 
Figure 5: Efficiency in terms of width of line 

Efficiency is inversely proportional with optical transparency, 
this is true because traditional patch antennas are more efficient 
but when they are integrated with solar cells they screen these and 
can reduce the collected electrical power. Our method allows us 
to propose a hybrid solar cell antenna system for energy 
harvesting and RF transmission for satellite and terrestrial 
communications. 

3. Simulations results and discussions 

3.1. Structure of solar cell antenna 

We propose a solar cell antenna with mesh patch. A 
mathematical model that we have already studied to minimize the 
power losses of the solar cell antenna and improve the conversion 
efficiency as a solar cell [13-14]. Optimization of the maximum 
electrical power collected as a function of finger width was 
determined. The optimal width Wf has been used for the mesh 
patch design or front face collection grid. 

Improving the performance of a solar cell depends not only 
on the materials and structure but also on the design of the metal 
grid front face. 

With this mesh patch structure two types of waves can exist. 
The optical waves that will be absorbed by the silicon 
(semiconductor) and the RF waves that will be collected by the 
mesh patch metal whose width of fingers Wf is optimized. The 
structure designed was a solar cell antenna printed on a multi-
layered substrate Figure 6. 

 
Figure 6: Multi-layered substrate of solar cell antenna  

The silicon on an insulating layer SiO2 confers to the components 
that are realized, a higher operating frequency, an ability to 
operate at low voltage and low power consumption and an 
insensitivity to the effects of ionizing radiation. When using a 
thin-film substrate we observe that the simulations are complex 
and time consuming. The meshed patch of solar cell antenna 
proposed is given in Figure 7. The dimensions of the proposed 
patch of solar cell antenna are given in the following table (Table 
1). 

Table 1: Dimensions of solar cell antenna 

Parameters Values 
Width of busbars Wb=0.5mm 
Width of finger Wf=60 µm 
Length of feedline L= 9.1 mm 
Width of feedline W=0.235 mm 
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              Figure 7: Meshed patch of solar cell antenna proposed 

This antenna was excited by a microstrip line of characteristic 
impedance equal to 50 Ω. In this paper, the transparency of a patch 
is defined by the percentage of see-though area on the patch as 
shown below (see equation 3): 

32

11 .100% 1 .100%
b b f f

conductor

patch patch patch

W L WL W L
AT

A W L

 + +  
 = − = − 
   
  

∑    (3) 

where Wf is the mesh line width, Lf length of each mesh line, Wb 
is the busbars line width, Lb the busbars length, W is the InsetFeed 
width, L is the InsetFeed length, Wpatch is the patch width and Lpatch 
is the patch length (see Figure7). 

3.2. Antenna Parameters 

As an antenna, the electromagnetic performances of the solar 
cell antenna were simulated by using the ADS software. The 
simulated S11 parameter was presented in Figure 8. An antenna 
should be perfect radiator, rather than perfect absorber. The 
amount of radiated power returned back through the port can be 
calculated for finding return loss at that resonating frequency. For 
the resonant frequencies the return loss should be less than -10dB 
i.e. S11<-10 dB. Simulation results show that the designed 
antenna can be used as a frequency antenna with an effective 
return loss of -27.62dB at 15.77GHz. To the normal scale 
$S11=10-2.762, ie only 0.17% of the emitted power will be 
reflected as well as the impedance Za=49.82 Ω which confirms the 
adaptation of the antenna. The adaptation of our antenna is 
substantiated by the return loss low value S11. Similarly, its 
operation can be assessed by the VSWR curve which is another 
performance measurement parameter at the input. It indicates the 
signal reflection due to a mismatch between the impedance of the 
antenna and that of the source. The reflected signal leads to the 
appearance of the standing wave voltage in the feed line which, in 
turn, destroys the reliability of the antenna. The ideal value of 
VSWR is 1 which means that 100% of the delivered power is 

accepted (no reflection). But, practically speaking, it is tolerable 
up to 2 [15]. The VSWR obtained for this antenna equal to 1.0036. 

 
                      Figure 8: Reflection coefficient S11 

The radiation of our antenna is gathered in the main lobes 
which have a wide beam width at -3 dB and whose amplitude is 
much higher than that of the side lobes. This reflects a very 
directive radiation by offering a total directivity equal to 7.26 dB 
at 15.77 GHz. The radiation pattern of this antenna at a frequency 
of 15.77GHz is shown in Figure 9. The polarization of the radiated 
field was linear. 

 
Figure.9: Radiation pattern 

When designing an antenna, the gain must be taken into 
consideration as it is an important metric. The good values of S11 
and VSWR are not enough to confirm a good radiation. Antenna 
gain describes how much power is transmitted in the direction of 
peak radiation to that of an isotropic source. The gain of this 
antenna was 5.77dBi. 

 
Figure 10: Array of antennas 
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3.3. Array of antennas 

In order to increase the gain, we proposed an array of 
antennas shown in Figure 10. Simulation results of S11 parameter 
and radiation pattern are given, respectively, in Figures 11 and 12. 

This array of antennas was excited by a microstrip line of 
La=16.82 mm in length and Wa=0.228 mm in width and of 
characteristic impedance equal to 50 Ω. S11 parameter shown in 
Figure 11 of a dual resonant frequency at 15.72GHz and 15.77 
GHz with an effective return loss respectively of -20.18 dB and -
22.81dB. 

 
Figure 11: Reflection parameter S11 of array antennas 

The radiation pattern of this array of antennas is shown in 
figure 12. It is gathered in the main four lobes. The gain at the 
resonance frequency of 15.77GHz is 9.76 dB and the directivity is 
11.24 dB. 

 
Figure 12:  Radiation pattern of array antennas 

The designed array antennas are showing excellent gain and 
directivity at the resonating frequencies with high radiation 
efficiency. 

3.4. Equivalent circuit of solar cell antenna 

Solar cell equivalent circuit is specially simulated in 
Advanced Design System for measuring power (P), current (I) and 
voltage (V). Microstrip antenna equivalent circuit is separately 
simulated and the same output is measured. Finally both 
microstrip and solar cell circuits are combined and output is 
measured. While comparing both outputs, combination of 
microstrip and solar cell equivalent circuit produces high voltage 
(V), current (I) and power (P). The simulation of SOLAN in ADS 

provides the following values of current (I) =872.8mA Voltage 
(V) =8.728mV and Power (P) =7.6177984mW were measured as 
shown in Figure 13. 

 
Figure 13:  Equivalent circuit of solar cell antenna 

3.5. Decoupling RF/DC in solar cell antenna proposed 

Since the solar cell has a DC circuit, the direct current path 
must be decoupled from the RF signal path in such a way that the 
DC load has no influence on the RF properties of the antenna. The 
decoupling can be realized by means of concentrated reactive 
elements and distributed elements, respectively. In this case, we 
propose an inductive and capacitive RF/DC decoupling circuit 
shown in Figure 14. 

 
Figure 14:  RF/DC decoupling circuit 

The decoupling circuit was simulated (see Figure 15) and 
values are compared to the S11 parameter shown in Figure 8. The 
simulation of the reflection parameter S11 of decoupling circuit 
provides the same result of resonant frequency of the proposed 
solar cell antenna in Layout with a slight increase of return loss. 

After RF/DC decoupling, this solar cell antenna can meet the 
purpose for which it is being studied energy harvesting for the 
relevant telecommunication system power supply and RF 
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transmission. Based on the simulations results obtained, the solar 
cell antenna proposed here can be used for ku band satellite 
communication. Figure 16 explains well the operation of this solar 
cell antenna. 

 
Figure 15: Simulation of RF/DC decoupling circuit 

 
Figure 16: Self-contained wireless system with solar cell antenna 

4. Conclusion 

In this paper, we presented a solar cell antenna with leaf-
shaped patch. This optically transparent antenna is particularly 
well adapted for energy harvesting and for the RF transmission in 
Ku band with a large gain. Good performances are obtained for 
this solar cell antenna, as a PV cell with its collected electrical 
power and as an antenna with its gain 5.77dBi and 9.76 dBi of 
array of antennas, directivity and efficiency. We conclude that the 
hybridized method where the patch element of a patch antenna has 
been replaced by a solar cell is more efficient than a simple 
integration where the patch antenna was placed directly on the 
solar cell is what which limited the available area of the cell and 
consequently a loss of electrical energy collected. 
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 Combinatorial optimization is an area of great importance since many of the real-world 
problems have discrete parameters which are part of the objective function to be optimized. 
Development of combinatorial optimization algorithms is guided by the empirical study of 
the candidate ideas and their performance over a wide range of settings or scenarios to 
infer general conclusions. Number of scenarios can be overwhelming, especially when 
modeling uncertainty in some of the problem’s parameters. Since the process is also 
iterative and many ideas and hypotheses may be tested, execution time of each experiment 
has an important role in the efficiency and successfulness. Structure of such experiments 
allows for significant execution time improvement by distributing the computation. We 
focus on the cloud computing as a cost-efficient solution in these circumstances. In this 
paper we present a system for validating and comparing stochastic combinatorial 
optimization algorithms. The system also deals with selection of the optimal settings for 
computational nodes and number of nodes in terms of performance-cost tradeoff. We 
present applications of the system on a new class of project scheduling problem. We show 
that we can optimize the selection over cloud service providers as one of the settings and, 
according to the model, it resulted in a substantial cost-savings while meeting the deadline. 
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1. Introduction  

This paper is an extension of work originally presented in 
conference MIPRO 2017 [1]. 

Combinatorial optimization (CO) is a research field with many 
important real-world applications. Scheduling [2], auctions [3], 
and vehicle routing [4] are just a few notable examples. 
Combinatorial optimization is a subfield of mathematical 
optimization. It deals with problems where optimal selection needs 
to be done from a discrete feasible set. Exhaustive search evaluates 
all possible solutions before selecting the best one which is 
infeasible for realistic problem sizes. There are special classes of 
CO problems that can be solved with polynomial-time algorithms 
such as shortest paths, flows, spanning trees, and matching. 
However, many interesting problems are NP-complete and for 
these problems, unless P=NP, there are no computationally 
efficient solving algorithms. For such problems, different search or 
metaheuristic algorithms are created in order to get as good as 
possible performance in a realistic amount of time. Design of such 

algorithms is an intrinsically empirical process, guided by the 
experiments while the ranking of different design choices, 
hyperparameter values and algorithms depends on the results from 
experimental runs, often performed on benchmark test sets.  

Each experiment consists of experiment units which denote the 
smallest indivisible executable unit. Experiment units are in the 
focus of this paper as they tend to be independent during the 
execution, which enables a high degree of parallelization. In 
deterministic CO problems all the parameters are deterministic. 
For them, each sampled instance of CO problem comprises an 
experimental unit. In stochastic and robust CO problems, some of 
the parameters are uncertain or unknown. In that case, each 
combination of sampled problem instance with its sampled 
parameter scenarios makes one experimental unit.  For that reason, 
the number of experimental units in stochastic and robust problems 
can grow exponentially in the number of uncertain parameters. 
Additionally, the aforementioned set of experimental units is 
increased in Cartesian product with other experimental factors, as 
shown in Figure 1. Such factors include hyperparameter values, 
used algorithm, and algorithm design choices. 
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Figure 1. Exponential growth of number of experimental units with added factors 

which constitute independent dimensions 

The experiment requires execution of all experimental units 
and empirical data must be recorded over those runs. This can be 
expensive operation, depending on the number of experimental 
units and the complexity of the underlying problem in each unit. 
However, as already mentioned, experimental units tend to be 
computationally independent and the process of experiment 
execution is inherently parallelizable over the units. In the current 
state-of-the-art combinatorial optimization, experimentation is 
mostly done on single computer. This was the case in stochastic 
variant of vehicle routing problem in [5] and project scheduling in 
[6]. There were applications where the problem was of such 
complexity that computer cluster had to be employed in order to 
make the algorithm practically usable. This was the case for fleet 
optimization in [7].  

In this paper we present an architecture of a system for 
distributing extensive computational experiments over the cloud 
that takes advantage of the independence between experimental 
units to achieve inexpensive scalability in the cloud. This 
architecture can be implemented as a standalone system or it can 
use some of the frameworks and systems described in section 2 if 
the amount of reuse and alignment of the blueprint with the 
implemented functionalities in those systems can be achieved. The 
architecture was designed in a way to reduce the amount of 
communication to a minimum level while still enabling efficient 
load balancing. We explain the distributed design of data storage 
for the experimental results. The distributed design reduces the 
communication overhead which is a problematic aspect for high-
performance computing (HPC) in the cloud. Storing rich 
experimental data is important for further analysis and also 
important as a mean of scientific scrutiny by enabling efficient 
sampling-based reproducibility. An optimization model is 
presented that describes the best choice of settings for running 
specific experiments. The model uses data from pilot runs which 
execute sampled subset of experiment units. Finally, the proposed 
architecture was applied on a specific problem of developing and 
validating algorithms for a new type of complex stochastic 
combinatorial optimization problem in project scheduling.  

The paper is organized as follows: in section 2 we present the 
idea of high-performance computing in the cloud as an alternative 
to in-house grids. Section 3 lists the related work. Section 4 
presents the general architecture of our system for distributed 

experimental runs. In section 5, a distributed design of the storage 
is described. Applications of the architecture on a real research 
problem are described in section 6. Section 7 drafts future research 
ideas and section 8 offers concluding remarks. 

2. High-performance computing in the cloud 
Distributed computing is unavoidable in high-performance 

computing (HPC) where job is divided between many available 
processors in order to significantly reduce the runtime with 
currently available hardware. Traditionally, dedicated in-house 
grids (super-computers) are used. They are difficult to setup, 
maintain and operate [8]. In this paper we shall deal with cloud 
computing as a flexible and cheap resource alternative that can be 
rented on demand instead of being owned the whole time – for a 
lower overall cost and a relatively small performance penalty. 
Studies have been conducted on the matter of using the cloud for 
high performance computing. In [9] and [10] authors concluded 
that there is a limit on a number of used computational nodes where 
coupled applications are competitive with in-house grids. Beyond 
that limit, overheads become overwhelming performance 
detractors. In [11] virtualization, latency and system noise are 
singled out as the biggest issues in comparison to dedicated 
supercomputers. They found that research groups with limited 
access to supercomputer resources and with varying demand might 
find cloud computing to be a beneficial choice. Latency is 
problematic due to used commodity equipment in most of the 
cloud infrastructure and network virtualization. Virtualization 
introduces performance penalties through network virtualization 
and other virtualization overheads while accessing physical 
resources. In [11], network virtualization was found to be the 
primary bottleneck of the cloud that increases latency, reduces 
bandwidth and interferes with processes. System noise affects the 
performance due to multi-tenancy which introduces resource 
sharing with virtual machines deployed on the same physical 
hardware. Service providers can manipulate the degree of multi-
tenancy, which enables greater profit by overallocating resources 
to the users. The problems with HPC in the cloud were reiterated 
in [12] where authors have put the focus on necessary reductions 
in communication overhead and virtualization. For the former, 
they propose the implementation of better load balancing, and 
using bare-metal containers for the latter. Comparative study in 
[13] confirmed raw performance superiority of in-house grids to 
Amazon’s Elastic Compute Cloud (EC2) cluster. However, 
waiting time in queue on HPC clusters plays a significant role 
when taking turnaround time into account . In such circumstances 
EC2 cluster could produce better turnaround times. The cost-
effectiveness of running HPC application was observed as 
dependable on raw performance and scalability. Cloud computing 
enables utilizing available monetary resources to rent practically 
as many as possible identical processing instances. This 
identicality of processing instances is desirable in running 
experiments as it sets all runs in the identical environment. This 
keeps most of the variance in measurements related to designed 
experimental factors. The effect of system noise on experiment 
results can be reduced using effective randomization in the job 
balancing. 

3. Related work 

In the last decade, with advent of Big Data, usage of cloud 
computing became all-pervasive. Related to scientific 
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applications, authors in [14] presented a reproducible genome 
sequencing task that was run in the cloud for a small cost with a 
near linear scalability. In [15], a new artificial intelligence 
algorithm for complex control tasks has been created. It features 
linear speedups with over a thousand workers on a public cloud 
service to cut down on total execution time in comparison to other 
algorithms. Authors in [16] have created distributed architecture 
for deep neural networks in the cloud for sensor fusion and 
inference based on the data from multitude of end devices. The 
communication cost was reduced by a factor of over 20x compared 
to the alternative. All of the aforementioned applications 
intentionally achieved low communication requirements between 
subtasks, hence avoiding or mitigating problems related to the 
communication overhead in cloud computing. Distributed 
execution engines have been created to simplify parallelization of 
computationally intensive tasks. Ray [17] is a python-based 
example of such system which enables computations. 

 Existing tools that provide support in design and comparison 
of optimization algorithms are listed in this paragraph. Comparing 
Continuous Optimizers (COCO) [18] is a platform for continuous 
optimization, hence it does not cover combinatorial optimization. 
Nevertheless, it has many of the features needed in a tool for our 
needs. It has a library of standard benchmark problems on which 
optimizers can be compared. Experiments can utilize Shared 
Memory Parallelism (SMP), but grid computing is not utilized. For 
that reason, big-scale execution in the cloud is not standard feature 
of that platform. ParadisEO [19] is a white-box C++ framework 
for reusable design of parallel and distributed metaheuristics. It has 
features and components helpful for creating new algorithms. The 
intent of this framework is to simplify the design of topologies 
within a single running system, i.e. a single optimizer that can be 
distributed. However, it does not specify the efficient way of 
executing distributed experiments. Java Evolutionary 
Computation Toolkit (ECJ) [20] is an option similar to ParadisEO. 
Multi-Objective Evolutionary Algorithm (MOEA) [21] Java-
based Framework deals with multi-objective optimization by 
combining the features of COCO, ParadisEO, and ECJ. We have 
pointed out that COCO covers only continuous optimizers, while 
other tools enable easier and faster algorithm design. The latter is 
achieved through reusability of common algorithmic components 
when the optimization problem and algorithm design have 
favorable features. These tools do not specify guidelines for 
distributing extensive computational experiments over the cloud. 

Performance of executing the experiment in the cloud is an 
important issue. Predictions can be used in scheduling as well as 
in finding optimal settings of computational nodes. The focus of 
[22] is on comparing public cloud providers using measurements 
on specific applications. These measurements can inform the 
processes of provider selection and performance prediction. 
Performance prediction using machine learning for improving the 
quality of system management decisions has been investigated in 
[23]. Authors in [24] used machine learning to predict the 
execution time of computational fluid dynamics applications in the 
cloud. These predictions were used in scheduling algorithms. A 
system for efficient performance prediction for large-scale 
analytics on EC2 cloud has been created in [25]. It utilizes optimal 
experimental design in order to minimize the resources in building  

the model. The system is used to find the optimal configuration in 
number of instances. Our architecture uses simple statistical model 
for performance prediction in order to calculate cost-optimal 
instance-type and number of necessary instances in order to satisfy 
desired probabilistic level of satisfying the deadline. In our case, 
settings also include the cloud provider, hence combining the 
intents of aforementioned works: performance prediction and 
optimization of node-selection that takes into account the cloud 
provider as well. 

4. Architecture 

The intended use-case is inherently parallelizable task. This 
architecture is designed in a way to use those favorable features of 
the task in order to achieve low communication between the 
computational nodes. In that way, latency is not an issue and there 
is only occasional communication where bandwidth plays the main 
role. Communication between the nodes is necessary for creating 
the computational nodes, sending instructions for job chunks (that 
is, batches) to them, and during migration of the final results. 
Instructions for job chunks contain small amount of information. 
Chunks are sized in a way to keep the nodes occupied for some 
time. There is a tradeoff between achieving good job balancing and 
reducing communication overheads in relation to the amount of 
computation done on the node. Computational nodes keep all 
generated and logged experimental data locally in their part of 
distributed database. The results, raw or processed, can be pooled 
periodically, upon finalization of the assigned experiment chunk 
or at the end of node’s part in the experiment. Aforementioned 
features make the problem suitable for cloud deployment as we can 
avoid communication-related detrimental effects on performance.  

Our pipeline architecture includes five general stages in the 
experimental process: 

1. Creation of experimental data, that is the data about 
experiment units in initial seed database. 

2. Creation of node images populated with all the necessary 
data and optimized code for executing the experiment units, 
logging and storing the results. 

3. Optimizing the settings of execution environment. Pilot runs 
are used on a small subset of experiment units for different settings 
of the nodes, including a service provider to inform the 
optimization procedure. 

4. Executing the experiment on pre-calculated number of 
identical nodes with settings selected in the previous stage.  

5. Collecting experimental data from computational nodes, 
conducting analysis and getting the results. 

In the rest of this section, we shall describe each of the stages 
in more details. All steps are enumerated according to their 
corresponding figures. 

4.1. Creation of the experimental data 

The data needed for running an experiment is created in the 
first phase, which is depicted in Figure 2. This means creating all 
the data that sufficiently describes experiment units so that they 
can be created and executed.  
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Figure 2. Preparing the seed database 

The first step in this stage is optional. It uses standard test set 
as a source for creating problem instances. For many well-
researched CO problems, such sets are shared within the 
community of the researchers to enable consistent ranking of 
algorithms. In case of new CO problems, maybe a standard test 
benchmark related to the problem can be found and used for 
creation of problem instances. Also, problem-instance generators 
are available for some problems and custom test set can be created. 
In this step, sampling and transformations of problem instances 
can be done to create our own set of problem instances that are 
going into an experiment. 

Actually used test set is created at this point. The “seed” 
database is created and populated with the metadata necessary for 
experiment execution. Also, it is filled with all the data about 
experiment units needed for execution and result logging. Part of 
the data can be in the form of external files if that is more 
appropriate, but they must be linked from a database. In order to 
enable distributed execution, a database (and external data) is 
distributed over the nodes in such a way that each node has its 
independent, unsynchronized version of a database. Each such 
database is initiated from a singular seed database. Horizontal 
fragmentation of writeable relations is employed as a mean of data 
distribution over the nodes. Details of a database are given in 
section 5. 

4.2. Creation of node images 

One or more virtual machine (VM) images need to be created 
at this stage (shown in Figure 3). The exact number depends on the 
requirements in a phase of pilot runs. Each image contains a copy 
of a seed database and all the necessary code for running the 
experiment chunks on the node. Executable code is tuned to the 
intended hardware. After that, image is migrated to the cloud 
service from where it can be easily deployed for creation of the 
computational nodes. 

4.3. Optimizing the execution environment 

It is hard to know exactly in advance what settings of the 
computational node are efficient. For that reason we need an 
optimization phase of an experiment with regards to the settings of 
the experiment run. This is a stochastic combinatorial optimization 
problem as well and it can be stated as a problem of minimizing 
the monetary cost of renting cloud instances under a constraint of  

 

 
Figure 3. Creating the image for virtual machines in computational nodes 

achieving desired probability of finishing before the selected 
deadline. The problem can be formulated and expressed as: 

  min E ∑x∈S Cx(nx)    (1) 

with the constraints: 

        ∑x∈S δx=1,    (2) 

  P{Tx(nx)≤D}≥δx⋅p, ∀x∈S,    (3) 

         δx∈{0,1}, ∀x∈S,           (4) 

     nx∈N0, ∀x∈S.    (5) 

In the above formulation E is the expectation operator and P is 
a probability measure of the set. The above problem (1)-(5) has 
several parameters with values known prior to optimization: D is a 
desired deadline, S is a set of node-type options, and p is a desired 
probability of achieving the deadline. Also, Cx is a random cost of 
running the experiment on nx instances of node-type x. The cost is 
random as it depends on the utilization durations of nx nodes. Tx is 
a random experiment finish time when running it on nx instances 
of node-type x. Decision variables are nx and δx where nx represents 
a number of instances of type x (5), and δx represents exclusive 
choice between the node-types (4). Randomness in this problem 
originates from the noise in execution due to hardware reasons and 
uncertainty in computational requirements of each experiment 
unit. That randomness is reflected in Cx and Tx. These functions 
can be created using statistical analysis or machine learning on the 
data from pilot runs. The objective function (1) is the expected 
value of total cost of the experiment. It sums the costs across all 
possible node-types but only one of those costs is going to be non-
zero. The first constraint (2) ensures that only one node-type is 
selected. A set of chance-constraints (3) ensures that for selected 
node-type x a number nx of nodes is selected so as to achieve a 
desired level of safety. All zero-valued δx make these constraints 
trivially satisfiable for all non-selected node-types x. For the 
selected node-type, a constraint enforces that a probability of 
finishing before the deadline must not be lower than the prescribed 
p.  

We propose to make a parameter search over a set of node 
settings by running a simple and small experiment (using only a 
subset of experiment units) on each setting in S. A set of options 
should be small in order to reduce the cost of doing the pilot runs. 
That set can be composed by a careful pre-selection based on 
available data from previous general analyses such as [22] and 
based on analysis of the code for experiment execution as in [26].  
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The settings with the most impact are the selected cloud-
service provider and cloud-instance type. The latter can be further 
customized across some set of subsettings, but usually the types 
are predefined less flexibly. The most important subsettings 
pertain to hardware components: CPU, disk size, RAM, etc. Pilot 
runs are identical to executing the experiment described in the 
following subsection. The difference from the latter is in the scale; 
in pilot runs just one experimental node per different setting is used 
, while many experimental nodes with identical settings are used 
during the experimental run. Collected data are analyzed by a 
procedure described in subsection 4.5. Based on the collected data 
and optimization model, economically most efficient node setting 
is chosen for the full experiment. Also, for that choice we get an 
estimate of the total experiment run time and cost by taking the 
summary statistics of Tx and Cx. Based on a desired due date, we 
infer the necessary number of computational instances N. N is the 
value of only non-zero nx in optimal solution of the the 
optimization model. 

4.4. Executing the experiment 

 
Figure 4. Execution of the experiment 

The experiment is executed by distributing chunks across 
computational nodes (Figure 4). Experiment spawner is a script 
that balances the load between instantiated computational nodes. 
The experiment is partitioned into disjoint experimental chunks. 
Each chunk is a set of experiment units to be executed on a single 
computational instance.  

1. Experiment spawner creates N cloud nodes and sends over 
network the parameters that define their workload chunks. These 
parameters constitute a small amount of information. Each 
experimental node runs a chunk runner which processes its 
assigned workload. Each runner, depending on the type of a 
problem, can instantiate additional computational nodes to form a 
mini-grid using Message Passing Interface (MPI). That is done if 

some of the algorithms require such execution architecture by 
design. SMP can be switched on by the parameters sent from the 
experiment spawner. Each node sets triggers for utilization alarms 
at the performance supervisor. Triggers improve the efficiency of 
a system by notifying the subscribers of different events. This 
information can be used for better, more prompt load balancing 
and it can reduce the renting costs. 

2. At the end of processing a chunk, a computational node 
triggers supervisor’s alarm when it can get another chunk to 
execute. When the node finishes with processing, it migrates its 
results to a permanent cloud storage and it gets terminated. 

4.5. Result analysis 

 
Figure 5. Analysis of experimental results 

Users are notified by supervisor's alarm about the finalized 
jobs. A procedure is subscribed to notifications and reacts to them 
as shown in Figure 5. At first, the data is migrated from a 
computational node to some storage, locally or in the cloud. If the 
node has no more jobs to process, it is terminated to reduce costs. 
Analysis is done iteratively over the partial data as they pool to the 
storage. At the end of the process, with all the experimental results 
available, concluding results are created. 

5. The database 

The main objective of our system is to produce detailed 
experimental data as fast as possible. We have decided to store all 
the data into a database as it simplifies manipulations with 
overwhelming amounts of data.  

It is assumed that running computational experiments is 
expensive both temporally and monetary. Storage, on the other 
hand, is much cheaper on both accounts. For that reason, as much 
data as possible should be stored for future analyses to avoid 
experiment re-runs. 

Practicing scrutiny is important in science in order to prune 
mistakes and misconduct. Replication studies simply repeat 
experiments to check if the results match. In computer science, this 
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can be done by sampled replications that repeat small sampled set 
of experiment units. In each repetition, the same settings for 
pseudo-random number generators (PRNG), algorithms and 
problem instances should be used to create near-identical 
conditions as with the initial experiment. The results of replication 
study must match the stored values for everything except the 
execution time which includes incontrollable system noise. This is 
more efficient than replications of physical experiments where the 
exact conditions cannot be repeated and results should only 
statistically match. In the latter case, a greater number, if not all, of 
experimental units needs to be repeated in order to make 
conclusions. Also, executing experiment units in computational 
experiments is often cheaper than for physical experiments. The 
probability of non-matching results gets exponentially smaller 
with the size of randomly generated sample for replication. 

5.1. Design 

As described in section 2, communication overheads are 
serious performance detractors to scalability in the cloud in 
comparison to the in-house grids. Grids have tight interconnection 
and synchronization. For that reason, we have decided to minimize 
communication frequency between the cloud instances. All 
instances have their own database for storing results that springs 
from the initial seed database which is copied to all instances 
during creation of the node image as described in subsection 4.2. 
Seed database holds metadata and identification/replication data. 
The former defines all necessary structures to store the experiment 
data. The latter are the basic data necessary for identification of 
experiment units. Such data include the shared information for all 
instances of CO problems, used optimization algorithms, PRNG 
types and uncertainty scenarios in the case of stochastic or robust 
CO. Hence, all the data that define and describe experiment units 
(Figure 1) are present in a seed database. 

Each node is created with a separate copy of a seed database. 
These copies make up a distributed database. The writeable 
relations, which record the experimental run data, are horizontally 
fragmented. Horizontal fragmentation keeps table schemas and 
distributes table rows across the nodes, as depicted in Figure 6. 

 
Figure 6. An illustrative example of horizontal fragmentation 

During the experiment execution, each node saves two types of 
data: identification/replication data, and performance data. The 
former describe the settings of an executed experiment unit. This 
consists of the settings of the used optimization algorithm, PRNGs 
and other components that hold the key to replicating the execution 
of the experimental unit during replication studies. Performance 
data track decisions made during the execution and measurements 

of their effects. Quantitatively they make up the majority of 
generated and stored data, and the final conclusions are based on 
them.  

Distributed data uses the identification scheme that combines 
together node-specific identification/replication information with 
shared information that originated from a seed database. That 
scheme makes data aggregation from all chunks unambiguous. 

6. Application 

The primary motivation for creating previously described 
architecture was a practical problem. As a result of different branch 
of research, we have worked with the new type of stochastic 
project scheduling problem, Cost-based Flexible Stochastic 
Resource Constrained Project Scheduling Problem (CBF-
SRCPSP), defined in [27]. This problem deals with proactive-
reactive project scheduling which makes the synchronization 
between project collaborators easier. It uses an agreed upon 
baseline schedule that stores the time-agreements for starting times 
of different project activities. Deviations of real start times from 
these agreements are penalized for inflexible, change-sensitive 
activities. The additional element in this model is that the changes 
to the baseline schedule can be profitable if they can be undertaken 
sufficiently far into the future. This extension to the features of 
baseline schedule makes the solution space much more complex 
due to the aforementioned proactive rescheduling operations. 
Searching the solution space becomes more time-consuming, 
though it pays off. We were lead empirically through the design 
and creation of optimization algorithms for CBF-SRCPSP.  

The experimental set was created based on the standard Project 
Scheduling Problem Library (PSPLIB) set of instances for 
deterministic resource constrained project scheduling problems 
[28]. Cluster sampling was used to select sets of template instances 
from J30, J60, and J120 problem sets. The latter consist of projects 
that have 30, 60, and 120 project activities, respectively. The 
templates were expanded to fit CBF-SRCPSP model by modeling 
the stochasticity in activity durations with discretized beta 
distributions with a combination of selected and randomly 
generated distribution parameters. Additional parameters for each 
activity were randomly generated, according to the selected 
triangular distributions. After this procedure we ended up with 300 
instances of each size which sprang up from template instances 
extended to fit the new model. The templates were instantiated 
according to the two experimental factors regarding to the project 
deadline: tightness of the deadline and bonus for early-finishing 
the project. For each instance, we generated 1000 activity duration 
scenarios from the discretized beta distributions. Activity 
durations were the only source of uncertainty. All of this data: 
project instances and uncertainty scenarios per each project were 
fed into a seed database. The used database was sqlite3 as it fit the 
needs of our experiment. Its simplicity trades-off well with its 
shortcomings in comparison to the more elaborate database 
management systems. 

The seed database was also populated with the metadata about 
used PRNGs and CO algorithms. We have used two PRNGs: 
Mersenne twister with careful parameterization [29] and Threefry 
[30]. Several search algorithms were developed during the 
algorithm design. We had at our disposal implementations of 
optimization algorithms from the CO literature that were already 
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available in the used simulation library [26]. The final experiment 
included one benchmark CO algorithm from the literature and two 
selected newly-developed algorithms that were hypothesized to 
significantly outperform the benchmark. However, the analysis 
necessary for proving the hypothesis necessitated sufficient 
number of samples. The newly-developed algorithms were 
computationally expensive due to a search in more complex 
solution space than the benchmark. 

The node images used Linux with gcc and necessary libraries. 
New algorithms were developed upon the C++ simulation library 
from [26]. This means that the most computationally intense parts, 
namely simulation-based experimentation and database logging 
were coded in C++ for better performance. The mini-grids were 
not used, since all the algorithms used only shared memory 
parallelization with two threads using OpenMP to speed up the 
search. This choice was based on the experiment in [26] regarding 
the parallel efficiency of the used simulation library. That also 
determined the number of computational cores per instance. 

The total experiment was run on two occasions. The second 
experiment was done due to improvements to the developed 
algorithms and the results from the second study were used in the 
final experiment report. Here we shall cover both experiment runs 
as they utilized different experimental choices. In both cases, the 
raw results were downloaded locally using the python script. 
Statistical language R was used for results analysis. RSQLite R 
package was used to query the databases for the relevant data and 
to gather them together from all the sources. 

6.1. The first experimental run 

During the first experiment run we have selected Amazon Web 
Services (AWS) [31] as a service provider. Therefore, we did not 
use service provider as the experimental factor in pilot runs during 
the selection of the ideal instance type. We have used EC2 for 
computations, and have opted, after pilot runs, for c3.large 
instances with 2 dedicated physical cores of Intel Xeon E5-2680 
v2 (Ivy Bridge) processors and 3.75 GiB of RAM. Simple Storage 
Service (S3) was used to store experimental results. The 
combination of CloudWatch (CW) and Simple Notification 
Service (SNS) was used for supervision and utilization 
notifications. Experiment spawner was coded in python, using the 
boto API [32] for accessing AWS and paramiko module [33] for 
controlling SSH2 connections.  

Experiment consisted of 1.6 million experiment units. 
Experiment chunking was done across the problem instances. The 
chunk runner accepts parameters that describe chunk boundaries. 
These parameters are just several bytes in size and it is all the 
information needed for initiating the experiment execution on a 
computational instance. The total computational workload of the 
experiment was estimated based on running small sample of 
experiment units during the pilot run. It was estimated that the total 
workload is three and a half months of computational labor on the 
available hardware. The deadline was set to 7 days which we 
wanted to achieve with 90% probability. We calculated the 
necessary number of computational instances to satisfy this 
requirement.  This resulted in using up to 26 cloud instances and 
reducing the total duration to 6 days. The database for each 
instance was migrated to S3 at the end of chunk execution and it 

awaited further analysis there. The cost of the first experiment was 
445$. 

6.2.  The second experimental run 

The second experiment was run on improved algorithms. The 
number of the most computationally expensive units was 
significantly increased, resulting in the total of 2.1 million 
experimental units. The optimization stage was used to select the 
node-type, also taking into account the service provider. We have 
used prior knowledge of the characteristics of our experiment 
runner - low working memory consumption (under 500MB) and 
high CPU utilization - to narrow down a range of instances. We 
tested the instances with 2 processors and as close as possible to 
2GiB of memory. Market research was used to select the small set 
of service providers: Online Virtual Hosting (OVH), AWS (due to 
the use in the first experiment), and Linode. The selected instance-
types are listed in Table 1. 
Table 1. Members of alternative set S for optimization of execution environment 

 OVH Amazon EC2 Linode 

instance-type 

 
2vCores@ 

2.4GHz 
8GB RAM 

c3.large 
2vCores@ 

2.8GHz 
3.75GB RAM 

 
2vCores@ 

2.5GHz 
4GB RAM 

price 13.49$ 
(monthly) 

0.105 
$(hourly) 20$ (monthly) 

 

The identical pilot run was used on all instance-types. Seven 
different types of experiment units were sampled into the pilot’s 
unit set. The price of pilot runs in the optimization stage was 1.1$. 
The measurements were used to model execution durations for 
each combination of instance-type x and unit type u as Gaussian 
random variables dx,u. Then, the total experiment duration for each 
instance-type is Gaussian random variable where wu is the number 
of units of type u in our experiment. We approximated Tx by 
assuming that the total work modeled by dx is simply equally 
divided among nx computational instances.  

It was estimated with the probability of 90% for the fastest 
option that the total workload is just above three years. The ranking 
and the necessary number of instances were calculated in order to 
satisfy the selected deadline of 30 days with the probability of 
90%. The deadline was set to 30 days to take advantage of the 
monthly pricing. Figure 7 shows the optimal expected total costs 
for each option in Table 1. The results in Figure 7 were 
anonymized due to the legal concerns. Based on the available data, 
we have selected the C3 type instance as the most efficient with 
the estimated cost just below 500$. The experiment was run and it 
finished after 23 days of executing. 

7. Future work 

Possible future research ideas include improvement to the 
robustness of the total workload estimator. In our application, 
different simplifying assumptions were made and the error of their 
approximation effect should be investigated. 

In order to reduce costs of the research community, general 
data about computational experiments (duration and prices) could 
be shared online with the public. This data can be useful for 
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creating promising and efficient alternative sets for optimizing the 
execution environment.   

 
Figure 7 Estimates of total expected cost for anonymized permutation of options 

from Table 1  

An automated tool for the composition of alternative sets could be 
utilized based on the experiment requirements. There is a potential 
in using pilot run on just one carefully selected instance type and 
then utilizing machine learning to find the best option and the 
number of necessary instances N for the desired target duration and 
the probability of achieving it. More advanced notions of risk and 
chance constraints can be used to account for the uncertainty in 
estimations and its economic effect. That can inform budget 
planning and the project management that undertakes the 
experiment.  

Many parts of the architecture presented in section 4 are 
abstracted from the details of the particular experiments and can 
be reused in different settings. Component-based framework for 
general experimenting can be created. In that way, reuse of existing 
components can be increased and a code generator for repetitive 
parts can speed up the development, especially if the user does 
most of the manual process through an intuitive graphical user 
interface. Cloud costs can be reduced further by better node 
tracking and possibly using the cheaper spot instances for non-
critical computations, especially during the algorithm design, 
prototyping and various pilot runs. The performance penalty in 
case of using such instances should be investigated in order to 
drive recommendations for configurations that utilize them. 

8. Conclusion 

Cloud computing is still not a simple and clear choice for high 
performance computing due to the issues pointed out in [11]: 
communication overhead, virtualization and system noise. The 
efficiency of cloud depends greatly on the specifics of the problem 
that we are trying to solve. 

We have presented a system for distributing combinatorial 
optimization experiments over the cloud. Doing computational 
experiments for validation and guiding the design of CO 
algorithms has a specific property that it can be parallelized across 
experimental units that tend to be independent. This allows for low 
coupling between the simultaneous tasks and circumvents the 
issues related to the communication overhead.  

Our system records rich data about the experimental runs in 
order to reduce the need for re-runs of experiments which may be 

computationally and monetarily expensive. In order to keep 
communication overhead to the minimum, distributed database 
with horizontal fragmentation was used. Each cloud node 
populates only the data related to its assigned disjoint experiment 
chunk. The unambiguity of the data across the system is, hence, 
kept without additional effort. When the tested algorithms use 
distributed computations in mini-grids, they should keep the grid 
size within the limits of recent studies, such as given in [11], to get 
the best performance benefits. It is expected that additional tuning 
and advances in cloud computing technology will increase the 
limits found by these studies. 

We described two successful applications of our proposed 
system on the newly developed algorithms for complex stochastic 
combinatorial optimization problem, CBF-SRCPSP. Initial 
estimated sequential duration of several months to several years 
was reduced to under a month (the first experiment under a week) 
by distributing the execution. The optimization stage of our 
architecture finds the best settings for the execution environment. 
This enables the selection of the best instance-type across different 
cloud-service providers. In our case, that significantly reduced the 
cost of running the experiment. 
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 Environmental sound recognition (ESR) has become a hot topic in recent years.  ESR is 
mainly based on machine learning (ML) and ML algorithms require first a training 
database. This database must comprise the sounds to be recognized and other related 
sounds. An ESR system needs the database during training, testing and in the production 
stage. In this paper, we present the design and pilot establishment of a database which will 
assists all researchers who want to establish an ESR system. This database employs 
relational database model which is not used for this task before. We explain in this paper 
design and implementation details of the database, data collection and load process.  
Besides we explain the tools and developed graphical user interface for a desktop 
application and for the WEB. 
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1. Introduction  

This paper is an extension of work presented in 25th Signal 
Processing and Communications Applications Conference (SIU), 
2017 [1]. The database design and implementation described in 
that paper was mainly for impulsive sound detection and the 
database was for a hazardous sound recognition application. Here 
the extended database is for all kinds of environmental sounds and 
it is aimed for all kinds of ESR applications. 

Historically non-speech sound recognition has not received as 
much attention as automatic speech recognition (ASR). ASR has 
well established algorithms and databases while research has 
begun much earlier. Automatic ESR (AESR) is getting attraction 
since last two decades. We can list the following applications of 
AESR: In military, forensic and law enforcement domain there are 
studies on gunshot detection systems. In [2], a gunshot detection 
system is proposed. In [3], the gunshot blast is used to identify the 
caliber of the gun. In [4] and [5] ESR is used for robot navigation. 
ESR can be used for home monitoring. It can be used to assist 
elderly people living in their home alone [6], [7]. In [8], it is used 
for home automation. In [9] and [10], ESR is used for recognition 
of animal sounds. In the surveillance area, it is used for 
surveillance of road [11], public transport [12], elevator [13] and 
office corridor [14].designations. ESR system design is started 
with the training phase.  How a sound database is used in training 
phase of an ESR system is explained in Figure 1. 

 

Extract Features ML algorithm
ModelExamples

Database
Features

 
Figure 1: ESR system in training phase 

During the development stage of an ESR system the desired 
ML algorithm must be trained with the sounds to be recognized. 
The database provides the sound clips to be recognized and other 
sound clips which are negative examples. After training, a model 
is developed and this model is used for testing. In Figure 1, the 
database provides positive and negative examples; features are 
inputs to the ML algorithm, ML algorithm using these features 
produce the model. 

In Figure 2, testing phase of an ESR system is shown. In testing 
phase database provides the positive and negative examples, model 
produces the predictions about the examples provided and at last 
predictions are compared with the truth provided by the database 
and a performance rate is reached. According to this performance 
rate, ML algorithm or the feature set or other parameters of the ML 
algorithm may be needed to change. Then the whole training and 
testing phase start again. This process continues until an acceptable 
performance rate is reached. 

After model creation and testing, this model is used in the 
production phase (Figure 3). In production phase, sounds come  
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Figure 2: ESR system in testing phase 

from the environment, model makes the predictions about the 
classes of sounds and we actually may not know the real truth. In 
production stage we may update sounds in database, update the 
model even we may change the ML algorithm. In each case we 
need the database. 

Extract Features Model
PredictionSound Input

ML algorithm

New sound clips

Update Model

Database

New examples

Features

 
Figure 3: ESR system in production phase 

This paper is organized as follows: In section II we will make 
a literature review of ESR databases. In section III a new relational 
database model for ESR systems will be explained. At the last, 
section IV, the contribution of this work and other planned 
activities will be explained. 

2. Literature Review 

In this section we will review the mostly referenced databases 
in ESR related papers. The structure of the databases will be 
explored; pros and cons of the structure will be argued if 
applicable. 

One of the databases that have been mostly reverenced is Real 
World Computing Partnership’s (RWCP) non-speech database 
[15]. Using a standard single microphone, acoustic signals of about 
100 types of sound sources were measured in an anechoic room as 
the dry source. By using the impulse response of three kinds of 
rooms, convolution with the 48 kHz sampling signal was carried 
out to reconstruct the sound signal in respective rooms. The 
database structure (structure of directories) and navigation to 
sounds is explained and provided by an HTML page as shown in 
Figure 4 for dry sources. As an ESR developer we must examine 
the structure of HTML file and find the desired sound clips. 
Maintenance of the data and usage is not so easy with this kind of 
structure.  

Detection and Classification of Acoustic Scenes and Events 
(DCASE) is an official IEEE Audio and Acousti Acoustic Signal 
Processing challenge. For challenge a database is prepared and it 
is also a resource for ESR researchers. DCASE 2016 challenge 
consists of four tasks [16]. The goal of Task-2 is to detect sound 

events for example “bird singing”, “car passing by” that are present 
within an audio segment. To be prepared for the challenge two 
datasets, train and development are given. Train is used to create 
the model and development is to test the model. 

 
Figure 4: RWCP dry source sound clips structure  

For training all sound files are in one directory and a readme file 
explains the details, such as sampling frequency, quantization bit 
depth, etc. For development dataset there is an annotation text file 
for each sound clip.  Each .txt file contains information about the 
onset, offset, and event class for each event in the scene, separated 
by a tab. 

DCASE 2017 Task-2 dataset contains “.yaml” files for 
annotations [17]. “.yaml” files (Figure 5) can be read by a Matlab 
command, so it is easy to work with these structured files. 

 
Figure 5 DCASE 2017 task-2 development dataset “yaml” file for glass break 

Dataset for Environmental Sound Classification (ESC) 
contains two databases. There are 10 classes and each class has 40 
clips in ESC-10 dataset. ESC-10 is subset of ESC-50 which 
contains 50 classes and each class has 40 clips. There is a readme 
file in which there is a line for each clip explaining the details of 
the clip for each dataset [18].  

In [19], a dataset of annotated urban sound clips are recorded 
and taxonomy for urban sound sources is proposed. The dataset 
contains 10 sound classes with 18.5 hours of annotated sound event 
occurrences. The dataset contains a CSV file (Figure 6) explaining 
the details of each recording. 

 
Figure 6: CSV file explaining Urbansound database 

Another ESR database is http://www.desra.org. In [20], the aim 
of this database, details of the design and the sources used are 
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explained. It is designed as multi-purpose database. The database 
contains variety of sounds from different events with thorough 
background information for each sound file. It is accessible from 
the Internet (The database is not fully functional at the moment). 
The database was designed considering for admin tasks and 
general user level tasks. Web front end provides the functionality 
for user level tasks. 

http://www.auditorylab.org is [21] another database. This 
database was constructed by Carnegie Mellon University to 
examine the human ability to use sounds to understand what events 
are happening in the environment. All the sounds in the database 
are recorded in a controlled way. The laboratory and the recording 
media used are technically detailed. In the construction of database 
sounds are grouped by the event that makes the sound. Sounds of 
events like impact, rolling can be downloaded from this database. 

3. Database Design 

The databases reviewed in Section 2 are prepared for just 
resources  for the development of ESR applications. Many of them 
provide the data and the files for correctly handling the data. In this 
context they are valuable resources for all ESR researchers. Desra 
[20], provides extra tools such as a web graphical user interface for 
searching and testing.  

In the development process of an ESR system, some main 
functions training, testing and production explained in Section I. 
During this development process, many sound clips are used; new 
sound clips may be added or deleted. We deal with many features 
extracted from these sound clips; we create models using different 
ML algorithms. Then we compare the models; try to find best 
features and best ML algorithms. This loop continues. Our first 
goal in this database design is to help researchers as much as 
possible to ease the burden of handling data. The second goal is to 
help maintenance of the data. Our data is sound clips, features, 
algorithms and models. Addition, deletion, searching, annotation, 
backup and restore can be thought as the maintenance task. 

3.1 Taxonomy of Environmental Sounds 

We need a taxonomy to be able to store, search and retrieve the 
data from the database.  During literature review we see two kinds 
of taxonomy. In the first taxonomy, the sounds can be grouped by 
the event that makes the sound. In Figure 7, grouping of sounds 
defined in [21] is seen.  

 
Figure 7: Grouping of sounds based on sound producing events [21] 

Another hierarchical grouping is seen in Figure 8. This is also 
classified in the first taxonomy. This is the grouping defined in [22] 
based on sound producing events and the listeners’ description of 

the sound. Second taxonomy is based on the sound source 
[19][23]. The subset of the taxonomy defined in [23] is taken into 
consideration for urban sounds given in [19]. 

 
Figure 8: Grouping of sounds defined in [22] 

 
Figure 9 A part of the urban sound taxonomy defined in [19] 

Figure 10: Environmental sounds grouping in the database 

3.2 Non Functional Requirements of the Database 

• There will be sound clips in the database. These sound 
clips will contain environmental sounds. Each sound clip 
can have more than one environmental sound. These 
environmental sound clips can belong to different major 
environmental sound types. Origin of these sound clips, 
such as own recording, from an internet site or from 
another database, should be entered to database.  
Recording details should be entered. Size, file type of 
sound clip and the path where the sound clips are recorded 
should be entered to the database. 

• There should be major types, such as human, nature, 
animal, etc. There should be subtypes, such as dog bark, 
gunshot etc. and these must belong to major type. Start and 
end sample index or start/end time of these clips should be 
known. 

• There will be environmental sound clips in the database. 
These clips should be extracted from sound clips defined 
in first paragraph. Each of these sound clips should have a 
subtype and it should be known from which sound clips it 

Major Type

Subtype Subtype Subtype

Animal

Dog barking Bird singing Cat 
meowing
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is extracted. Extraction method should be entered. If it is 
extracted by an algorithm the algorithm name otherwise as 
“manual” should be entered to database.  

• Recording details should be entered to the database such 
as, sampling rate, quantization bit, channel size, etc. 

• Background clips should be entered to the database. Each 
background clip should have a type. Each background clip 
should also have file type, file size, recording detail and 
the path where it is recorded. 

3.3 Functional Requirements 

• There should be scripts which will take algorithms as 
arguments and extract the environmental sounds from 
sound clips. These extracted clips should be entered to the 
database as explained in 3.2.  

• There should be scripts which will embed environmental 
sound into noise clips at desired Signal to Noise Ratio 
(SNR) level.  

• There should be scripts which will extract features from 
environmental sound clips and store to the database. 

• The scripts, their help files, paths should be stored in the 
database. 

3.4 Graphical User Interface (GUI) Requirements 

• Administrators can use the GUI for meta data entrance, 
deletion and update such as major types, subtypes, 
recording details. 

• Administrators can use the GUI for data load manually or 
using the data loader script. 

• Researchers can use the GUI for searching and 
downloading the desired environmental sounds. 

• Researchers can load their features and models to the 
database. 

3.5 Database Implementation 

The implemented database will include some data which can 
be stored by way of data types found in the standard database 
software and also sound files. These sound files will not be stored 
to database instead they will be stored in the operating system file 
structure and the path to this file is just recorded in the database.  

Microsoft SQL 2008 Database Server is used to create tables. 
The tables and the relationships between them are shown in Figure 
11. The scripts providing functionality are coded in Matlab 2011a. 
The files are stored in “mat” type when required. 

For functional requirements the following scripts are coded 
using Matlab. 

• Environmental Sound Detector: This script is an interface 
between algorithms that extracts environmental sounds 
from the sound clips. Different algorithms can be used here 
for extraction of the environmental sounds. The algorithms 
must conform to this script interface definition. This script 
takes the algorithm name that will be started and the 

environmental sound types which will be searched are 
given as arguments.  

• Environmental Sound Embedder: This script takes the type 
of the environmental sound, noise type, SNR level and at 
last the number of required record count to be created. The 
script merges the environmental sound clip with the noise 
clip at the desired SNR level and records it to the database 
table. 

• Feature Extractor: This script acts as an interface between 
feature extractors. It takes the path of the feature extractor 
from the features table, feature name and the 
environmental sound type from command line.  After 
extracting features, it is saved as a mat file. 

• Data Loader: To load data from other databases this script 
is used to interface with data loading scripts. 

  The GUI is developed using Microsoft Visual Studio with C# 
language. GUI has admin utilities and end user tools. In Figure 
12(a), it is seen the part of GUI providing admin operations. These 
admin operations are additions and deletions of major types, 
subtypes and sampling information. Besides the GUI provides the 
administrators load data one by one or using a script to load as a 
batch.  

 The GUI provides the users some tools. The tools are for 
searching the database and testing their algorithms on the sound 
clips given by the database. Users can search the database to see 
the sound clips with desired type. 

 End users can search the database with noise clip type, sound 
clip type and with SNR interval then select a clip and copy it to 
their own computer. After finding the start index of the embedded 
environment sound clip, by writing the start index of this 
environmental sound to the edit box on the GUI and by clicking 
the test button, they can test their algorithm correctness. The WEB 
GUI for end user tools is seen in Figure 12(b). 

 After database and scripts implementation we loaded the data 
from Urbansound [19] database. Now many operations on the 
database can be done either using GUI or an SQL command line. 

4. Conclusion 

The lack of common database for environmental sound 
recognition is an important obstacle in front of the researchers. The 
development of and ESR system is a tough process during which 
someone have to deal with lots of sound clips with different types, 
algorithms and models. In this paper we explained a relational 
database model which will make the data handling easier. The 
database developed is different from other counterparts which are 
just providing the data. The relational database model described 
here provides easy maintenance as well as easy usage. 

Although our goal of designing this database is for ESR, other 
areas that deal with environmental sounds can use it.  

By improving the database by adding data from general 
databases mostly used and by adding more functionality we aim 
it to be a common database for research activities of ESR. 
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Figure 12 (a) Desktop application GUI for administrators to data load (b) WEB GUI for end user tools 
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 In modern powers systems, one of the most considerable topics is economic load dispatch 
(ELD). ELD is non-linear problem and it became non-convex and non-smooth problem 
with some constraints such as valve point loading effect. ELD is very crucial for energy 
generation and distribution in power systems. For solving ELD problem, a lot of methods 
were developed and used at different power systems. Vortex search algorithm (VSA) is 
proposed and applied for solving ELD problem in this paper. VSA method was developed 
in the form of stirring liquids. Transmission line losses, valve point loading effect, ramp 
rate limits and prohibited zones constraints were used to make the results of ELD problem 
the closest to the truth. The results which are obtained from VSA compared with PSO, 
CPSO, WIPSO, MFO, GA and MRPSO techniques. It can be clearly seen that VSA gave 
minimum cost values with optimum generator powers so it is very effective and useful 
method and it gave the best solutions for ELD. 
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1. Introduction   

This paper is an extension of work originally presented in 4th 
International Conference on Electrical and Electronics 
Engineering [1]. The purpose of this work is solving economic 
load dispatch problem with a lot of constraints through with new 
optimization technique Vortex Search Algorithm. 

  Economic load dispatch of a power system is very important 
in terms of control and planning of that power system. Main goal 
of ELD is distributed total demand power among the committed 
thermal generation units with minimum production cost by 
satisfying set of equality and inequality constraints. If ELD 
problem is not solved for thermal power plants, demand power 
may be generated very costly. ELD problem can be basically 
modeled second order (quadratic) function [2].  However, this 
function may became more complex, non-smooth and non-convex 
with some constraints such as valve point loading effect, ramp rate 
limits, transmission line losses and prohibited zones. 

Economic load dispatch plays very big role for operated power 
plants. For this reason, a lot of researcher studied this issue. A 

number of optimization techniques developed and applied to ELD 
problem. Quadratic Programming [3], Linear Programming [4], 
Non-Linear Programming [5], Lambda Iteration Method [6] etc. 
techniques were used for solving ELD problem. These 
traditionally techniques gives good results for basic ELD problem 
but these techniques may poor results when constraints and 
complexity are increased. 

Together with the advances in the computer sciences, a lot of 
random search optimization techniques developed and used [7]. 
Different Evolution [8], Particle Swarm Optimization [9], Genetic 
Algorithm [10], Artificial Bee Colony [11], Harmony Search [12], 
Bacterial Foraging Optimization [13], Firefly Algorithm [14], Ant 
Colony Optimization [15] etc. are some of these techniques. User 
defined parameters are necessary for these optimization 
techniques. If the parameters are not chosen properly, the results 
obtained from these techniques may not be good results. 

The organization of this paper as follows: Economic load 
dispatch, main objective of ELD, constraints of ELD and 
mathematical express of ELD are described in Section 2. Vortex 
Search Algorithm and its mathematical model are described in 
Section 3. Using test system, its parameters, obtained results and 
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figures are described in Section 4. Finally evaluation of this paper 
is briefed in Section 5. 

2. Economic Load Dispatch 

There are a lot of operating cost for thermal power plants such 
as fuel cost, personal fees etc.. In these costs the biggest share is 
fuel cost of thermal generation units. For this reason solving 
economic load dispatch problem for thermal power plants is 
necessity. Main objective of economic load dispatch is keep the 
total fuel cost as minimum level while meet the total demand 
power. Basically defined cost function of ELD as a quadratic 
function as follows: 

 Fi =ai + bi × Pi + ci × Pi2 (1) 

2.1. Valve Point Loading Effect 

Due to opening stream valves at the power systems losses are 
increased. This effect is called valve point loading effect. Due to 
system losses are increased wit valve point loading effect, total 
cost value is increased. Above equation has sinusoidal terms due 
to valve point loading effect. This situation can be seen in Figure 
1. This transformed equation is expressed as follows: 

 Fi = ai + bi × Pi + ci × Pi2 + |ei × sin(fi × (Pimin - Pi)) (2) 

Fi represents resulting fuel cost value, Pi represent power of 
thermal generator, ai, bi, ci are cost coefficients and ei, fi are valve 
point loading coefficients of thermal generator unit i. 

Total cost value of system is obtained by summed cost values 
of every thermal generation units. 

 
Figure 1 With and without valve point effect 

2.2. Generators Limits 

Thermal generators units must operate maximum and 
minimum power range. This power range can be different for 
different units: 

 Pi,max ≥ Pi ≥ Pi,min (3) 

Pi,min and Pi,max are represent minimum generator limit and 
maximum generator limit of unit i. 

2.3. Power Balance 

Total generated power at the thermal power plants meet the 
demand power by consumers. For this reason transmission line 
losses must be considered.  The total generated power obtained 
sum of total demand power and total transmission line losses. 

Transmission line losses is calculated as follows: 

 Ploss = ∑ ∑  N
j=1

N
i=1 PiBijPj + ∑  N

i=1 B0iPi + B00 (4) 

Total generated power is calculated as follows: 

 ∑  N
i=1 Pi = Pd + Ploss (5) 

N represent total thermal power plant. Pd and Ploss represent total 
demand power by consumer and total transmission line losses 
respectively. Bij, B0i and B00 are transmission loss coefficients. 

2.4. Ramp Rate Limits 

While a thermal generator unit is operating at a certain point, 
the operating point can only be increased to a certain level 
determined by the up ramp rate limit or decreased to a certain level 
determined by the down ramp rate limit. 

This situation is shown as follows: 

 max(Pimin, Pi0 - DRi) ≤ Pi ≤ min(Pimax, Pi0 + URi) (6) 

URi represents the up-ramp rate limit, DRi represent down ramp 
rate limit,   is previous generated power and Pi present generated 
power of unit i. 

2.5. Prohibited Zone 

In some cases, thermal generation units do not worked and do 
not want to be worked some reasons such as mechanical corruption 
some particular power range (prohibited zone). These conditions 
can be expressed as follows: 

 Pimin ≤ Pi ≤ Pi,1lowerbound (7) 

 Pi,j−1
upperbound ≤ Pi ≤ Pjlowerbound (8) 

 Pi,ni
upperbound ≤ Pi ≤ Pimax (9) 

j represents number of prohibited zones of unit i and j=2, 3, 4 …ni.   
represents lower limit and  represents  upper limit of jth prohibited 
zone. Prohibited zone effect is shown in Figure 2. 

3. Vortex Search Algorithm 

Vortex search algorithm is a new optimization technique and 
inspired by stirring liquid materials.[17,18]. VSA is very 
influential and handy technique for solving economic load 
dispatch problem.  problem. As a result of using an extensible step 
size modification arrangement a good balancing explorative and 
exploitative behavior of the search are obtained [18]. Vortex 
patterns can be represented in two dimensional space as a lot of 
nested circuits. The biggest and outer circuit is starting circuit of 
search space. The center of this circuit is calculated as follows: 
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Figure 2 Shown of prohibited zones [16] 

Upperlimit and lowerlimit are maximum and minimum 
constraints of the problem. A lot of candidate solutions are 
constituted into the outer circuit. The initial standard deviation is 
accepted as radius of this outer circuit and calculated as follows: 

 µ0 = (upperlimit + lowerlimit) / 2 (10) 

 σ0 = (max (upperlimit) – min (lowerlimit)) / 2 (11) 

Generated candidate solutions must be controlled for ensure 
these solutions within the maximum and minimum limits of the 
problem. If these candidate solutions are not into the search space, 
they must be shifted into the search space. Some candidate 
solutions, which are not into the search space, shifted into the 
search space using equation as follows: 

 sik = lowerlimiti + (upperlimiti –lowerlimiti)×rand (12) 

After this step a candidate solution, which is the best solution 
into the search space, is selected. This best solution is represented 
s’.  This solution is memorized and current center μ0 is shifted to 
s’. New candidate solutions are constituted around this new center. 
All of candidate solutions are compared with previous best 
solution. If there is a better solution than s’, it is selected as a new 
best solution [19]. This situation continues each iteration step. 
Radius of the circuits must be decreased every iteration. For this 
reason inverse gamma function (gammaincinv) is used and new 
radius is calculated every iteration as follows: 

 rt = σ0 × (1 / x) × gammaincinv(x, at) (13) 

at is changeable parameter and it dependent a0, t and MaxItr. This 
function shown as follows: 

at = a0 – (t / MaxItr) (14) 

Where t represents iteration number,  MaxItr  represents  maximum 
iteration number. Due to cover the all search space a0 is chosen 1. 
Outline flowchart of VSA method is shown in Figure 3: 

 

4. Test System and Results 

Vortex search algorithm was proposed and used for solving 
economic load dispatch problem. Six generation unit power 
system was selected. VSA algorithm was applied to this system 
considering various constraints. Each cases the number of iteration 
is limited to 1000 for obtained good solutions. 

Case1 constraints are ramp rate limits and transmission losses; 

Case2 constraints are ramp rate limits, prohibited zones and 
transmission losses; 

Case3 constraints are transmission losses, valve point loading 
effect and ramp rate limits; 

For every case transmission line losses coefficients are same 
and given as follows: 

 

B=10-4 × 
0.17 0.12 0.07 -0.01 -0.05 -0.02 
0.12 0.14 0.09 0.01 -0.06 -0.01 
0.07 0.09 0.31 0.01 -0.10 -0.06 
-0.01 0.01 0.00 0.24 -0.06 -0.08 
-0.05 -0.06 -0.10 -0.06 1.29 -0.02 
-0.02 -0.01 -0.06 -0.08 -0.02 1.5 

B0=10-4 × 
-3.9080 -1.2970 7.0470 0.5910 2.1610 -6.6350 

B00=0.056 

4.1. Case 1: ELD with Ramp Rate 

For this case two different constraints, which are ramp rate 
limits and transmission line losses, applied to system. Cost 
coefficients, ramp rate limits data and maximum – minimum limits 
of generators are shown in Table 1. Results of VSA was given 
Table 2 with different optimization techniques. Convergence 
behavior of VSA for this case was shown Figure 4. For this case 
selected power is 1263MW. 

Table 1 Data of Case 1 

Unit a b c P0 UR DR Pmin Pmax 
1 240 7 0.0070 440 80 120 100 500 
2 200 10 0.0095 170 50 90 50 200 
3 220 8.5 0.0090 200 65 100 80 300 
4 200 11 0.0090 150 50 90 50 150 
5 220 10.5 0.0080 190 50 90 50 200 
6 190 12 0.0075 150 50 90 50 120 

Table 2 Results for Case 1 

P(MW) VSA PSO CPSO WIPSO 
P1 457.0630 493.24 471.66 454.39 
P2 172.3751 114.63 140.03 164.279 
P3 264.3900 263.41 240.06 264.223 
P4 141.4373 139.71 149.97 123.21 
P5 164.0545 179.65 173.78 167.22 
P6 76.1690 84.83 99.97 120.00 
Ploss 12.4889 12.22 12.38 12.24 

Cost($) 15448 15489 15481.87 15453.13 
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Defined µ0  and σ0 

Generate candidate solutions around the center

Control upperlimit and lowerlimit

Find best solution

Is it better solution from previous best solution? YES New best solution is memorizedNOContinue with the best solution

Shifted current center to the best solution

Decrease the radius of circuitIteration=iteration+1

Is it MaxItr?

Finish
 

Figure 3 Outline flowchart of VSA 

 

Results of vortex search algorithm compared with PSO, CPSO 
and WIPSO techniques from [20]. It is clear that from the Table 2 
proposed VSA method has capable of the finding best solutions 
and minimum cost value. Figure 4 is shown convergence behavior 
of VSA for this case. 

 
Figure 4 Convergence behavior of VSA for Case1 

For this case three different constraints, which are ramp rate limits, 
prohibited zones and transmission line losses, applied to system. 
Cost coefficients was given in Table 3. Prohibited zone ranges and 
maximum – minimum limits of generators were given in Table 4. 
Ramp rate limits was given in Table 5. Convergence behavior of 
VSA for this case was shown Figure 5. 1263 MW power was 
selected for demand power.  Results of VSA and other techniques 
results are shown in Table 6. 

Table 3 Cost Coefficients 

Unit a b c 
1 240 7 0.0070 
2 200 10 0.0095 
3 220 8.5 0.0090 
4 200 11 0.0090 
5 220 10.5 0.0080 
6 190 12 0.0075 
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Table 4 Limits and Prohibited Zones of Generators 

Unit Pmax Pmin Prohibited Zone 
1 500 100 210-240, 350-380 
2 200 50 90-110, 140-160 
3 300 80 150-170, 210-240 
4 150 50 80-90, 110-120 
5 200 50 90-110, 140-150 
6 120 50 75-85, 100-105 

Table 5 Ramp Rate Limits 

Unit P0 UR DR 
1 440 80 120 
2 170 50 90 
3 200 65 100 
4 150 50 90 
5 190 50 90 
6 150 50 90 

Table 6 Results for Case 2 

P(MW) VSA MFO PSO GA 
P1 446.03 426.08 447.49 474.80 
P2 181.09 199.80 173.32 178.63 
P3 263.45 247.49 263.47 262.20 
P4 133.96 136.94 139.05 134.28 
P5 176.65 166.24 165.47 151.90 
P6 74.53 98.93 87.12 74.18 
Ploss 12.73 12.51 12.95 13.02 

Cost($) 15447 15448.7 15450 15459 
 

According to given results from Table 6, proposed VSA 
method has better cost value when compared with the MFO, PSO, 
GA techniques from [21]. 

Figure 5 is shown convergence behavior of VSA for this case. 

 
Figure 5 Convergence behavior of VSA for Case 2 

4.3. Case 3: ELD with Valve Point Loading Effect 

For this case three different constraints, which are transmission 
line losses, valve point loading effect and ramp rate limits, applied 
to system. Cost coefficients and valve point loading effect 
coefficients are given in Table 7. Obtained results were given in 
Table8 and compared with different methods. Convergence 
behavior of VSA for this case was shown Figure 6. 1263 MW 
power was selected for demand power.  

Results of VSA and other techniques results was shown in 
Table 8. Maximum and minimum limits of generators are same 
with Table 4 and ramp rate limits are same with Table 5. Demand 
power is selected 1263 MW for this case. 

Table 7 Valve point effect and cost coefficients 

Unit a b c e f 
1 240 7 0.0070 300 0.031 
2 200 10 0.0095 150 0.063 
3 220 8.5 0.0090 200 0.042 
4 200 11 0.0090 100 0.08 
5 220 10.5 0.0080 150 0.063 
6 190 12 0.0075 100 0.084 

 

Table 8 Results for Case 3 

P(MW) VSA PSO CPSO WIPSO MRPSO 
P1 495.29 443.03 467.55 437.82 442.07 
P2 195.90 169.03 163.05 173.28 167.23 
P3 235.79 262.02 253.41 271.97 267.09 
P4 65.62 134.78 115.07 138.70 132.81 
P5 197.82 147.47 169.45 146.98 155.02 
P6 87.27 125.35 113.24 103.63 107.02 
Ploss 12.92 18.68 18.70 18.08 18.03 

Cost($) 15746 16372.9 16329.2 16327 16310.76 
 

It is obviously seen that from the Table 8 VSA, method gave 
best cost value when compared with   from PSO, CPSO, WIPSO 
and MRPSO techniques from [22]. 

Figure 6 is shown convergence behavior of VSA for this case 

 
Figure 6 Convergence behavior of VSA for Case 3 

5. Conclusion 

In this paper vortex search algorithm was applied to six generator 
power system for solving economic load dispatch problem. ELD 
problem was became more complex and more difficult problem 
with valve point loading effect, ramp rate limits, transmission line 
losses and prohibited zones constraints. Three different situation 
were analyzed and for first case minimum cost value was found 
15448 $, for second case minimum cost value was found 15447 
$, for third case minimum cost value was found 15746 $. Obtained 
results from VSA compared with another techniques from the 
literature. These results clearly show that VSA is very capable, 
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feasible and effective method for solving non smooth and very 
complex economic load dispatch problem.   
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 The automotive industry has focused to use polymer materials in order to increase energy 
efficiency. So, the industry pays attention to use 3D printing technologies using several 
polymers. Among several 3D printer technologies, fused deposition modeling (FDM) is one 
of the popular 3D printing technologies due to an inexpensive extrusion machine and multi-
material printing. FDM could use thermoplastics such as ABS, PLA, ULTEM so on. 
However, it has a problem related to the post-processing because FDM has relatively poor 
layer resolution. In this study, the mechanical properties of ABS parts fabricated by FDM 
were measured. The ABS parts were divided into one with vapor smoothing process and the 
other without the vapor smoothing process which is one of the post-processing methods. 
Using dynamic mechanical analysis (DMA) and dilatometer, temperature-dependent 
storage modulus and CTE for ABS specimens were measured. Based on the measured 
thermo-mechanical properties of ABS parts, finite element analysis was performed for an 
automotive bumper made of ABS. Moreover, response surface methodology was applied to 
study relationships among design parameters of thickness of the bumper, ambient 
temperature, and application of the vapor smoothing process. In result, a design guideline 
for a ABS product could be provided without time-consuming experiments 
 

Keywords:  
Additive manufacturing 
Fused deposition modeling 
ABS 
Vapor smoothing  
Finite element analysis 
Response surface analysis 
 

 

 

1. Introduction  

The automotive industry has tried to increase energy efficiency 
for vehicles. In order to achieve the goal, one of ways is to reduce 
vehicle weight. If weight of the vehicle increases by 10%, fuel 
economy also increases by about 7% [1]. Therefore, researchers in 
the automotive industry have focused to use materials lighter than 
steel. One of the substitute materials is polymer. Currently, about 
15% to 20% of total weight of a vehicle is in charge of polymer 
materials. The polymer materials are widely used for automobile 
parts including front ends, bumpers, fascia systems, grills, fenders, 
intake manifolds, engine mounts, door structures, panels, door 
impact beams, bonnet panels, under hood parts, pedal boxes, body 
structures, steering columns and so on [1]. Among several 
polymers, acrylonitrile butadiene styrene (ABS) is applied for 
bumpers, seats, dashboard, interior trim, exterior trim, and lighting 
and so on. This study focuses on ABS because fused deposition 
modeling (FDM), which is one of additive manufacturing 
techniques, could use ABS to make 3D printed structures.  

Recently, additive manufacturing also known as 3D printing is 
considered as the key driver of the fourth industrial revolution. 

Compared to the conventional subtractive manufacturing such as 
turning, cutting, milling and grinding, 3D printing has unique 
advantages in design flexibility, personal fabrication, cost of 
geometry complexity, dimensional accuracy, time and cost 
efficiency in production run and so on [2]. Based on these merits, 
rapid development has been made in the several industrial areas 
such as aviation parts, manufacturing, and medical science [3]. 
However, the 3D printing has demerits of, scalability, trade-off 
between building and layer resolution, cost for mass 
manufacturing, material heterogeneity, need of anchor and support 
material, requirement for post-processing and so on [2].  So many 
researchers have solved the problems for the next generation of the 
3D printing technique [2].  

This study focuses on the post processing technique for the 
additive manufacturing. Additive manufacturing techniques have 
been classified into seven categories by ASTM international, 
which are shown in Figure.1.  

Among them, FDM belongs to a category of material 
extrusion, which is an inexpensive and very popular 3D printing 
technique [2]. But FDM sometimes struggles with poor surface 
finish so that the post processing technique is necessary. The poor 
surface finish occurred by stair stepping effect could be treated by 
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polishing process such as sanding and vapor smoothing. The 
sanding may not be possible for tiny or complex geometries. On 
the other hand, the vapor smoothing could be effective for the 
complex shapes fabricated by 3D printing as shown in Figure. 2. 

 
Figure.1. Seven categories for AM technologies 

 
Figure.2. Vapor smoothing before and after 

Many researchers have studied the vapor smoothing process 
and its effect in the mechanical properties. Kuo and Mao [4] 
developed an acetone-vapor smoothing system for ABS parts 
fabricated by FDM. They showed that surface roughness of the 
ABS parts could be significantly improved by using their system. 
Garg et al. [5] observed mechanical properties and surface 
roughness according to building parameters and vapor smoothing 
process for ABS specimens fabricated by FDM. In order to obtain 
the mechanical properties, they used ultimate testing machine 
(UTM). Singh et al. [6] studied vapor smoothing process for FDM 
parts. They had tried to improve the vapor smoothing process in 
term of surface roughness and dimensional accuracy by using DOE 
technique. Singh et al. [7] optimized building parameters of FDM 
and control parameters of vapor smoothing processes for hip joint 
as a biomedical application. They used Taguchi's method and 
response surface methodology to obtain the optimum level of 
process parameters. Cantrell et al. [8] measured mechanical 
properties of 3D printed ABS and PC parts with varying raster and 
building orientation of additive manufacturing. Gao et al. [9] 
investigates the impact of the vapor smoothing for 3D printed ABS 
parts in terms of the strength and elongation. They measured 
anisotropic mechanical properties of the ABS parts and showed 
that the material properties are affected by the length of process 
time for the vapor smoothing. Belter and Dollar [10] suggested a 
technique to strengthen 3D printed parts fabricated by FDM. They 
tried to remove voids in the printed parts by filling them with high-
strength resins. They performed three-point bending test to obtain 
mechanical properties. Melenka et al. [11] evaluated mechanical 
properties and dimensional accuracy for 3D printed PLA parts 
fabricated by FDM. They used DOE technique to establish a 

relationship between building parameters and mechanical 
properties of the 3D printed parts.  

In this study, temperature-dependent mechanical properties of 
3D printed ABS parts fabricated by FDM and the acetone-vapor 
smoothing are measured by using dynamic mechanical analyzer 
(DMA) and dilatometer. Based on the measured data, finite 
element analysis and response surface methodology are performed 
in order to generate a design guideline for an automotive bumper 
made of ABS. 

2. Methodology 

The second section has four subsections. The first subsection 
includes geometry information of specimen for DMA and 
dilatometry. The second briefly explains about the vapor 
smoothing process. The third subsection describes about 
information measured by DMA and dilatometry. The last 
subsection introduces about finite element analysis and response 
surface methodology for an automotive bumper made of ABS. 

2.1. Specimen fabrication for DMA and Dilatometry 

Specimens for DMA and dilatometry were fabricated by using 
Fortus 3D printer which is based on Stratasys FDM technology. In 
modeler setup of Stratasys’s software, building parameters were 
controlled, which are part interior style, visible surface style, and 
support style be set to sparse-low density, being enhanced, and 
being smart. The specimen for DMA has 27.8 mm length with 6.5 
mm width and 2.0mm thickness and the size of specimen for 
dilatometry is 6 mm by 6 mm by 12 mm as shown in Figure. 3. 

 
Figure.3. Geometry of the specimen for DMA and Dilatometer 

2.2. Vapor smoothing process 

Vapor smoothing process lets ABS plastic dissolve in acetone. 
So the secondary bonds between the ABS polymer chains is 
broken so that external layers of ABS 3D printed parts are 
softening. In result, this technique makes the surface finish of 3D 
printed parts be improved. A simple process for the vapor 
smoothing is shown in Figure. 4.  

Paper tissue & Acetone

Beaker

3D printed ABS part
t=0 min t > 30 min

Vapor smoothing process for ABS

Figure.4. Vapor smoothing process 

First of all, dust and debris from 3D printed ABS parts are 
removed. Small amount of acetone is poured on paper tissues. The 
tissues are attached inside of a beaker. Then, the 3D printed parts 
are covered with the beaker. Then, allow parts to be inside of the 
beaker for about 30 minutes. In this paper, amount of acetone was 
controlled from 5ml to 15ml in order to observe a relationship 
between the amount of acetone and mechanical properties of the 
3D printed parts with the vapor smoothing. 

After vapor smoothingBefore vapor smoothing
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2.3. Dynamic mechanical analyzer and Dilatometry 

Dynamic Mechanical Analyzer (DMA), which known as 
DMA, is a powerful tool to characterize mechanical properties of 
a material as a function of temperature, time, frequency, stress, and 
so on. Q800 DMA was used, which is manufactured by TA 
instruments. Temperature-dependent storage modulus of ABS 3D 
printed parts could be observed by using DMA. As an applied 
mechanical load of DMA is a sinusoidal or oscillating force, 
complex modulus of E* could be obtained for polymer materials 
such as ABS, PLA, PC, and ULTEM, which consists of the storage 
modulus E’ (real part) and the loss modulus E” (imaginary part) as 
follow 

EE ′′+′= iE *
  (1) 

EE ′′′= /δtan   (2) 

where, tan δ is the ratio of loss modulus to storage modulus, which 
is an indicator of the energy lost. Figure.5 graphically shows 
temperature dependent storage modulus and tan δ measured by 
using DMA. In the graph of tan δ , the peak of tan δ indicates the 
glass transition temperature which means a midpoint between the 
glassy and rubbery states of a polymer.  

 
Figure.5.Temperature dependent storage modulus and tan δ obtained by using 

DMA 

Moreover, a dilatometer is used to measure temperature 
dependent CTE of the polymer materials, which is an instrument 
to measure volume changes occurred by a physical or chemical 
event. In this study, the physical event is temperature change. The 
thermal expansion is expressed as 









∂
∂

=
T
V

V
1α

  (3) 

where, α is a coefficient of thermal expansion (CTE), V is a 
volume, and T is a temperature. We used DIL-402C manufactured 
by NETZSCH. Using the dilatometry, we could obtain temperature 
dependent CTEs for ABS 3D printed parts.  

2.4. Finite element analysis and response surface methodology 
for a 3D printed bumper made of ABS 

  A portion of a bumper is modeled and structurally evaluated by 
using finite element analysis as shown in Figure. 6 and Figure. 7. 
Fig 6 shows the geometry of the automotive bumper. Fig 7 
graphically shows fixed boundary conditions, load boundary 
conditions, and body temperature condition on the geometry. In 
Figure. 7, the symbols of A, B and C mean boundary conditions of 
fixed support, pressures, thermal conditions. 

 
Figure.6. Finite element model for an automotive bumper 

 
Figure.7. Boundary conditions for the finite element model 

Input parameters for the response surface methodology were 
temperature, thickness of bumper, element size, and application of 
the vapor smoothing. The range of each parameter is shown in 
Table 1.  

Table 1. The factor ranges for input parameters 

Input parameter [min, max] 
Temperature [oC] [-40, 70] 
Thickness of Bumper [m] [0.01,0.03] 
Element Size [m] [0.03,0.04] 
Vapor smoothing w/o, w/ 

Box-Behnken design was used for the response surface 
methodology. Design points were generated by using Minitab 
software as shown in Figure. 8. And the output parameter was a 
maximum of total deformation of the bumper.  

3. Results and Discussion 

The first describes thermo-mechanical properties of ABS 
specimens measured by DMA and dilatometry. The second 
subsection depicts numerical simulation for an automotive bumper 
made of ABS. 

3.1. Thermo-mechanical properties of ABS specimens 

Four different splits were measured, which were exposed to 
different amount of acetone vapor; 0ml, 5ml, 10ml and 15ml. 
Three specimens per each split were fabricated and measured in 
the same condition. Averaged thermo-mechanical properties of the  
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ABS specimens were obtained, which are the storage modulus and 
CTE as shown in Figure.9 and Figure.10. 

 
Figure.8. Design points generated by Minitab software 

 
Figure.9. Average of temperature dependent storage moduli for four splits 

Figure.9 graphically shows the difference between specimens 
without vapor smoothing process and ones with vapor smoothing 
process. The glass transition temperature of the specimens with the 
vapor smoothing process is much lower than one without the vapor 
smoothing process.  

 
Figure.10. Average of tan δ for four splits 

Figure.10 graphically shows the difference between specimens 
without vapor smoothing process and ones with vapor smoothing 
process in terms of tan δ. In the graph of first split, peak point of 
tan δ occurs at about 114oC. However, the first peaks of the other 
specimens with the vapor smoothing are shown at 67oC, 71oC, and 
74oC. Figure.11 shows that CTEs vary as the temperature 
increases. CTE of the specimen without vapor smoothing is 
relatively constant. 

 
Figure.11. Average of the temperature dependent CTEs for four splits 

However, CTEs of the others with vapor smoothing have large 
variations and have one peak between 45oC and 60oC. As the 
temperature increases more than 60oC, CTEs of the samples with 
vapor smoothing decreases.  

 Figure.9, Figure.10 and Figure. 11 obviously shows which 
split does not have the vapor smoothing process. Figures represent 
that the vapor smoothing process weakens thermal stability of ABS 
3D printed parts. However, above figures could not show any 
correlation between CTE and the amount of acetone vapor in the 
range of 5ml to 15ml.  

3.2. Numerical evaluation for an automotive bumper made of 
ABS 

The output parameter was the maximum value of total 
deformation of the automotive bumper as shown in Figure. 12. The 
maximum deformation occurs at the center of the bumper under 
the given boundary conditions. 

 
Figure.12. Total deformation of the automotive bumper 

Using the response surface methodology and the finite element 
analysis, two regression equations with varying application of the 
vapor smoothing process were obtained as follow 

[m] Elem[C] T 0.02709 +            
  [m]Th [C] T 0.01157 -  [m] Elem[m] Elem 51.7 +  [m]Th Th[m] 108.4 +            

T[C]T[C] 0.000006 +  Elem[m]  3.80 - Th[m] 5.97 -  T[C] 0.001126 - 0.1538 =  [m] D

××
××××××

×××××  

     (4) 

[m] Elem[m]Th  0.2 +  [m] ElemT[C] 0.0271 +           
  [m]Th [C] T 0.0116 -  [m] Elem[m] Elem  51.7 +  [m]Th [m]Th  108.4 +           

T[C]T[C] 0.000006 +  [m] Elem 3.81 - [m]Th  7.10 -  [C] T 0.000793 - 0.182 = [m] D

××××
××××××

×××××  

      (5) 

 where, D is the maximum deformation of the automotive bumper, 
T is the temperature, Th is the thickness of the bumper and Elem 
is the size of finite elements. When the vapor smoothing process is 
not applied, Equation (4) could be used. Otherwise, equation (5) 
could be used to estimate the maximum deformation of the 
bumper. R-square value of the response surface model was 81%. 
Two equations represent that the maximum deformation is 
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sensitive to the thickness of bumper and the temperature under 
given ranges. Based on two equations, contour plots were 
computed by using Minitab software as shown in Figure.12. 
According to the vapor smoothing process, two design guidelines 
could be obtained by using the response surface methodology, 
which might be useful information for bumper designers.  

 
Figure.13. Contour plots according to the vapor smoothing process 

4. Conclusion 

In this study, the temperature-dependent mechanical properties 
of ABS parts were measured by used dynamic mechanical 
analyzer and dilatometry, which were fabricated by FDM and the 
vapor smoothing technique. The vapor smoothing process 
weakens thermal stability of ABS 3D printed parts. According to 
the temperature-dependent storage modulus of 3D printed ABS 
specimen, the glass transition temperature dramatically decreases 
by the process. The vapor smoothing process made relatively large 
variation in CTE of ABS 3D printed parts. Based on the measured 
thermos-mechanical properties of ABS specimen, finite element 
analysis and response surface methodology for an automotive 
bumper made of ABS were performed so that two design 
guidelines could be provided according to the vapor smoothing 
process. 
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The paper shows a method of transforming an asynchronously
feedbacked Mealy machine into a Moore machine. The transformation is
done in dual-rail logic under the use of the RS-buffer. The transformed
machine stabilizes itself and is safe to use. The transformation is
visualized via KV-diagrams and calculated with formulas. We will present
three use-cases for a better understanding. To underpin the stated
transformation a simulation is also presented.
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1 Introduction

A Synchronous circuits entail several benefits. Firstly per-
formance advantages, e.g. faster system perfomance, no
clock synchronization, fewer power consumption and fewer
electromagnetic emission. Secondly asynchronous circuits
also have safety advantages, e.q. no clock skew. Asyn-
chronous circuits can also lead to simplicity, by connecting
different parts modularly [1, 2]. On the other hand asyn-
chronous circuits provide risks, such as faults like hazards,
glitches and so on [3]. Therefore it is very important to
design asynchronous circuits correctly, especially in safety
critical applications such as in automotive, where human
lives are at stake. To prevent faults like hazards, a mealy-
to-moore transformation will be presented, which creates
a function stable asynchronous machine. The Mealy ma-
chine with the state transfer function δ and the output func-
tion λ , see figure 1 be given. Each Mealy machine can
be transformed into an equivalent Moore machine [3] for
example by increasing the arity of δ by |x| and coding it
with x, z′ = (z,x) with δ ′(z′,x) 7→ (δ (z,x),x), and the out-
put function is only dependent on the new state variable z′

with µ : (z′) 7→ µ(z′).
By comparing the two machines the pros and cons can be
shown. Therefore the idea of transforming the machines
into each other to profit from the benefits of both is obvious.
Mealy machines have the advantage of requiring less states
since one state can produce a number of different outputs
in combination with the input. A Moore machine’s state on
the other hand only produces one output. A Mealy machine

is also faster by reacting directly to the input. This feature
however is not always wanted, since it can lead to undesired
outputs (e.g. hazards, glitches) when the input is variable.
A Moore machine is more stable in this regard, since it only
indirectly reacts to input changes. The output only changes
when transferring into the next state. Transforming a Mealy
machine into a Moore machine is therefore useful in case a
direct dependence on the input is to be avoided [2].
In the paper the transformation of a Mealy machine into a
Moore machine is presented. The machine will be designed
under the use of dual-rail logic and the RS-buffer, and will
stabilize itself. Firstly the transformation is made by break-
ing the feedback up and nesting it in the RS-buffer, secondly
by encoding the inputs as states, so that the output function
is only dependent on pseudo states. With the method pre-
sented in this article, function stable sequential circuit parts
can be seen as combinational logic and moved over other
blocks at will. With this method, individual machines can
be strung together to realize complex circuits for safety rel-
evant applications.

2 Theory

This paper describes the underlying theory of the transfor-
mation and provides an illustrative example.

Figure 1 shows a fully asynchronous Mealy machine.
The branches entering a node in the graph should end re-
flexively, so that only transient states are allowed which are
conscious and triggered from the outside [2]. To consider
all branches of the Mealy machine as locally reflexively
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concluded, the feedback should be moved over λ , making
the output y the feedback. In order to set the correct state z
for the transfer function δ , a function λ−1 is realized. This
function generates the reduced state z from the feedback y.
This equivalent transformation is outlined in figure 2.

δ

λ
z

x
x

y

Figure 1: Fully asynchronous Mealy machine

λ -1

δ

λ

z
z

x
x

x

y

Figure 2: Equivalent transformation

The following applies:

δ (z,x) = z

δ
(
λ

-1(y,x),x
)
= λ

-1(y,x)

λ
(
δ
(
λ

-1(y,x),x
)
,x
)
= y

mit λ
(
λ

-1(y,x),x
)
= y

The next stage of transformation shows at first sight no
feedback. Only the RS-buffer, which is in δ , has a nested
feedback. This transformation is outlined in figure 3. Tran-
sient states can be triggered via the input, while state stable
states are being held via the RS-buffer. In order to set the
correct state z to µ , the function δ must be well designed,
which will be shown in the following sections.

δ µ

z

x

x

y

Figure 3: Moore transformation

The following applies:

δ (z,x) = z

µ(z,x) = y

2.1 Dual-rail logic

For the implementation in dual-rail logic [4], the fully asyn-
chronous circuit from figure 1 will be divided in the 1- and
0-share. This is done by partitioning the state transfer func-
tion and the output function, see figure 4.

δ z

δz

+

λ y

λy

+

y
z

z = (z,z)

z
y

x

x

x

x

(y,y) = y

Figure 4: Mealy realized in dual-rail logic

The functions δ and λ are each w.l.o.g. realized in two
blocks δ = (δz,δ z) and λ = (λz,λ z). In order to guaran-
tee this secure dual rail structure, RS-buffers are used. The
mode of operation corresponds in a certain manner to the C-
element [4, 5]. The function δ of figure 3 will be designed
by appropriate coding according to the RS-buffer, showing
a general structure as outlined in figure 5.

δ z

δ z

+

+

C∨D

A∨B

+

z

x

x

y

Figure 5: Transformed Moore

The stabilized 1-states, ∆z
c sz, are transformed into

1-outputs, Λy
c sy. The corresponding Venn diagram of

the stabilized 1-states in 1-outputs can be seen in figure
6. 1-states that appear as 0-outputs are declared as Λz, 0-
states which appear as 1-outputs are declared as Λz. The
1-partition is composed of:

Λy
c sλy(δ z)+λy(δ z)+λ y(δ z)
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Λy e uy

∆z
e uz

Λz

Λz

Λz

Figure 6: Venn diagram of 1-states in 1-outputs

y u eΛy

∆z
e uz

Λz

Λz

Λz

Figure 7: Venn diagram of 0-states in 0-outputs

The stabilized 0-states, ∆z
c sz, are transformed into

0-outputs, Λy
c sy. The corresponding Venn diagram of

the 0-states in 0-outputs is shown in figure 7. 0-states which
appear as 1-outputs are declared as Λz, 1-states which ap-
pear as 0-outputs are declared as Λz. The 0-partition is com-
posed of:

Λy
c sλ y(δ z)+λ y(δ z)+λy(δ z)

To understand the coding, first the RS-buffer has to be
understood.

2.2 RS-Buffer

The RS-Buffer used and its circuit symbol are represented
in figure 8 and 9 and

VDD

VDD

M

L

L

M

VDD

S

R

B

Figure 8: RS-Buffer (schematic)

+ B

S

R

Figure 9: Circuit symbol of the used RS-Buffer

its truth table is specified in table 1.

R 0 0 1 1
S 0 1 0 1
B B 1 0 B

Table 1: Truth table of the RS-Buffer

The RS-buffer is used to synchronize a dual-rail sig-
nal by only letting a state tranfer happen, if both incoming
signals are disjoint (how it is desired) to each other. This
means that there is no overlaying of signal, which could
lead to fatal faults. The RS-buffer consists of the tri-state
driver, which is the first state and the second stage the so
called babysitter. The driving structure now provides 3
functions. Firstly the setting signal, which means the out-
put is in the logical 1-state. Secondly the resetting signal,
which means the output is in logical 0-state and least the
hold state which holds the last state at the output by keep-
ing the signal in the babysitter and having a high impedance
state at the tri state. The babysitter consists of two comple-
mentary loops. The formula for the output B is therefore
B := R(B∨S)∨S(B∨R) = RS∨RB∨SB.

2.3 Design of the reduced state transfer func-
tion δ

As you can see the RS-buffer is coded via a 3-partitioning.
There is the setting signal S=[1], the resetting signal R=[1]
and the hold signal RS=[00]∨[11]. The state transfer func-
tion of an automaton can in turn be split in 4 parts. Firstly
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the . . . . . . . . .transient . . . . . . . .1-share, that means independent of the state
the next state will be at logical 1, secondly the transient
0-share, that means output at logical 0 independent of the
state, thirdly the state stable share of the state transfer func-
tion, that means the share, which is at constant input de-
pendent on the value of the last state and the state instable
state, which means a permanent change of the state at con-
stant input, see figure 10. The resulting 3 parts, which are
left, can now be easily compared to the 3-partitition of the
RS-buffer. The transient 1-share δ z is realized by the set-
ting signal of the RS-buffer, similar the transient 0-share δ z
is realized by the resetting signal and the state stable share
is realized by the hold signal of the RS-buffer.

δ x0

x1

z

1 0 0 1

1 0 1 0

0 1 23

4 5 67

Figure 10: Parts of a state transfer function

To understand the transformation, first a few composi-
tions must be defined:

zδ (z,x) = δ (z = 1,x)

zδ (z,x) = δ (z = 0,x)

zδ (z,x) = δ (z = 1,x)

zδ (z,x) = δ (z = 0,x)

This work only concentrates on function stable machines,
so that state instable parts are not allowed. State instable
parts can be deduced via

zδ ∧ zδ

Functions must not exhibit these parts. The other parts can
be deduced by the following expressions

transient 1 : δ z = zδ ∧ zδ

transient 0 : δ z = zδ ∧ zδ

state stable : zδ ∧ zδ

This leads to the genereal formula for δ i for n states:

δ zi
= δ zi

+¬δ zi

= (ziδzi ∧ ziδzi)+¬(ziδ zi
∧ ziδ zi

)

= (δzi(zi = 1,x)∧δzi(zi = 0,x))

+¬(δ zi(zi = 1,x)∧δ zi(zi = 0,x))

with i = 0...n−1

2.4 Design of the output function

The detailed description of the Venn-diagrams given in fig-
ure 11 and 12 is reported in [6].

Λy e uy

∆z
e uz

B

A

Figure 11: Venn-diagram of 1-states in 1-outputs

y u eΛy

∆z
e uz

C

D

Figure 12: Venn-diagram of 0-states in 0-outputs

The coding of the parts A, B, C and D of the Venn-
diagrams, see figure 11 and figure 12, is as follows:

(z,y)

(11) = A = δz∧λy

(01) = B = δ z∧λy

(10) =C = δz∧λ y

(00) = D = δ z∧λ y

The dual-rails y and y for y are now:

y = A∨B

y =C∨D

y = y+¬y

The seperate parts of the machine have now been deduced
and can simply be strung together to get the form of figure
5.
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3 Use-Case

To get a better insight, three examples will be presented.

3.1 1-dimensional example

For x=(x1,x0), y=(y) and z=(z) the transformation of the
Mealy machine (X ,Y,Z,δ ,λ ) with the state transfer func-
tion and output function

δ (z,x) = x1x0∨ zx1x0 λ (z,x) = x1x0∨ zx1

will be executed. The automaton before the transformation
can be seen in figure 13.

∧

∧

∨

∧

∧

∨

x0

x1

x0

x1

x1

x1

x0

y

Figure 13: Mealy machine before the transformation

3.1.1 Design of δ

The KV-diagram of the state transfer function can be seen
in figure 14.

δ x0

x1

z

0 0 1 0

0 1 1 0

0 1 23

4 5 67

Figure 14: The state transfer function

To code the RS-buffer correctly, firstly the KV-diagram will
be compacted, see figure 15.

δ x0

x1

0 z 1 0
0 1 23

Figure 15: Compacted KV-diagram of δ

The parts of the state transfer function can easily be seen
and the KV-diagrams for δ z and δ z can be deployed, see
figure 16. For δ z 0 is coded as 1 and 1 is coded as 0 respec-
tively, because of the dual-rail structure.

δ z x0

x1

∗ 0 1 ∗
0 1 23

δ z x0

x1

1 0 ∗ 1
0 1 23

Figure 16: δ z and δ z

For the next steps of the transformation, first the comple-
ment of δ has to be calculated:

δ (z,x) = zx1∨ x0

The parts of the state transfer function are:

zδ = δ (z = 1,x) = x0

zδ = δ (z = 0,x) = x1x0

zδ = δ (z = 1,x) = x0

zδ = δ (z = 0,x) = x1∨ x0

It has to be checked, if there are any instable parts:

zδz∧ zδ z = x1x0∧ x0 = 0

zδ ∧ zδ is 0 means the function has no instable parts.
The functions δ z and δ z can now be calculated via

δ z = zδz∧ zδz = x1x0

δ z = zδ z∧ zδ z = x0

The coding for δ of the RS-buffer is as follows:

(r s)

Set:(∗1) = x1x0 ( . . . . . . . . .transient . . . . . . . .1-share) = δ z

Reset:(1∗) = x0 (transient 0-share) = δ z

Hold:(∗∗) = x1x0 (state stable share)

Now δ can be derived:

δ = δ z +¬δ z

= x1x0 +¬(x0)

3.1.2 Design of λ

λ x0

x1

z

0 1 0 0

1 1 0 0

0 1 23

4 5 67

Figure 17: Output function λ

The stabilized state transfer function has now been de-
signed, now the output function must be designed. There-
fore the output function has to be layed over the state trans-
fer function and the parts have to be specified:
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λ x0

x1

z

D B C D

B A C D

0 1 23

4 5 67

Figure 18: Parts of the output function

The parts are:

A(z,x) = zx1x0

B(z,x) = zx1x0∨ zx1x0

C(z,x) = x1x0

D(z,x) = x1x0∨ zx0

This leads to the output function:

y = A∨B = x1x0∨ zx1

y =C∨D = x1∨ zx0

y = y+¬y = x1x0∨ zx1 +¬(x1∨ zx0)

The resulting automaton has the form of figure 19 with the
determined functions y = A∨B and y =C∨D.

∧

+

+

C∨D

A∨B

+

+

z µ

x0

x0

δ

x1

x1

y

Figure 19: Transformed Moore

The truth table of the automaton:

# z x1 x0 δ δ z δ z δ λ A B C D A∨B C∨D y
0 0 0 0 0 ∗ 1 0 0 ∗ ∗ ∗ 1 ∗ 1 0
1 0 0 1 0 ∗ ∗ 0 1 ∗ 1 ∗ ∗ 1 ∗ 1
2 0 1 0 0 ∗ 1 0 0 ∗ ∗ ∗ 1 ∗ 1 0
3 0 1 1 1 1 ∗ 1 0 ∗ ∗ 1 ∗ ∗ 1 0
4 1 0 0 0 ∗ 1 0 1 ∗ 1 ∗ ∗ 1 ∗ 1
5 1 0 1 1 ∗ ∗ 1 1 1 ∗ ∗ ∗ 1 ∗ 1
6 1 1 0 0 ∗ 1 0 0 ∗ ∗ ∗ 1 ∗ 1 0
7 1 1 1 1 1 ∗ 1 0 ∗ ∗ 1 ∗ ∗ 1 0

Table 2: Partial truth table of the resulting automaton

3.2 2-dimensional example
For x = (x1,x0), y = (y) and z = (z1,z0) the transformation
of the Mealy machine (X ,Y,Z,δ ,λ ) with the state transfer
functions and output function

δz0(z,x) = x0∨ z1x1 δz1(z,x) = z0x1x0∨ z1x1x0

λ (z,x) = z1x1∨ z0x1x0

will be executed. The machine before the transformation is
outlined in figure 20.

∧

∧

∧

∨

∨

∧

∧

∨

z0

z1

x1

x0

x1

x0

x0

x1

x1

x0

x1

y

Figure 20: Automaton before the transformation

3.2.1 Design of δ z0

δz0 x0

x1

z0

z1

1 0 0 1

1 0 0 1

1 0 1 1

1 0 1 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 21: KV-diagram of δz0

The KV-diagram of figure 21 will be lossless compacted
given by the pointers in the diagram to the diagram of fig-
ure 22.

δz0 x0

x1

z1

1 0 0 1

1 0 1 1

0 1 23

4 5 67

Figure 22: compacted KV-diagram of δz0

With the compacted KV-diagram the RS-buffer for δz0

can be coded by specifying the functions δ z0
and δ z0

, see
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figure 23. The partial function δ z0
delivers the 1’s of δz0

as 1’s, while δ zz0
delivers the 0’s of δz0 as 1’s. In this state

transfer function, there is no state stable part only transient
parts. Making the stable δ z0

a normal dual-rail structure.

δ z0 x0

x1

z1

1 ∗ ∗ 1

1 ∗ 1 1

0 1 23

4 5 67

δ z0 x0

x1

z1

∗ 1 1 ∗

∗ 1 ∗ ∗

0 1 23

4 5 67

Figure 23: δ z0
and δ z0

State instable parts are not allowed in the state transfer
function:

z0δz0 ∧ z0δ z0 = (x0∨ z1x1)∧ (z1x0∨ x1x0) = 0

Now the resulting z0 can be calculated:

δ z0
(z,x) = z0δz0 ∧ z0 δz0 = x0∨ z1x1

δ z0
(z,x) = z0δ z0 ∧ z0δ z0 = z1x0∨ x1x0

z0 : = δ z0
+¬(δ z0

)

z0 : = x0∨ z1x1 +¬(x1x0∨ z1x1)

3.2.2 Design of δ z1

δz1 x0

x1

z0

z1

0 0 0 0

0 0 1 0

0 0 1 1

0 0 0 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 24: KV-diagram of δz1

For δ z1
the same approach applies. First the KV-diagram,

see figure 24, will be compacted:

δz1 x0

x1

z0

0 0 0 z1

0 0 1 z1

0 1 23

4 5 67

Figure 25: compacted KV-diagram of δz1

Now the functions δ z1
and δ z1

can be deduced:

δ z1 x0

x1

z0

∗ ∗ ∗ 0

∗ ∗ 1 0

0 1 23

4 5 67

δ z1 x0

x1

z0

1 1 1 0

1 1 ∗ 0

0 1 23

4 5 67

Figure 26: KV-diagrams for δ z1
and δ z1

First δz1 is checked for instable parts:

z1δz1 ∧ z1δ z1 = z0x1x0∧ (z0x0∨ x1) = 0

No instable parts, so the RS-buffer can be coded for δz1 by
determining the functions δ z1

and δ z1
:

δ z1
(z,x) = z1δz1 ∧ z1 δz1 = z0x1x0

δ z1
(z,x) = z1δ z1 ∧ z1δ z1 = x1∨ z0x0

z1 : = δ z1
+¬(δ z1

)

z1 : = z0x1x0 +¬(x1∨ z0x0)

3.2.3 Design of λ

The KV-diagram of λ can be seen in 27. Because of the
two-dimensional state, λ has to be divided into eight parts.
They exist as follows:

(z1,z0,y) (z1,z0,y)

(001) = A (001) = E

(011) = B (011) = F

(101) =C (101) = G

(111) = D (111) = H

λ x0

x1

z0

z1

0 0 0 0

1 0 0 0

1 0 1 1

0 0 1 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 27: KV-diagram of λ

The parts of λ are set up in the KV-diagram, see figure
28.
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λ x0

x1

z0

z1

F E E F

B E G F

B E D D

F E B D

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 28: Parts of λ

The output functions y and y can be inferred from this:

y = A∨B∨C∨D

= z0x1x0∨ z1z0x1x0∨ z1x1x0∨ z1z0x1

= z1x1∨ z0x1x0

y = E ∨F ∨G∨H

= x1x0∨ z1z0x0∨ z0x0x1∨ z1x1x0∨ z1z0x0∨ z1z0x1x0

= x1x0∨ z1x1∨ z0x1

The resulting automaton can be seen in 30. As you can see
in table 3, situation 7 leads to a cycle, by stepping to config-
uration 11, which steps back to configuration 7, and so on.
So to have a state stable design in multistate machines, it is
also necessary to regard the transitions between the states.
A rule has to be found, to filter these race conditions. In
the following transformation the auomaton of subsection b
is stabilized, by changing δz1 .

# z1 z0 x1 x0 δz1 δz0 δ z1
δ z1

δ z1
δ z0

δ z0
δ z0

λ A B C D E F G H y y y
0 0 0 0 0 0 1 ∗ 1 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
1 0 0 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
2 0 0 1 0 0 1 ∗ ∗ 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
3 0 0 1 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
4 0 1 0 0 0 1 ∗ 1 0 1 ∗ 1 1 ∗ 1 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ 1
5 0 1 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
6 0 1 1 0 0 1 ∗ ∗ 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
7 0 1 1 1 1 0 1 ∗ 1 ∗ 1 0 0 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ 1 0
8 1 0 0 0 0 1 ∗ 1 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
9 1 0 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
10 1 0 1 0 1 1 ∗ ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1
11 1 0 1 1 0 1 ∗ 1 0 1 ∗ 1 1 ∗ 1 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ 1
12 1 1 0 0 0 1 ∗ 1 0 1 ∗ 1 1 ∗ 1 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ 1
13 1 1 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
14 1 1 1 0 1 1 ∗ ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1
15 1 1 1 1 1 1 1 ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1

Table 3: Truth table of the transformed automaton

3.3 Stable 2-dimensional example
The state transfer function δz1 has now been changed, to
make it a stable automaton. For x = (x1,x0), y = (y)
and z = (z1,z0) the transformation of the Mealy machine
(X ,Y,Z,δ ,λ ) with the state transfer functions and output
function

δz0(z,x) = x0∨ z1x1 δz1(z,x) = z0x1x0∨ z1x1

λ (z,x) = z1x1∨ z0x1x0

will be executed. The machine before the transformation is
outlined in figure 29.

∧

∧

∧

∨

∨

∧

∧

∨

z0

z1

x1

x0

x1

x0

x1 x1

x0

x1

y

Figure 29: Automaton before the transformation

3.3.1 Design of δ z0

The KV-diagram of figure 31 will be lossless compacted
given by the pointers in the diagram to the diagram of fig-
ure 32.
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Figure 30: Resulting automaton

δz0 x0

x1

z0

z1

1 0 0 1

1 0 0 1

1 0 1 1

1 0 1 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 31: KV-diagram of δz0

δz0 x0

x1

z1

1 0 0 1

1 0 1 1

0 1 23

4 5 67

Figure 32: compacted KV-diagram of δz0

With the compacted KV-diagram the RS-buffer for δz0

can be coded by specifying the functions δ z0
and δ z0

, see
figure 33.

δ z0 x0

x1

z1

1 ∗ ∗ 1

1 ∗ 1 1

0 1 23

4 5 67

δ z0 x0

x1

z1

∗ 1 1 ∗

∗ 1 ∗ ∗

0 1 23

4 5 67

Figure 33: δ z0
and δ z0

State instable parts are not allowed in the state transfer
function:

z0δz0 ∧ z0δ z0 = (x0∨ z1x1)∧ (z1x0∨ x1x0) = 0

Now the resulting z0 can be calculated:

δ z0
(z,x) = z0δz0 ∧ z0δz0 = x0∨ z1x1

δ z0
(z,x) = z0δ z0 ∧ z0δ z0 = z1x0∨ x1x0

z0 : = δ z0
+¬(δ z0

)

z0 : = x0∨ z1x1 +¬(x1x0∨ z1x1)
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3.3.2 Design of δ z1

δz1 x0

x1

z0

z1

0 0 0 0

0 0 1 0

0 0 1 1

0 0 1 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 34: KV-diagram of δz1

For δ z1
the same approach applies. First the KV-diagram,

see figure 34, will be compacted:

δz1 x0

x1

z0

0 0 z1 z1

0 0 1 z1

0 1 23

4 5 67

Figure 35: compacted KV-diagram of δz1

Now the functions δ z1
and δ z1

can be deduced:

δ z1 x0

x1

z0

∗ ∗ 0 0

∗ ∗ 1 0

0 1 23

4 5 67

δ z1 x0

x1

z0

1 1 0 0

1 1 ∗ 0

0 1 23

4 5 67

Figure 36: KV-diagrams for δ z1
and δ z1

First δz1 is checked for instable parts:

z1δz1 ∧ z1δ z1 = z0x1x0∧ x1 = 0

No instable parts, so the RS-buffer can be coded for δz1 by
determining the functions δ z1

and δ z1
:

δ z1
(z,x) = z1δz1 ∧ z1δz1 = z0x1x0

δ z1
(z,x) = z1δ z1 ∧ z1δ z1 = x1

z1 : = δ z1
+¬(δ z1

)

z1 : = z0x1x0 +¬(x1)

3.3.3 Design of λ

The KV-diagram of λ can be seen in 37. Because of the
two-dimensional state, λ has to be divided into eight parts.

They exist as follows:

(z1,z0,y) (z1,z0,y)

(001) = A (001) = E

(011) = B (011) = F

(101) =C (101) = G

(111) = D (111) = H

λ x0

x1

z0

z1

0 0 0 0

1 0 0 0

1 0 1 1

0 0 1 1

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 37: KV-diagram of λ

The parts of λ are set up in the KV-diagram, see figure
38.

λ x0

x1

z0

z1

F E E F

B E G F

B E D D

F E D D

0 1 3 2

4 5 7 6

12 13 15 14

8 9 11 10

Figure 38: Parts of λ

The output functions y and y can be inferred from this:

y = A∨B∨C∨D

= z0x1x0∨ z1x1

y = E ∨F ∨G∨H

= x1x0∨ z1z0x0∨ z0x1x0∨ z1x1x0∨ z1z0x1x0

= x1x0∨ z1x1∨ z0x1

4 Test of Theory
To confirm the theory presented in the article, the state
transfer function of the one dimensional example was an-
alyzed making it a Medvedev. To simulate the circuit it was
modelled with NAND gates and simulated in LT-Spice. The
modeled NAND structure then was realized on the circuit
board and the output was captured via an oszilloscope. The
Medvedev machine (X ,Y,Z,δ ,1) with x = (x1,x0), y = (y)
and z = (z) with the state transformation function and out-
put function be given:
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The table and circuit:

# z1 z0 x1 x0 δz1 δz0 δ z1
δ z1

δ z1
δ z0

δ z0
δ z0

λ A B C D E F G H y y y
0 0 0 0 0 0 1 ∗ 1 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
1 0 0 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
2 0 0 1 0 0 1 ∗ ∗ 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
3 0 0 1 1 0 0 ∗ ∗ 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
4 0 1 0 0 0 1 ∗ 1 0 1 ∗ 1 1 ∗ 1 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ 1
5 0 1 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
6 0 1 1 0 0 1 ∗ ∗ 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
7 0 1 1 1 1 0 1 ∗ 1 ∗ 1 0 0 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ 1 0
8 1 0 0 0 0 1 ∗ 1 0 1 ∗ 1 0 ∗ ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ 1 0
9 1 0 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
10 1 0 1 0 1 1 ∗ ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1
11 1 0 1 1 1 1 ∗ ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1
12 1 1 0 0 0 1 ∗ 1 0 1 ∗ 1 1 ∗ 1 ∗ ∗ ∗ ∗ ∗ ∗ 1 ∗ 1
13 1 1 0 1 0 0 ∗ 1 0 ∗ 1 0 0 ∗ ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 0
14 1 1 1 0 1 1 ∗ ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1
15 1 1 1 1 1 1 1 ∗ 1 1 ∗ 1 1 ∗ ∗ ∗ 1 ∗ ∗ ∗ ∗ 1 ∗ 1

Table 4: Truth table of the transformed automaton
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Figure 39: Resulting automaton
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δ (z,x) = zx0x1∨ x1

The KV-Diagramm:

δ x0

x1

z

0 0 1 1

0 1 1 1

0 1 23

4 5 67

Figure 40: KV-diagram of δ

The table:

z x1 x0 δ

0 0 0 0
0 0 1 0
0 1 0 1
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

Table 5: Truth table of the automaton

The graph of the automaton:

0 1

x1

x1 x1∨ x0

x1x0

Figure 41: Graph of the automaton

NAND gates have been used to realize the structure.
Therefore the DNF was transformed into a NAND strucutre
by twice negating the DNF.

δ (z,x) = zx0x1∨ x1 = zx0x1∧ x1

∧
∧

x1

x1

x0
z

Figure 42: machine before the transformation

∧

∧

x1

x1
x0

z

Figure 43: Different view of the automaton

Figure 43 shows two asynchronous feedbacks, which can
lead to a race. On transition of x1 from logical 1 to 0, while
x0 stays on logical 1, the feedback, which is first on logical
0, will make the other to a stable logical 1. Therefore on
this transition, it can not be forecasted, whether the output
will be on logical 1 or 0.

∧

∧

x1
0→ 1

x1
0→ 1

x0
1
1

1
z

Figure 44: Race condition

∧

∧

x1
1

x1
1

x0
1
0

1
z

Figure 45: Race z = 0

∧

∧

x1
1

x1
1

x0
1
1

0
z

Figure 46: Race z =1

To simulate the race condition, the circuit was modelled
and simulated in LT Spice. The simulation shows a race.

Figure 47: Simulated race situation
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The circuit was realized in reality and the race was
captured via an oscilloscope.

Figure 48: Race situation in reality
Then the transformation, which was presented in this

journal, was made leading to the following structure, which
does not have any contending feedbacks anymore. The only
feedback this structure needs is nested in the RS-Buffer.

∧

+

1
x1

x0

x1

z

Figure 49: Transformed Moore
This structure does not show a race problem. To prove

this statement the race condition of the old automaton has
been set to the inputs. In figure 50 the state z and the rising
edge of x1 is shown. It’s clearly to see that the state doesn’t
change, not even a fluctuation of the signal can be recog-
nized. Therefore the transformed machine is determined
and stable.

Figure 50: Race condition applied to the transformed au-
tomaton

5 Conclusion and Future Work
An asynchronous function stable Mealy was transformed
into a state stable Moore under the use of the RS-buffer with

suitable coding. The transformation provides general asyn-
chronous design rules, e.q. the isolation of critical situations
via the hold function. Due to the stabilisation by RS-buffer
with the hold function, no races will be propagated through
the circuit. In this journal three examples have been pre-
sented, a 1-dimensional and two 2-dimensional. Although
the stable 2-dimensional transformation has produced an
asynchronous feedback, this feedback leads either to a con-
firmation or a hold of the RS-buffer. The feedback has to
be seen as a starting condition which gets triggered by the
input and a change of the feedback will only affect the RS-
buffer if the input changes. This design guideline can be
used for all circuit designs, to create a stable, reliable sys-
tem. The goal of the design is to remove the outer feedback
and nest it in the RS-buffer. The inputs have been coded as
pseudo states and stabilized via the RS-buffer. The output
function has also been designed in dual-rail. This leads to
a circuit, that looks at first sight as a combinational circuit.
With this method you can simplify complex automata and
combine them. The results have to be simulated to get a de-
tailed look at the behavior of the transformed Moore. As it
was shown, one dimensional machines get stabilized by this
design, but for more dimensional machines it is necessary
to design stable functions and regard the transitions between
the states, not only concentrating on one state. So a rule has
to be found, which can check for instabilities between states
and stabilize machines in these constellations. Additionally
the formula for the Transformation can be programmed, to
create an automated process of transformation. Addition-
ally the output function λ has to be checked for functional
Hazards and addapted to guarantee that they are no longer
existing.
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When we drive a car, we often want to know the circumstances of roads
between the current location and the destination. Ishihara et al. proposed
a Vehicular ad-hoc NETworks (VANET) -based information sharing
system, called the Real-Time Visual Car Navigation System, in which a
driver can obtain Location-Dependent Information (LDI), such as
photographs or videos of his/her Point of Interest (PoI), by telling the
onboard device, e.g., a car navigation device, the PoI. The simplest way to
provide LDI to vehicles is to flood the LDI to all vehicles, but unneeded
LDI may be disseminated, and network resources may be wasted. To
disseminate LDI to many vehicles that demand it with low communication
traffic, we have proposed a data dissemination scheme based on Demand
maps (Dmaps). In this scheme, each vehicle has a Dmap, a data set
representing the geographical distribution of the strength of demands for
LDI. To keep the Dmap up to date, each vehicle exchanges a subset of
data constituting a Dmap (Dmap Information: DMI) with other vehicles.
Vehicles preferentially send new LDI or forwarded LDI strongly
demanded to the area where the LDI is frequently demanded based on
Dmaps. If vehicles frequently send DMI, the accuracy of the Dmap
becomes high, however, communication traffic becomes large. In this
paper, we propose strategies for controlling the frequency of sending DMI
and strategies for selecting DMI to be sent to improve the Dmap accuracy
with low communication traffic. Simulation results show that one of the
proposed strategies, the LDI Transfer Zone (LTZ) strategy, achieves
highly accurate Dmaps with a small amount of communication traffic.

Keywords:
VANET
Data Dissemination
Aggregation

1 Introduction

If a driver can visually know the current circumstances of
roads on a route to his/her destination, such as traffic jams,
roadwork, accidents, and beautiful sights, he/she may se-
lect a better (faster, easier, or more fun) route to the desti-
nation. Currently, there are some applications that inform a
driver of traffic information to make driving more comfort-
able, such as Google maps and ETC2.0 [1] in Japan, etc.
In addition, Pioneer has provided a cellular network-based
system that allows a driver to visually know the current cir-
cumstances of roads predefined by the system [2]. However,
to the best of our knowledge, there is no application that vi-
sually informs a driver of the current circumstances of roads

that are designated by the driver.

①

A driver enters the PoI
to the system.

③

A vehicle obtains
the picture of the PoI.

Vehicles that have a picture 
of the PoI send it to
vehicles that request it.

②

Sends a picture 
of the PoI.

Sends 
a request.

Figure 1. Real-Time Visual Car Navigation System
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Ishihara et al. proposed a Vehicular Ad-hoc NETworks
(VANET)-based road traffic information sharing system,
called the Real-Time Visual Car Navigation System [3–5].
This system allows driver to obtain photographs/videos of
his/her Point of Interest (PoI) that is inputted to an onboard
device, e.g., a car navigation device. In this system, when
a driver inputs his/her PoI to an onboard device, the vehicle
sends a request message to vehicles in the vicinity of the
PoI. Then, vehicles that have a photograph/video of the PoI
send it to the requesting vehicle (Figure 1).

In this system, we assume that vehicles use only
VANET to send request messages to vehicles in the vicin-
ity of a PoI and to send photographs/videos of PoI to re-
questing vehicles. If we use a simple pull-based strategy
for sending the photographs/videos in the Real-Time Visual
Car Navigation System, a requesting vehicle sends request
messages to vehicles in the vicinity of a PoI, and vehicles
that received a request message respond by sending pho-
tographs/videos of the PoI to the requesting vehicle. With
this strategy, it is difficult for vehicles to certainly send the
photographs/videos to the requesting vehicles with low la-
tency because the connectivity between vehicles is inter-
mittent due to the high mobility of vehicles. Furthermore,
if multiple vehicles that are close together demand pho-
tographs/videos of the same PoI at the same time, the same
data and the same request messages are repeatedly sent to
the same location at the same time. Consequently, network
resources may be wasted. Cooperative caching techniques
such as ones proposed in [6] can be used to mitigate this
problem. Another problem of pull-based schemes is that it
is difficult to constantly deliver newly generated Location-
Dependent Information (LDI) of PoI items to vehicles hav-
ing interest in the PoI.

On the other hand, if all vehicles that have pho-
tographs/videos of the PoI send them based on a sim-
ple push-based strategy for certainly sending the pho-
tographs/videos to requesting vehicles, all vehicles send the
photographs/videos whenever vehicles receive or generate
them. Thus, unneeded data may be disseminated and lim-
ited network resources are wasted.

To ensure that newer LDI is sent to requesting vehicles
with low communication traffic, Ishihara et al. have pro-
posed a data dissemination scheme based on Demand maps
(Dmaps) [4]. A Dmap is a data set representing the geo-
graphical distribution of the strength of demands for LDI.
This scheme assumes that every vehicle has a Dmap. Ve-
hicles grasp the geographical distribution of the strength
of demands for LDI using a Dmap, and they send LDI to
areas where it is strongly demanded via an efficient route.
To keep Dmaps on vehicles up to date, each vehicle broad-
casts several data constituting its Dmap (Dmap Information:
DMI) with a beacon that it sends periodically. When vehi-
cles receive other DMI, they update their Dmap by merging
the received DMI with their own.

Since vehicles send LDI in accordance with Dmaps, the
accuracy of Dmaps, i.e. the reproducibility of real geo-
graphical distribution of the strength of demands in Dmaps,
should be high. Each vehicle should frequently update its
Dmap by frequently exchanging DMI with other vehicles
to make the accuracy of Dmaps high. However, if each
vehicle frequently sends DMI, communication traffic be-

comes high. Therefore, strategies to increase the accuracy
of Dmaps and control communication traffic are needed.
In [4], Ishihara, et al. design the basic specification of
Dmap-based data dissemination, however, they did not de-
sign the details of how to send DMI.

In this paper, to solve the tradeoff between Dmap accu-
racy and communication traffic, we propose strategies that
control the frequency of sending DMI and strategies that
each vehicle selects DMI to be sent. In addition, we eval-
uate the accuracy of Dmaps and communication traffic in
the case that vehicles use the proposed strategies through
simulations.

The contributions of this paper are summarized as fol-
lows.

1. We propose a strategy for controlling the frequency
of broadcasting DMI. In this strategy, each vehicle
determines whether it sends DMI based on the fre-
quency of updating its DMI.

2. We propose three strategies for selecting DMI to be
sent: i) the Recently Update First (RUF) strategy,
which considers how new each DMI is, ii) the LDI
Transfer Zone-based (LTZ) strategy, which consid-
ers the relation between each PoI and each location
where requests occur, and iii) a hybrid strategy.

3. We evaluated the effectiveness of the proposed strate-
gies through simulations and confirmed that the
LTZ strategy most effectively reduces communica-
tion traffic and makes the accuracy of Dmaps high.

This paper is an extension of work originally presented in
2017 IEEE 31st International Conference on Advanced In-
formation Networking and Applications (AINA) [7]. In this
paper, we conduct simulations with more appropriate pa-
rameters, and provide a more detailed explanation of the
proposed strategies and Dmap-based data dissemination. In
addition, we improve the implementation of our proposed
strategies in an existing simulator, and obtain more reliable
simulation results. The description of related work is up-
dated.

The remainder of this paper is composed as follows. In
the next section, we review related work. In Section 3, we
recapitulate the data dissemination scheme based on Dmaps
and introduce the data structure of Dmap based on soft-state
sketches. In Section 4, we propose strategies for sending
DMI to improve the accuracy of Dmaps with low commu-
nication traffic. Then, in Section 5, we evaluate the effec-
tiveness of the proposed strategies. Finally, we conclude
this paper in Section 6.

2 Related Work

In Dmap-based data dissemination, we assume that a ve-
hicle that has generated LDI appends the location where it
generated the LDI. In addition, vehicles can know locations
where the LDI is demanded based on their Dmap. Vehi-
cles carry out the routing of LDI by referring to a location
where the LDI is generated and locations where the LDI
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is demanded. This concept is similar to Named Data Net-
working (NDN). In NDN, vehicles give a name, e.g. a lo-
cation where data item is generated, to each data item and
deliver the data item to vehicles requesting the data item
associated with that name.

In [8], Grassi et al. proposed Navigo, an interest for-
warding scheme in NDN. In Navigo, each vehicle that has
received or generated an interest forwards it based on the
shortest path between the location where it exists and the
location where many vehicles having the demanded data ex-
ist. This scheme aims to deliver interests to locations where
many vehicles having the required data are. In Navigo, ve-
hicles send requests (interests) to many vehicles having the
required data by sending the requests to the locations of
these vehicles. In the Dmap-based scheme, vehicles regis-
ter their requests to their Dmap instead of sending requests
to the PoIs. In addition, vehicles having LDI can know not
only a request for the LDI, but also the geographical distri-
bution of the strength of demands for the LDI, and utilize
this information for efficiently routing the LDI.

In [9], Ahmed et al. proposed CODIE as a data dissem-
ination scheme using NDN. In CODIE, vehicles that for-
ward an interest append the hop count of the interest from
the requesting vehicle, and vehicles having the required data
forward the data in accordance with the hop count. In this
scheme, the same LDI may be disseminated to the same
region at the same time, and network resources may be
wasted. On the other hand, in the Dmap-based scheme,
each vehicle grasps regions where each LDI is highly de-
sired as well as its distribution. Therefore vehicles may be
able to disseminate demanded LDI to many vehicles with a
small number of the LDI transfers. In addition, Bian et al.
introduced the NDN architecture to VANETs and proposed
forwarding and caching schemes [10].

In Dmap-based data dissemination, requesting vehi-
cles register their requests to their Dmaps. In the pub-
lish/subscribe (pub/sub)-based approach [14], e.g. [15] and
[16] , requesting vehicles register their interests and their
IDs to broker nodes. We regard that Dmap-based data dis-
semination is a kind of pub/sub based approach. A Dmap
can be regarded as information on subscription and sub-
scriber, and locations where requesting vehicles exist can be
regarded as subscribers. In the Dmap-based scheme, each
requesting vehicle does not register their IDs to a Dmap.
However, locations where it requests LDI and locations
where the LDI is generated are registered to a Dmap when
it demands LDI. By disseminating LDI based on locations
where requesting vehicles exist, the Dmap-based scheme
can efficiently disseminate LDI to requesting vehicles com-
pared with disseminating LDI based on IDs of requesting
vehicles.

In our scheme, each vehicle sends DMI with a beacon
that is sent periodically. In this paper, we discuss control-
ling the frequency of sending DMI. Many schemes for con-
trolling the frequency of sending beacons have been pro-
posed for sharing traffic information with low communica-
tion traffic. Dynamic beaconing (DynB) [11], UV-CAST
[12], and DV-Cast [13] control the frequency of sending
beacons adaptively to the density of vehicles and commu-
nication condition. In this paper, we propose a strategy that
vehicles control the frequency of sending DMI adaptively

to the relationship between the frequency of updating their
DMI and the frequency that neighboring vehicles update
their DMI and sharing a Dmap with low communication
traffic. Strategies that use density of vehicles and commu-
nication condition, such as DynB, UV-CAST, and DV-Cast
can be applied to our strategy.

Dmap-based data dissemination proposed in [4] and
[17] can be categorized into a kind of data dissemination
system for sharing Location-Dependent Information (LDI)
in VANETs. Traffic information is typical LDI treated in
VANETs. Various applications for sharing traffic informa-
tion in VANETs, such as SOTIS [18], Trafficview [19],
CASCADE [20], and Zone Flooding [21] have been pro-
posed so far. They have a function for aggregating LDI
obtained in a distributed manner. For example, in SOTIS,
vehicles periodically broadcast a packet including traffic in-
formation, e.g. their location, velocity, and direction. When
a vehicle receives information from other vehicles, it aggre-
gates all the known information on each road segment to
one average value. In those applications, unneeded infor-
mation may be sent because vehicles broadcast traffic in-
formation without considering how strongly the traffic in-
formation is required. On the other hand, Dmap-based data
dissemination aims to reduce redundant information dis-
semination by disseminating strongly required information
in accordance with a Dmap.

In this work, a Dmap is represented with soft-state
sketches proposed in [22]. A soft-state sketch is a data
structure to stochastically estimate the number of unique
data for aggregating data and reducing communication traf-
fic. A soft-state sketch is represented by an array of non-
negative values. In [22], soft-state sketches are used for
counting the number of available parking spaces every load
segment and sharing this information among vehicles. Ve-
hicles use a set of soft-state sketches for estimating the num-
ber of available parking spaces in a load segment. In [22],
each vehicle has a set of soft-state sketches every load seg-
ment. When each vehicle finds available parking spaces,
it inputs the initial TTL of available parking spaces infor-
mation to a soft-state sketch corresponding to the load seg-
ment where the vehicle exists. In addition, vehicles append
sets of soft-state sketches to a beacon that is sent period-
ically, and update their information by merging their own
soft-state sketches with received ones.

On the other hand, in this paper, we use soft-state
sketches for counting the number of demands for LDI and
sharing this information among vehicles. In our scheme,
each vehicle has a set of soft-state sketches for every pair
of each location where LDI is generated and each location
where LDI is required. Then, each vehicle inputs the initial
TTL to a soft-state sketch corresponding to its request when
it requests LDI, and sends sets of soft state sketches as DMI
with a beacon.

In [22], to reduce communication traffic for sending sets
of soft-state sketches, a method for compressing soft-state
sketches is proposed. However, we aim to reduce communi-
cation traffic by controlling the frequency of sending sets of
soft-state sketches and selecting sets of soft-state sketches
that vehicles should send.
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3 A data dissemination scheme
based on Demand map

In this section, we describe the details of the data dissem-
ination scheme based on a Demand map (Dmap). In this
scheme, each vehicle has a Dmap, which is a data set repre-
senting the geographical distribution of the strength of de-
mands for LDI. Each vehicle forwards strongly demanded
LDI items preferentially in accordance with its Dmap.

3.1 Demand map (Dmap)
A Dmap represents the geographical distribution of the
strength of demands for LDI. We assume that the strength
of demands for LDI is measured by the number of demands
generated by vehicles. If multiple vehicles in geographi-
cally distant locations demand LDI of the same PoI, e.g.
vehicles in the east end of a city and vehicles at the west
end of the city require LDI of the city center, the routes for
delivering the LDI to the vehicles in distant locations will be
different. Thus, we divide an area into multiple regions, and
a Dmap manages the strength of demands for LDI of each
region every each region where demands are generated.
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Figure 2. Demand map

A Dmap is created as follows. Vehicles divide an area
supported by their Dmap into multiple small regions and
give a unique ID to each small region as shown in Figure 2
(a). We refer to a region where a requesting vehicle exists as
a source region, and refer to a region where the requested
LDI is generated as a destination region. For instance, in
Figure 2, if a vehicle in region 29 requires LDI of region 13,
we call region 29 a source region and call region 13 a desti-
nation region. A Dmap records the number of demands, i.e.
the strength of demands, every pair of each source region
and each destination region. For instance, in Figure 2 (a),
if the start point of an arrow is a source region, and the end
point of an arrow is destination region, and width of an ar-
row indicates the strength of demands corresponding to the
arrow, a Dmap is represented as shown in Figure 2 (b).

3.2 How vehicles use a Demand map for
disseminating Location-Dependent
Information (LDI)

A Dmap on each vehicle is used for decision of routing of
LDI. When a Dmap is updated or each vehicle generates
new LDI or receives LDI, each vehicle refers to its Dmap
and knows the number of demands per pair of a source re-
gion and a destination region. In addition, the vehicle refers
to LDI time stamps, and it preferentially selects LDI that

was required many times from sets of LDI that are current.
If vehicles that are far from a source region send LDI, it may
become outdated during delivery, even though LDI should
be new. Therefore, vehicles that are far from the source re-
gion do not send LDI.

broadcasts LDI 
of d.

d

s

LDI transfer zone

Area covered by the Dmap

LDI of d
does not broadcast 
LDI of d.

LDI of d

Figure 3. Disseminating LDI of s to d in accordance with a Dmap

In addition, LDI should be delivered from the destina-
tion region to source regions via a route as short as possible.
To realize this, we defined a zone where LDI is delivered
as an LDI Transfer Zone (LTZ). An LTZ is a rectangular
zone that consists of a diagonal whose ends are a source re-
gion and a destination region (Figure 3). When a vehicle
sends LDI, it determines whether it sends the LDI based on
whether it is in the LTZ corresponding to the LDI. A vehicle
sends an LDI item only when it is in the LTZ corresponding
to the pair of the destination region and the source region
of the LDI (Figure 3). If the vehicle is in one of the LTZs
corresponding to LDI that is strongly demanded from many
source regions, it aggressively broadcasts the LDI item.

LDI is delivered via many source regions. Thus, in the
case that LDI is demanded from multiple source regions at
the same time, if duplicate routes exist, LDI is not passed
through the duplicate route multiple times, and redundant
dissemination may be reduced compared with simple pull-
based strategy. For instance, in Figure 4 (a), if yellow cars
request LDI of A, the LDI is sent via routes represented by
red arrows multiple times and duplicate dissemination oc-
curs. However, in Figure 4 (b), if all cars have the same
content of a Dmap, the LDI is sent via a route represented
by red arrows once, then, duplicate disseminations do not
occur.

A
LDI

ALDI

(a) Simple pull-based strategy (b) Dmap-based strategy

Figure 4. Comparison of Dmap-based strategy and simple pull-based strat-
egy

We assume that vehicles send new LDI demanded by
many vehicles to the area where the demanding vehicles
exist so that the LDI can be delivered via a route satisfying
the aforementioned requirements. A routing strategy based
on a propagation function proposed in [23] can be used for
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this purpose.
By this operation, vehicles that want the LDI will be

able to obtain the LDI with a low data delivery delay and
a small amount of traffic. For achieving high reliability
and low data traffic for delivering LDI, the behavior of
neighboring vehicles that have the same LDI and potentially
broadcast the LDI should be considered. The detailed de-
sign of data forwarding algorithms based on a Dmap and
behavior of the neighboring vehicles is beyond the scope of
this paper.

3.3 Data structure of Demand map

One main scheme to create a Dmap is to collect all log data
concerning demands that are generated by all vehicles, e.g.
source region ID, destination region ID, car ID, and Time
to Live (TTL) of demands, etc. However, if vehicles create
their Dmap in accordance with this main scheme, all vehi-
cles broadcast all log data concerning demands, and data
size that vehicles have to broadcast and manage in their lo-
cal storage increase in proportion to the number of demands
and the number of vehicles.This leads to low scalability. To
reduce the required communication traffic for maintaining
Dmaps and the required storage on vehicles, a Dmap should
be represented by a suitable data structure and needs algo-
rithms to handle the data that can aggregate many demands
generated by different vehicles in different locations.

Therefore, in [4] and [17], Ishihara et al. proposed
to represent a Dmap by using soft-state sketches proposed
in [22], a data structure to aggregate data and stochastically
count the number of unique data. In [22], soft-state sketches
are used for managing observation of free parking spaces
in the same area by multiple vehicles. Meanwhile, we use
soft-state sketches for counting the number of demands for
the same pair of source region and destination region.
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Figure 5. Soft-state sketches in a Dmap

To manage a Dmap, each vehicle has a set of h (h ≥ 1)
sketches for a pair of source region and destination region
(Figure 5 (a)). A sketch is an array of non-negative inte-
gers as shown in Figure 5 (a). Hereafter, we refer to a set
of sketches as an SS for simplicity. Since an SS is used for
representing DMI for a pair of source region and destination
region, we will use these words interchangeably.

When a vehicle requires LDI of a PoI, it randomly se-
lects a sketch from the SS corresponding to the pair of the
vehicle’s current region, i.e. the source region of the de-
mand, and PoI, i.e. the destination region of the demand
(Figure. 6). Then, it puts the initial TTL for the demand
into i-th element from the smallest index of elements in the
selected sketch with a probability of 1/2i (Figure 5 (b)).

The TTL value in each element is decremented as time pro-
gresses until the TTL value becomes 0. Since the probabil-
ity that the TTL value is put into an element with a small
index i is high and the probability that the TTL value is put
into an element with a large index i is low, elements with
a small index easily have non-zero values, but ones with a
large index are hardly filled with a non-zero value. There-
fore, the more demands occur, the more easily elements
with large indexes are filled with non-zero values and the
longer the run length of non-zero values from an element
with the smallest index of a sketch is. Thus, the number of
generating demands for a pair of source region and desti-
nation region, i.e. the strength of demands for the pair, is
estimated based on the run length of non-zero values from
an element with the smallest index of each sketch in an SS
for the pair.

…
...

A set of 
soft-state sketches (SS)

Dmap

…...

Car in region s

I want LDI of 
region d

Source region
D

es
tin

at
io

n 
re

gi
on
d

s
Updates entry (s,d) in its Dmap

…
...

…
...

…
...

…
...

Figure 6. Behavior of a vehicle when it demands LDI

To keep Dmaps on vehicles up to date and share Dmaps
among vehicles, each vehicle selects several SSs and sends
them with a beacon that is sent periodically. When a ve-
hicle receives SSs from another vehicle, it merges each of
the received SSs with a corresponding SS in its Dmap. To
merge the received SSs with the corresponding SSs in a lo-
cal Dmap, the vehicle selects a larger value in the same ele-
ment of the same index of sketches in each of received SSs
and the corresponding SS in the local Dmap. Then the se-
lected value is set to the element of the sketch of the SS in
the receiver vehicle’s Dmap as shown in Figure 7.
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Figure 7. Merging with local SSs and other’s

The number of demands for a pair of a source region
and a destination region recorded in an SS consisting of m
sketches (S1, . . . ,Sm) is estimated by the following formula
presented in [22],

C(S1, . . . ,Sm) :=m ·
2
∑m
j=1Z(Sj )/m − 2−κ·

∑m
j=1Z(Sj )/m

ϕ
, (1)
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with κ ∼ 1.75, ϕ ∼ 0.77351. Sj is a sketch in an SS, andm
is the number of sketches composing an SS. Z(Sj ) is the run
length of non-zero values from an element with the smallest
index in Sj . In addition, the standard error of the estimate
is 0.78/

√
m. Therefore, the larger the number of sketches

that compose an SS, the higher the accuracy of the estimate.
However, data size that each vehicle has and sends increases
in proportion to the number of sketches that compose an SS.

4 Strategies for efficiently sending
DMI

In this section, we propose a strategy that controls the fre-
quency of sending DMI and strategies that select DMI that
vehicles should send for sending DMI with making the ac-
curacy of Dmap high and making communication traffic
low. To reflect current demands in a Dmap certainly, i.e.
to improve the accuracy of a Dmap, it is desirable for each
vehicle to frequently receive SSs for all pairs of all source
regions and all destination regions from many vehicles and
make its local Dmap up to date. However, if all vehicles
frequently send all SSs that they have, the communication
resource will be wasted because unneeded SSs may be sent
and vehicles may send duplicate SSs. Therefore, we pro-
pose strategies for making the accuracy of Dmap high with
low communication traffic.

4.1 Strategy controlling
the frequency of sending DMI
— Frequent strategy

We propose selecting frequently updating vehicles strategy,
a strategy that controls the frequency of sending DMI (=
SSs), to reduce the communication traffic for sending SSs
without deteriorating the accuracy of Dmaps. Hereafter,
we refer to this strategy as Frequent strategy for simplic-
ity. Based on this strategy, when a vehicle sends a beacon,
it determines whether it sends SSs with a beacon. The key
idea of this strategy is that vehicles that frequently receive
and update SSs may have SSs that certainly reflect the ac-
tual number of demands. On the other hand, vehicles that
rarely receive and update SSs may have SSs that incorrectly
reflect the actual number of demands. In addition, vehi-
cles that frequently generate demands and update their SSs
may have many SSs that are still not reflected in the SSs
of other vehicles. Therefore the vehicles should send their
SSs frequently. Therefore, in the Frequent strategy, vehicles
that frequently update their SSs have a high priority to send
SSs. Here, updating an SS means that one of the elements
in a sketch of the SS is overwritten by putting a larger value
due to a new demand generation or receiving a correspond-
ing SS that has at least one larger value for any of elements
in sketches in the receiver vehicle’s SS from a neighboring
vehicle.

In this strategy, each vehicle counts the total number of
updates to its SSs during a certain past period, τu . We re-
fer to the number as the Total Count of Updating Sketches
(TCUS), for simplicity. In this strategy, vehicles whose
TCUS is large are regarded as vehicles that frequently up-

date their SSs. Vehicles whose TCUS is larger than one of
their neighbor vehicles have a higher priority to send their
SSs.

The operation of vehicles in this strategy is summarized
follows. Each vehicle sends its TCUS with a beacon pe-
riodically. When a vehicle receives a beacon from another
vehicle, it stores the received TCUS with the ID of the vehi-
cle that has sent the TCUS. When a vehicle sends a beacon,
it sorts TCUSs received from vehicles in the vicinity and its
TCUS in descending order. Then, if its TCUS is in the top-k
group of TCUSs, it decides to send SSs with a beacon (Fig-
ure 8). Otherwise, it does not send any SSs.For instance, as
shown in Figure 8, if TCUS of car A is 4th from the largest
TCUS and k > 4, car A sends SSs.
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Figure 8. Frequent strategy

4.2 Strategies for selecting DMI that
vehicles send

Each vehicle should select SSs to send so that Dmaps on
vehicles, including itself, can achieve high accuracy with
low communication traffic by eliminating redundant infor-
mation that will not update the SSs of other vehicles. To
achieve this, we propose three strategies, the Recently Up-
dated First (RUF) strategy, the LDI Transfer Zone (LTZ)
strategy, and the RUF + LTZ Hybrid strategy.

4.2.1 Recently Updated First (RUF) strategy

Recently updated SSs may have a large TTL value and may
update SSs on vehicles that receive them, while SSs that are
updated long ago may have a small TTL value and may not
update SSs of the receiver vehicles. Sending SSs that will
not update SSs of other vehicles wastes limited communi-
cation resources.

Therefore, in the RUF strategy, we give a high priority
to recently updated SSs. When a vehicle updates an SS, it
records the current time with a pair of a source region ID
and a destination region ID. If a vehicle decides to send SSs
with a beacon, it selects top-q recently updated SSs from its
local SSs that have been updated so far (Figure 9 (a)).

However, if each vehicle selects SSs only based on the
last update time of them, SSs that have the same pair of
source region and destination region may frequently be sent
and SSs that have other pairs will lose a chance to be sent.
For instance, if an SS for a pair of source region s and des-
tination region d is the most recently updated SS in a vehi-
cle, the vehicle sends the SS. Then, when neighbor vehicles
receive and update the SS, the SS for a pair of s and d be-
comes the most recently updated SS in the vehicles and the
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vehicles will send it. The SS for a pair of s and d is re-
peatedly sent and SSs for other pair are rarely sent. Conse-
quently, for some pairs of a source region and a destination
region, the transition of the number of demands on a ve-
hicle may not be reflected in SSs, and the Dmap accuracy
may become low.

To provide the opportunity for not only the most re-
cently updated SSs to be sent, in this strategy, each vehi-
cle randomly selects up to n SSs from the top-q recently
updated SSs and sends them (Figure 9 (b)).

#4: 12:00
#3: 11:53
#8: 11:52
#5: 11:50
#6: 11:45
#2: 11:32
#1: 11:30
#7: 10:42

Top-q 
recently 
updated 
SSs

A list of SSs last updated time

Randomly
selected 
SSs

Randomly
selected 
SSs

#4: 12:00
#3: 11:53
#8: 11:52
#5: 11:50
#6: 11:45
#2: 11:32
#1: 11:30
#7: 10:42

Top-q 
recently 
updated 
SSs

A list of SSs last updated time

(a) Selecting recently updated SSs (b) n SSs from the top-q SSs

Figure 9. RUF strategy

4.2.2 LDI Transfer Zone (LTZ) strategy

In Dmap-based data dissemination, we assume that vehicles
send LDI for a pair of source region s and destination region
d only when they are in the LTZ corresponding to s and d,
as mentioned in Section 3.2. Therefore, vehicles in the LTZ
corresponding to s and d should certainly know the number
of demands for LDI for the pair of s and d. On the other
hand, vehicles that are not in the LTZ do not have to know
the number of demands for LDI. If the SSs for the pair of s
and d are sent by only vehicles in the LTZ corresponding to
s and d, the SSs are exchanged among only vehicles in the
LTZ. As a result, the accuracy of the number of demands
only for a pair of s and d composing an LTZ containing a
vehicle holding the Dmap becomes high because noisy un-
needed SSs are not sent and SSs that affect other vehicles
SSs for a pair of s and d composing the LTZ are sent.On
the other hand, exchanging SSs among vehicles outside the
LTZ is not effective because vehicles do not need SSs that
they will not use when they disseminate LDI.

broadcasts 
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d
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LDI transfer zone

Area supported by a Dmap

does not broadcast 
SS.

Figure 10. LTZ strategy

In the LTZ strategy, vehicles send SSs for the pair of s
and d only when they are in the LTZ corresponding to s and
d, and vehicles do not send the SSs when they are not in the
LTZ. To this end, when each vehicle decides to send SSs,
it first selects only SSs whose pair of source region s and
destination region d satisfies P ∈ As,d . Here, P denotes the

vehicle’s current region, and As,d denotes the LTZ for the
pair of s and d (Figure 10). If the number of selected SSs
is larger than the maximum number of SSs that can be in-
cluded in a beacon packet, the vehicle randomly selects up
to n SSs from the selected SSs.

4.2.3 RUF + LTZ Hybrid strategy

To leverage the advantages of both the RUF and LTZ strate-
gies, we propose the RUF + LTZ Hybrid strategy. In this
strategy, each vehicle sends more recently updated SSs only
when it is in the LTZ corresponding to the SSs. Each vehi-
cle selects and sends SSs as described below. If a vehicle
v decides to send SSs with a beacon, it selects the top-q
recently updated SSs from its local SSs that have been up-
dated so far, like in the RUF strategy. Note that a vehicle
selects SSs only based on whether SSs are more recently
updated in this phase. We refer to the set of these SSs as
Lv . Then, it selects SSs whose pair of source region s and
destination region d satisfies P ∈ As,d from Lv . We refer
this set of selected SSs as L′v . Finally, v randomly selects
up to n SSs from L′v and broadcasts them. This algorithm
is shown in Algorithm 1.

Algorithm 1 RUF + LTZ strategy

When vehicle v attempts to send some sets of sketches
Lv ,L′v ← φ
Lv ← top q recently updated sets of sketches on v
for all (s,d) of a set of sketches in Lv do

if Pv ∈ As,d then
add Sv,s,d to L′v

end if
end for
select n items randomly from L′v

5 Evaluation of strategies for
efficiently sending DMI

In this section, we evaluate the effectiveness of the proposed
strategies through simulations. We focus on the accuracy
of Dmaps and communication traffic required for sending
DMI in this evaluation.

5.1 Simulation settings

5.1.1 Simulation scenario

In each scenario of our simulations, each vehicle broadcasts
SSs to update and to share their Dmap using only VANET.
We used Scenargie [24], a network simulator developed
by Space-Time Engineering, and we implemented our pro-
posed strategies and comparative strategies described later.
In our scenarios, there are 14 double lane roads in a square
area that has 2 km on each side as shown in Figure 11 (a).
All intersections have traffic lights.
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Figure 11. Simulation area and regions for a Dmap

All vehicles move on the roads in the simulation area
by a mobility log generated using the SUMO road traffic
simulator [25]. In addition, we conducted simulations of
vehicle mobility by changing the inter-vehicle arrival rate.
These vehicle mobility simulation logs are used for eval-
uating how the density of vehicles affects the accuracy of
Dmaps and the effectiveness of the proposed strategies.

Table 1. Pairs of source region ID and destination region ID of demands
generated in the simulations

Source Destination Source Destination
12 54 23 45
19 50 15 28
52 74 63 86
56 89 27 34
38 57 73 91
75 58 77 69
59 37 64 48
68 24

Table 2. Simulation parameters

Parameters Values
Inter-vehicle arrival rate [/h·lane] 100, 300
Interval of sending beacons [sec] 1
Tx power [dBm] 10
Interval of generating demands [sec] 1
The effective period of a demand 63
Simulation time [s] 900
MAC Protocol IEEE802.11p
Propagation model ITU-R P.1411
App. max. data size [bytes] 500
Size per SS [bytes] 192
τu 30
k 10, 17
q 7
n 2
p 0.8

We divided the simulation area into small square regions
200×200m2 and gave an ID to each small region for creat-
ing a Dmap of each vehicle Figure 11 (b). In Figure 11
(b), vehicles in blue regions demanded LDI of red regions
corresponding to the blue regions. Table 1 also summa-
rizes pairs of a source region and a destination region of
demands that vehicles generated in the simulations. Vehi-
cles in each source region shown in Table 1 demanded LDI
of the destination region corresponding to the source region
every second when they were moving towards the direction
of the destination region. For instance, a vehicle in region

12 demanded LDI of region 54 every second only when it
was moving eastbound or southbound.

We repeated simulation runs ten times with different
random number seeds. Table 2 summarizes parameters used
in the simulations. We determined the values of n, k and
the interval of sending beacons based on preliminary sim-
ulations. We selected values of these parameters so that
communication traffic could be as small as possible and the
reproducibility of real demands in Dmaps (the ratio of coin-
cidence described later) could be high based on the results
of the preliminary simulations using the same scenarios.

5.1.2 Comparative strategies

To evaluate the effectiveness of proposed strategies, we
used three comparative strategies, the All strategy, the Ran-
dom Timing (RandT) strategy, and the Random Selecting
(RandS) strategy. The All strategy and RandT strategy are
for controlling the frequency of sending SSs and used for
evaluating the effectiveness of the Frequent strategy. The
RandS strategy is for selecting SSs to be sent, and used for
evaluating the effectiveness of the LTZ strategy, RUF strat-
egy, and RUF + LTZ Hybrid strategy.

In the All strategy, all vehicles do not control the fre-
quency of sending SSs and send SSs with every beacon. In
the RandT strategy, each vehicle decides to send SSs with a
probability of p when it sends a beacon. In the RandS strat-
egy, vehicles that send SSs randomly select n SSs to send
from SSs that have been updated so far.

5.2 Simulation metrics
We evaluated the performance of the proposed strategies fo-
cusing on the accuracy of a Dmap in each vehicle and com-
munication traffic required for sending DMI (= SSs). Here,
the accuracy of a Dmap means the reproducibility of the ac-
tual number of demands in the Dmap. Since vehicles send
LDI based on the estimated number of demands given by
the Dmap, the reproducibility of the actual number of de-
mands in the Dmap should be high. The reproducibility of
the actual number of demands should be evaluated by us-
ing a relative metric because the influence of the error is
different according to how the actual number of demands
is. Therefore, for evaluating the accuracy of Dmaps, we
use the ratio of coincidence between the actual number of
demands and the estimated number of demands in Dmaps,
M.

M for a pair of source region and destination region is
defined as follows.

M = 1−min{1, |R−D |/R} (0 ≤M ≤ 1). (2)

where D denotes the estimated number of valid demands
(TTL > 0) that are generated in a source region for a des-
tination region, and R denotes the actual number of valid
demands for the same combination of a source region and
a destination region as D. In addition, we assume that R is
not 0 in this formula. The closer M is to 1, the higher the
accuracy of the Dmap. As mentioned above, only vehicles
in an LTZ for the pair of source region s and destination re-
gion d should surely know the number of demands for LDI
for the pair of s and d because we assume that vehicles send
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the LDI only when they are in LTZ corresponding to s and
d. Therefore, we evaluated M for the pair of source region
s and destination region d in a Dmap in only vehicles that
are in the LTZ for the pair of s and d at the time point of the
data analysis.

We also evaluated the communication traffic required
for sending SSs. It is the average value of the product of the
data size of an SS and the total number of broadcasted SSs
in each simulation.

5.3 Simulation results
5.3.1 The ratio of coincidence M

Figure 12 shows the CDF of M calculated 800 seconds af-
ter the start of the simulation with vehicle traffic of 300
vehicles/lane·hour when the All strategy is used for con-
trolling the frequency of sending SSs, and we evaluated the
performance of the proposed strategies for selecting SSs.
The vertical axis is the ratio of vehicles that have an SS rep-
resenting M below each M on the horizontal axis. Each
curve in the graph corresponds to a pair of a source region
and a destination region of demands shown in Table 1.
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Figure 12. CDF of the Dmap accuracy (M) at 800 sec (inter-vehicle arrival
rate: 300 vehicles/lane·hour)

As shown in Figure 12, the LTZ strategy and the RUF
+ LTZ strategy outperform the other strategies. When the
RandS strategy is used, M of pairs of s and d (Hereafter,
we call them sd-pairs) ranges from 0.6 to 0.86. With the
LTZ strategy and the RUF + LTZ strategy, M of sd-pairs
is improved compared with M when the RandS strategy is
used. M of sd-pairs when the LTZ strategy or the RUF +
LTZ strategy is used ranges from 0.7 to 0.86. This is be-
cause SSs for the pair of s and d are preferentially sent in
LTZ corresponding to the SSs. The reason why M in the
LTZ strategy is similar to M in the RUF + LTZ strategy is
summarized as follows. SSs are frequently sent in their cor-
responding LTZ if the LTZ strategy is used, then the time
stamp of the SSs on vehicles in the LTZ is frequently up-
dated. Therefore, SSs are frequently sent in the LTZs when

vehicles select recently updated SSs in RUF + LTZ strategy.
Therefore, similar SSs are selected both in the LTZ strategy
and the RUF + LTZ strategy. Consequently, M in the LTZ
strategy is similar to M in the RUF + LTZ strategy. On the
other hand, when only the RUF strategy is used for select-
ing SSs, M is deteriorated. The reason is that SSs of the
same sd-pairs tend to be sent repeatedly and transmission
of SSs of other sd-pairs is suppressed.
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Figure 13. CDF of the Dmap accuracy (M) at 800 sec (inter-vehicle arrival
rate: 300 vehicles/lane·hour)

Figure 13 shows the CDF of the Dmap accuracy (M)
when the Frequent strategy and the RandT strategy were
used for controlling the frequency of sending DMI (= SSs)
with the RandS strategy or the LTZ strategy for select-
ing SSs. When vehicles use the RandT strategy and the
RandS strategy, M is deteriorated compared to that in the
case when the All strategy and the RandS strategy are used.
This is simply because the number of exchanged SSs is de-
creased. However, when vehicles use the RandT strategy
and the LTZ strategy, M is similar to one in the case when
the All strategy and the LTZ strategy are used. The reason
is that SSs are frequently exchanged in LTZ corresponding
to them when the LTZ strategy is used even if the small
number of vehicles send SSs. When the Frequent strategy
with k = 10 is used, M is more deteriorated than that in the
case when the RandT strategy is used. The reason is that the
number of vehicles that send SSs is excessively restrained in
the Frequent strategy with k = 10. On the other hand, when
the Frequent strategy with k = 17 is used, M approximated
M in the cases when the All strategy is used because the
number of vehicles that send SSs was hardly not restrained.

Figure 14 shows CDF of M calculated at 800 seconds
from the start of the simulation with 100 vehicles/lane·hour
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vehicle traffic. Compared with Figure 12 (a)–(c), we can see
that M is deteriorated when the vehicle density is low. This
is because a sufficient number of SSs is not exchanged due
to lack of connectivity between vehicles. Interestingly, even
with poor connectivity, the LTZ strategy outperforms other
strategies and most of the sd-pairs achieve high M around
0.8. The reason is that SSs are easily updated in LTZ corre-
sponding to the SSs because SSs are frequently sent in the
LTZ.
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Figure 14. CDF of M at 800 sec (inter-vehicle arrival rate: 100
vehicles/lane·hour)

5.3.2 Communication traffic

Figure 15 shows communication traffic in each combination
of strategies when vehicle traffic is 300 vehicles/lane·hour.
We can see that the LTZ strategy most effectively reduces
communication traffic among strategies for selecting SSs.
The reason is that each SS is sent only in the LTZ corre-
sponding to the SS and is not sent outside the LTZ.

Concerning strategies for controlling the frequency of
sending SSs, the Frequent strategy (k = 10) most effectively
reduces the communication traffic. However, when the Fre-
quent strategy (k=10) is used, M becomes low as shown in
Figure 13 (a), (b) because SSs are rarely updated due to the
limited chance to send SSs.
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Figure 15. Communication traffic (Inter-vehicle arrival rate: 300
vehicles/lane·hour)

Summarizing the simulation results of the ratio of co-
incidence M and communication traffic, we can conclude

that the LTZ strategy is the most useful to improve both
the Dmap accuracy and communication traffic needed for
exchanging SSs. The reason is that this strategy increases
the frequency of SS exchange in their corresponding LTZ
and reduces the frequency of exchanging them outside the
LTZ. Concerning strategies for controlling the frequency of
sending SSs, the Frequent strategy reduces the communi-
cation traffic. However, it deteriorates the Dmap accuracy.
Therefore, the Frequent strategy does not solve the tradeoff
between the Dmap accuracy and communication traffic. In
addition, when both the LTZ strategy and RandT strategy
are used, communication traffic and the Dmap accuracy is
most effectively improved.

6 Conclusions
In this paper, we proposed a strategy for controlling the fre-
quency of sending DMI (SSs) and strategies for selecting
SSs that vehicles should send for improving the accuracy of
a soft-state sketch-based Dmap on vehicles used for Dmap-
based location dependent data dissemination services on
VANETs, such as a real-time visual car navigation system.
The simulation results revealed that one of the proposed
strategies for selecting SSs, the LTZ strategy, effectively re-
duces communication traffic and achieves high Dmap ac-
curacy, i.e. the reproducibility of the actual number of de-
mands in Dmaps. The key feature of the LTZ strategy is
that it is designed in consideration of where the exchanged
information, i.e. SSs, may be used. In this strategy, vehicles
send SSs in only locations where SSs may be used and do
not send SSs in locations where SSs may not be used. Thus,
it can reduce communication traffic and improve the accu-
racy of SSs in locations where SSs is used. On the other
hand, the strategy for controlling the frequency of sending
SSs, the Frequent strategy, which gives a high priority to
vehicles frequently updating SSs, deteriorates the Dmap ac-
curacy, while it drastically reduces communication traffic
required for exchanging SSs.

The demand generation patterns used in the evaluation
in the paper is limited. Thus, the performance evaluation
of various demand generation patterns and realistic demand
generation patterns are needed because there are many de-
mand generation patterns in real life. For example, a de-
mand generation pattern that frequency of demands change
as time progress or change depending on a distance between
a source region to a destination region should be consid-
ered. The mobility pattern of vehicles will also affect the
performance of sharing Dmap information. For example,
if an isolated vehicle has important Dmap information of a
distant area, giving a high priority to exchanging the impor-
tant Dmap information will contribute to that many vehi-
cles knowing the distributions of demands for LDI. If many
vehicles in the distant area want to obtain LDI of an area
that has low connectivity from them in terms of store-carry-
forward-based data delivery, such demand information will
be carried by isolated vehicles.

For delivering LDI based on Dmaps, additional infor-
mation is needed for each vehicle to determine whether it
forwards an LDI item or not. For example, if its neighbor-
ing vehicle has sent the same LDI item recently, it should
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not forward the LDI item to reduce the redundant data trans-
mission without loss of the reliability of data delivery. Be-
sides, if there are multiple isolated routes between the PoI
and the destination of the LDI item, whether selecting one
of the routes or using all the routes will affect the reliabil-
ity of the LDI data delivery. In addition, we should design
a criterion for selecting LDI that vehicles send, a method
for calculating efficient forwarding routes based on Dmaps,
etc. Our proposed strategies are important factors in the
routing of LDI because vehicles disseminate LDI based on
Dmaps in Dmap-based data dissemination. The design of a
data forwarding algorithm based on Dmaps and additional
information remains as our future work.
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This paper deals with the problem of Fault Tolerant Control (FTC)
using PID-type Fuzzy Logic Controller (FLC) for an Electronic
Throttle Valve (ETV) described by a switched discrete-time systems
with input disturbances and actuator faults. In order to detect the
faults, Unknown Input Observers (UIOs) are designed and formu-
lated in terms of Lyapunov theory and Linear Matrix Inequalities
(LMIs). This approach is designed in order to minimize the error
between the desired flat trajectory generated using the flatness prop-
erty and the estimated state provided from differents UIOs and to
maintain asymptotic stability under an arbitrary switching signal,
even in the presence of actuator faults. The simulation results have
shown the effectiveness of the proposed approach.
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1 Introduction

Actuator faults may cause undesired system behaviour
and sometimes lead to instability, hence it is neces-
sary to develop Fault Tolerant Control (FTC) methods
against actuator faults of uncertain nonlinear systems.
In the past decades some FTC design methods have
been proposed for several classes of nonlinear systems
with actuator faults [1-3]. It consists in computing con-
trol laws by taking into account the faults affecting the
system in order to maintain acceptable performances
and to preserve stability of the system in the faulty sit-
uations [4]. From the point of view of FTC strategies,
the literature considers two main groups of techniques:
passive and active ones. In passive FTC, the faults
are treated as uncertainties. Therefore, the control is
designed to be robust only to the specified faults [4].
Active FTC techniques consist in adapting the control
law using the information given by the Fault Detection
and Isolation (FDI) block [5]. The informations issued
from the FDI block are used by the FTC module to
reconfigure the control law in order to compensate the
fault and to ensure an acceptable system performances.

The study of this problem was extended to switched

systems in [6-8]. In [7], a switched discrete-time sys-
tem with state delay has been considered. The design
method is based on the construction of a filter and a
fault estimation approach. In [8], an adaptive fuzzy
tracking control method for a class of switched nonlin-
ear systems with arbitrary switchings and with actu-
ator faults has been proposed. The proposed control
scheme guarantee the stability of the whole switched
control system based on the common Lyapunov func-
tion stability theory and attenuate the effect of the
actuator faults on the control performance by design-
ing a new fuzzy controller to accommodate uncertain
actuator faults. In [9], an observer has been built to de-
tect the fault when it occurs. The problem of FTC for
switchied linear systems is addressed by using a nom-
inal control law designed in the absence of any fault,
associated with fault detection, localization and recon-
figuration techniques to maintain the stability of the
system under an arbitrary switching signal in the pres-
ence of sensor faults. A state trajectory tracking has
been proposed in [4] for actuator faults and observer
bank based on controllers with switching mechanism
for sensor faults has been also presented in [10]. A
nonlinear observer based controller, adopting the so-
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called parallel distributed compensation structure, has
been designed to choose an adequate state estimate
to compensate the effects of the faults on the system
in [11]. Switched systems are dynamical systems con-
sisting of a collection of continuous-time subsystems.
Switched systems have attracted more attention due
to their significance in the modelling of many engineer-
ing applications, such as chemical processes, robot ma-
nipulators and power systems. Stability analysis and
synthesis of switched systems have been made using
Lyapunov function to ensure stability of the switched
systems such in [12].

In this paper, in order to acheive the FTC for
a switched discrete-time systems, a set of PID-type
Fuzzy Logic Controller (FLC) is implemented to min-
imize the error between the desired flat trajectory and
the estimated state and to maintain the stability of
the system in the presence of actuator faults. The es-
timated state is provided from an Unknown Input Ob-
server (UIO). Based on residual analysis, a switching
strategy using stateflow is then designed. The global
stability for the switched systems is studied by Lya-
punov theory and expressed as a Linear Matrix In-
equalities (LMIs).
The paper is organized as follows. In Section 2, the
FTC problem statement is formulated. In Section 3,
the fault detection method using UIO is introduced.
In Section 4, the PID-type FLC is described. Section
5 deals with the flatness property. The proposed ap-
proach is applied to an ETV in Section 6. Finally, the
conclusion is drawn in Section 7.

2 FTC problem statement
Consider the discrete time switched system, which can
be formulated such that

x(k+ 1) =Ajx(k) +Bju(k) +Ejd(k) +Bjfa(k) (1)

y(k) = Cjx(k)

x(k) ∈ R
n is the state vector, u(k) ∈ R

p the con-
trol input, y(k) ∈ R

o the measured output, d(k) ∈ R
p

the unknown disturbance input and fa(k) ∈R
p the ac-

tuator faults. Aj ∈ R
n×n, Bj ∈ R

n×p, Cj ∈ R
o×n

and Ej ∈R
n×p are the known constant matrices for

j ∈ ψ = {1,2, ...,m} and m the number of models,
m> 1.
In this paper, a FTC structure based on PID-type
FLC, given by Figure 1, is proposed to maintain the
trajectory tracking and to preserve stability of ETV in
the presence of both input disturbance d(k) and actu-
ator faults fa(k).
According to this structure, the FTC approach needs
to detect actuator faults firstly and then to design the
jth control law, denoted uj(k) given by (2), in order to
minimize the error between the desired flat trajectory,
generated using the flatness property and the estimated
state, provided from the jth UIO.

uj(k) =−Kc,j x̂j(k) + ydj (k) (2)

Kc,j is the jth gain control law.
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Figure 1: Proposed structure of FTC approach

In this case, LMI-based UIOs for the switched system
(1) are designed using Lyapunov function for arbitary
switching signal. Then, residuals rj(k) are determined
by the UIOs and employed to achieve actuator faults
detection.

3 Unknown input observers design
and stability analysis

In this section, let us consider fa(k) = 0, then the
model (1) becomes

x(k+ 1) =Ajx(k) +Bju(k) +Ejd(k) (3)

y(k) = Cjx(k)
j ∈ ψ denotes the jth model. The structure of full rank
UIOs can be formulated by

z(k+ 1) = Fj(k) +TjBju(k) +Kjy(k) (4)

x̂(k) = z(k) +Hjy(k)
where x̂(k) is the estimated state vector x(k), z(k) is
the state vector of full rank UIOs. Fj , Tj , Kj and Hj

are unknown matrices which need to be designed.
Lemma: [13] Equation (4) is UIO of the switched sys-
tem (3), if and only if the following conditions are sat-
isfied

• rank(CjEj) = rank(Ej)

• (CjAj1) is observable

with

Aj1 =Aj −Ej
[
(CjEj)TCjEj

]−1
(CjEj)TCjAj (5)

According to the above, the formulation of UIOs is
constructed for each subsystem. In the next part, the
multiple Lyapunov function will be used to realize the
design of parameters for UIOs of switched system.
Theorem: [14] In the condition of arbitrary switching
signal, for the system (3), if

(HjCj − I)Ej = 0 (6)

Tj = (I −HjCj)
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Fj = (Aj −HjCjAj −Kj1Cj)
Kj2 = FjHj

hold, and there exist symmetric matrices Pj > 0, ∀j ∈
ψ such that [

−Pj PjFj
FTj Pj −Pj

]
6 0, ∀j ∈ ψ (7)

then the parameters of UIOs can be designed.
Proof: Define the state estimation error as e(k) =
x(k)− x̂(k), the dynamic equation can be derived as

e(k+ 1) = (Aj −HjCjAj −Kj1Cj)e(k)
−
[
Fj − (Aj −HjCjAj −Kj1Cj)

]
z(k)

−
[
Kj2− (Aj −HjCjAj −Kj1Cj)Hj

]
y(k)

−
[
Tj − (I −HjCj)

]
Bju(k)− (HjCj − I)Ejd(k)

(8)
with

Kj =Kj1 +Kj2 (9)
In order to make the error decoupled from known con-
trol input u(k), measured output y(k) and unknown
input d(k), we should let

(HjCj − I)Ej = 0 (10)

Tj − (I −HjCj) = 0
Fj − (Aj −HjCjAj −Kj1Cj) = 0

Kj2− (Aj −HjCjAj −Kj1Cj)Hj = 0
It can be concluded that

Hj = Ej

[
(CjEj)TCjEj

]−1
(CjEj)T (11)

Aj1 =Aj −Ej
[
(CjEj)TCjEj

]−1
(CjEj)TCjAj (12)

Fj =Aj −HjCjAj −Kj1Cj =Aj1−Kj1Cj (13)
and the error dynamics is given by

e(k+ 1) = Fje(k) (14)

Equation (4) is UIOs of the switched system (3) if the
estimation error tends asymptotically to zero despite
the presence of an unknown input d(k) , 0.
Consider the following Lyapunov function

Vj(e(k)) = e(k)TPje(k) (15)

For Pj = PTj > 0, then, Vj(e(k)) > 0 holds, the ∆V
given by (16) is negative

Vi(e(k+ 1))−Vj(e(k))
= e(k)TFTj PiFje(k)− e(k)TPje(k)

= e(k)T (FTj PiFj −Pj)e(k);(i ∈ ψ,j ∈ ψ,i , j)
(16)

if the following inequalities are satisfied

FTj PiFj −Pj 6 0 (17)

Thus, the error system (14) is stable asymptotically.
According to Schur complement lemma, the inequali-
ties (17) can be rewritten as[

−Pi PiFj
FTj Pi −Pj

]
6 0 (18)

By substituting Fj = Aj1 −Kj1Cj , the above matrix
inequalities become[

−Pi Pi(Aj1−Kj1Cj)
(Aj1−Kj1Cj)TPi −Pj

]
< 0 (19)

and[
−Pi (PiAj1−WijCj)

(PiAj1−WijCj)T −Pj

]
< 0 (20)

for Wij = PiKj1.
Since Kj1 = P−1

j Wij , we can obtain the value of Kj1
then Fj , Kj2 and Kj = Kj1 +Kj2 from Pj and Wij

solutions of LMIs.
The aim of fault detection is to generate a residual sig-
nal rj(k), given by (21), which is sensitive to fa(k) in
the presence of actuator faults which is the purpose of
[15].

rj(k) = y(k)−Cj x̂j(k) (21)

4 PID-type fuzzy logic controller de-
sign

In this study, the FTC approach is based on PID-type
FLC. To adjust the input and the output scaling factors
of this controller, Genetic Algorithm (GA) optimiza-
tion technique has been proposed in order to improve
the performance of the controller.

4.1 PID-type fuzzy logic controller descrip-
tion

We consider a PID-type FLC structure as shown in
Figure 2, [16], where Ke ∈ R

+ and Kd ∈ R
+ are the

input scaling factors, α ∈ R
+ and β ∈ R

+ the output
scaling factors.

Fuzzy logic 

controller

α

β ∫

eK

dK

( )ju k∆
( )ju k+

+

1q−

+

−

( )j kε ( )j kε∆

( )j kε

Figure 2: The PID-type FLC

The FLC inputs variables, the error εj(k) between the
desired flat trajectory ydj (k) and the estimated state
x̂(k), and error variation ∆εj(k) are given by the equa-
tions (22) and (23) where Te is the sampling period.

εj(k) =−Kc,j x̂(k) + ydj (k) (22)

∆εj(k) = εj(k)− εj(k− 1)
Te

(23)

The output variable ∆uj(k) of a such controller is the
variation of the control law signal uj(k) which can be
defined as (24).

∆uj(k) = uj(k)−uj(k− 1)
Te

(24)
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The output of the PID-type FLC is given by (25), [17]

uj(k) = α∆uj(k) +β

∫
∆uj(k) dt

= α(A+QKeuj(k) +DKd∆uj(k))

+β

∫
(A+QKeuj(k) +DKd∆uj(k)) dk

= αA+βAk+ (αKeQ+βKdD)uj(k)

+βKeQ

∫
uj(k) dk+αKdD∆uj(k)

(25)

where the terms Q and D are given by (26) and (27),
[10].

Q=
∆u(i+1)j −∆uij

εi+1− εi
(26)

D =
∆ui(j+1)−∆uij

∆εj+1−∆εj
(27)

The fuzzy controllers with product−sum inference
method, centroid defuzzification method and triangu-
lar uniformly distributed membership functions for the
inputs and a crisp output proposed in [18], are used, in
our study.
The linguistic levels, assigned to the variables εj(k),
∆εj(k) and ∆uj(k), are given in Table 1 as follows:
NL: Negative Large; N : Negative; ZR: Zero; P : Pos-
itive; PL: Positive Large.

εj(k) / ∆εj(k) N ZR P
N NL N ZR
ZR N ZR P
P ZR P PL

Table 1: Fuzzy rules-base

4.2 Optimization of scaling factors using ge-
netic algorithm

To adjust the input and the output scaling factors (Ke,
Kd) and (α, β), GA is used in order to obtain their op-
timal values.
At first, an initial chromosome population is randomly
generated. The chromosomes are candidate solutions
to the problem. Then, the fitness values of all chromo-
somes are evaluated by calculating an objective func-
tion. So, based on the fitness of each individual, a
group of the best chromosomes is selected through
the selection process. The genetic operators, crossover
and mutation, are applied to this ’surviving’ popula-
tion in order to improve the next generation solutions.
Crossover is a recombination operator that combines
subparts of two parent chromosomes to produce off-
spring. This operator extracts common features from
different chromosomes in order to achieve even bet-
ter solutions. Mutation is an operator that introduces
variations into the chromosome. The modifications can
consist of changing one or more values of a chromo-
some. Through the mutation operator the search space
is explored by looking for better points. The process

continues until the population converges to the stop
criterion.
The most crucial step in applying GA is to choose the
objective function that is used to evaluate the fitness of
each chromosome. In this paper, the method of tuning
PID-type FLC parameters using GA is based on mini-
mizing the Integral of the Squared Error (ISE) used in
[18].

5 Flatness and trajectory planning
The flatness approach is used in a discrete-time frame-
work for system (1). Let the studied dynamic linear
discrete system described by (28)

Dj(q)yj(k) =Nj(q)vj(k) (28)

q is the forward operator, vj(k) and yj(k) are, respec-
tively, the input and the output signals and Dj(q) and
Nj(q) the polynomials defined by

Dj(q) = qn + aj,n−1q
n−1 + . . .+ aj,1q+ aj,0 (29)

Nj(q) = bj,n−1q
n−1 + . . .+ bj,1q+ bj,0 (30)

where the parameters aj,l and bj,l are constants, l =
{0,1, ...,n− 1}.
The system is considered as linear and controllable,
consequently it is flat, [16].
The flat output zj(k), on which depend the output
yj(k) and the control vj(k), can be seen as being the
partial state of a linear system, [19]

vj(k) =Dj(q)zj(k) (31)

yj(k) =Nj(q)zj(k) (32)
The open loop control law can be determined by the
following relations, [18]

vdj (k) = f(zdj (k), ...,zd(r+1)
j (k)) (33)

ydj (k) = g(zdj (k), ...,zd(r)
j (k)) (34)

f and g are vectorial functions and zdj (k) is the desired
trajectory that must be differentiable at the (r + 1)
order.
In order to plan the desired flat trajectory zdj (k), the
polynomial interpolation technique is used.
Let consider the state vector: Zdj (k) =
(zdj (k) zjd

(1)(k) . . . zd(r+1)
j (k))T containing the desired

flat output and its successive derivatives, [18].
The expression of Zdj (k) can be given as following
where k0 and kf are two moments known in advance.

Zdj (k) =Mj,1(k− k0)cj,1(k0) +Mj,2(k− k0)cj,2(k0,kf )
(35)

such that

Mj,1 =


1 k · · · kn−1

(n−1)!
0 1 · · · k(n−2)

(n−2)!
...

. . .
. . .

...
0 · · · 0 1

 (36)
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Mj,2 =


kn

n!
kn+1

(n+1)! · · · k2n−1

(2n−1)!
kn−1

(n−1)!
kn

n! · · · k(n−2)

(n−2)!
...

. . .
. . .

...

k · · · kn−1

(n−1)!
kn

n!

 (37)

cj,1 = Zdj (k0) (38)

cj,2 =M−1
j,2 (kf − k0)(Zjd(kf )−Mj,1(kf − k0)Zdj (k0))

(39)
After planning a desired flat trajectory in discrete-time
framework, the real output yj(k), to be controlled, fol-
lows the desired trajectory ydj (k) such that (40), [18].

ydj (k) =Nj(q)zdj (k) (40)

6 Application of an electronic throt-
tle valve

6.1 Electronic throttle valve modeling
The proposed approach is applied here for the case of
the electronic throttle valve, Figure 3, [15].

Figure 3: Electronic throttle system

The electrical part of this system is modeled by (41),
[20,21].

u(t) =Ri(t) +L
d

dt
i(t) + kvωm(t) (41)

L is the inductance, R the resistance, u(t) and i(t)
the voltage and the armature current respectively, kv
a constant electromotive force and ωm(t) the motor ro-
tational speed.
The mechanical part of the throttle is modeled by a
gear reducer, characterized by its reduction ratio γ such
as (42)

γ = Cg
CL

(42)

CL is the load torque and Cg the gear torque.
The mechanical part is modeled according to (43) and
(44), such that, [20,21]

J
d

dt
ωm(t) = Ce−Cf −Cr −Ca (43)

d

dt
θ(t) = (180/π/γ)ωm(t) (44)

θ(t) is the throttle plate angle, Ce the electrical torque,
Cf the torque caused by mechanical friction, Cr the

spring torque, Ca the torque generated by the airflow
and J the overall moment of inertia.
The electrical torque is defined by

Ce = kei(t) (45)

where ke is a constant.
The electronic throttle valve involves two complex non-
linearities due to Cr and Cf , given by their static char-
acteristics, [15]

• a dead zone in which the control voltage signal
has no effect on the nominal position of the valve
plate,

• two hysteresis combined with a saturation, due to
the valve plate movement, limited by the maxi-
mum and the minimum angles.

The static characteristic of the nonlinear spring torque
Cr is defined by

Cr = kr
γ

(θ− θ0) +D sgn(θ− θ0) (46)

for θmin 6 θ 6 θmax, kr is the spring constant, D a con-
stant, θ0 the default position and sgn(.) the following
signum function

sgn(θ− θ0) =
{

1, if θ > θ0
−1, else (47)

The friction torque function Cf of the angular velocity
of the throttle plate can be expressed as

Cf = fvω+ fc sgn(ω) (48)

where fv and fc are two constants.
By substituting in equation (43), the expressions Ce,
Cf and Cr and by neglecting the torque generated by
the airflow Ca, the two nonlinearities sgn(θ− θ0) and
sgn(ω) and the two constants kr

γ θ0 and fv, the stud-
ied system is linear then it can be modelized by the
following transfer function H(s) (49), [21]

H(s) = (180/π/γ)ke
JLs3 + JRs2 + (kekv +Lks)s+Rks

(49)

with ks = (180/π/γ2)kr and s the Laplace operator;
the identified parameters of this system are given in
Table 2 at 25◦C, [20].

Parameters Values Units
R 2.8 Ω

L 0.0011 H
ke 0.0183 N.m/A
kv 0.0183 v/rad/s

J 4× 10−6 kg.m2

γ 16.95 -

Table 2: Model’s parameters

Recent work has shown that the ETV can be mod-
eled by two linear models identified from the default
position of the throttle plate for two values of the pa-
rameter ks and for the sampling period Te = 0.002s,
[21]
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• a model representing the position of the plate
above the position by default for: ks = 1.877×
10−4kg.m2, then the corresponding discrete-time
transfer function H1(q−1) given by (50),

H1(q−1) = 0.007480q−1 + 0.01334q−2 + 0.0007376q−3

1 − 1.948q−1 + 0.954q−2 − 0.006152q−3
(50)

• a model representing the position of the plate
below the position by default for: ks = 1.384×
10−3kg.m2, then the corresponding discrete-time
transfer function H2(q−1) given by (51),

H2(q−1) = 0.007479q−1 + 0.01333q−2 + 0.0007376q−3

1 − 1.946q−1 + 0.954q−2 − 0.006152q−3
(51)

6.2 Simulation results
In order to test the proposed fault tolerant control ap-
proach, tow models of an ETV in actuator fault and
an unknown disturbance case are given as state space
formulation as

x(k+ 1) =Ajx(k) +Bju(k) +Ejd(k) +Bjfa(k) (52)

y(k) = Cjx(k)
where the parameter matrices and vectors of each
model are given as

A1 =

1.948 - 0.954 0.006152
1 0 0
0 1 0

 (53)

A2 =

1.946 - 0.954 0.006152
1 0 0
0 1 0

 (54)

B1 =B2 =
(
1 0 0

)T (55)

C1 =
(
0.007480 0.01334 0.0007376

)
(56)

C2 =
(
0.007479 0.01333 0.0007376

)
(57)

E1 = E2 =
(
1 1 1

)T (58)
The studied system fulfills the conditions of Lemma 1.{

rank(C1E1) = rank(E1) = 1
rank(C2E2) = rank(E2) = 1 (59)

then (C1A11) and (C2A21) are both observable.
By applying Theorem, the system is stable asymptoti-
cally for any switching signal for symmetric matrice P
definite positive given by (60).

P = e - 010

 0.1429 - 0.0857 0.1903
- 0.0857 0.5085 0.0494
0.1903 0.0494 0.4251

 (60)

Then, the rest parameters of UIOs are calculated as
below

F1 =

 - 0.0266 0.8566 - 1.5415
- 0.0078 0.1954 - 0.3515
0.0165 - 0.4329 0.7788

 (61)

F2 =

 - 0.0233 0.8717 - 1.5349
- 0.0071 0.1998 - 0.3515
0.0148 - 0.4384 0.7715

 (62)

T1 =

 0.9657 - 0.6187 - 0.3470
- 0.0343 0.3813 - 0.3470
- 0.0343 - 0.6187 0.6530

 (63)

T2 =

 0.9672 - 0.6196 - 0.3476
- 0.0328 0.3804 - 0.3476
- 0.0328 - 0.6196 0.6524

 (64)

K1 =

 0.0002
0.0031
- 0.0056

 ,K2 =

 0.0182
0.0208
- 0.0389

 (65)

H1 =

46.3945
46.3945
46.3945

 ,H2 =

46.4707
46.4707
46.4707

 (66)

In this study, the method of tuning PID-type FLC pa-
rameters using GA is based on minimizing the ISE. If
ydj (k) is the desired flat trajectory and x̂j(k) the esti-
mated state, then we have

εj(k) =−Kc,j x̂j(k) + ydj (k) (67)

For the ISE defined by

ISE =
t∫

0

ε2
j (k)dt (68)

In this paper, the considered fitness function is taken
as inverse of this error, i.e. the following performance
index

fitness value= 1
ISE

(69)

Then, the obtained optimum values of the in-
put/output scaling factors (Ke,Kd,α,β), using genetic
algorithm are given as follows: Ke = 0.2006, Kd =
0.8071, α= 0.1146 and β = 0.2063.
The desired discrete time flat trajectory zdj (k), with
j = {1,2} can be computed according to the following
polynomial form

zdj (k) =



cst1
Bj(1) , if 0 6 k 6 k0

Poly1,j(k), if k0 < k 6 k1
cst2
Bj(1) , if k1 < k 6 k2

Poly2,j(k), if k2 < k 6 k3
cst1
Bj(1) , if k > k3

(70)

where cst1 and cst2 are constant parameters, k0 = 3s,
k1 = 6s, k2 = 10s and k3 = 15s are the instants of tran-
sitions, Bj(1) is the static gain between the flat output
zj(k) and the output signal yj(k) for each model and
Poly1,j(k) and Poly2,j(k) are polynomials calculated
using the technique of polynomial interpolation.
The desired trajectories yd1(k) and yd2(k) are then given
in Figure 4.
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Figure 4: Desired trajectories yd
1(k) and yd
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Let us consider the fault vector

fa(k) =
[
fTa1(k)
fTa2(k)

]
(71)

such as fa2 = 0 and fa1 defined as follows

fa1(k) =

 0,
−0.1sin(0.314k),

0,

k ∈ [0,10]
k ∈ ]10,13]
k ∈ ]13,20]

(72)

The simulation results illustrated in Figure 5 and Fig-
ure 6, show some oscillations for the outputs signals
and for the tracking error due to the unknown input.
We remark that the system’s responses with and with-
out FTC track desired trajectories with disturbances
rejection.
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Figure 5: System outputs in actuator fault case with and with-
out PID-type FLC
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Figure 6: Tracking error in actuator fault case with and with-
out PID-type FLC

At the time of actutor faults occurrence k = 10s, the
system’s behavior was changed. The system without

FTC becomes unstable, whereas for the same reference
input and by using the FTC, the system remains stable
and the tracking error have a small deviation from zero
which shows the effectiveness of the proposed FTC ap-
proach.

Figure 7, Figure 8 and Figure 9 show the residual val-
ues generated using UIOs and the switched signal. The
switching between the two models is acheived based on
residual values comparision.
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Figure 7: Residual value r1(k) in actuator fault case with PID-
type FLC
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Figure 8: Residual value r2(k) in actuator fault case with PID-
type FLC
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FLC

7 Conclusion
In this paper, a new fault tolerant control law based
on PID-type FLC is designed for the nonlinear com-
plex system ETV, modelized by a multimodel struc-
ture. The approach is based on the use of a reference
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model generated using the flatness property. The pro-
posed control law is, then, designed to minimize the
error between the desired flat trajectory and the esti-
mated state, generated using UIOs, even in the pres-
ence of actuator faults based on minimizing the ISE.
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 Radio frequency Identification (RFID) is currently considered as one of the most used 
technologies for an automatic identification of objects or people. Based on a combination 
of tags and readers, RFID technology has widely been applied in various areas including 
supply chain, production and traffic control systems. However, despite of its numerous 
advantages, the technology brings out many challenges and concerns still not being 
attracting more and more researchers especially the security and privacy issues. In this 
paper, we review some of the recent research works using RFID solutions and dealing with 
security and privacy issues, we define our specific parameters and requirements allowing 
us to classify for each work which part of the RFID system is being secured, the solutions 
and the techniques used besides the conformity to RFID standards. Finally, we present 
briefly a solution that consists of combining RFID with smartcard based biometric to 
enhance security especially in access control scenarios. Hence the result of our study aims 
to give a clear vision of available solutions and techniques used to prevent and secure the 
RFID system from specific threats and attacks.  
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1. Introduction 

This paper is an extension of work originally presented in 
Wireless Technologies, Embedded and Intelligent Systems (WITS) 
[1]. It concerns the security in Radio Frequency Identification 
(RFID) systems. The implementation of this technology in many 
industrial fields has recently attracted a lot of attention. Due to its 
important role of identifying people as well as objects, and data 
tracking, RFID is becoming more and more popular as an 
important topic of research. In particular, with the emergence of 
the Internet of things (IoT) paradigm that refers to a kind of 
networks that links physical objects to the internet to exchange data 
[2] and where RFID plays a key role. Besides, RFID is considered 
to be the next generation of barcode technology which is the case 
in many countries [2]. The use of RFID technology in several 
domains including supply chain, healthcare, transportation, 
education and many other fields have significant advantages 
including the flexible way of deployment with low cost, the 
possibility of integration and cooperation with Wireless Sensor 
Network nodes [2]. However, despite its numerous advantages, 
RFID technology still brings out many challenges including 
technical problems, customer privacy issues, coexistence of 
heterogeneous RFID standards [3] and more importantly security 
and privacy concerns. In fact, an RFID system consists of tags that 

store the data, readers interacting with the tags and transmitting 
information to backend servers and finally a network canal that 
manages this communication [4]. This architecture multiplies the 
sources of security problems and threats. 

Several types of attacks can target the RFID system depending 
on each part is more vulnerable to the attacker. For example, the 
modification of the data, Cloning technique, and impersonation 
can be applied at level tags, whereas the reverse engineering, 
Eavesdropping Side Channel Attacks can affect the 
communication between backend servers, readers and tags [5]. 

In the research field, many of solutions and techniques assuring 
security and privacy come with processing and cryptographic 
algorithms such as Elliptic Curve Cryptographic (ECC) technique 
or mutual authentication mode between all RFID system parts. 
Most of these techniques remain far from being implemented in 
practice due to the limited resources of storing in tags and the low 
capacity of processing and executing complex operations. 
Furthermore, RFID customers require some guaranties that data 
contained in tags or exchanged remain private and highly 
protected against tracking and customer identity reconnaissance. 
A guarantee must be provided to customers aiming to adopt RFID 
in their own goals by ensuring that their private data stored in the 
tags will remain private and protected against spying and tracking 
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This work presents a clear vision about the concerns of 
security and privacy in an RFID system. Precisely we compare 
recent works dealing with security and privacy in an RFID system 
according to which layer the author is aiming to secure. To 
achieve this goal, we define some parameters and requirements 
such as CAI (Confidentiality, Availability and Integrity) based on 
the information suggested in [6]. We present for each work the 
category and the technique of solution used to deal with a typical 
defined attack. In addition, we verify for each work the 
application of RFID standards. Finally, we propose a device 
added scheme solution that we have used to enhance security in 
the access control scenario.  

This paper is organized in 5 sections. The Section 2 
summarizes the basics components of an RFID system, some 
examples of applications and a summarized review on most 
challenges and research directions where we concentrate on the 
problem of security. The section 3 presents our comparative study 
based on our parameters defining this study. The section 4 
illustrates the smart card based biometrics solution to enhance 
RFID security and finally section 5 concludes this paper. 

2. Background on RFID technology 

In this part, we present the components of a typical RFID 
system, besides the related security challenges.  

2.1. RFID Basics 

An RFID system consists of 6 main components as shown in 
Figure 1:  

• Tag: A tag is the data carrier and normally contains the ID 
number, and unique EPC code programmed into the tag. 

• Reader & antenna: A reader captures the data provided by the 
tag when tags come in range of the area covered by the reader 
using its antenna. 

•  Middleware: The middleware can be a software as well as 
hardware dedicated to process data captured by the Reader, 
then dispatch this information to backend servers. 

• Backend servers: The backend servers are the last station to 
make use of the data collected from RFID components. The 
information collected can be stored in database or sent to 
other systems for reporting and further analysis.  

• Network infrastructure: Stands for the link between all RFID 
components which represents the main sources of RFID 
security and privacy threats. 

2.2. Application domains 

Animal tracking  

RFID tagging systems are considered as powerful tools for 
animal identification management and tracking. Their benefits go 
beyond controlling the spread of diseases and ensuring quality-
assured and safe food for consumers.  
As an example of the application of RFID technology for animal 
tracking, an approach enabling an effective localization and 
tracking of small-sized laboratory animals was suggested in [7] 

Logistics 

The implementation of RFID technologies in logistics 
environments is increasingly attracting. The investment in this 

technology has shown that RFID is highly promising for 
identifying an object uniquely and providing the capability for 
“complete traceability” [8]. Moreover, it has been recognized as 
an effective solution to eliminate or reduce inventory inaccuracies 
[9].  

 

Figure 1. RFID system components 

Intelligent transportation 

The transport domain has widely benefited from the RFID 
adaptation due the ease of deployment of intelligence into each 
vehicle with a low cost approach [11].A vehicle emission 
inspection and notification system aiming to help daily 
monitoring of engine emissions through RFID devices was 
proposed in [12]. Also, a wireless system based on RFID 
technology was used to manage taxi fleets at the airports, train 
stations, bus terminals and all the taxis in cities [13]. RFID is also 
used in tolls collection as shown in Figure 2. 

Healthcare  

The use of RFID technology in the healthcare domain is 
making the patient’s quality of care better. In fact, besides the 
collecting of information related to the patient as his presence 
inside a room and his health but also environment parameters can 
be detected such as temperature, humidity, and the presence of 
toxic gas [14]. 

In the same context, several efforts and research works have 
been made in this area. Exemplary, authors in [15] suggest a 
passive RFID platform for monitoring people during the night 
which deploys a long-range UHF RFID reader, wearable tags 
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integrated into clothes, and ambient tags dispersed in the 
environment, as well as a software engine for real-time processing 
and with warning modules [15]. 

 
Figure 2. A toll collection using RFID [13] 

2.3. RFID major issues 

We address in this section some of the prominent issues 
related to RFID technologies and that still remain challenging 
topics of interest for a vast number of researchers.  

Several works tried to study and gather the issues related the 
RFID to provide a baseline for researchers to understand the 
different sources as well as measures that can ensure the safety of 
sensitive data but more importantly to satisfy customers’ needs 
and requirements in terms of efficiency, security and privacy.  
Among the most RFID challenges, we found technical problems, 
customer privacy issues and appliance to RFID standards [3]. In 
our work, we will focus on the last two problems which were 
taken into account in our comparative study (Section 3). 

Technical problems 

Among the biggest challenges during the implementation of 
an RFID system is studying the physical characteristics and 
capabilities of its components. In fact, the limited resource of 
storing information inside the tag, the low data processing and 
execution of complex operations can be a serious problem of 
performance and lack of mandatory features. In addition, due to 
the star architecture of the system, the reader can be the point of 
crush of the whole system, this problem occurs when a large 
number of items with RFID tags are energized by an RFID reader 
at the same time which leads to a confusion at the level of the 
reader and prevent it from tag scanning. A similar problem occurs 
when the coverage area of one RFID reader overlaps with another 
reader which leads to a signal interference and multiple reads of 
the same tag.  

Standardization problems 

Several efforts were dedicated to solve the problem of lacking 
of common RFID standards but the issue is still remaining in the 
industrial field. In fact, different standards coexist in parallel with 
divergent interests among which there is ISO 11784 that is utilized 
in the tracking of RFID cattle, the ISO 11785 for interface 
protocol, ISO 14443 for application of smart cards in payments 
and ISO 15693 that is applied to vicinity cards. The development 
of the electronic product codes (EPC) has been conceived to fill 
this need.  

Obviously, the fact each of the existing standards is associated 
to a specific part of the RFID system make it different to deploy 
and protect data within an RFID system where tags standards can 
not comply with the communication standards for instance. Thus, 
it is of upmost importance to take into account the compliance to 
standards when implementing any RFID-based solution. 

Security and privacy  

Among the advantages of the deployment of RFID system is 
rendering the identification task automatically also gaining on 
performance and the ease of execution. All these benefits are not 
very useful is security and privacy are not guaranteed. For this 
reason, while designing an RFID system, many parameters should 
be taken into account to ensure a primary level of security, In fact, 
the data inside the tag, exchanged with the reader or dispatched to 
the back-end servers must be confidential, available and 
unchangeable (CIA characteristics). However, ensuring a full 
secure system which means keeping the whole system safe and 
operational, it remains a difficult task due to the several sources 
of attacks and threats that can coexist in parallel in some 
scenarios.  

Table 1. RFID Typical attacks 

Typical attack   The attack principle 
Eavesdropping This attack consists of listening to the 

network and sometimes recording for 
example all exchanges between tags and 
reader. The main goal of this attack is 
collecting data and taking advantage of the 
information gathered.  

Denial of 
service 

The denial of service consists of rendering 
equipment unavailable in the RFID system. 
An example of using this attack is 
spamming a reader with specific tags 
frequency requests which will make the 
reader out of service.  

Cloning  The cloning attack is mainly to reproduce 
RFID tags. Using reverse engineering 
techniques to extract all the cart properties, 
precisely, the secrets keys, the tag can be 
modified and duplicated. 

Tracking The tracking attack consists of associating 
a tag to a person without his will and track 
his presence and movement as long as the 
attacker's reader is in range with the tag  

During our research, many papers mentioned in their solutions 
some typical attacks that can take place in RFID systems, in the 
Table 1 below, we list some of most known attacks. 

Many countermeasures and capabilities are proposed in 
literature to ensure security of the RFID system such as Pseudo-
random based solution, Anonymous-ID scheme, symmetric and 
asymmetric cryptographic algorithms and others hashing based 
schemes [2]. 

Apart from the security aspect, the privacy is considered as a 
critical issue aiming to protect personal information. The 
expansion of the technology in several domains is not passing 
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without risks regarding the privacy the person since his identity 
information are associated to RFID chips that can be tracked and 
identified without his knowledge. As explained in table1 and due 
to the small size if RFID tags, they can be nested in personnel 
objects and clothes without being detected. The person movement 
and information are tracked and analyzed each time he come in 
range of the compatible reader area.  

Some countermeasures and solutions were developed to 
protect personal data and reduce tracking capabilities. The table 
below illustrates the main techniques proposed in the literature 
studied for our classification.  

Table 2. Some main countermeasures for privacy 

Protection 
method 

How this technique improves privacy 
protection 

Delegation Tree The principle of this method is delegating 
the control of reading tags depending on 
which privacy policy is assigned to each 
reader and tag. These specifications can be 
stored in database for example.  

Protocol added 
Schemes 

The technique consists of integrating a new 
coding scheme inside RFID tags and 
readers in order to create a specific protocol 
of communication; in this way, external 
readers cannot access to the network tags. 

Tag killing 
 

The tag killing method consists of 
destroying the content of tag after this one 
is no longer need to be used. The retailer 
can use the kill command after entering the 
right pin code. This technique can be used 
by the sellers after their products leave the 
store. 

XOR encryption 
and PRNG 

The XOR encryption and PRNG method is 
based on using a randomized protocol at 
each communication. This technique is 
powerful in the way to counter listening 
attacks such as Eavesdropping which will 
make the communication with tag a 
difficult task.  

Blocker Tag The Blocker tag technique aim to create an 
inductive field by the tag which will block 
communication between the tag and 
suspicious readers. Many occurrences of ID 
tag will be generated in order to hide the 
real one for the reader.  

3. The comparative study 

In this section, we will present the goal of our study besides 
the parameters defined for classification used to compare the 
selected academic works.  

3.1. Motivation and design goal 

Several levels of security can be applied to a typical RFID 
system, besides the nature of its architecture leads us to classify 
the solutions depending on each part of the system the attacks can 
take place. Furthermore, we refer to [6] to consider the three 

security main classes to classify the security threats in the 
reviewed works: Confidentiality, availability and integrity (CAI). 

As defined in [6], the RFID system can be presented as three 
main layers: 1) RFID Edge Hardware Layer, 2) Communication 
Layer and 3) Backend Layer. The possible threats and attacks 
related to each layer are mentioned based on CAI properties. In 
our work, besides classifying the attacks related to RFID security, 
we present also the solutions and techniques used to counter these 
problems. In [5], most of protection techniques can belong to 
specific categories as presented in Figure 3:  

 
Figure 3. RFID security classes 

In our study, we focus on recent works dealing with security 
and privacy, and we classify them according to the layers 
previously (attacks and solutions). In addition, we take into 
consideration other security requirements and parameters rather 
than CAI (untraceability, non-repudiation, forward secrecy, 
anonymity …).  

Furthermore, we present the type of solutions and techniques 
dedicated for each layer and the attacks that can be related. At the 
end, we verify for each studied work the use and conformity to 
RFID standards. In this way, the following parameters are taken 
into account in our comparative study: 

• Privacy-focus / Security-focus: Indicates whether the solution 
proposed take into account the security or consider privacy as 
the main concern.  

• Problem description and classification: this parameter 
indicated which part of the system the problem can belong to. 
For this, we refer to the classification explained above. 

• Parameters of Security/Privacy considered: Here we extract 
the security/privacy parameters considered by each author. 
Some papers focus on traditional security goals 
(confidentiality, integrity and availability) while other 
solutions take into account additional properties such as 
authorization, authentication, or forward secrecy.  

Clearly, there are other properties to consider when authors 
focus in privacy as a main concern. These parameters include 
identity protection, anonymity and untraceability and. It is worth 
noting that these parameters are whether clearly cited in the paper 
or deducted.  

• Solution category: As argued before, we have six mains 
classes of RFID solutions. For each of the twelve works 
studied we specify the class solution. 

• Techniques used: For each class of solutions, we mention the 
techniques that have been exploited to ensure security and 
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privacy. Precisely, this includes cryptographic-based and no 
cryptographic-based methods. 

• Compliance to RFID standards? Compliance to standards is 
considered as a primordial issue that need be highly 
highlighted. In this goal, for each studied work, we check the 
compliance to RFID or communication standards or if at least 
this issue is mentioned or an attention has been paid to by 
authors. 

• Examples of security attacks/ Threats considered: this 
parameter indicates the security/ privacy attacks cited and 
treated in each paper. In the table below, the attack is defined 
for each part of the system it can occur and the solutions 
proposed to secure the system form this type of threats.  

The objective of our comparative study as shown in Table 3, 
is not only presenting and classifying the security solutions and 
techniques regarding each of the recent studied paper but also 
making visible for researches and companies aiming to adopt an 
RFID system what are threats and attacks that should be taken into 
accounts while designing their systems. 

As described before, the classification-based layer level helped 
us to locate the scope of each solution. Furthermore, during the 
study of the twelve works, we found that additional security / 
privacy parameters are considered rather than the traditional ones 
(CAI) in order to identify the several security/privacy threats. For 
Example, scalability is a primordial while aiming to enhance the 
system dimensions; some papers such as [24] consider scalability 
as a first topic while designing their solution. In fact, as mentioned 
in [22], this parameter remains among the real constraints of the 
majority of security solutions. Many techniques can be deployed 
to achieve scalability such as Checks handoff technique. As 
described in [24], this method was deployed to design a secure 
protocol supporting IoT. 

Concerning techniques used, mutual authentication has taken 
more focus by authors as indicated in the works [20,16, 24] since, 
this security method is not only used in server’s part but also 
between the reader and tags. 

Concerning the security/privacy focus, many works try to 
ensure customer’s privacy in their secured developed solutions and 
protocols. For instance, in [17, 20] intractability and an anonymous 
communication are taking into account to protect users’ privacy. 

Thus, we noticed from the works presented in Table 3 that most of 
the solutions do not only focus on security or on privacy 
individually but these two concepts should be both take into 
consideration. 

The second conclusion, we have subtracted from the Table 3 
was that several works does not focus only on a single part of the 
system but they try to cover the whole layers (physical layer, 
communication layer, Back-end layer) that we have described in 
the section before. 

For instance, authors in [18], propose two algorithms 
implemented by the Back-End server and a two-party protocol 
between the Back-End Server and a tag. In this way, two security 
methods were suggested in [20], the first contribution covers the 
backend layer by proposing two authentication (mutual and 
collaborative) schemes for both fixed and mobile readers, and the 
second contribution consisted at defining a secure channel between 
the reader and server in the communication layer. The main idea 
that we try to highlight is to not only paying attention to the data 
stored into tag or only securing communication between tags and 
reader but all the whole trajectory of data from data collecting to 
data storing in backend server.  

As presented in Table 3, very few works we have studied focus 
on the device added schemes solution category. As an example, 
authors in [19] propose a solution that consist of changing the 
physical architecture of the RFID reader by dividing it into two 
different devices, an RF activator and a trusted shield device 
(TSD) playing an intermediary role between tags and reader for a 
secure communication [16]. 

In this way, the authors in [22] used the Physically Unclonable 
Functions (PUF) to secure data at level of tags (PUF is a security 
technology that seeks to introduce physical variation into 
individual devices taking part in cryptographic protocols [26]).  

It is of upmost importance to tackle the issue of the RFID 
standardization. Indeed, and as illustrated in our comparative 
study, some works take into consideration the conformity of their 
solutions to RFID standards [12, 18, 19, 20, 20, 23, 24]. Intuitively, 
before designing any secure RFID solution it is crucial to verify 
whether this solution respects RFID standards or not.

Table 3:  A comparative study of some security/privacysolutions in RFID systems 

         Characteristics 

 

Proposed  Solution     

Privacy-
focus / 

Security
-focus 

Problem description 
and classification 
(Layer) 

Parameters of 
Security/Privacy 
considererd 

Solution 
category 

Techniques 
used 

Compliance to 
RFID 
standards? 

Examples of 
security attacks/ 
Threat considered  

RFID-Tate: Efficient 
Security and Privacy 
Protection for Active 
RFID over IEEE 
802.15.4 [16] 

  Both 

Communication: 
A protocol for 
mutually authenticated 
(tag, reader) 
communication is 
suggested. 

-Confidentiality 
-Availability 
- Authentication 

Re-
encryption 

-Identity-based 
Encryption 
(IBE) 

Yes : 
communication 
is performed 
over the 
standard IEEE 
802.15.4f 

- Cloning attacks. 
- Tag emulating,  
- Collision attack. 
- Spoofing 
- Replay attack   
 -Sybil attack 

A Secure Supply-Chain 
RFID System that 
Respects Your Privacy 
[17] 

Both 

Commiucation :p- 
Authors suggest a 
protocol between the 
reader and an 
individual tag  

- Confidentiality 

- Integrity 

Re-
encryption 

Public Key 
cryptography 

Yes: 

(EPC tags 
standards) 

-Reverse engineering 
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Secure Tag Search in 
RFID Systems Using 
Mobile Readers [18] 

Both 

Back-End:  

This paper suggests a 
search tag protocol; 
target backeEned 
Servers  

- Confidentiality 
- Integrity         - 
Anonymity        - 
authorization 

Pseudo-
random 
based 
solution 

XOR and 
128bit PRNG 
operations  

 Yes : 
(EPC C1G2 
compliance) 

-Desynchronization, 
DoS attacks. 
-Side Channel 
Attacks: 
- Eavesdropping 

Scalable RFID Security 
Framework and 
Protocol Supporting 
Internet of Things [24] 

Security-
Focus 

Communication: A 
secure communication 
protocol and a 
framework supporting 
IoT 

-Authentication. 
- Scalability 
- Confidentiality 
-Identity 
pretection 
-Adaptability 

Other 

Checks handoff 
(SCH) 
technique 
 

Yes:  
EPCglobal 
standard 

-Malware  
(Example SQLIA) 

A New Security and 
Privacy Framework for 
RFID In Cloud 
Computing [25] 

Both 

Backend: A security 
and privacy model for 
RFID technology 
integrated to the Cloud 
computing (Servers) 
Was suggested. 

- Confidentiality 
- Authentication 
 

Re-
encryption 
 

Symmetric-key 
Cryptography Not mentioned No specified attacks 

was mentionned. 

A secure ECC-based 
RFID authentication 
scheme integrated 
with ID-verifier 
transfer protocol [2] 

Both 

Both : 
Back-End: Two 
algorithms implemeted 
by the Back-End 
server are defined. 
Communication: 
A two-party protocol 
between the Back-End 
Server and a tag is 
proposed. 

-Confidentiality 
- Availability 
- Forward security.  
-Anonymity 
Authorization, 
Authentication 

Re-
encryption 
 

Public Key 
cryptography 
Elliptic curve 
cryptosystem 

Mentioned but 
not applied 

-Tag cloning attack. 
- Eavesdropping. 
- Replay attack.  
- Tag masquerade 
attack.  
-Denial-of-Service 
- Location tracking 
attack.  
- Server spoofing 
attack.  

A Novel Coding 
Scheme for Secure 
Communications in 
Distributed RFID 
Systems [19] 

Privacy-
Focus Physical Layer 

Confidentiality 
- Integrity 
Anonymity 

Device 
added 
scheme  

 

- Reader 
changes 
architecture 
(New)  
Random 
Flipping and 
Random 
Jamming 
(RFRJ) 

Only 
mentioned 

- Random guessing 
attack. 
- Correlation attack. 
- Ghost-and-leech 
attack. 
- Eavesdropping. 

A minimum disclosure 
approach to 
authentication and 
privacy in RFID 
systems [20] 

  Both 

Both BackEnd: 
Two authentication 
(mutual and 
collaborative) schemes 
for both fixed and 
mobile reader are 
suggested. 
Communication: 
The channel between 
the reader and server is 
protected against 
attacks. 

- Confidentiality 
- Untraceability 
Anonymity, 
Authentication, 
Forward secrecy 

Pseudo-
random 
based 
solution 

Redundancy 
check (CRC)  
Pseudo random 
number 
generator 
(PRNG)  

Yes  
( Conforme to 
EPC Class-1 
Gen-2 spec- 
Ifications). 

- Replay attack 
- Tag impersonation - 
Desynchronisation 
attacks. 

Secure ownership 
transfer for multi-tag 
multi-owner passive 
RFID environment 
with individual-owner-
privacy [12] 

  Both 

 Communication: 
Authors suggests 
multi-owner, multi-tag 
transfer protocol that 
achieves privacy-
among-owners. 

Confidentiality 
- Forward 
Untraceability 
Anonymity, 
Forward secrecy 

Pseudo-
random 
based 
solution 

XOR and 128-
bit pseudo-
random number 
generators 
(PRNG) 

Yes: complies 
EPC Global 
Class-1Gen-2 
(C1G2) 

-Tracking attacks 
- Replay Attacks  
- Denial of Service  
- Tag/Reader/Server 
Impersonation. 

A Robust Grouping 
Proof Protocol for 
RFID EPC C1G2 Tags 
[21] 

Security-
focus 

Communication:  
A grouping proof 
protocol ensuring a 
high level of security 
between tags and 
readers.  

-Inegrity 
-Anonymity 
-Forward secrecy 
-Confidentiality 

Pseudo-
random 
based 
solution 

 (XOR) 
encryption and 
128-bit 
pseudorandom 
number 
generators, 

Yes: Complies 
EPC Global 
Class-1Gen-2 
(C1G2) 

-Replay Attacks 
-Denial of Service 
(DoS) 
Reader/Tag/Server 
impersonation 
Attack. 
-Active Attacks 

Providing destructive 
privacy and scalability 
in RFID systems using 
PUFs [22] 

Privacy-
Focus 

Communication: 
A private 
authentication protocol 
allowing a reader/tag 
communication. 

- Confidentiality 
 - Integrity  
- Authentication 
- Forward secrecy 

Other 
Physically 
Unclonable 
Functions 
(PUFs) 

Not mentioned 

- Compromising 
attack 
- Side-channel 
attacks 

Computational Cost 
Analysis on Securing 
RFID Protocols 
Conforming to EPC 
Class-1 Generation-2 
Standard [23] 

Security-
Focus 

Both : 
A mutual 
authentication protocol 
seeking to achieve 
higher security level 
was proposed 

-Confidentiality 
-Authentication 
- Forwad secrecy 

Pseudo-
random 
based 
solution 

Pseudo-random 
number 
generators 
(PRNG) 

Yes : Conform 
to EPC Class-1 
Generation-2 
standard (ISO 
18000-6). 

- DoS attacks 
- Reply attacks 
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4. RFID combining solution 

4.1. Motivation 

The comparative study presented in section 3, has shown 
many robust solutions and techniques that may counter several 
attacks, most of the techniques are based on cryptographic 
schemes and deal with direct attacks on physical layer of the RFID 
system components such as the tag and reader, whereas other 
techniques focus on the communication between readers and tags 
or reader and the backend servers to prevent the system from 
network attacks such as eavesdropping, man-in-the middle or 
desynchronization attacks. 

Aiming to apply the RFID in the campus environment, we 
found that some scenarios are not totally secured. So, we propose 
to combine the RFID technology with other technologies to 
enhance security in the whole system.   

4.2. Smart card based biometrics solution design 

The RFID technology can be applied in many areas inside the 
university campus as shown below, in our work we focus on 
access control to exams rooms and sensitive areas like 
laboratories.  

• Exams room 
• Campus 
• Research laboratories 
• Library 
• Staff offices 
• Computer room 

For instance, if we take the example of accessing to 
laboratories, the identity check must be verified before allowing 
the person access to the area. Based on the solutions proposed in 
Table 3, a cryptographic technique can be deployed in the inside 
the tag and the reader to secure the tag reading. However, the two 
main problems in our case are indicated in Figure 4. 

For this reason, our method consists of enhancing the RFID 
technology by using smart card based biometrics solution. In fact, 
the RFID technology is seen as the fast-automatic technique of 
identification, whereas, the smart card check can support complex 
operations of cryptographic check as indicated in [27]. In addition, 
the biometric fingerprint will help us to check the true identity of 
the person aiming to access to the secured area.  In Figure 5, we 
present the proposed system combining RFID with the smart card-
based biometrics verification.  

 

Figure 4. Access control issues in RFID system 

As detailed in [27]. The step one consists of reading the RFID 
tag when it comes in range with the RFID reader. After that, in 
the step 2, the person's tag is sent to the local database to check if 
it belongs to the person's tags allowing him access the secure area. 
Once validated, the person inserts his smartcard and puts his 
fingerprint for validation. In this case, a first match-on-card is 
established comparing the user fingerprint with the other one 
stored in the smartcard. If the check is performed successfully, the 
fingerprint is sent to the database to verify that no changes were 
made on the couple (fingerprint, Tag ID). Finally, the door is 
opened if all the conditions are satisfied. 

 
Figure 5. Components of the proposed system 

 
Figure 6. Flowchart of the access control system in sensitive areas [27] 

In the proposed solution, we have chosen to combine smart 
card biometrics solutions with RFID in order to respect the limited 
resources and capabilities inside the tag for performing complex 
operations. Furthermore, even if the smart card is falsified or the 
person ask for authentication with a borrowed RFID tag, the 
verification explained above based multi-level of security will 
deny his access to the secured room. The flowchart in Figure 6 
summarizes the sequence of actions during the authentication 
process. The system presented above meets the need presented in 
Figure 4 which are not guaranteed in the solutions presented in 
section 3.  
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5. Conclusion 

In this paper, we have presented some recent works aiming to 
ensure security and Privacy in RFID systems. In particular, we 
tried to classify these solutions in order to provide a clear 
understanding of the different threats and risks related to security 
and privacy.  

To achieve this goal, we compared some solutions according 
to the traditional security and privacy objectives. Also, we 
mentioned that additional parameters such as scalability and 
efficiency should be taken into account besides the traditional 
security and privacy objectives.  

In addition, we proposed a combined solution using RFID and 
smartcard based biometrics to ensure performance and cover 
some security gaps detected while designing our RFID system. As 
future work, we plan to develop our device added scheme 
solution, by studying more the technical possibilities of its 
implementation inside the campus.  
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 This paper presents an analysis of a parallel connection of one synchronous generator 
and one self-excited induction generator that feeds a resistive load and an Induction 
Motor. The system voltage and frequency are controlled by a voltage control loop and 
a speed control loop connected to synchronous generator. The induction generator 
speed is controlled by its primary machine that is fed by an autotransformer and a 
diodes bridge. Through by voltages applied by an adjustable tap autotransformer 
connected to induction generator's primary machine, it is possible widen the range of 
its shaft speed if compared with the shaft speed caused by only field flux variation 
method. Then, by the autotransformer method is possible to widen the speed and 
power limits from the induction generator what increases the induction generator 
contributions and relieves the power supply from synchronous generator. Analysis of 
generators power supply and its interactions in various operational scenarios are 
shown. The results enable comparisons of the two methods of induction generator 
speed control, either by auto-transformer method or by field flux variation method. 
The first results in larger range of speed and power from the induction generator. 
Therefore, it has more representative features of actual field conditions. 

Keywords: 
Induction Generator  
Isolated Electric System 
Generators in Parallel 
Synchronous Generator 

 

 
Nomenclature and Abbreviations 

VSG Synchronous generator voltage 
I S G  Synchronous generator current  
f S G  Synchronous generator frequency 
IfieldS G Synchronous generator field current 
nSG  Synchronous generator speed 
DCMIG Direct current motor coupled with 
 induction generator 
DCMSG Direct current motor coupled with 
 synchronous generator 
DCGSG Direct current generator coupled with 
 synchronous generator 
IaDCMSG   Armature current of direct current motor 
 coupled with synchronous generator 
IfDCMSG   Field current of direct current motor coupled 
 with synchronous generator 
V IG   Induction generator voltage 
f IG   Induction generator frequency 
I I G   Induction generator current 
n I G  Induction generator speed 

IaDCM I G Current of direct current motor coupled with 
 induction generator 
If DCM I G  Field current of direct current motor coupled 
 with induction generator 
Ic Capacitor bank current 
IloadR  Resistors banks current 
Q Reactive power 
pF, cosϕ Power factor 
Xc Capacitive reactance 
SG Synchronous generator 
IG Induction generator 
PIG Induction generator power 
PSG Synchronous generator power 
PDCMSG DCM power input coupled with 
 synchronous generator 
PDCMIG DCM power input coupled with induction 
 generator 
IWSG SG active current  
IWIG IG active current 
VaDCMIG DCM armature voltage coupled with IG  
VaDCMSG DCM armature voltage coupled with SG  
Ra  Armature resistance 
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C Conjugate 
Xs Synchronous reactance 
E  Back electromotive force 
Vpn Phase neutral voltage 
FPSO Floating production storage offloading 
IM Induction Motor 
IdwMT Motor reactive current 
IwMT Motor active current 

1. Introduction 

This paper is an extension of work originally presented in 
PEDG conference [1].  

The use of induction generators in generation systems is 
usual in wind plants [2-4] or eventually in small hydroelectric 
generation units [5]. Otherwise, from studies started in [1], it 
is shown a new knowledge border which consider the use of 
IG in parallel of SG in an isolated electric system. The first 
results and behavior of this kind of generation system were 
shown in [1] and are followed by this current article with 
original and deeper analysis.  

Then, this work is composed of analysis over an expanded 
system that includes an induction motor, a resistive load, an 
autotransformer connected to a diodes bridge to feed the 
DCMIG armature and then permits to increase manually the 
output electric power limits if compared to flux variation 
method (3) presented in [1]. Therefore, this article shows the 
IG supplying more active power and the induction motor 
inserted in experiment what enables a novel analysis of the 
system behavior.  

This paper presents results that show additional 
remarkable characteristics by operation in parallel mode 
among one SG and one IG. Some characteristics, such as 
reduced weight and size, easier maintenance, and shorter 
manufacturing and delivery time are more associated with 
induction generators and are relevant to oil platforms or 
offshore installation concerns. Besides, it has absence of dc 
supply for excitation and better transient performances [5]. 

One of the potential motivation for this study is to develop 
a potential alternative capable of optimizing the main electric 
system currently adopted in oil platforms and floating 
production storage and offloading (FPSO) ships to become 
cheaper, simpler, lighter, and more efficient.  

The potential application of this study is the replacement 
of one or two synchronous generators by one or two induction 
generators in oil offshore platforms or FPSO. A typical 
offshore electric system uses three or four turbo-generators in 
13800 V, 60 Hz, driven by dual fuel (fuel gas or diesel oil) 
turbines. In typical operation, three main turbo-generators 
operate and can supply all unit consumers with the fourth in 
standby. During the peaks of load, the fourth main turbo-
generator may be required to meet the demand. Therefore, the 
whole electric system shall be suitable for this operational 
condition.  

Therefore, the study target is to analyze various aspects of 
topology and operating involving an induction generator in 
parallel with a synchronous generator for application in an 

isolated electric system, and to establish the operational 
viability, advantages and challenges. 

2. Isolated Electric System 

The isolated electric system was sized as shown in the 
following equations and data. The automatic controls of the 
system consist of a voltage control loop and a speed control 
loop. Both are inserted in the SG scheme as shown in Figure 
5 and Figure 6. The dataplates of the principal equipment are 
shown in Tables 1 to 6. 

The parameterization used in both electronic control 
boards is indicated in [1], except for the references of voltage 
and speed for each of the control loops which are respectively 
65.5 and 65.2 as shown in Figure 9.  

2.1. Dataplate 

In tables 1 to 4 are shown the main equipment's dataplates 
and the tables 5 to 6 are shown the load's dataplates used in 
the experiments along this work.  

Table 1: DMCIG Dataplate 
Direct Current Motor IG  

220 V 7.72 A 1.7 kW 1500 rpm 600 mAfieldmax 

 
Table 2: DMCSG Dataplate 

Direct Current Motor SG  
220 V 9.1 A 2.0 kW 1800 rpm 600 mAfieldmax 

 
Table 3: IG Dataplate 

Induction Generator (IG) 
220 V 7.5 A 1.86 kW 1410 rpm 0.8 PF 50 Hz 

 
Table 4: SG Dataplate 

Synchronous Generator (SG) 
230 V 5.0 A 2.0 kVA 1800 rpm 0.8 PF 60 Hz 

Vfield: 220 V  Ifieldmax: 600 mA 
 

Table 5: Load Dataplate 
Resistive Load 

Load 1 (kW) Load 2 (kW) Load 3 (kW) 
2/3  2/3 2/3 

 
Table 6: Load, Induction Motor Dataplate 

Induction Motor 
0.37 kW 1715 rpm Cos ϕ: 0.71 60 Hz 

 

2.2. Equations - Part I 

Follow the main equations for analysis comprehension 
and to establish a studies base: 

• Direct Current Motor 

n= E
k* ∅

    (1) 

n = Ua−(∑Ra)∗Ia
k ∗∅

    (2) 

Cconjugate = k ∗  ∅ ∗ Ia   (3) 
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• Synchronous Generator  

Ė = U̇a + (Ra + jXs ) ∗ Iȧ   (4) 

• Induction Generator  

Sslip% = ns−nIG
ns

∗ 100   (5) 

𝑛𝑛𝑠𝑠 = 120∗𝑓𝑓𝑆𝑆𝑆𝑆
𝑃𝑃𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑝𝑝𝑛𝑛𝑝𝑝

   (6) 

2.3. Capacitor Bank Sizing  

As informed at the IG dataplate   

cosϕ = 0.8, then sinϕ = 0.6 

The reactive power is calculated to attend the reactive 
demand of the Induction Machine: 

𝑄𝑄 = √3 ∗ 𝑉𝑉 ∗ 𝐼𝐼 ∗ 𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠   (7) 

𝑄𝑄 = √3 ∗ 220 ∗ 7.5 ∗ 0.6 => 1714.7 VAr 

Qgenerated = Fc ∗ Q    (8) 

Fc =1.2  [6] 

For the machine coupled at a resistive load which requires 
7.5A, it is necessary for the reactive power generation to be 
approximately 2057.6 VAr as demonstrated below.  

𝑄𝑄𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 1.2 ∗ 1714.7 => 2057.6 VAr (9) 

𝑄𝑄 = 3∗𝑉𝑉2 
𝑋𝑋𝑐𝑐

   (10) 

𝑄𝑄 = 3∗2202

𝑋𝑋𝑐𝑐
=>  𝑋𝑋𝑐𝑐 = 3∗2202

2057.6
= 70.6 Ω (11) 

𝑋𝑋𝑐𝑐 = 70.6 Ω 

𝑋𝑋𝑐𝑐 = 1
2∗Π∗𝑓𝑓∗𝐶𝐶

= 1
2∗Π∗50∗𝐶𝐶

=>  (12) 

𝐶𝐶 = 1
2∗Π∗50∗70.6

≅  40𝜇𝜇𝜇𝜇 per phase  (13) 

2.4. Resistive Divider Sizing:  

• Field Control Loop Resistive Divider as in Figure 5 
and Figure 6.  

(1 𝑘𝑘Ω + 𝑟𝑟_1) → 300 𝑉𝑉 (𝑏𝑏𝑔𝑔𝑏𝑏𝑔𝑔𝑔𝑔𝑔𝑔 𝑜𝑜𝑜𝑜𝑔𝑔𝑜𝑜𝑜𝑜𝑔𝑔 𝑣𝑣𝑜𝑜𝑣𝑣𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔) (14) 

𝑟𝑟2(1 𝑘𝑘Ω) → 4𝑉𝑉(𝑀𝑀𝑃𝑃 410𝑇𝑇 𝑣𝑣𝑜𝑜𝑣𝑣𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑣𝑣𝑏𝑏𝑙𝑙𝑏𝑏𝑔𝑔) (15) 

𝑟𝑟1 = 74 𝑘𝑘Ω 𝑎𝑎𝑛𝑛𝑎𝑎 𝑟𝑟2 = 1𝑘𝑘Ω  (16) 

 

• Resistor Power Sizing:  

𝑃𝑃𝑜𝑜𝑜𝑜𝑝𝑝𝑔𝑔𝑔𝑔 = 3002
(75 ∗ 103)� = 1.2 𝑊𝑊 (17) 

• The resistors that were selected based on the sized 
resistor, were: 

𝑟𝑟1 = 79.1 𝑘𝑘Ω 𝑎𝑎𝑛𝑛𝑎𝑎 𝑟𝑟2 = 947Ω  (18) 

• Speed Control Loop Resistive Divisor as in Figure 
5 and Figure 6. 

(1 𝑘𝑘Ω + 𝑟𝑟1) → 36 𝑉𝑉(𝑔𝑔𝑔𝑔𝑐𝑐ℎ𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑜𝑜𝑔𝑔 𝑜𝑜𝑜𝑜𝑔𝑔𝑜𝑜𝑜𝑜𝑔𝑔 𝑣𝑣𝑜𝑜𝑣𝑣𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔)   (19) 

𝑟𝑟2(1 𝑘𝑘Ω) → 4𝑉𝑉(𝑀𝑀𝑃𝑃 410𝑇𝑇 𝑣𝑣𝑜𝑜𝑣𝑣𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑣𝑣𝑏𝑏𝑙𝑙𝑏𝑏𝑔𝑔) (20) 

𝑟𝑟1 = 8 𝑘𝑘Ω 𝑎𝑎𝑛𝑛𝑎𝑎 𝑟𝑟2 = 1𝑘𝑘Ω   (21) 

• Resistor Power sizing: 

𝑃𝑃𝑜𝑜𝑜𝑜𝑝𝑝𝑔𝑔𝑔𝑔 = 362
(9 ∗ 103)� = 1.14 𝑊𝑊  (22) 

• The resistors chosen, based on the sized resistor, 
were  

𝑟𝑟1 = 8,3 𝑘𝑘Ω 𝑎𝑎𝑛𝑛𝑎𝑎 𝑟𝑟2 = 947Ω 

2.5. Equations - Port II 

Follow the system equations base to calculate the power 
and efficiencies shown in Table 7 and Table 8 for each 
generator and entire group of machines. 

𝐼𝐼𝑆𝑆𝑆𝑆2 = 𝐼𝐼𝐼𝐼𝑆𝑆𝑆𝑆2 + 𝐼𝐼𝐼𝐼12     (23) 

𝐼𝐼𝐼𝐼𝑆𝑆2 = 𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
2 + 𝐼𝐼𝐼𝐼22   (24) 

𝐼𝐼𝐼𝐼 − 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝐼𝐼1 + 𝐼𝐼𝐼𝐼2   (25) 

𝐼𝐼𝑝𝑝𝑣𝑣𝑜𝑜𝑔𝑔𝑔𝑔𝑤𝑤 + 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝐼𝐼𝑆𝑆𝑆𝑆 + 𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆    (26) 

As ISG, IIG, IC and IwloadR are measured values, shown in 
Table 7 and Table 8, IdwMT(Motor's reactive current) and 
IwMT(Motor's active current) are values calculated in 
appendix 1. Then, the system has 4 four variables and 4-four 
equations. Then, for each scenario, the four variables IwSG, 
Ic1, IwIG and Ic2 were calculated by Matlab software and are 
shown in Table 7 and Table 8.  

The entire group efficiency and the efficiency of each 
subgroup were calculated based on PIG, PSG, PDCMSG, and 
PDCMIG, as follows: 

𝑃𝑃𝑆𝑆𝑆𝑆 = √3 ∗ 𝑉𝑉𝑆𝑆𝑆𝑆 ∗ 𝐼𝐼𝐼𝐼𝑆𝑆𝑆𝑆     (27) 

𝑃𝑃𝐼𝐼𝑆𝑆 = √3 ∗ 𝑉𝑉𝐼𝐼𝑆𝑆 ∗ 𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆    (28) 

PDCMSG = 𝑉𝑉𝑎𝑎𝐷𝐷𝐶𝐶𝑀𝑀𝑆𝑆𝑆𝑆 ∗ 𝐼𝐼𝑎𝑎𝐷𝐷𝐶𝐶𝑀𝑀𝑆𝑆𝑆𝑆   (29) 

PDCMIG = 𝑉𝑉𝑎𝑎𝐷𝐷𝐶𝐶𝑀𝑀𝐼𝐼𝑆𝑆 ∗ 𝐼𝐼𝑎𝑎𝐷𝐷𝐶𝐶𝑀𝑀𝐼𝐼𝑆𝑆   (30) 

𝜂𝜂𝑔𝑔𝑔𝑔𝑜𝑜𝑜𝑜𝑜𝑜% = 𝑃𝑃𝑆𝑆𝑆𝑆+𝑃𝑃𝐼𝐼𝑆𝑆
𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝑆𝑆𝑆𝑆+𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝐼𝐼𝑆𝑆

∗ 100  (31) 

𝜂𝜂𝑆𝑆𝑆𝑆% = 𝑃𝑃𝑆𝑆𝑆𝑆
𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝑆𝑆𝑆𝑆

*100,    (32) 

𝜂𝜂𝐼𝐼𝑆𝑆% = 𝑃𝑃𝐼𝐼𝑆𝑆
𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝐼𝐼𝑆𝑆

*100   (33) 

2.6. Equations - Part III 

The equations e calculus used to determined the IM 
parameters and IM equivalent circuit as primary, secondary 
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impedances and currents, including IM currents showed in 
Table 8 are calculated in item 5 of appendix 1.  

2.7. The Experiment and Schemes  
The experiment was mounted in the laboratory as shown 

in Figure 1 and Figure 2. The detailed circuit is shown in 
Figure 6. Figure 2 shows another experiment view, including 
the taco generator and its connections. The detailed circuit is 
shown in Figure 6. Figure 3 shows the typical connections of 
both circuit board MP 410T which are implemented in this 
experiment for the voltage loop and speed loop. They are also 
indicated in Figure 5 and Figure 6. 

 
Figure 1 Laboratory assembly  

 
Figure 2 Another view of laboratory assembly 

 
Figure 3. Connections arrangement of MP410T and devices 

 

Figure 4 shows the 1B6C configuration used for the two 
thyristor converter bridges which were used in the control 
loops.  

 
Figure 4. Converters configuration used in voltage and speed loops 

As seen in [1], the power from IG, PIG, was limited 
because the IfDCMIG reached the maximum viable value in 
accordance with DCMIG current specifications. This limited 
speed from DCMIG was a challenge because it was not 
showing a representative contribution from PIG. It was 
necessary to elevate the DCMIG speed, nIG.  

Then, the methodology consists of implementing the 
comparative analysis of the power and efficiencies, starting 
with an analysis between the PIG from the scheme in [1] and 
PIG from the scheme in Figure 5 and Figure 6, covering the 
scenarios shown in Table 7 related to Figure 5 and Table 8 
related to Figure 6. Finally, a comparative efficiency analysis 
was conducted for two subgroups, one composed of IG and 
DCMIG and the other composed of SG and DCMSG in 
scenarios related to the scheme in [1] and the schemes in 
Figure 5 related to Table 7 and Figure 6 related to Table 8.  

Thus, the increase of DCMIG speed, increase of PIG 
contributions and improvement of IG subgroup efficiencies 
are shown in results. 

Figure 6 shows the scheme implemented in the laboratory 
to overcome the challenge related to limitation of IG speed 
[1] and bring the experiment closer to actual offshore 
conditions, taking into advantages of IG power capacity. It 
was used as an autotranformer connect to a diodes bridge to 
vary the voltage applied on the DCMIG armature circuit and 
obtain a higher speed and PIG. 

2.8. Voltage and Speed Control Loops 

The Figure 7 and Figure 8 show the closed control loop 
used to control the SG speed and voltage via circuit boards. 

Figure 9 (a) and Figure 9 (b) show the circuit boards with 
the respective working point or reference points defined 
during parameterization for the speed control loop, 65.2 and 
the voltage control loop, 65.5. 

As [1], the master and slave behavior were verified by the 
generators, considering that SG is the master and IG is the 
slave. The frequency and voltage are determined by SG, while 
active power consumed at load is controlled by IG. 
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Figure 5 Synchronous generator in parallel with induction generator and its dc motor_ 234 Vdc steady source for DCMIG 

 

Figure 6: Synchronous generator in parallel with induction generator and its dc Motors _ Vdc variable source for DCMIG 

 

 

Figure 7. Speed Control Loop 

Note: For both regulators, the proportional gain P was 
experimentally set at 0,010 and, in the same manner, the time 
constant was set at 0,04 s as in [1].  

 

 

3. Experiment Data and Results 

3.1. Experiment Data 

The experimental data obtained in the laboratory are 
shown in Table 7 and Table 8. The Table 7 is referred to 
scheme in Figure 5 and Table 8 is referred to scheme in 
Figure 6. The unique difference is the presence of IM as 
additional load presented in Figure 6 scheme. Then, the Table 
7 and Table 8 shows the data obtained from the scheme 
shown respectively in Figure 5 and Figure 6 which are similar 
to scheme shown in [1], except for the presence of an 
autotransformer in the DCMIG field circuit for Figure 5 and 
Figure 6 and an IM as additional load in Figure 6.  
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Figure 8. Field voltage control loop 

  

(a) Speed Control Loop (b) Voltage Control Loop 

Figure 9. Circuit boards MP410T used to implement the control loops 

The autotransformer is responsible for applying a voltage 
range directly on the DCMIG armature to obtain a larger speed 
range of the DCMIG and to push more power to the IG, 
keeping the DCMIG parameters into the rated values. Hence, 
the elevation of IG speed and power depend on just VaDCMIG, 
it means this method is different from the scheme presented 

in [1] that depends on the DCMIG field flux. Both VaDCMIG 

and the DCMIG field flux are adjusted manually. In summary, 
the [1] shows the data obtained from the scheme that has the 
234Vdc steady source, Table 7 and Table 8 shows the data 
obtained from the schemes shown in Figure 5 and Figure 6, 
that has an autotransformer and a diodes bridge as substitute 
of the 234 Vdc steady source.  

The data presented in Table 8 related to Figure 6 system 
performance results are compared to data obtained from 
Table 7 related to scheme in Figure 5 and also compared to 
data obtained from [1]. The scheme in Figure 5 and Table 7 
shows the performance of the isolated electric system that 
considers the voltage application range on the DCMIG 
armature by an autotransformer and an diodes bridge. The 
scheme in Figure 6 and Table 8 shows the performance of the 
isolated electric system that considers the same scheme 
presented in Figure 5 added by a induction motor, IM, as an 
additional load.  

4. Results 

The results and comparative analysis from experiments 
shown in Figure 5, Figure 6 and the results obtained in [1] are 
presented in the following. 

The results show graphs and analysis of system 
configurations presented in Figure 5 and Figure 6, data 
obtained in [1] and analysis of contribution from each 
generator for each arrange of load, that, in this case, is ether 
just resistive banks or resistive banks added with an induction 
motor IM. It is noted that for all graphs obtained from [1] is 
related to a set system frequency of 55 Hz. 

 

Table 7: Operational Scenarios in Controlled Mode and load being resistors bank  

 

SG and IG in 
parallel 
mode and no 
load. 
40 µF / phase 

SG and IG in 
parallel mode 
and load in. 
40 µF /phase 

SG and IG in 
parallel mode 
and load in. 
40 µF /phase 

SG and IG in 
parallel mode 
and load in. 
40 µF /phase 

SG and IG in 
parallel 
mode and 
load in . 
40 µF /phase 

SG and IG in 
parallel 
mode and 
load in. 
40 µF /phase 

SG and IG in 
parallel 
mode and 
load in. 
40 µF /phase 

SG alone and 
load in. 
40 µF /phase 

SG alone and 
no load. 
30 µF /phase 
 

Results Scenario 1B Scenario 2B Scenario 3B Scenario 4B Scenario 5B Scenario 6B Scenario 7B Scenario 8B Scenario 9B 
V S G       (V) 220.0 220.0 220.0 220.0 220.0 220.0 220.0 220.0 220.0 
f S G     (Hz) 60 60 60 60 60 60 60,0 60,0 60,0 
I fieldSG   (mA) 190 320 300 300 320 350 370 340 100 
VaDCMSG   (V) 272.9 275.0 276.2 276.8 277.5 278.0 280.7 278.5 270.0 
IaDCMSG    (A) 2.0 2.5 3.8 4.7 6.2 7.4 9.5 10.6 2.0 
IfDCMSG  (mA) 510.0 530.0 520.0 520.0 515.0 510.0 515.0 515.0 515.0 
V IG    (V) 220.0 220.0 220.0 220.0 220.0 220.0 220.0 n.a. n.a. 
fIG     (Hz) 60 60 60 60 60 60 60 n.a. n.a. 
n I G      (rpm) 1793 1896 1878 1857 1848 1821 1794 n.a. n.a. 
VaDCMIG   (V) 291.3 323.6 316.7 308.3 301.3 293.0 284.1 n.a. n.a. 
I aDCM IG   (A) 0.5 8.0 7.0 6.0 4.7 3.5 2.0 n.a. n.a. 
IfDCMI G  (mA) 330.0 330.0 330.0 330.0 330.0 330.0 330.0 n.a. n.a. 
IwloadR   (A) 0.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 0.0 
IIG        (A) 2.4 5.8 5.1 4.4 3.7 2.9 2.4 0.0 0.0 
ISG        (A) 2.9 1.5 2.0 2.8 3.6 4.5 5.6 7.4 4.0 
IC         (A) 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 4.0 
IWSG    (A) 0.0 1.05 1.48 1.97 2.47 3.32 4.65 5.03 0.0 
IC1        (A) 2.94 1.13 1.60 2.13 2.66 3.03 3.13 5.40 4.0 
IC2        (A) 2.45 4.26 3.80 3.27 2.74 2.37 2.27 0.0 0.0 
IWIG      (A) 0.0 3.95 3.51 3.03 2.53 1.68 0.35 0.0 0.0 
PSG   (W) 0.0 400.5 565.5 750.0 939.8 1266.6 1770.1 1915.8 0.0 
PIG    (W) 0.0 1504.8 1335.8 1155.3 965.5 638.67 135.17 0.0 0.0 
PDCMSG  (W) 545.8 687.5 1049.6 1301.0 1665.0 2057.2 2666.7 2962.7 543.4 
PDCMIG   (W) 145.7 2588.8 2216.9 1849.8 1416.1 1025.5 568.2 0 0.0 
ηGROUP   (%) 0.0 58.15 58.33 60.47 61.84 61.80 58.89 64.66 0.0 
ηSG       (%) 0.0 58.25 53.88 57.65 56.44 61.57 66.38 64.66 0.0 
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ηIG       (%) 0.0 58.12 60.43 62.45 68.18 62.28 23.79 n.a. n.a. 
 Obs.:    1- Italic and bold text: calculated values by equations 23 to 33   
  2- Frequency was chosen based on the average between the SG and IG rated frequency 
  3- n.a: not applicable 

 
 

Table 8: Operational Scenarios in Controlled Mode and load being resistors bank and induction motor 

 

SG and IG in 
parallel mode 
and no load. 
40 µF / phase  

SG and IG in 
parallel mode 
and load in. 
40 µF /phase 

SG and IG in 
parallel mode 
and load in.  
40 µF /phase 

SG and IG in 
parallel mode 
and load in.  
40 µF /phase 

SG and IG 
in parallel 
mode and 
load in.  
40 µF 
/phase 

SG and IG 
in parallel 
mode and 
load in.  
40 µF 
/phase 

SG and IG in 
parallel mode 
and load in.  
40 µF /phase 

SG alone 
and load in. 
40 µF 
/phase 

SG alone and 
no load. 
30 µF /phase 
 

Results Scenario 1C Scenario 2C Scenario 3C Scenario 4C Scenario 5C Scenario 6C Scenario 7C Scenario 8C Scenario 9C 
V S G      (V) 220.0 220.0 220.0 220.0 220.0 220.0 220.0 220 220.0 
f S G     (Hz) 60 60 60 60 60 60 60 60 60 

I fieldSG    (mA) 170 420 410 400 400 430 475 390 100 
VaDCMSG   (V) 278.9 277.0 277.5 280.5 281.0 281.1 282.9 279.2 271.7 
IaDCMSG    (A) 2.0 2.9 4.0 5.0 6,3 7,6 9,6 10,5 2,0 
IfDCMSG  (mA) 530.0 530.0 530.0 530.0 530.0 520.0 520.0 520.0 515.0 
V IG     (V) 220.0 220.0 220.0 220.0 220.0 220.0 220.0 0.0 n.a. 
fIG      (Hz) 60 60 60 60 60 60 60 0.0 n.a. 
n I G      (rpm) 1803 1893 1868 1857 1843 1821 1793 0.0 n.a. 
VaDCMIG    (V) 288.9 330.0 318.0 310.0 302.3 295.2 285.9 0.0 n.a. 
I aDCMIG    (A) 1.0 8.0 7.0 6.0 4.7 3.5 2.0 0.0 n.a. 
IfDCMIG   (mA) 330.0 330.0 330.0 330.0 330.0 330.0 330.0 0.0 n.a. 
IwloadR   (A) 0.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 0.0 
IwMT      (A) 0.0 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.0 
IdwMT        (A) 0.0 1.23 1.23 1.23 1.23 1.23 1.23 1.23 0.0 
IIG          (A) 2,3 6,0 5,0 4,4 3,6 2,9 2,3 0.0 0.0 
ISG          (A) 2.8 0.7 1.6 2.3 3.3 4.1 5.3 6.7 4.0 
IC           (A) 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 4.0 

IWSG      (A) 0.0 0.65 1.29 1.99 3.04 3.74 4.95 5.23 0.0 
IC1          (A) 2.94 0.28 1.03 1.17 1.29 1.66 1.88 4.2 4.0 
IC2          (A) 2.46 3.91 3.14 3.00 2.88 2.51 2.29 0.0 0.0 
IWIG         (A) 0.0 4.55 3.91 3.22 2.16 1.45 0.25 0.0 0.0 
PSG     (W) 0.0 247.97 490.34 753.80 1156.9 1428.7 1887.8 1991.7 0.0 
PIG     (W) 0.0 1733.5 1491.1 1227.7 824.52 552.74 93.68 0.0 0.0 
PDCMSG    (W) 557.8 803.30 1110.0 1402.5 1770.3 2136.4 2715.8 2931.6 624.5 
PDCMIG     (W) 288.9 2640.0 2226.0 1860.0 1420.8 1033.2 571.8 0.0 0.0 
ηGROUP     (%) 0.0 57.55 59.40 60.73 62.09 62.52 60.27 67.59 0.0 
ηSG         (%) 0.0 30.87 44.17 53.75 65.35 66.88 69.51 67.59 0.0 
ηIG         (%) 0.0 65.66 66.99 66.00 58.03 53.50 16.38 0.0 n.a. 

 Obs.:    1- Italic and bold text: calculated values by equations 23 to 33   
  2- Frequency was chosen based on the average between the SG and IG rated frequency 
  3- n.a: not applicable 
 

For all experiments shown in this paper, the system 
frequency is 60 Hz. Then, the synchronous speed for the 
experiments in [1] is 1650 rpm (6) and 1800 rpm for the 
experiments shown in this paper.  

To highlight the contributions from autotransformer and 
diodes bridge in the experiments in relation to the 
experiments without these devices, it will be presented some 
analysis based on graphs and experiment results. 

Figure 10 shows that the PIG was limited to 1164 W [1] 
in scenario 2 [1] because the over current of IaDCMIG 9.8 A [1] 
is a value greater than the rated IaDCMIG of 7.72 A as Table 1. 

To overcome this barrier, an autotransformer and a diodes 
bridge were installed to widen the voltage range applied over 
the DCM armature, as shown in Figure 5 and Figure 6. The 
armature voltage range with the autotransformer and diodes 
bridge can vary from 0 to 336 Vdc. This range is greater than 
the previous VaDCMIG of 234 Vdc. As the DCMIG speed, nIG, 
is directly proportional to VaDCMIG, as shown in (2), the nIG is 
elevated proportionally with the VaDCMIG as shown in 
scenarios 2 to 8, in Table 7 and Table 8. Then, in this latter 
method, IaDCMIG variation depends on the load conjugate 

variation only; as long as IaDCMIG decreases, IaDCMSG rises 
because of the load distribution to the generators, whereas the 
DCMIG flux, ϕ, remains constant as (3).  

 
Figure 10. PIG vs PSG with DCMIG field flux variation and VaDCM kept 

constant 

Figure 11 and Figure 12 shows that the power range 
supplied from IG, PIG, through the autotransformer method, 
is greater than PIG of 234 Vdc through the steady source 
method. Consequently, the power complement from SG is 
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lower than the PSG from 234 Vdc steady source method. 
Both methods feed the entire resistive load in Figure 10 and 
Figure 11, and resistive and motor load as shown in Figure 
12.  

In Figure 13, Figure 14 and Figure 15 shows the 
comparative results of IG and SG primary machine output 
power, PDCMIG vs PDCMSG. These performances are similar to 
PIG and PSG performances shown in Figure 10, Figure 11 
and Figure 12. The PDCMIG in Figure 13 elevates because the 
flux decreases and VaDCMIG is kept constant [1] The PDCMIG in 
Figure 14 and Figure 15 elevates because of the VaDCMIG 
increases, which is manually adjusted by the autotransformer 
shown in Figure 5 and Figure 6.  

Figure 11. PIG vs PSG with VaDCMIG variation and field flux kept constant 
(Only resistive load) 

Figure 12. PIG vs PSG with VaDCMIG variation and field flux kept constant 
(Resistive load plus IM) 

 

 
Figure 13. PDCMIG vs PDCMSG with DCMIG field flux variation and VaDCMIG 

kept constant 

The efficiency results shown in Figure 16, Figure 17 and 
Figure 18 present each subgroup efficiency for each scenario 
and load conditions. Each subgroup efficiency is resulted 
from relation between a generator and a DCM as shown in 
(32) and (33). In summary, the target scenarios are: 2 to 7 
(without autotransformer) as in [1], scenarios 2B to 8B (with  

autotransformer and just resistive load) and scenarios 2C 
to 8C (with autotransformer, resistive load and induction 
motor).  

 
Figure 14. PDCMIG vs PDCMSG with VaDCMIG variation and field flux kept 

constant (Only resistive load) 

 

 
Figure 15. PDCMIG vs PDCMSG with VaDCMIG variation and field flux kept 

constant (Resistive load plus IM) 

The IG subgroup efficiencies shown in Figure 17 and 
Figure 18 are bigger than IG subgroup efficiencies from 
similar scenarios in Figure 16. Moreover, the elevation of 
power from IG due to the increase of DCMIG speed, nIG, is 
more representative of actual offshore conditions. The 
turbines can assume whatever speed required from generators 
in offshore platforms. 

The reduction of losses contributed to increased IG 
subgroup efficiency as shown in Figure 17 and Figure 18. Fig. 
16 shows the machine's efficiencies when the IfDCMIG 
decreases to elevate the speed. The efficiency improves when 
the VaDCMIG elevation method is applied as shown in Figure 
17 and Figure 18. 
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The Figure 17 and Figure 18 are higher than the efficiency 
presented in Figure 16 considering that the Figure 16 
indicates a DCMIG speed range is more restricted as already 
clarified in [1]. 

 
Figure 16. ηIG vs ηSG with DCMIG field flux variation and VaDCMIG kept 

constant 

 
Figure 17. ηIG vs ηSG with VaDCMIG variation and field flux kept constant 

(Only resistive load) 

 

 
Figure 18. ηIG vs ηSG with VaDCMIG variation and field flux kept constant 

(Resistive load plus IM) 

5. Conclusion  

The cited electric system shows voltage and frequency 
regulation for each scenario transition as demonstrated by 
results and respective analysis.  

As it happened in [1], it was realized the master and slave 
behaviors to respectively SG and IG. SG controls the system 
voltage and frequency and IG follows the voltage and 
frequency defined by SG. The IG establishes the active 

power supplied to the system and the SG complements the 
rest of active power and reactive power required. The PIG 
depends on the IG shaft speed imposed by DCMIG. The PSG 
and the system voltage and frequency are controlled by 
voltage and speed control loops presented in Figure 5 and 
Figure 6. 

It was realized a greater PIG range in the scenarios in 
Table 7 and in Table 8, than the scenarios from [1] due to 
VaDCMIG elevation method. The PSG complemented the PIG 
manually set to attend the load. 

 The VaDCMIG elevation method resulted in increase of 
PDCMIG and PIG and higher IG subgroup efficiency than the 
IfDCMIG reduction method[1]. The increase of PDCMIG and PIG 
were results of IG speed increase, nIG, that was obtained by 
elevation of VaDCMIG as shown in Figure 11, Figure 12 and 
Figure 14. The use of VaDCMIG range instead of Vdc steady 
source enables to reach the IaDCMIG limit of 8,0 A and 1893 
rpm shaft speed, it is 5,16% higher than synchronous speed. 
It is higher than Vdc steady source method limit that reached 
just 4,24% higher than synchronous speed, Figure 16 and [1].   

The efficiencies from the VaDCMIG elevation method were 
greater than efficiencies from the scheme with Vdc steady 
source [1], as shown in Figure 17 and Figure 18. VaDCMIG 
elevation method does not have the additional current losses 
of Vdc steady source method. When the field flux ϕ, IfDCMIG, 
is decreased, IaDCMIG is increased by (3) and IG speed, nIG, is 
increased by (2). The main losses for the Vdc steady source 
method are related to higher IaDCMIG elevation, P(w)=Ra* 
IaDCMIG². Then, by the Vdc steady source method, besides 
IaDCMIG be elevated due to the rise of PIG, IaDCMIG is also 
elevated due to reduction of IfDCMIG. Higher IaDCMIG result in 
higher losses and lower efficiencies. 

As shown in power performance graphs related to the 
VaDCMIG elevation method, Figure 11, Figure 12, Figure 14 
and Figure 15, the PIG and PDCMIG are more representative of 
actual operation conditions in offshore platforms.  

In continuation of this content, a study of load and 
generation transients has been done and submitted to 
publication in COBEP, Brazilian Power Electronic 
Conference that took place in November, 2017. 

In the next stage of this work, it will be studied energy 
regeneration and ballast load as a additional way to the 
system regulation.  
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Appendix 1_ Induction Motor Parameters  
The follow calculus were developed on base in [7]. 

1. No Load and Locked Rotor Tests  

The Figure 1 shows the circuit implemented in laboratory to 
no load test and locked rotor test.  

The temperature during the test= 26ºC. 

Figure 1: No load test and locked rotor test circuit 

Figure 2: Induction Motor Equivalent Circuit 

The Figure 2 shows the induction motor IM equivalent circuit. 

 

5.1. No Load Test  

In this section, it will be presented the no load test and locked 
rotor test to calculus the IM parameters such as impedances, 
currents, losses and efficiency  
 

The Table 1 presented the no load test measurements. 
 

Table 1: No load Test 
Vapply 

(V) 
W1 
(W) 

W2 
(W) 

V 
(V) 

A 
(A) 

W1+W2(
W) 

240 -120.0 +220.0 240.2 1.50 100.0 
220 -100.0 +170.0 220.8 1.35 70.0 
200 -70.0 +130.0 200.3 1.15 60.0 
180 -60.0 +110.0 180.3 1.00 50.0 
160 -40.0 +80.0 160.0 0.90 40.0 
140 -30.0 +60.0 140.0 0.75 30.0 
120 -20.0 +45.0 120.0 0.65 25.0 
100 -15.0 +30.0 100.1 0.55 15.0 
80 -10.0 +20.0 80.0 0.50 10.0 
60 -4.0 +12.5 60.0 0.25 8.5 
40 0.0 +5.0 40.0 0.15 5.0 
20 0.0 +2.0 20.1 0.05 2.0 
0 0.0 0.0 1.99 0.0 0.0 

Figure 3 shows the curve of voltage applied and power 
measured by wattmeter (w1) and (w2). Note that the cross of 
curve and vertical axe result in estimated attrition and ventilation 
losses (Pav). In this case Pav is 1 W as demonstrated. 

 

 

Figure 3: Results of no load test: W1+W2 vs Voltage applied 

 

 

 

 

 

 

 

Figure 4: Equivalent circuit - No load test 

• Magnetization Current  

Im = Magnetization Current 

Im= 1.35 A as shown in Table 1. 

 

5.2.  Locked Rotor Test  

The Table 2 shows the locked rotor test measurements. 
 

Table 2 
Locked Rotor Test 

 

 

 

 

• Rated Current 

In = Rated Current 

𝑖𝑖𝑛𝑛 = 𝑃𝑃
√3 ∗ 𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐼𝐼𝑐𝑐𝑠𝑠∅ ∗ 𝜂𝜂�   (1) 

𝑖𝑖𝑛𝑛 = 370
√3 ∗ 220 ∗ 0.71 ∗ 0.76�    

𝑖𝑖𝑛𝑛 = 1.80 𝐴𝐴   (2) 

W1 
(W) 

W2 
(W) 

V  
(V) 

In   
(A) 

W1+W2 
(W) 

20 65 39.34 1.80 85 
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The Figure 3 shows the induction motor IM equivalent circuit 

during locked rotor test 
 

 

 

 

 

 

 

  

Figure 5: Equivalent circuit _ Locked rotor test 

 

5.3. Magnetization Branch Parameters  

Rm= Motor Average Measured Resistance  
ry=  Phase resistance in star connection  
rd=  Phase resistance in delta connection 
 

Table 3:  
Average Resistance 

RAA' RBB' RCC' 

10.1 10.3 10.16 

 

𝑅𝑅𝑙𝑙 = (10.1 + 10.3 + 10.16)
3� = 10.16 𝛺𝛺 

 (3) 

 

• r1 Calculus 

Follow the calculus memory of stator winding resistor r1.  

 

Figure 6: IM winding connection 

𝑅𝑅𝑙𝑙 = 𝑟𝑟𝑎𝑎 ∗ 2𝑟𝑟𝑎𝑎
3𝑟𝑟𝑎𝑎�     (4) 

𝑅𝑅𝑙𝑙 = 2
3� 𝑟𝑟𝑎𝑎      (5) 

𝑟𝑟𝑎𝑎 = 3
2� 𝑟𝑟𝑟𝑟     (6) 

 

𝑟𝑟𝑟𝑟 = 1
3� 𝑟𝑟𝑎𝑎     (7) 

(5) in (6) 

𝑟𝑟𝑟𝑟 = 𝑅𝑅𝑟𝑟
2� =  10.16

2�    

𝑟𝑟1 = 5.08 Ω    (8) 

• r2 Calculus 

From Table XI, 𝑊𝑊1 + 𝑊𝑊2 = 85 𝑊𝑊 

𝑊𝑊1 + 𝑊𝑊2 = 3 ∗ (r1 + r2) ∗ in2  (9) 

85
(3 ∗ 1.82)� = 5.08 + 𝑟𝑟2   

𝑟𝑟2 = 3.66 Ω   (10) 

• Reactive Power 

𝑄𝑄 = √3 ∗ 𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 ∗ 𝑠𝑠𝑠𝑠𝑛𝑛∅ =  √3 ∗ (𝑊𝑊2 −𝑊𝑊1)  (11) 

From Table XI, W2-W1=45 

𝑄𝑄 =  √3 ∗ (65 − 20) =  77.94 𝑉𝑉𝑎𝑎𝑟𝑟   (12) 

𝑄𝑄 =  3 ∗ (𝑥𝑥1 + 𝑥𝑥2) ∗ 𝐼𝐼𝑛𝑛2   (13) 

(13)and (2) in (14)  

77,94 =  3 ∗ (𝑥𝑥1 + 𝑥𝑥2) ∗ 1.82   (14) 

(𝑥𝑥1 + 𝑥𝑥2) = 8.01 Ω     (15) 

�𝑥𝑥1 → 𝑥𝑥2
𝑟𝑟1 → 𝑟𝑟2   [8]   (16) 

 (8) and (10) in (16) 

� 𝑥𝑥1 → 𝑥𝑥2
5,08 → 3.66  

𝑥𝑥1 = 𝑟𝑟1 ∗ 𝑥𝑥2
𝑟𝑟2�    (17) 

𝑥𝑥1 = 5,08 ∗ 𝑥𝑥2
3.66�    (18) 

From (15) and (18), result in 

5,08 ∗ 𝑥𝑥2 + 𝑥𝑥2 ∗ 3.66 = 29.32   (19) 

𝑥𝑥2 ∗ 8,74 = 29.32    (20) 

𝑥𝑥2 = 3.35 Ω     (21) 

(21) in (18), result in 

𝑥𝑥1 = 5,08 ∗ 3.35
3.66�     (22) 

𝑥𝑥1 = 4.65 Ω     (23) 

 

 

2. Power and Losses Calculus  

 

Rm 
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The 𝑃𝑃𝑎𝑎𝑃𝑃 was defined in Figure 3 and consist in 1 W and Pnl 
(no load losses) is no load test for 220 V, it resulted in 70 W 
(W1 +W2). 

• Stator Joules Losses  

Pjstator26º= Stator Joule Losses = 3 ∗ r1 ∗ im2 (24) 
Pjstator26º = 3 ∗ 5.08 ∗ 1.352  (25) 

Pjstator26º = 27.77 W  (26) 

• Phf_ histerese and foucault losses 

𝑃𝑃ℎ𝑓𝑓 = (𝑊𝑊1 + 𝑊𝑊2) − 3 ∗ 𝑟𝑟1 ∗ 𝑖𝑖𝑟𝑟2 − 𝑃𝑃𝑎𝑎𝑃𝑃 (27) 

𝑃𝑃ℎ𝑓𝑓 = 70 − 3 ∗ 5.08 ∗ 1.352 − 1  (28) 

𝑃𝑃ℎ𝑓𝑓 = 41.23 𝑊𝑊   (29) 

 

5.4. No Load Reactive Power 

𝑄𝑄𝑜𝑜 = √3 ∗ (𝑊𝑊2 −𝑊𝑊1)    (30) 

From Table 1, 𝑊𝑊2 −𝑊𝑊1 = 270𝑊𝑊 

𝑄𝑄𝑜𝑜 = √3 ∗ 270 W    

𝑄𝑄𝑜𝑜 = 467.65 Var  (31) 

5.5. Magnetization Branch 

• No load Reactive Power in Magnetization Branch 

𝑄𝑄𝑙𝑙 = 𝑄𝑄𝑐𝑐 − 3 ∗ 𝑋𝑋1 ∗ 𝑖𝑖𝑐𝑐 2   (32) 

𝑄𝑄𝑙𝑙 = 467.65 − 3 ∗ 4.66 ∗ 1.35 2  (33) 

𝑄𝑄𝑙𝑙 = 442.23 𝑉𝑉𝑎𝑎𝑟𝑟   (34) 

 

• Magnetization Branch Power Factor Angle  

 

Figure 7: Magnetization branch power factor 

θo = 𝑎𝑎𝑟𝑟𝐼𝐼𝑎𝑎𝑎𝑎 442.23
41.23 �   (35) 

θo = 84.67º    (36) 

• Magnetization Branch Currents  

Irm = Im ∗ cos θo   (37) 

Irm = 1.35 ∗ cos 84.67º  (38) 

Irm = 0.1254 𝐴𝐴   (39) 

 

Ixm = Im ∗ senθo    (42) 

Ixm = 1.35 ∗ sen84.67º  (40) 

Ixm = 1.34 A   (41) 

• Magnetization Branch Resistance  

rm = Phf
(3 ∗ Irm2)�    (42) 

rm = 41.23
(3 ∗ 0.12542)�   (43) 

rm = 873.97 Ω  (44) 

• Magnetization Branch Reactance 

xm = Qm
(3 ∗ Ixm2)�    (45) 

xm = 442.23
(3 ∗ 1.342)�   (46) 

xm = 82.10 Ω  (47) 

 

3. Parameters of Induction Motor  

Figure 8 shows all IM parameters calculated as resistors, 
reactance and currents as data obtained during experiment, 
without temperature correction because the motor operated no 
load. 

 

Figure 8: Parameters of Induction Motor _IM 

4. Induction Motor Efficiency 

It will be calculated the temperature correction factor, corrected 
resistences to 40ºC, corrected winding losses, Pwind40ºC, and 
total losses, Ptl, before induction motor efficiency calculus.  

5.6. Temperature Correction Factor and Resistence Correction 

• Temperature Correction Factor Kt 40ºC 

Kt 40º = 234.5 + 40
(234.5 + 26)�   (48) 

Kt 40º = 1.054 to r1 and r2   (49) 

• Resistence Correction 

r1 40º = r1 26º ∗ 1.054  (50) 

θo Qm = 442.23 Var 

Phf = 41.23 W 
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r1 40º = 5.08 ∗ 1.054   (51) 

r1 40º = 5.35 Ω   (52) 

 

r2 40º = r2′26º ∗ 1.054  (53) 

r2 40º = 3.66 ∗ 1.054   (54) 

r2 40º = 3.86 Ω    (55) 

 

5.7. Corrected Winding Losses and Total Losses 

• Winding Losses 

The winding losses, Pwind, measured in locked rotor test, 
Table 2, need to be corrected to 40ºC. Follow the corrected 
winding losses. 

Pwind40º = kt 40º ∗ Pwind26º (locked rotor test)    (56) 

Pwind40º = 1.054 ∗ 85W   (57) 

Pwind40º = 89.59 W    (58) 

• Total Losses  

The total losses, Ptl, calculus:  

Ptl = Phf + Pav + Pwind40º  (59) 

Ptl = 41.23W + 1W + 89.59W  (60) 

Ptl = 131.82 W   (61) 

 

5.8. Rated Motor Efficiency Estimate 

Pout = Motor output power (Motor dataplate_Table 6) 
Pin=Motor Input power 
 

η = Pout
Pin�     (62) 

Pin =  Pout + losses   (63) 

Pin =  370 W + 131.82 W  (64) 

Pin =  501.82 W    (65) 

η = 370
501.82�    (66) 

η = 73.73 %    (67) 

5. Induction Motor Currents  

Follow the calculus of IM reactive and active currents (IdwMT 
and IwMT). This values are shown in Table 8 for all scenarios 
tested.  

• Reactive Current 

𝑄𝑄 = √3 ∗ 220 ∗ 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 =  √3 ∗ (𝑊𝑊2 −𝑊𝑊1) (68) 

√3 ∗ 220 ∗ 𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 =  467.65   (69) 

𝐼𝐼𝑎𝑎𝐼𝐼𝐼𝐼𝐼𝐼 =  1.23 𝐴𝐴 **  (70) 

** The difference between IdwMT and Ixm is perfectly 
acceptable. The difference close to 0,1 A between expected and 
found values is due to small measurements errors and instruments 
precision and accuracy errors. It does not impact the presented 
modeling. Therefore, the results and modeling continue valid.  

• Active Current 

𝑃𝑃 = (𝑊𝑊1 + 𝑊𝑊2) = 70.0 𝑊𝑊    (71) 

𝑄𝑄 =  √3(𝑊𝑊2 −𝑊𝑊1) = 467.6 𝑊𝑊    (72) 

𝑆𝑆 =  √70.02 + 467.62= 472.86 VA  (73) 

cos∅ = 𝑃𝑃
𝑆𝑆� = 70

472.86�   (74) 

cos∅ = 0.148    (75) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝑐𝑐 ∗ cos∅ = 1.35 ∗ 0.148   (76) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 0.20 𝐴𝐴   (77) 

 

In Figure 9 are shown resistor banks current and no load IM 
current.  

 

 

 

 

Figure 9: Resistors bank and IM currents in scenarios C 

 

IwIM=0.2 A 

IdwIM=1.23 A 

IwloadR= 5.0 A 

ILoad R = 5.3 A 
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 In remote measurements on large-sized objects main focus is on measuring deformations 
of bridge surfaces and determination of the dynamic amplification factor in particular. The 
proposed method estimates deflections of entire lower surface of a bridge due to placement 
of secondary radiators on this surface. Antenna array directivity pattern (ADP) is distorted 
during deflection of the bridge surface. ADP distortions contain the information about 
deflections of the individual points of the surface. Minimization of the distance in a 
functional space with a quadratic metric (the functional) between a distorted measured 
ADP and theoretical one allows us to determine these deflections. The main problem is 
measurement of the secondary radiators system ADP in far zone which often cannot be 
achieved for real bridges in practical situations. Therefore, a new method for determining 
surface deflections based only on field amplitude measurements in near-field zone of a 
secondary radiators system is considered in the article. This amplitude of field strength 
depends on the bridge surface deflection. The modulus of difference between the normalized 
amplitude distribution of the measured field at the outputs of the receiving array elements, 
which is created by the radiators system of an unloaded bridge, and the similar amplitude 
field distribution of a loaded bridge is minimized and deflection of the bridge at the points 
of the radiating elements placement is calculated.  

Keywords :  
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Radiating element 
Antenna directivity pattern 
Field amplitude measurement 
Surface deflection 
 

 

 

1. Introduction  

This paper is an extension of the work originally presented in 
the International Conference on Antenna Theory and Techniques 
[1]. 

In engineering practice, an important place is taken by 
measurements of surface deflections of large-sized objects. The 
dynamics of these deflections can serve as a basis for diagnosing 
the objects’ state. Deflection measurements for lower part of the 
surface are one of the most important actions in maintenance of 
bridges. For this purpose, contact sensors are usually mounted 
directly on the lower part of the bridge. The installation of contact 
sensors and transducers interrupts traffic on the bridges and can be 
time-consuming. Non-contact measurements on bridges which are 
carried out remotely have recently become an alternative to the 
contact ones. The analysis of remote method for estimating bridge 
surface deflections was carried out in [1]. It is based on 

measurement of the antenna directivity pattern (ADP) distortion of 
the radiators which are installed on the lower surface of a bridge. 

2. Modern Methods of Bridges Surface Deflections 
Measurement 

Let us consider the methods of deflection measurements on 
bridge structures. The number of deflection measurement methods 
has increased essentially in the last decade. Bridge safety 
monitoring is based, in a great extent, on measurements of 
deflections that become indispensable for this aim. New 
technologies include intelligent robots that feature a high speed of 
measurement and precision, laser image deflection measurement, 
GPS satellite-surveying systems, electro-optical imaging 
deflection, wireless inclination sensor systems [2, 3] and 
techniques of digital image correlation between images of 
undeformed and deformed configurations [4]. In [5], for measuring 
deflection and vibration of bridges a ground-based interferometric 
radar is suggested. The maximum measurement range is equal to 
1000 m and the errors of displacement radial component can reach 

  ASTESJ 

ISSN: 2415-6698 

*Oleksandr Poliarus, Email : poliarus.kharkov@ukr.net    
 

Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 217-224 (2017) 

www.astesj.com   

Special issue on Advancement in Engineering Technology 

 

https://dx.doi.org/10.25046/aj020626  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj020626


O. Poliarus et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 217-224 (2017) 

www.astesj.com     218 

0.1 mm. Most of the proposed methods are expensive or very 
expensive. 

The main characteristics of any bridge are dynamic 
amplification factor (DAF), bridge natural frequency and bridge 
acceleration [6]. The dynamic amplification factor can be 
evaluated as the maximum total load effect divided by the 
maximum static effect [7] 

 ,dyn

stat
DAF

ε
ε

=  (1) 

where dynε  – maximum dynamic response which is usually 
determined as vertical deflection of the bridge surface due to 
dynamic loads (for example, moving vehicles), statε  – maximum 
deflection under static loads (for example, immovable vehicles). 

In [8], an optimal scheme for measuring DAF of a bridge using 
radar is proposed. This radar measures the phase of reflected 
electromagnetic wave in noisy environments. In its turn, the phase 
depends on deflections of the bridge surface. 

Increased measurement accuracy can be provided by using 
measuring devices which operate on the different physical 
principles. An optimal scheme for determining bridge surface 
deflection by measuring it simultaneously with a mechanical 
sensor and radar has been developed in [9]. Practically, operation 
quality of such scheme does not depend on noise or interference. 
Since radar-based methods use phase measurements that are 
sensitive to moving both bridge and earth surfaces, seismic 
fluctuations of the earth surface reduce the accuracy of the 
deflections measurement due to traffic, for example. In addition, 
DAF estimation (1) involves measuring static and dynamic 
deflections that are separated in time due to technological reasons. 
This fact imposes strict requirements to stability of radar frequency 
that increases the cost of a measuring system. 

Consequently, all modern measuring technologies for bridge 
structures can be divided into three groups. The first group 
includes the use of radar systems of millimeter and optical ranges 
of electromagnetic waves [10-15] for estimation of deformations 
and deflections of bridge elements, including stay-cables which 
support the buildings. For this purpose, in particular, phase 
interferometers with a high-resolution range are used. These 
systems measure dynamic characteristics of bridge structures at 
local points. The second group includes the use of opto-mechanical 
systems of technical vision [16-18] followed by image processing 
based on developed algorithms, which allows to analyze the 
dynamics of bridge structures in distributed areas. These methods 
do not determine the DAF. The third group is based on application 
of the algorithms for processing GPS data with Kalman filtration 
to obtain the value of the bridge DAF [19]. 

DAF measurement is performed at one point of the bridge 
structure. To measure it at another point, it is necessary to change 
the direction of the main maximum of the transmitting and 
receiving antennas directivity pattern. The existing measuring 
methods are not able to estimate the dynamics of deflection 
changes in the entire lower surface of the bridge. In order to fix 
that, a system for deflection measurements on the lower surface of 
a bridge by creating, on the surface, an equidistant linear antenna 

array that re-radiates the incoming electromagnetic wave was 
proposed in [1] (Figure 1). When the surface is bent due to the 
process of bridge loading, the radiators also move together with it 
and the ADP is distorted. 

... ...

Pk

M0 M1 M2 Mi MN-1

θ

 
Figure 1: The system of secondary radiators on the lower part of a bridge surface 

The antenna directivity pattern is measured in far zone of the 
antenna and then it is compared with the undisturbed one which 
was previously measured in the absence of deflections on the 
unloaded bridge. The integral of square of the difference between 
the two ADPs creates a functional which depends on the 
displacements of the secondary radiators at the deformed surface. 
Minimization of this functional by the method of global random 
search (using a genetic algorithm) leads to estimation of all the 
displacements of radiators and, consequently, the deviation of the 
points on the bridge surface. A similar method is used in [20] for 
antennas synthesis and even earlier in solving the inverse problem 
of measurement in linear inertial systems or systems with memory 
[21]. 

Let us consider this method. In [1], the authors have developed 
the functional,  

( ) ( )
22 2cos sin12

0 1 1
0

2

 , ,.. ,
j l sN i i i

N m i
i

J s s s f A e d

π π πφ θ θ
λ λ

π
θ θ

 + −−   
−

=
−

 
 = − ⋅∑∫  
 

 

       (2) 

in which , 1, 2,... 1is i N  =   −  is a deflection of the surface at the 

point of the secondary radiator placing, ( )mf θ  – the measured 
ADP of the radiators system from which the theoretical ADP of 
the same system, that is described in (2), is subtracted. 

For an unloaded bridge 0is =

( )0 1 1, , .. 0NJ s s s − ≈

0is ≠ , there may be a difference between the two ADPs 
of the radiators system. Minimization of the functional (2) using a 
genetic algorithm results in the determination of unknown 
deflections is . It should be known, however, that formula (2) is the 
only one and has N  unknown deflections. Since the dependence 
of the functional (2) on the deflections in the N
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space is complicated, it is possible to find a non-global, but a local 
minimum of (2) which leads to incorrect ("phantom") solutions of 
the deflections determination. One or more of them may have an 
abnormal meaning. Since the deflections were fixed during the 
simulation, the "phantom" solutions could easily be distinguished 
from the correct ones. As shown in [1], when the ratio of the 
distance d  between the radiators to the wavelength λ  exceeds 
0.5, a certain probability of "phantom" solutions begins to appear. 

It may reach a value of 0.6 with an increase in the ratio 
d
λ

 to one 

and more. The reason for this phenomenon is the appearance of 
array diffraction maxima and increased number of the local 
extrema in the search space of genetic algorithm. Consequently, 
"phantom" solutions can be almost completely eliminated by 

rational choice of the ratio 
d
λ

 of the radiating antenna array. In 

addition, the use of a priori information about surface deflections 

reduces their probability significantly, even when the ratio 
d
λ

 is 

large. This information is often known from previous bridge 
research or can be obtained by other methods, for example, using 
the measurements made by mechanical sensors. 

It should be noted that instead of passive secondary reflectors, 
one can use the antenna array of active radiators located at the same 
points. However, the cost of such system is probably higher. 

 

3. Results of Experimental Research 

For experimental verification of this effect, a "Kredo" 
coherent-pulsed radar with an electromagnetic wave length of 1.8 
cm and a pulse duration of 0.4 μs (Figure 2) was used. The 
experimental setup also included a digital oscilloscope DSO-2250, 
USB (analogue-digital converter (ADC) with a sampling 
frequency of 100 MHz) and a laptop. In Figure 2a, a photo of a 
radar sounding path is shown, in Figure 2b – the placement of the 
angle reflectors against the background of a reinforced concrete 
wall, and in Figure 2c – the experimental installation. At a distance 
of 0.7 m from a reinforced concrete wall and at a height of 1.5 m, 
the array of five secondary radiators in the form of triangular horns 
(Figure 2b) was constructed; the distance between horns was equal 
to 1.5 m. The length of the horn side was 30 cm, and its depth was 
15 cm. 

The analog radar signals reflected from the horns were received 
by a mirror antenna, converted to the intermediate frequency and 
arrived at the input of the amplitude detector. The signal from the 
output of this amplitude detector entered the ADC of the 
oscilloscope, was converted into a digital code, and then into a text 
file (file with extension .txt), which is available in various 
computer mathematical packages. 

To estimate the amplitude of reflected signals, an informative 
signal (Figure 3) consisting of 200 points was cut out from a long 
signal (5000 points). It corresponded to the distances at which the 
angle reflectors were located. In Figure 3, a blanking signal (long, 
up to a distance of approximately 80 m) which corresponds to the 
duration of the sounding signal is displayed initially and then a 

signal (of a shorter duration), that describes the amplitude of the 
signal reflected from the horns, appears. 

 
Figure 2: Photographic scheme of the experiment: 

radar sounding path (a); placement of the angle reflectors (b); general view of the 
experimental installation (c) 

 
Figure 3: Distance distribution of amplitude of the signal received from angle 

reflectors 

During the experiment the following positions of the angle 
reflectors were considered: a reinforced concrete wall without 
reflectors (variant 1); five reflectors on the same line (Figure 2b) 
(variant 2); one central reflector that was shifted forward by 20 cm 
(variant 3); two reflectors (central and next to the right) were 
shifted forward by 20 cm (variant 4); three reflectors (central and 
two next to the right) were shifted forward by 20 cm (variant 5); 
one reflector (rightmost) has been moved forward by 10 cm, two 
reflectors (central and next to it to the right) were shifted by 20 cm 
forward (variant 6); two rightmost reflectors were shifted forward 
by 10 cm, the central reflector was shifted by 20 cm forward 
(variant 7); three reflectors (central and two next to it to the right) 
were shifted forward by 10 cm (variant 8). 

The reflected signals for the above-mentioned variants of the 
angle reflectors positions were recorded 10 times and then their 
values were averaged. The obtained experimental data were used 
to estimate the amplitude of the signals that were reflected from 
the angle reflectors with different placements relative to each 
other. The total field amplitude of secondary radiation of the horns 
at a range of 85 m was measured using the radar. The field 
amplitude at the radar receiver output was changed if any radiator 
was shifted in the radial direction (toward the radar location), that 
shows its sensitivity to movements of the radiators. For example, 
in the above-described variants, the experimental values in volt of 
the field amplitude were as follows: 1.16, 1.30, 1.39, 1.51, 1.39, 
1.48, 1.40, 1.34. The shape of ADP of the secondary radiators 
system in experiments was not measured. 
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4. New Method for Estimating Bridges Surface Deflections 

The problem of determination of the bridge surface deflections, 
described above, is technically complicated. The practical 
measurement of ADP for the secondary radiators system causes 
the greatest difficulty. First, we need to measure the field 
amplitude dependence on the angular coordinate, and it is not easy 
to do near a real bridge. Secondly, the measurements should be 
made in the far-zone of antenna at distance fzr , calculated as two 
squares of antenna size L  divided by the wavelength λ . For 
example, if 30 mL =  and 30 cmλ =  , then fzr ≥ 6 km and this 
value of far-zone distance is impossible for practice. Of course, 
with increasing wavelength and surface dimensions, whose 
deformation is measured, there are other problems associated with, 
for example, the efficiency of radiation of the passive elements of 
array. Consequently, practical application of the method presented 
in [1] is limited by the conditions of bridge sounding. 

This problem can be solved on the basis of the amplitude-phase 
( , )i iA φ   distribution measurement in the near-field zone of the 
antenna and obtaining the ADP of the radiators system on the basis 
of these measurements. Such problems were solved by many 
authors, for example, [22]. In practice, high-precision 
measurements of the amplitude and phase of the field in real 
weather and other conditions are complicated and expensive which 
reduces the value of this approach. Consequently, simpler methods 
of remote measurements of bridge surface deflections are required. 
This forces us to give up high-precision measurements of the 
amplitude and phase in the near-field zone of antenna. 

The main idea of this article is to use only amplitude 
measurements in the near-field zone of the radiators system. The 
obtained data do not allow to determine the ADP but our task is to 
estimate only the bridge surface deflections. In this case, there is 
no need for complex operations of ADP measuring. Instead of 
these operations, we use a linear receiving antenna consisting of 
Q  receiving elements, for example, horns located at points 

, 1, 2,.., )qP q Q ( =    (Figure 4) at the same distance δ  from each 
other. 
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Figure 4: The layout of the receiving antenna array elements (points qP ) relative 

to the radiating elements position (points iM ) 

The receiving element qP  is located from the transmitting 

element iM  at a distance which is easily determined from the 
geometry of Figure 4: 

2 2 2 2
0 0 0( ) ( ) ( ) ( ) 2 ,iq i iq iqr h S x q d i S Sδ= − + + ⋅ + ⋅ + − − Λ ⋅ ϒ (3) 

where 2 2 2 2
0 0 0( ) ( ) ( ) ( ) ,iq ih S x q d i S SδΛ = − + + ⋅ ⋅ + −  

0 0

0
cos( arctg( ) arctg( )),

2
i

iq
x q S S
h S d i

δπ + ⋅ −
ϒ = − −

− ⋅
 

h – distance between the lower surface of a bridge and array of 
receiving elements placed in parallel to the transmitting array; 

Si – amplitude of a bridge surface deflection at the points iM , 
i. e. in locations of radiators; 

0x  – distance between the origin of the coordinates and the first 
in order of the receiving element 0P . 

The complex amplitude of field strength at the output of each 
q receiving element is the sum of the fields created by all 
transmitting elements and is determined by the known formula 
[23] which for this case has the following form 

 
21

0
e ,

N j riqi
q

i iq

AE
r

π
λ

− −

=
= ∑


  (4) 

where ;j i
i iA A e φ=  ,i iA φ – amplitude and phase of the field, 

which is created by the i  radiator (further, for simplicity, initial 
phase field is taken equal to zero, i. e. 0iφ = ). 

We believe that all secondary radiators ADPs are equal and 
wide so that the extreme elements of the transmitting array 
irradiate all elements of the receiving array by energetically 
equivalent waves. The amplitude iA  of the field in the simulation 
was the same. Thus, the distance (3) makes the largest contribution 
to the total amplitude distribution of field strength. The amplitude 
of the field created by the secondary radiators at an unloaded 
bridge is determined similarly (4) 

 
21

0
e ,

0N j riq0 i
0q i
iq

AE
r

π
λ

− −

=
= ∑

&&  (5) 

where the upper index "0" indicates variables describing the 
position of radiators on an unloaded bridge, the surface shape of 
which is not necessarily a plane. These variables are easy 
determined before carrying out measurements. Due to the 
specificity of the problem geometry (Figure 4), the amplitudes of 
field strength will be different at the output of every receiving 
element. After the bridge loading the deflections is

λ
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elements qE  depend only on the distances iqr  containing the 
deflections. The simulation was carried out in several stages: 

• Determination of the field amplitudes 0
qE  at the outputs of 

the receiving elements of the array for an unloaded bridge, 
provided that the distances iqr  are given; 

• Measurement of deflections is  by mechanical sensors. In 
this article the typical values of bridge deflections were set 
by authors; 

• Determination of the field amplitudes qE  at the outputs of 
the array receiving elements for a loaded bridge, provided 
that the distances iqr  and the deflections is  are specified. 

Thus, amplitudes of the field at the outputs of receiving 
elements of the array for an unloaded bridge and a loaded one were 
obtained in the simulation process for different conditions. It was 
further assumed that the deflections is , which were previously 
given, are now unknown. To determine these deflections and 
compare them with the given ones or for this case with reference 
deflections, a functional was composed: 

 ( )0 1 1 , ,.. min0
N qqJ s s s E E− = − ⇒

.
 (6) 

It is minimized with the help of a genetic algorithm by variations 
on is . As a result, the “unknown” values of the bridge surface 
deflections were determined. 

5. The Simulation Results 

In Figure 5, 6 normalized field amplitudes at the outputs of the 
receiving antenna array elements located at distances 10h =  m 
(Figure 5) and 50h = m (Figure 6) from the lower surface of a 
bridge are presented. The length of the electromagnetic wave was 

20λ =  cm. Similar figures for the wavelength 5λ = cm are 
shown in Figures 7, 8. 

 

Figure 5: Normalized field amplitude at the outputs of the array receiving 
elements for an even (solid line) and deformed (dotted line) bridge surfaces for

20 cm, =10 mhλ =      

 

Figure 6: Normalized field amplitude at the outputs of the array receiving 
elements for an even (solid line) and deformed (dotted line) bridge surfaces for 

20 cm, =50 mhλ =      

 

Figure 7: Normalized field amplitude at the outputs of the array receiving 
elements for an even (solid line) and deformed (dotted line) bridge surfaces for 

5 cm, =10 mhλ =     

 

Figure 8: Normalized field amplitude at the outputs of the array receiving 
elements for an even (solid line) and deformed (dotted line) bridge surfaces for 

5 cm, =50 mhλ =       
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The genetic algorithm in the process of its work “deforms” the 
dotted line in such a way that it takes a place of the continuous line. 
Since the latter is obtained for an unloaded bridge, the algorithm 
actually reduces existing deflections is  almost to zero and at the 
same time determines their absolute values. In this case, the errors 
of these deflections determination arise. For modeling, the bridge 
surface deflections in millimeters were selected by authors as 
follows: 0s = 0, 1s = 5, 2s = 4, 3s = 7, 4s = 6, 5s = 4, 6s = 2, 

7s = 3, 8s = 4, 9s = 2. The profiles of the deformed bridge 
surfaces and the profiles of the reconstructed surfaces that were 
determined by the genetic algorithm, are shown in Figure 9. 
Between them, there is some discrepancy which was interpreted as 
an error of deformed surface restoration. 

 

Figure 9: The profile of the deformed bridge surface (solid line) and the profile of 
the surface that was determined by genetic algorithm (dotted line) 

The dependence of relative errors of surface profile restoration 
on the number of receiving elements in array for different 
wavelengths is shown in Figure 10. 

 

Figure 10: Dependences of the relative errors of the bridge deformed surface 
profile restoration on the number of receiving elements in array for different 

wavelengths  

In the centimeter and decimeter range of wavelengths the 
relative errors of bridge surface profile determination are 
decreased with the increase in array receiving elements number 
and when the number 10 of receiving elements is exceeded, these 
errors are less than 10%. This quantity is limited in practice by 
reception conditions, because the method requires that all elements 
must receive the radiation from all transmitting elements. Relative 
error also depends on the wavelength which is used for radiation 
(Figure 11). The number of receiving elements is equal to 10. 

For each bridge the dependence (Figure 11) will be different 
but there always is a wavelength range which provides the 
minimum error of the bridge surface deflection determination. 

 

Figure 11: Dependences of the relative errors of the bridge deformed surface 
profile restoration on the wavelength: blue line – 50h = m, 3δ = m; red line – 

100h = m, 2δ = m 

Dependence of the relative errors of the bridge surface profile 
restoration on signal / noise ratio is represented in Figure 12. A 
deterministic signal describing the field amplitude and a white 
noise of different intensity were added in simulation. In this case 
the work of the genetic algorithm for finding the global minimum 
became more complicated. 

 

Figure 12: Dependence of the relative error of the bridge deformed surface 
restoration on the signal-to-noise ratio 
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The dependence of the "phantom" solutions probability on the 

ratio 
d
λ

, that is, on the electrical distance between the radiators, is 

shown in Figure 13. Figure 14 demonstrates similar dependence 
on the number of receiving elements. The wavelength was 20 cm, 
and the distance between the lower surface of the bridge and the 
receivers was 50 m. 

 

Figure 13: Dependence of "phantom solutions" probability on the ratio 
d
λ  

 

Figure 14: Dependence of “phantom solutions” probability on the number of 
receivers 

The solution was considered as “phantom” one if the error of 
the bridge deformed surface restoration exceeded 10%. Figures 13 
and 14 impose requirements for the number of radiators and 
receiving elements of the appropriate antenna arrays. Increased 
number of secondary radiators not only improves the quality of the 
curved surface profile measurement, but also significantly reduces 
the probability of the “phantom” solutions. 

In the article, the problem of bridge surface deflections 
determination was solved for simplified conditions in the absence 
of radio waves reflection from the concrete part of the bridge 
surface and other parts, neglecting the influence of the steel 
elements of the reinforced concrete structure, etc. However, one 

should expect that the approach proposed in the article will not 
change. Indeed, in the process of the field amplitude measuring at 
the outputs of receiving elements of the array at an unloaded 
bridge, all the influencing factors which remain at a loaded bridge, 
will be taken into account. The difference between these fields 
appears only in the presence of bridge deflections in the second 
case. Hence the functional (6) will probably remain the same, that 
is, the method is expedient to implement in real conditions, too. 
However, the errors estimation for bridge surface deflections 
restoration in such conditions remains a challenging problem. 

6. Conclusions 

New methods for measuring surface deflection of bridges and 
other large objects were discussed in the paper. It is based on the 
processing of measurement information about the electromagnetic 
field amplitude which can be obtained from systems of secondary 
(passive) radiators (reradiators) or active radiators installed on the 
lower part of the bridge. The measuring information is obtained at 
the output of the receiving elements of a linear antenna array which 
can be installed at any convenient distance from the lower part of 
the bridge. Minimization of the functional developed in the study 
allows us to obtain numerical data on the movement of radiators, 
as well as the deflection of the entire surface of the bridge 
respectively. The paper defines the conditions under which the 
errors of deflections restoration in the process of the functional 
minimizing do not exceed the permissible ones. They depend on 
the electromagnetic wave length, the geometry of placement of the 
radiators and receiving elements, as well as on the level of noise in 
the measurement location. The application of a global random 
search of the functional extremum (using genetic algorithms) for 
the global minimum determination in certain situations leads to 
appearance of wrong (“phantom”) solutions when the genetic 
algorithm finds the minimums that are not global. 
Recommendations to limit the probability of obtaining "phantom" 
solutions to a value of zero were also discussed. A mathematical 
model of electromagnetic waves scattering was made according to 
a simplified scheme, which did not take into account the reflection 
from the concrete surface of the bridge and other elements. The 
consideration of these factors will not make any significant 
changes to the principle of surface deflection determination, since 
in any case surface deflections certainly lead to a change in the 
field amplitude in the observation point, and these changes are the 
basis for determining deflections. The sensitivity of the field 
amplitude to the displacement of secondary radiators is proved in 
the paper experimentally. The proposed method can be used for 
determination of deflections of other large objects.  
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 Two technology trends - a move toward software defined capabilities and toward networked 
devices – support both unprecedented innovations and requirements for security. A 
fundamental aspect of security is user authentication, which allows devices and software 
applications to establish their user’s identity and identity is in turn used to establish which 
of its capabilities the user is authorized to access.  While multiple authentication steps, 
known as multifactor authentication, are being used more widely throughout the military, 
government, businesses, and consumer sectors, the selection and implementation of which 
authentication factors to require is typically defined by security policy. Security policy is in 
turn typically established by a security organization that may have no formal metrics or 
means to guide its selection of authentication factors. This paper will present a taxonomy 
for describing authentication factors including important attributes that characterize 
authentication robustness to aid in the selection of factors that are consistent with the user’s 
mission. One particular authentication factor that I have developed will be discussed in the 
context of this taxonomy to motivate the need to broaden current definitions and security 
policies. The ultimate goal of this paper is to inspire the development of standards for 
authentication technologies to both support mission aware authentication innovation and 
to inform decision making about security policies concerning user authentication and 
authorization. Further, this paper aims to demonstrate that such an approach will 
fundamentally enhance both security and usability of increasingly networked, software-
defined devices, equipment and software applications. 
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1. Introduction  

Mobile devices, such as cell phones and tablets, can be 
extremely useful for military personnel, security personnel, 
employees, and consumers in performing an entire gambit of 
tasks from routine day to day tasks to time critical emergency 
response. Current cybersecurity best practices encourage the use 
of user authentication in order for these devices to be accessed. 
Increasingly, equipment that was once thought of as hardware, 
is becoming essentially software defined. This includes military 
radios, medical devices, and autonomous cars. This trend 
supports the possibility of requiring users to authenticate with 
their cars, medical devices, and radios, for example, before 
gaining access to their functionality, thereby enhancing security 
and discouraging theft and/or hacking. Further, Internet of 
Things (IoT) devices are becoming pervasive throughout homes 

and industries, and security policies for IoT device access have 
not consistently been established and implemented.  

This paper is an extension of work originally presented in 
[1], where a method for continuous secondary factor 
authentication for military or security personnel required to 
perform missions while in harm’s way was motivated and 
described. Specifically, this paper will use the Concept of 
Operation (ConOps) and method discussed in [1] and related 
ConOps to motivate the need for mission aware authentication 
factors and in turn to describe and validate authentication factors 
so that appropriate ones can be selected. This paper will further 
argue that standards and/or specifications and a means of 
validating compliance is crucial to support innovation and 
transition to productization. 

 In [2], the National Institute of Standards and Technology 
(NIST) defines multifactor authentication as “Authentication 
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using two or more different factors to achieve authentication. 
Factors include: (i) something you know (e.g., password/PIN); 
(ii) something you have (e.g., cryptographic identification 
device, token); or (iii) something you are (e.g., biometric).” 
When only two factors are used, this is referred to two factor or 
dual factor authentication. Dual factor authentication is 
currently a requirement for NIST’s Risk Management 
Framework (RMF). RMF compliance is a requirement being 
levied on all military information systems. 

Continuous authentication is an emerging authentication 
factor methodology that implements authentication as a process 
rather than a simple event such as entering a user name and 
password. The idea is that once a user establishes his or her 
identity through another authentication factor or as an 
initialization step in a continuous authentication factor, the user 
is continuously monitored by some means so that their identity 
is continuously established.  

Continuous authentication can enhance usability by 
alleviating the need for a user to re-authenticate, for instance, if 
they allow their authenticated session to become idle for longer 
than some inactivity period prescribed by security policy. 
Continuous authentication can also enhance security by 
potentially detecting instantaneously when a user may have lost 
control of his or her device or software application session, 
eliminating the need for security policies to establish arbitrarily 
the length of inactivity periods allowed before re-authentication 
is required.  

This paper argues that in order to enhance both security and 
usability, user authentication should be pervasively 
implemented on software-defined networked or stand-alone 
devices or software applications, but that the factors used in 
authentication should be selected to be consistent with the user’s 
underlying mission and/or need for using the device or 
application. Thus, the factors employed may be far different than 
current approaches that typically involve entering a user name 
and password and/or pin along with a secondary factor 
(something the user is or has). 

Section II will present background on current work on 
authentication factors and on biometrics which are increasingly 
being used to support ‘something you are’ authentication 
factors. 

2. Background 

Until recently, user authentication has pervasively been 
implemented via the use of a password or pin as a primary factor 
(something you know). If a secondary factor is warranted, 
several options for ‘something you have’ have been 
implemented including an RSA key, a CAC card, an email 
account, or a token. Alternatively biometric factors (something 
you are) such as finger prints, iris scans or voice spectrograms 
have been used. Section 4 will review ConOps examples where 
such approaches might not be practical given the user’s mission. 

Various implementations of an emerging authentication 
approach – continuous authentication – are beginning to emerge.  

Some of these implementations are described in industry 
publications [3, 4], and in conference proceedings [5]. 
Continuous authentication is the idea that a user is monitored in 
such a way that they are being continuously authenticated. An 
approach presented in [5], for instance, uses a combination of 
color information of users’ clothing and face information in 
order to robustly monitor a user who may not always be facing 
the computer being used. Other continuous authentication 
approaches presented in [3, 4] use behavior recognition, such as 
keystroke patterns (e.g. typing rhythm, mouse movement) 
potentially used in combination with other biometric factors 
such as iris patterns. 

Continuous authentication can bring about more secure 
authentication that is also more usable than current pervasive 
security policies implement. For instance, if a user who is not 
being continuously authenticated walks away from his or her 
computer briefly, a nefarious agent can assume this user’s 
computer session. Locking computer sessions during inactivity 
periods is meant to counter this possibility but if the inactivity 
period is too short, it can become extremely counterproductive 
for a user who must frequently re-authenticate.  

Alternatively, allowing for a lengthy inactivity period 
negatively impacts the security posture of the computer session. 
Continuous authentication is theoretically more secure because 
it tracks the user continuously, thus no timeout or inactivity 
period need be implemented. It may also be considered more 
user friendly because users do not need to re-authenticate. 

An important thing to note about continuous authentication 
implementations is that they are generally tied to the type of 
device being used. For instance, key stroke and mouse behavior 
monitoring applies to computers but not necessarily cell phones 
or IoT devices. Further, they are often dependent on a user’s 
mission or role. Tracking clothing, irises, and keyboard behavior 
are certainly appropriate for office and home environments. 
They may be less appropriate in environments where users are 
wearing uniforms (clothing is always the same color across users 
and days) and protective eyewear, using their devices 
occasionally while they perform other challenging tasks (e.g. 
driving, patrolling), or put into high stress situations that may 
alter their behavior or voice substantially. 

In [1] I presented an approach that I developed that uses a 
fitness tracking device paired with a mobile device to 
continuously monitor a user performing potentially hazardous 
missions. This approach locks the mobile device if conditions 
suggest that the user is under severe duress (possible captured), 
dangerously wounded or killed. In other words, this approach 
monitors the user and when it detects that the user may have lost 
control of his or her device, it fails the user’s authentication with 
the device. Otherwise, it allows a user persistent uninhibited 
access to the mobile device. 

The novelty of the approach is based on the recognition that 
all of the conditions that suggest a user has lost control of his or 
her device will bring about a sudden change in the user’s 
biometrics as monitored by the fitness tracking device. Because 
this is the case, the various biometric sensors can be monitored 
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using Kalman filters which can detect jump (or sudden) changes 
in a biometric variable.  

In [1] I describe experiments conducted with this continuous 
monitoring approach. The experimental results, which were 
derived from live experiments with ‘normal’ conditions but 
simulated experiments with dangerous conditions, confirm the 
approach’s ability to provide strong authentication under the 
assumed user conditions.  

As far as I am aware, this is only continuous authentication 
approach published that considers how to detect and lock down 
a device when conditions suggest that the user has lost control 
of his or her mobile device.  

While this is generally not a concern for office workers or 
personal device users, it may be an important concern for 
military and security users. This differentiation further suggests 
the need for selecting mission-aware authentication factors. 

When contrasted against NIST’s definition of authentication 
factors, the fitness tracking device might be considered both 
something you have and a means to identifying something you 
are. In addition to tracking biometric readings, the fitness 
tracker’s API also allows the authentication software to monitor 
band contact, so it is possible to detect when the user is no longer 
wearing the device or the tracker is no longer communicating. 
This paper will argue that combination factors and other 
innovations will be encouraged if security organizations are 
given the tools to evaluation their effectiveness. 

Further, I submit that the emergence and commercialization of 
many new technologies including biometric feature sensing and 
recognition, wearable technologies, and machine learning (ML) 
will support more innovative and specialized approaches to user 
authentication.  

There is substantial related literature on the biometric 
readings that might be drawn from in order to help assess the 
strength and risks associated with a biometric factor. In his Ph.D. 
dissertation, Gari D. Clifford discusses heart rate variability 
(HRV) and its causes [6]. Clifford shows that a person’s heart 
rate is variably by nature. For instance, Circadian rhythms will 
drive variability throughout the day and factors such as general 
stress level and caffeine intake will cause day to day variations.  

Several publications, including [7, 8, 9] consider heart rate 
variability, Galvanic skin response (which can be measured with 
some currently available fitness trackers), and other factors in 
analyzing what happens during exercise, duress, and the 
differences between the two.  Based upon the research presented 
in [6-9], I developed rules presented in [1] to differentiate 
conditions that result in an increased heart rate. 

Note that all of the biometric factors used in the algorithm in 
[1] can be measured by the Microsoft® Band 2, which was used 
in the experiments that were described. Skin conductance delta 
(also known as Galvanic skin response), for instance, supports 
the estimate of duress, but other factors can be used in 
differentiation. My research indicates that conditions resulting  

in a sudden decrease in heart rate (e.g. extreme cold, cardiac 
arrest) generally indicate the user is severely stressed by health 
or environmental issues, rather than an explicit threat. 

Research presented in [10] performed a case study on 
students under stress due to a university examination. In [11] the 
use of wearable sensors is compared to electrocardiograms and 
concluded that the former is sufficient for detecting stress 
conditions.  

Much of the research on heart rate measurements are focused 
on detecting an abnormal condition that may occur during a 
medical procedure such as surgery. The approaches discussed in 
such research generally involve preprocessing the measurement 
signal and performing machine learning (ML) techniques.  

The algorithmic approach presented in [1] rejected the 
application of a pure ML techniques because measurable 
biometrics, such as heart rate, will vary from day to day due to 
many factors such as time of day, intake of caffeine or other 
drugs, and the user’s current activity, and it is not practical to 
control for these factors.  

Rather, the algorithm focuses on detecting jump changes in 
biometric measurements so that normal variances in 
measurements are implicitly handled. 

The work in [12] describes the use of Electroencephalogram 
(EEG) for authentication. When mature, this technology may be 
trusted to uniquely authenticate an individual as a single factor 
(e.g. as opposed to dual factor or multifactor authentication). An 
unanswered question is how well these approaches work under 
high stress and maybe duress situation. 

The work in [13] addresses biometric recognition 
techniques, including facial recognition, voice recognition, 
finger print recognition and iris recognition, being applied to 
authentication. It further describes how to assess biometric 
characteristics in terms of five qualities: robustness, 
distinctiveness, availability, accessibility and acceptability. The 
work further developed a taxonomy of uses. The focus of this 
work, however, is in ‘snapshot’ authentication – authenticating 
a user at a particular point in time using a snapshot reading 
(finger print, facial image, etc.) as opposed to the continuous 
streams of readings I proposed using in [1].  

Nevertheless the discussion in [13] can easily be extended 
into the continuous monitoring domain if it can be assumed that 
there are mechanisms to continuously take snapshots of the 
discussed biometric factors. 

In the following I will first propose a taxonomy for 
authentication factors that expands on the work presented in [13] 
in Section III. Specifically, I decompose the qualities presented 
in [13] into measurable and verifiable attributes. Further, these 
attributes are intended to support a broad array of potential 
authentication methodologies. 

In Section IV, I present three ConOps to consider with 
regards to the taxonomy. I will conclude with a discussion of 
next steps. 
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3. Authentication Factor Taxonomy 

The purpose of this section is to present a draft taxonomy for 
authentication factors and the user’s that they are designed to 
identify and authorize.  The goal is to motivate the development 
of industry and government standards organization that 
develops and maintains taxonomies and related standards that 
can be utilized by manufacturers of authentication devices 
and/or algorithms as well as security organizations or home 
users who must ultimately determine authentication policy. This 
draft has been developed informally as a means to motivate a 
formal taxonomy following a research methodology, for 
instance, as described in [14, 15]. 

The draft ontology is decomposed into three related groups 
of attribute/value pairs for describing authentication factors, 
user missions, and security policy. 

Table I provides a list of key attribute/value pairs that can be 
used to provide specifications for an authentication factor. It is 
anticipated to be used by suppliers of authentication factors to 
provide an unambiguous description of the level of security a 
given authentication factor offering is able to support. It is also 
anticipated to be used by security organization to specify policy 
for the conditions under which a given methodology can be 
used.  

This taxonomy can be seen as an extension of the 
characterization described in [13] because it encompasses the 
full range of authentication factors and it including attributes 
that might be used in a risk analysis (e.g. some connection 
protocols may be considered to be less secure than others). It 
further attempts to decompose the qualities into attributes that 
are measurable and verifiable. 

 This taxonomy strives to address current and emerging 
authentication methodologies. It is understood that future 
innovations may bring about methodologies that will require a 
further extension in the taxonomy. Nevertheless it is quite 
possible that future innovations will not change the attributes in 
the taxonomy but instead extend the range of potential values 
associated with each attribute. 

It is the only taxonomy that I am aware of that is meant to 
model emerging authentication factor technology including 
continuous authentication and combination factors (e.g. 
something you have and something you are). I believe that 
research aimed at characterizing authentication factors is 
essential to promote innovation in authentication factor 
offerings. Without such a mechanism, innovators may have a 
hard time determining whether or not a proposed authentication 
concept will, if developed, be acceptable by security 
organizations and users, and thus less likely to expend resources 
developing innovative authentication approaches. 

The first attribute, category, provides a high level simple 
characterization. Security policies may use this characterization 
to structure the definition of acceptable authentication factors. 
In turn, users may use it to determine the best factor(s) to 
implement their ConOps. 

Table 1: Authentication factor definition 

ATTRIBUTE VALUE 
Category 
(structure which 
provides high level 
distinctions to 
support policy 
definition) 

- Discrete, continuous, or 
continuous with initial 
discrete authentication factor 

- Something you know, 
something you are, 
something you have, or a 
combination factor. 

Strength (structure 
that varies 
depending on the 
underlying factor) 

-Something you know: number of 
characters, special characters (for 
single entry), number of questions 
(for security question knowledge 
based authentication) 
-Something you have: restrictions 
on how the device is obtained, 
if/when it expires, policies for 
how lost, stolen, or damaged 
devices are replaced 
- Something you are: frequency of 
interrogation 

False Acceptance 
Rate 

Expressed as a percentage. May 
be calculable based on strength 
settings. 

False Rejection 
Rate 

Expressed as a percentage. May 
be calculable based on strength 
settings. 

Validation 
Approach 

The approach used to validate 
strength, false acceptance rate and 
false rejection rate established. 

Connections 
required 
(something you 
have, something 
you are) 

Wired interfaces including: USB, 
DS-101. Wireless interfaces 
including: WiFi, Bluetooth, 
ZigBee (IoT), Proximity card, 
Near-Field Communications 
(NFC) 

Acceptable user 
conditions  

A list of well-defined conditions 
including: Continuous use, 
continuous use with occasional 
interruptions, wearable-
occasional use, pocketed-
occasional use, protective face 
equipment, protective eye 
equipment, protective hand 
equipment, protective finger 
equipment, exertion-tolerant, 
stress-tolerant, voice use, covert 
use.   

Authenticated 
devices and 
applications 

A list of well-defined devices, 
including computer (keyboard, 
mouse, camera), tablet, phone, 
software defined equipment, IoT 
device, etc.as well as applications 
that the factor can support. 

Acceptable 
devices for 
authentication 
factor (if required) 

Varies depending on the factor 
(e.g. USB token, wearable device, 
software algorithm to run on 
device for use).  

Additional events 
detected 

A list of well-defined events 
including: duress, medical issue, 
fatigue, theft, tamper. 
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 The next three attributes – strength, false positive rate and 
false negative rate – aim to support objective measurable 
specifications that address the ‘robustness’ and ‘distinctiveness’ 
qualities described in [13]. The strength attribute represents 
methods by which an authentication factor can be configured 
(from a supplier’s point of view) or must be configured (from a 
security policy point of view). The strength attribute is 
particularly important for something that you know factors (e.g. 
passwords). For continuous factor authentication, strength may 
be described in terms of the sampling rate (how frequently 
classification/recognition is performed). For knowledge-based 
authentication (e.g. answering security questions), strength may 
be described in terms of the number of questions required to 
authenticate. The strength attribute is usually configurable. 

False acceptance rate and false rejection rate are important 
for biometric and continuous authentication factors. They are 
specialized from the universally accepted receiver operating 
characteristic (ROC) curve mechanism for statistically 
characterizing the sensitivity and specificity of a binary 
classifier (for instance see [16]).  

In the realm of user authentication, these measures are 
intended to capture statistically how likely a false user 
successfully authenticates or a true user fails to authenticate. 
This occurs because biometric recognition technologies (face 
recognition, voice recognition, etc.) are not perfect. Specifically, 
distinctiveness is addressed by false acceptance rate. A low false 
acceptance rate suggests that the underlying algorithm is able to 
distinguish a true user from false users. 

These attributes are extremely important in helping to select 
which of perhaps many similar technologies is appropriate for a 
given application. They may not, however, be meaningful for 
more traditional authentication factors (e.g. something that you 
know) such as passwords as there is virtually no way for these 
factors to be misrecognized.  

False acceptance and rejection rates are usually not directly 
configurable. However, it is frequently possible to tune them. 
For instance, lower false acceptance rates may be achievable by 
tuning algorithmic parameters in such a way that the false 
rejection rate increases as a result. Other factors, possible tied to 
strength, might also be tuned to decrease these rates. For 
instance, acceptance rates may increase or decrease depending 
on the frequency of classification/recognition. 

The validation approach attribute is important in specifying 
how strength and acceptance rate specifications are validated. 
False acceptance rates and false rejection rates quotations may 
be very low if, for instance, statistical validation is performed 
using a small homogeneous sample set. Further, the validation 
approach may help a security organization determine under 
which conditions an authentication factor may be useful. For 
instance, voice recognition technologies may be robust in quiet 
lab environments but less so in outdoor public environments. 
This attributes addresses, in part, the acceptability and 
accessibility qualities from [13]. 

The connections requirement is particularly important for 
security organizations that need to perform a vulnerability 

analysis. Any connection interface is potentially vulnerable to 
exploitation, spoofing and/or denial. Further, organization may 
have implemented mechanisms for minimizing vulnerability for 
given connection types and thus prefer some technologies over 
others. Note that this attribute may not be relevant to ‘something 
you know’ authentication. This attribute addresses, at some 
level, the availability, accessibility, and acceptability qualities 
from [13]. 

The acceptable user conditions attribute supports the 
acceptability and accessibility qualities. Emerging 
authentication factors will likely be specialized for a given user 
condition or situation in order to support appropriate robustness 
while also maximizing convenience. For instance, continuous 
authentication based on facial recognition is only appropriate in 
situations where the user is expected to always be facing the face 
image capture component of the authentication factor. This may 
be appropriate for continuous use of a computer in an office 
environment, but may be less appropriate for occasional use 
devices that are frequently pocketed. 

The next two attributes Authenticated devices and 
applications and Acceptable devices for authentication factor are 
simply characterizations of the equipment/software that a factor 
is intended to authenticate (e.g. computer, bank account session) 
and equipment used to perform the authentication. These 
attributes anticipate that suppliers may want to provide 
software-based solutions that can run on a variety of equipment. 
For instance, a factor that involves the use of a fitness tracker 
could potentially run on a variety of commercially available 
trackers. Thus, this attribute addresses the ‘accessibility’ quality 
discussed in [13]. 

Finally, the additional events detected attribute formalizes 
the concept that many potential authentication factors may have 
applications well beyond that of simple authentication. In 
particular, continuous biometric authentication factors may be 
able to detect events not directly related to authentication or 
security such as health events or fatigue. This attribute addresses 
the ‘acceptability’ quality from [13]. In particular, an 
organization may be more willing to invest in an authentication 
factor approach if it may bring additional benefits beyond robust 
authentication. 

It should be noted that Table I is used to describe ‘opt in’ 
technologies where the user has opted to use an authentication 
factor in order to identify themselves. In biometric recognition 
and related areas, ‘opt out’ technologies are used to identify 
individuals without their direct compliance. While opt out 
technologies define an important research area, I do not believe 
that they are appropriate for authentication factors as most 
current uses for authentication implicitly involve users opting in 
in order to utilize the equipment or service being secured. 

To achieve security policies that are appropriately flexible 
while maintaining a strong security posture, it is important to 
take into account a user’s mission. In many situations today, 
security policies only allow a single combination of 
authentication factors. The result is that users may not use 
equipment or services that is too onerous to access, may seek 
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mechanisms to subvert the security policies decreasing the 
security posture, or may put up with the inconveniences 
reducing their overall effectiveness and safety. Future security 
policies might allow a user community to select their own 
factors and instead provide guidance on how the selected factors 
must be configured and used in order to be allowable. 

Toward this end, Table II provides a draft taxonomy for 
users in the context of the mission they are performing and for 
which they need devices and applications authenticated. It is 
anticipated to be used by a mission leader. The first attribute, 
mission class, is intended to be a high level characterization to 
simplify selection and guidance of authentication factors.  

The second attribute, expected duration, is important in 
selecting technologies and methods. For instance, more rigorous 
initialization and/or calibration steps may be more acceptable  

for long duration uses. If the duration is anticipated to span 
multiple days then authentication approaches must deal with 
users sleeping and bathing. For some technologies, expected 
battery life on equipment is an important consideration.   

False acceptance and rejection rate tolerances are important 
in helping mission leaders specify acceptable risks. For instance, 
a mission leader may need to consider the risk of an 
authenticated device falling into an adversary’s hands. To the 
extent that recognition algorithms are tunable, a mission leader 
may insist on a tuning that is either very conservative for false 
acceptance rate or very conservative for false rejection rate.  

Mission restricts and conditions are important for helping 
users consider what authentication technologies may be 
acceptable. Outdoor usage suggests weatherproofing and often 
battery operation. Wireless transmissions are ultimately 
observable and/or disruptable by an adversary, but some are less 
so than others. 

Listing all of the equipment or services that a user might 
authenticate with in order to carry out their mission may spur the 
usage of authentication factors that can be applied to multiple 
devices simultaneously. For instance, a wearable device may 
potentially interface with all of the equipment a user may need 
to use during a given mission so that they are less encumbered 
by individual specific authentication processes.  

Authentication device restrictions may be used to reject 
authentication factors. Something you have factors such as 
tokens or cards are problematic if a user damages, loses or 
forgets to bring them, particularly where there may be no viable 
back up options. This case may suggest a ‘no carry’ restriction. 
Users wearing protective hand gear may reject any approach 
requiring a keyboard or keypad. 

Table III is intended to allow a mission leader to work with 
a security organization to develop appropriate security policies 
and to allow the mission leader to determine how best to perform 
his or her mission given acceptable risks. A security policy may 
allow a variety of primary factors to be used as long as they meet 
requirements spelled out in the security policy. The same should 
be possible for secondary factors. A supplier offering an 
authentication factor that is intended as a secondary factor might 
provide appropriate interfaces to a variety of primary factors in 
order to facilitate integration. 

As wearable devices and biometric recognition algorithms 
become more capable, I believe that it should be possible to 
develop an authentication factor that can be used to ‘unlock’ a 
number of devices or services. In particular, software defined 
equipment could interface with other equipment to obtain 
authenticated user credentials providing a stronger security 
posture without placing additional requirements on the user.  

Thus, future security policies should define to what degree 
they will allow multiple simultaneous devices and/or 
applications to be authenticated by a given authentication factor 
or combination of factors. Today, a similar concept is in 
common use, referred to as single sign on, where once a user 
authenticates with their computer, for instances, their credentials 

Table 2: User (Mission) Definition 

ATTRIBUTE VALUE 
Mission Classes A list of well-defined mission 

classes including: Desk worker, 
Office worker not at desk, 
Factory worker, Home indoor 
user, home outdoor user, tactical 
user in hazardous situations, 
tactical user not likely in 
hazardous situations, tactical user 
in extreme environments, etc. 

Anticipated 
session duration 

Varies but used to help determine 
how often a user might be 
required to re-authenticate 

False Acceptance 
Rate tolerance 

Taken together these might be 
used to select appropriate factors 
and/or their configurations. For 
instance, a factor may be 
configured for extremely low 
acceptance rate while allowing 
higher rejections rates (possibly 
forcing user re-authentication) 

False Rejection 
Rate tolerance 

Acceptable user 
anomalies  

A list of well-defined conditions 
that are acceptable for a user to 
exhibit during a valid 
authentication session including: 
Stress, strenuous activity, covert 
use, extreme environmental 
conditions, etc.   

Mission 
restrictions and 
conditions 

A list of well-defined restrictions 
and conditions including: outdoor 
use, wired and wireless 
restrictions, etc.  

Devices and/or 
applications 
requiring 
authentication 

A list of devices or applications 
including computer, tablet, 
phone, software defined 
equipment, IoT devices and web 
site account sessions. 

Authentication 
factor limitations 

A list of well-defined restrictions 
including: no-keyboard 
requirement, no carry 
requirement 
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are made available to software applications (avoiding the need 
to re-authenticate). 

Anomaly policy provides guidance on what actions are taken 
if anomalies are detected. For instance, an anomaly on a user’s 
tablet might trigger a notification to the mission leader that 
might help the leader decide whether or not to take action. 

Finally, rejection policies in the future may be more flexible 
than they are today. If a user loses control of their device, it may 
make sense to lock or even zeroize the device. However, if the 
possibility exists for them to regain control, a policy that might 
allow partial access to emergency features (e.g. ability to send 
emergency requests to a mission leader) or re-authentication 
features. 

Note that Table I-III are not meant to be completely 
exhaustive. Rather their intent is to trigger discussions about 
how to completely define authentication technologies vis a vis 
user missions and security policies so that standards and/or 
specifications can be developed that are inclusive of a wide 
range of authentication technologies.  

While the scope of situations for which this taxonomy is 
intended to address is extremely wide, Table IV attempts to 
outline a potential approach to using the three part taxonomy 
presented in this section to select an appropriate authentication 
methodology for a given mission. 

4. ConOps and Authentication Limitations 

To better motivate the need for innovation and flexibility in 
authentication factors and the security policies used to provide 
restrictions and requirements for them, this section will describe 
2 ConOps for which currently acceptable assumptions made 
about authentication implementations may not hold and 1 for 
which they do.  

The first ConOps was originally presented in [1]. Here a 
tactical user, such as a soldier, Marine, law enforcement officer, 
guard or emergency responder, uses a network-enabled cell 
phone or tablet to support their operations. The user’s device 
might be of critical importance in helping them identify and 
locate persons of interests or threats, send out requests for back 
up or exfiltration, or report back relevant intelligence and 
observations.  

The challenge here is that user authentication is extremely 
important to insure that if the user’s device or they themselves 
are captured by a red force actor (enemy combatant, criminal, or 
other threat) that the red force actor is not able to exploit the 
device to gain access to critical information and/or intelligence. 
On the other hand, the user authentication should allow the 
tactical user uninhibited access to the device up until the moment 
that the tactical user loses control of it. 

A fundamental assumption that we made in pursuing this 
work is that the target user community can be characterized by 
the following constraints: 

• The user needs to access their device even when they are 
in harm’s way and there is a possibility that the device 
may fall into the hands of adversaries including insider 
threats. 

• The user will need to access their device while 
performing other tasks that will take precedence over 
device interaction.  

• These may include driving, surveilling or monitoring, or 
physically interacting with civilians, criminals or other 
red force actors.  

• Thus, authentication factors tied to inactivity periods are 
not practical as the tactical user may be inactive, vis a 
vis the device, throughout the majority of their tactical 
mission. 

• The user may want to be able to access sensitive data and 
applications covertly (for instance, if they are 
undercover).  

• This implies the use of commonly available devices, not 
specialized restricted equipment. 

Table 3: Authentication Policy definition 

ATTRIBUTE VALUE 
Primary factor 
requirements 

Restrictions on the primary 
authentication factor. These 
requirements should specify 
restrictions on strength and 
mechanisms for re-authentication 
if ‘something you know’ is 
forgotten or ‘something you have’ 
is misplaced, forgotten, or 
damaged. It may further provide 
restrictions on secondary factors 
paired with it. 

Secondary 
factor(s) 
requirements 

Restrictions on the secondary 
factor(s) (can be more than one). 
Includes re-authentication 
mechanisms, restrictions on 
strength 

Acceptable 
devices or services 
for use  

A list of devices or services that 
can be simultaneously 
authenticated via a single 
(multifactor) authentication.   

Anomaly policy A list of well-defined actions to 
be taken including logging, 
notification, etc. 

Rejection policy A description of what happens 
when user authentication is 
rejected including logging, 
notification, locking session, etc. 

Recovery policy A description of how a valid user 
‘recovers’ from authentication 
factor issue including forgetting 
information, losing, damaging or 
forgetting tokens, biometric 
measurement issues, etc. 
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• The user’s organization does not wish to waive 
cybersecurity controls associated with identification and 
authentication because the cybersecurity risk of the 
waiver is considered higher than is acceptable. 

To support this ConOps, we developed a continuous 
authentication algorithm for monitoring the availability of a 
fitness tracker, worn by the user, and connected to the device via 
a consented Bluetooth wireless connection. The algorithm 
further estimating a user’s health status based on biometric 
sensor readings read from the fitness tracker. In particular, we 
implemented the algorithm using both a Microsoft® Band 2 and 

Microsoft® Band 1 fitness tracker connected to a Microsoft® 
Surface tablet.  

While the ultimate use of the proposed algorithm must be 
determined by the security policies of the organization 
responsible for managing the mobile devices, the proposed use 
of the algorithm is to provide a continuous stream of user health 
status estimations to be used as a secondary authentication 
factor. Certain statuses, when they are identified, will cause the 
device to lock and/or wipe sensitive data depending on 
organizationally defined procedures. In particular, the following 
situations may indicate authentication failure or partial failure 
limiting device access, especially to sensitive data: 

Table 4: Selecting Authentication Methodology for a Given Mission 

CONSIDERATION TAXONOMY RELEATIONSHIP COMMENTS 
What devices 
and/or 
applications are 
required for the 
mission and do 
they need to be 
protected? 

Table II – Mission class, 
expected duration, devices 
and/or applications requiring 
authentication 

Include the following: 
• Software defined equipment (e .g. radios, networks, sensors) 
• Applications running on computing devices such as 

computers, tablets, phones 
Consider if it is possible to implement authentication directly into the 
device or application: 

• Can authentication be added to or credentials shared with 
software defined equipment? 

• Can authentication be added to applications? 
Consider if alternative mechanism to protecting devices is possible: 

• Physical device not require protection but cloud based 
applications running on them do need to be protected. Is there 
an effective mechanism for authentication on the cloud? 

• Software defined equipment does not need to be protected as 
long as the infrastructure that it integrates with is able to 
provide protections 

Risk of false 
acceptance 

Table II - False Acceptance Rate 
tolerance 

If a red force actor gains access to mission devices and/or applications, 
what are the risks (critical information access, ability to reengineer 
underlying technology, ability to perform malicious actions with 
capture devices and/or applications)? 
Are there other mechanisms to mitigate the risks? 

Risk of false 
rejection  

Table II - False Rejection Rate 
tolerance 

If a user can no longer access their devices and/or applications, what 
are the issues (inability to communicate with teammates, inability to 
navigate mission area, loss of knowledge access critical to perform 
mission, inability to perform actions required for mission). 
Are there other mechanisms to mitigate the loss of access? 

Restrictions on 
authentication 
factors 

Table II - Authentication factor 
limitations 

Consider if a user can use their fingers at all times that device 
interaction is required. 
Consider if a user can wear a device and where (wrist, finger, around 
neck). 
Consider if a user may forget something they know. 
Consider if a user may loss, damage, or forget something they have. 
Consider if a biometric feature will be available to measure (iris scan, 
finger prints). 

What category(s) 
of authentication 
methodology are 
acceptable 

Table I – Categories Work with Security organization to find categories for which policies 
exist or develop new policies for given category.  

What is the best 
authentication 
implementation? 

Table I – Remaining attributes Work with Security organization to select authentication factors and 
configurations to meet mission requirements and provide appropriate 
protection. 

How to 
implement 
security policy? 

Table III all attributes Work with Security organization to determine how best to implement 
policy to provide appropriate protection and mission flexibility. 
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• The fitness tracker loses contact with the wearer or the 
connection with the device implying that the user may no 
longer have his or her device and/or fitness tracker. 

• The tactical user is under extreme duress implying that 
the user may no longer be in full control of the device or 
may be being manipulated by the threat. 

• The tactical user may be dead or their health may be 
extremely compromised indicating that the user is unable 
to maintain control of the device. 

In [1] we presented a jump Kalman filter (JKF) that 
continuously monitors the fitness tracker sensor readings 
looking for ‘jump’ discontinuities that might indicate one of the 
above three situations. Jump discontinuities are required to 
differentiate between, for example, duress and extreme physical 
exertion, the latter being an acceptable and even expected 
situation for the tactical user. 

The benefit of using JKFs over explicit ML techniques is that 
JKFs are always using recent history to predict a user’s next 
biometric reading. As long as the biometric readings do not 
change suddenly, the JKF’s estimates will be very close to the 
actual readings. At times when the variability of the readings is 
high, the estimated covariance is high, so the allowable 
difference between the estimates and actual readings is 
increased. It is only when a true discontinuity in readings is 
observed that a jump is identified. This means that regardless of 
what a user’s health state is after the user is initially 
authenticated by whatever means, as long as it does not change 
suddenly during the continuous monitoring, the JKF does not 
recognize a duress or other disqualifying condition. See [17,18] 
for other work related to JKF algorithms. 

ML techniques can be very powerful, but many will require 
an initial training period. This may require retraining during 
every authentication session when using sensor readings or 
outputs that change a lot over time, e.g. from day to day. Of 
course, if the degree of difficulty involved in retraining is low, 
ML techniques might be very useful. 

The implementation of the JKF algorithm and its 
configuration can be used to illustrate important considerations 
in user authentication. Ultimately, for a security organization to 
trust such an algorithm, they should require objective metrics on 
its performance in all relevant conditions. These include 
probability of false acceptance and probability of false rejection. 
Ideally such metrics might be computed by a supplier of this 
kind of authentication factor but then an important question is 
how these metrics are collected. Ultimately, it may be difficult 
for a commercial organization to thoroughly vet such an 
algorithm with actual users because it might require putting 
users into, at least convincingly, dangerous situations. 

Further, this algorithm performs best when calibrated. 
Kalman filters normally are calibrated by simply collecting a 
small amount of history at the beginning of a session. In [1] we 
used 10 seconds of history to calibrate the JKFs. Jumps were 
recognized by the difference between actual and predicted 

readings exceeding the filter’s covariance by greater than a 
predetermined constant factor:  

    |𝒙𝒙𝒌𝒌 − 𝒛𝒛𝒌𝒌|  > 𝐶𝐶 𝜎𝜎𝑧𝑧2             (1) 

where 𝒛𝒛𝑘𝑘   is the measurement, 𝒙𝒙𝑘𝑘  the prediction, 𝜎𝜎𝑧𝑧 2 the 
covariance, and  𝐶𝐶  is a predetermined constant factor. One 
potential use of ML in conjunction with a JKF is in establishing 
the value of 𝐶𝐶 , which may or may not be a constant. For 
instance, it is possible to imagine that the value of 𝐶𝐶 may be best 
expressed as a function of other variables including the 
covariance. Ultimately, rigorous calibration mechanisms that 
are not unduly onerous for the user community are needed and 
security organizations need confidence in these mechanisms. 

It should be noted that in addition to supporting user 
authentication, the approach presented in [1] supports a host of 
auxiliary requirements and features, including enhanced 
situation awareness of tactical users’ status, early indicators of 
conflict or environmental hazards, and possibly early warning of 
health related issues (e.g. experiencing duress when not in a 
hazardous situation). It is likely that many of the other 
approaches being invented for user authentication might also be 
capable of supporting ancillary features.  

A second ConOps is that of a tactical user, such as an Airman 
conducting an airborne mission. In such missions, physical 
access to mission aircraft is heavily restricted by armed guards. 
Because of this, in the past, authentication requirements may 
have been waived. In recent times, however, concern over 
insider threats, which may be inadvertent, accidental or 
deliberate, have forced tactical users to perform dual factor 
authentication. User authentication both limits access to the 
aircraft systems to trusted users and enforces nonrepudiation – 
the concept that an authenticated user cannot perform an action 
and later deny it. 

An issue with requiring ‘something you have’ such as a 
token as a secondary authentication factor in such situations, is 
that if a user forgets, losses, or damages the card it may be 
necessary to scrub the mission. 

Biometric factors may be complicated by the requirement to 
wear personal protective equipment. A further concern with 
biometric factors, such as finger prints, is that a red force actor 
can physically force a user (conscious or unconscious) to 
provide a reading to the authentication system.  

One authentication approach for the tactical user that I 
believe will support strong security while alleviating concerns 
over authentication factor requirements involves a continuous 
authentication factor. Similar to the approach presented in [1], a 
continuous authentication factor tied to something that a tactical 
user may normally be wearing, such as a fitness tracker, may be 
used to establish and maintain the user’s identity.  

Further, this wearable device may be used to establish 
connections with all of the devices, such as radios and mission 
computers that the user needs to interact with in order to conduct 
their mission. The user could be automatically authenticated to 
all devices as long as the continuous authentication and 
connection to the devices remains viable. The continuous 
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authentication algorithm used to establish the user’s identity and 
continually monitor the user may be changed to reflect different 
aspects of the mission than the one described in [1].  

Wireless technologies are frequently disallowed in classified 
environments which may include mission aircraft. In order to 
use a continuous monitoring approach such as the one 
suggested, either a wired device would be required to monitor 
the user, or a wireless protocol that is not considered vulnerable 
must be utilized. Bluetooth, ZigBee (utilized in IoT devices), or 
Near Field communications (NFC) protocols are probably the 
most practical for such situations but they may require further 
encryption or other restrictions before they are allowed in a 
classified environment. 

A third ConOps to consider is one that is implicitly 
addressed in much of the literature involving continuous 
authentication. It is that involving a knowledge worker who is 
usually using a computer or tablet. During the course of a normal 
day’s work the worker would not be expected to undergo severe 
stress or duress. Any such situation would be considered 
abnormal and would warrant locking the worker out of their 
session until he or she reestablishes it via more traditional means 
such as requiring the entry of a password or PIN or calling a help 
desk. In this situation, video analytics using the computer or 
tablet camera, keystroke behavior, or a variety of other factors 
are likely practical to support strong and usable security. 

5. Next Steps 

This paper has sought to demonstrate that an increasingly 
networked software-defined technology footprint in our work 
and leisure environments is expanding the need and/or 
opportunity for user authentication before allowing access to 
computers, phones, IoT devices, services, and general 
equipment. At the same time, technology advances in wearable 
devices, biometric sensors, behavior analytics and a host of 
other fields is supporting the potential for more secure and less 
onerous authentication methodologies. Developing innovative 
new authentication factors to the point of productization and 
mass production, however, will be accelerated if inventors, 
investors, and manufacturers understand that security 
organizations and even home users will accept alternative 
authentication factor technologies to the relatively simplistic 
ones commonly utilized today. 

Toward this end, this paper has attempted to motivate the 
formation or expansion of a standards body concerning user 
authentication technologies and policies. The taxonomy 
presented in Section III is primarily meant to provide early 
talking points in the formulation of a standards or specification 
body. 

In one somewhat related example of how standards bodies 
can spur innovation and technology development, the U.S. 
National Security Agency (NSA) developed and published the 
Commercial Solutions for Classified Program (CSfC) 
specification [19]. Manufacturers and solution providers have 
used this specification to develop capability sets that they in turn 
have been able to have registered with NSA after providing 
evidence of compliance with the CSfC specification. This allows 

third parties to purchase and integrate compliant capability sets 
into their environments. In the end, the overall process of getting 
a classified environment certified by NSA has become far more 
flexible, affordable, and expedient because of the specification 
and associated registration process.  

A similar approach applied to user authentication may 
ultimately support stronger and less onerous user authentication, 
and it may further support the expansion of user authentication 
and access restriction’s use within an overall cybersecurity plan 
further enhancing security and usability at an enterprise level. 
For instance, if all equipment in a factory, office, or military 
platform required user authentication to read and/or modify 
equipment settings and/or to use the equipment, it may be much 
more difficult for the equipment to be ‘hacked’ because network 
penetration alone does not provide access to the equipment and 
software running on it.  

While such an approach may seem unacceptable today, 
acceptance of emerging authentication methodologies will 
increase within security organizations as their strength and 
acceptance rates are proven and their risks are understood and 
mitigated. Further, acceptance within user communities will 
increase as authentication processes become simpler and less 
prone to error. 

Similarly, user authentication techniques that are easy to 
understand and utilize might be used to enhance home security 
in a consistent and predictable fashion reducing deliberate 
and/or inadvertent actions causing harm to occupants and/or 
damage to or loss of property. 
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Cn(R) denotes circulant graph Cn(r1, r2, . . . , rk) of order n for a set R =
{r1, r2, . . . , rk} where 1 ≤ r1 < r2 < . . . < rk ≤

[
n
2

]
. Circulant graph Cn(R)

is said to have the Cayley Isomorphism (CI) property if whenever Cn(S)
is isomorphic to Cn(R), there is some a ∈Z∗n for which S = aR. In this
paper, isomorphic properties of circulant graphs that includes (i)
Self-complementary circulant graphs; (ii) Type-2 isomorphism, a new
type of isomorphism other than already known Adam’s isomorphism of
circulant graphs and (iii) Cartesian product and factorization of
circulant graphs similar to the theory of product and factorization of
natural numbers are studied. New abelian groups are obtained from
these isomorphic circulant graphs. Type-2 isomorphic circulant graphs
have the property that they are isomorphic graphs without Cayley
Isomorphism (CI) property and thereby new families.

Keywords:
Self-Complementary circulant
graphs
Type-1 and Type-2 isomorphic
circulant graphs
Cartesian product and factor-
ization
prime and composite circulant
graphs
Factorization theorem, Funda-
mental theorem

1 Introduction

This paper is an extension of work originally pre-
sented in ICMSAO2017 [1] and covers the au-
thor’s study on a few isomorphic properties of cir-
culant graphs that includes (i) Existence of self-
complementary circulant graphs; (ii) Type-2 isomor-
phism, a new type of isomorphism other than al-
ready known Adam’s isomorphism of circulant graphs
that helps to obtain graphs without CI-property and
abelian groups and (iii) Cartesian product and fac-
torization of circulant graphs similar to the theory of
product and factorization of natural numbers.

Beauty comes out of symmetry as well as asym-
metry. Investigation of symmetries/asymmetries of
structures yield powerful results in Mathematics. Cir-
culant graphs form a class of highly symmetric math-
ematical (graphical) structures. In 1846 Catalan (cf.
[2]) introduced circulant matrices and properties of
circulant graphs have been investigated by many au-
thors [1-20]. An excellent account of circulant matri-
ces can be found in the book by Davis [2] and circulant
graphs in the article [11].

If a graph G is circulant, then its adjacency matrix
A(G) is circulant. It follows that if the first row of the
adjacency matrix of a circulant graph is [a1, a2, . . . , an],
then a1 = 0 and ai = an−i+2, 2 ≤ i ≤ n [15, 17].

Through-out this paper, for a set R = {r1, r2, . . . , rk},

Cn(R) denotes circulant graph Cn(r1, r2, . . . , rk) where
1 ≤ r1 < r2 < . . . < rk ≤

[
n
2

]
. Only connected circu-

lant graphs of finite order are considered, V (Cn(R))
= {v0,v1,v2, . . . , vn−1} with vi adjacent to vi+r for each
r ∈ R, subscript addition taken modulo n and all cy-
cles have length at least 3, unless otherwise specified,
0 ≤ i ≤ n−1.However when n

2 ∈ R, edge vivi+ n
2

is taken
as a single edge for considering the degree of the ver-
tex vi or vi+ n

2
and as a double edge while counting the

number of edges or cycles in Cn(R), 0 ≤ i ≤ n−1. Gen-
erally, write Cn for Cn(1) and Cn(1,2, . . . ,

⌊
n
2

⌋
) for Kn.

We will often assume, with-out further comment, that
the vertices are the corners of a regular n−gon, labeled
clockwise. Circulant graphs C16(1,2,7), C16(2,3,5),
C27(1,3,8,10), C27(3,4,5,13) and C27(2,3,7,11) are
shown in Figures 1 - 5. Now, let us consider the fol-
lowing definitions and results that are useful in the
subsequent sections.

Definition 1.1. [17] Let n and r be positive integers
with n ≥ 4 and r < n

2 . Then, clearly, Cn(r) consists of a
collection of cycles (v0vrv2r . . .v0), (v1v1+rv1+2r . . .v1), . . . ,
(vr−1v2r−1v3r−1 . . .vr−1). If d = gcd(n,r), then there are d
such disjoint cycles, each of length n

d . We say that each of
these cycles is of period r, length n

d and rotation r
d .

If r = n
2 , then obviously Cn(r) is just a 1 − f actor.

Since Cn(R) is just the union of the cycles Cn(r) for
r ∈ R, we have a decomposition of Cn(R).
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Theorem 1.2. [17] Let r ∈ R. Then, in Cn(R), the
length of a cycle of period r is n

gcd(n,r) and the number
of disjoint periodic cycles of period r is gcd(n,r). �

Corollary 1.3. [17] In Cn(R), the length of a cycle of
period r is n if and only if gcd(n,r) = 1, r ∈ R. �

Remark 1.4. [17] Let |R| = k. Then, the circulant
graphCn(R) for a set R = {r1, r2, . . . , rk} is (2k−1)−regular
if n2 ∈ R and 2k − regular otherwise. �

The following Lemmas are useful to obtain one-to-
one mappings.

Lemma 1.5. [15] Let A and B be two non-empty sets.
Let f : A→ B be a mapping. Then, f is one-to-one if and
only if f /A′ is one-to-one for every non-empty subset A′

of A. �

Lemma 1.6. [15] Let A and B be non-empty sets and
A1,A2, . . . ,Ak be a partition of A (each Ai being non-
empty, i = 1,2, . . . , k). Let f : A→ B be a mapping. Then
f is one-to-one if and only if f /Ai is one-to-one for every
i, i = 1,2, . . . , k. �

2 On self-complementary circu-
lant graphs

In 1962, Horst Sachs [14] proved that the sufficient
condition for the existence of a self-complementary
circulant graph of order n is that every prime factor
p of n should satisfy p ≡ 1 (mod 4). He also conjec-
tured that the sufficient condition is a necessary one.
We have proved that the self-complementary circu-
lant graph on n vertices does not exist if n has any
prime factor which is not of the form 4m + 1, m ∈N.
Thereby, we establish that the sufficient condition is
also a necessary one. The proof is based on counting
the number of disjoint cycles of a particular length in
Kn and is given in this section [4, 17]. Graphs given
in Figures 6 and 7 are self-complementary but not of

circulant whereas graphs given in Figures 8 and 9 are
self-complementary circulant graphs.

Theorem 2.1. [17] If Cn(R) � Cn(S), then there is a
bijection f from R to S so that for all r ∈ R, gcd(n,r) =
gcd(n,f (r)).

Proof. The proof is by induction on the order of
R.

Theorem 2.2. [9] If graph G of order n is self-
complementary, then n ≡ 0,1 (mod 4). �

Theorem 2.3. [17] If Cn(R) for a set R = {r1, r2, . . . , rk}
is self-complementary, then n ≡ 1 (mod 4).

Proof. Using Theorem 2.2, we get n ≡ 0,1 (mod 4).
When n is even, a circulant graph is of even degree
if and only if its complement is of odd degree since
any circulant graph is a regular graph. Thus, self-
complementary circulant graph of even order doesn’t
exist. Hence, we get the result.

Theorem 2.4. [17] If Cn(R) for a set R = {r1, r2, . . . , rk}
is self-complementary, then n = 4m+ 1, k = m and |Si | is
even where Si = {j : gcd(n,j) = gcd(n, i), 1 ≤ j ≤

[
n
2

]
}, for

all i, i = 1,2, . . . ,
[
n
2

]
.

Proof. Using Theorem 2.3, we get, n = 4m + 1. This
implies that the degree (of each vertex) of a self-
complementary circulant graph of order 4m+ 1 is 2m
which implies k =m.

Let C4m+1(R) be a self-complementary circulant
graph for R = {r1, r2, . . . , rm}. If it contains a cy-
cle of period r (and of length n

gcd(n,r) , using Theo-
rem 1.2), then its complement also contains a peri-
odic cycle of period, say, s such that n

gcd(n,s) = n
gcd(n,r) ,

1 ≤ r, s ≤
[
n
2

]
, using Theorem 1.2. This implies that

gcd(n,s) = gcd(n,r). Here we consider that the cycles
of periods ri and n− ri are the same in Cn(r1, r2, . . . , rk),
1 ≤ i ≤ k. Combining the above arguments, we get the
result.
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Remark 2.5. The above theorem states that if a self-
complementary circulant graph of order n exists, then
n = 4m + 1 and so it is 2m-regular and the number of
periodic cycles of length i in Kn is always even for each i,
1 ≤ i ≤

[
n
2

]
.

Theorem 2.6. [17] Self-complementary circulant graph
of order n doesn’t exist when n has any prime factor of the
form 2(2m− 1) + 1, m ∈N.

Proof. Using Theorem 2.3, n = 4a+ 1, a+ 1 ∈N.
Let n = pn1

1 p
n2
2 . . .p

nj
j where p1,p2, . . . ,pj are the

(odd) prime factors of n. Let pi , 4m + 1 for at least
one i, 1 ≤ i ≤ j and for any m ∈ N. This implies,
pi = 2(2q − 1) + 1 for some q ∈ N. Consider the cir-
culant graph C4a+1(1,2, . . . ,2a) � K4a+1 = Kn. Let r be
the natural number such that r = n

pi
.

Aim To find out all natural numbers lying between 1
and n such that g.c.d. of each one of them with n is
exactly r.

Let gcd(n,pr + s) = r where p,s + 1 ∈ N such that
0 ≤ s < r and 1 ≤ pr + s ≤ n = rpi . This implies that
s = 0 and so gcd(n,rp+ s) = gcd(n,rp) = gcd(rpi , rp) = r
where 1 ≤ pr ≤ pir = n. Thus we get gcd(p,pi) = 1
where p ≤ pi which is greater than 1. Therefore the
possible values of p are 1,2, . . . ,pi − 1.

Thus r,2r,3r, . . . , (pi − 1)r are the only numbers ly-
ing between 1 and n such that g.c.d. of nwith each one
of them is exactly r. This implies r,2r,3r, . . . , (pi − 1)r
are the possible periods of cycles of length pi each, in
Cn(1,2, . . . ,

[
n
2

]
) since the length of a cycle of period rp

in Cn(1,2, . . . ,
[
n
2

]
) is n

gcd(n,rp) = rpi
gcd(rpi ,rp) = pi

gcd(pi ,p) = pi
for p = 1,2, . . . ,pi − 1, using Theorem 1.2.

In Cn(1,2, . . . ,
[
n
2

]
),

the cycles of period r and n − r(= (pi − 1)r) are the
same,

the cycles of period 2r and (pi − 2)r are the same,
. . .
the cycles of period (pi−1)r

2 and (pi+1)r
2 are the same.

Thus, there are pi−1
2 number of possible distinct

periodic cycles of (periods r,2r, . . . , pi−1
2 and) length pi ,

each in Cn(1,2, . . . ,
[
n
2

]
).

Now, pi−1
2 = 2q − 1 is an odd number. This im-

plies, any circulant graph of order n and its comple-
mentary circulant graph contain unequal number of
periodic cycles of length pi , each. This implies that
self-complementary circulant graph of order n does
n’t exist when n contains any prime factor of the form
2(2q − 1) + 1, q ∈N, by Remark 2.5.

Thus, when n = 9,21,33,49,57,69,77,81,93, etc.,
self-complementary circulant graph doesn’t exist on n
vertices, by Theorem 2.6, even though in each case,
n ≡ 1 (mod 4).

Now, by combining Theorem 2.6 and the sufficient
condition for the existence of a self-complementary
circulant graph of order n, we get the following result.

Theorem 2.7. [17] The necessary and sufficient condi-
tion for the existence of a self-complementary circulant

graph of order n is that each prime factor p of n should
satisfy p ≡ 1(mod 4). �

3 On Isomorphism of Circulant
Graphs

In this section, Type-2 isomorphism, a new type of iso-
morphism different from already known Adam’s iso-
morphism of circulant graphs, main results related to
it and families of new abelian groups obtained from
isomorphic circulant graphs are presented. Type-2
isomorphic circulant graphs have the property that
they are isomorphic graphs without Cayley Isomor-
phism (CI) property.

Definition 3.1. [12] A circulant graph Cn(R) is said
to have the CI-property if whenever Cn(S) is isomorphic
to Cn(R), there is some a ∈Z∗n for which S = aR.

Lemma 3.2. [16] Let S be a non-empty subset of Zn
and x ∈ Zn. Define a mapping Φn,x : S → Zn such that
Φn,x(s) = xs for every s ∈ S under multiplication mod-
ulo n. Then, Φn,x is bijective if and only if S = Zn and
gcd(n,x) = 1. �

Definition 3.3. [3] Circulant graphs Cn(R) and Cn(S)
for R = {r1, r2, . . . , rk} and S = {s1, s2, . . . , sk} are Adam’s
isomorphic if there exists a positive integer x relatively
prime to n with S = {xr1, xr2, . . ., xrk}∗n where < ri >∗n, the
reflexive modular reduction of a sequence < ri > is the se-
quence obtained by reducing each ri modulo n to yield r ′i
and then replacing all resulting terms r ′i which are larger
than n

2 by n− r ′i .

Lemma 3.4. [16] Let m,r, t ∈ Zn ∈ gcd(n,r) = m > 1
and 0 ≤ t ≤ n

m − 1. Then the mapping Θn,r,t : Zn → Zn
defined by Θn,r,t(x) = x+jtm for every x ∈Zn under arith-
metic modulo n is bijective where x = j+qm, 0 ≤ j ≤m−1,
0 ≤ q ≤ n

m − 1 and j,q ∈Zn. �

Theorem 3.5. [16] Let V (Cn(R)) = {v0,v1, . . . ,vn−1},
V (Kn) = {u0, u1, . . . ,un−1}, r ∈ R and gcd(n,r) = m >
1. Then the mapping Θn,r,t : V (Cn(R)) → V (Kn) de-
fined by Θn,r,t(vx) = ux+jtm and Θn,r,t((vx, vx+s)) =
(Θn,r,t(vx),Θn,r,t(vx+s)) for every x ∈ Zn, x = j + qm,
0 ≤ j ≤ m − 1, 0 ≤ q, t ≤ n

m − 1 and s ∈ R, under sub-
script arithmetic modulo n, for a set R = {r1, r2, . . ., rk ,
n − rk , n − rk−1, . . ., n − r1} is one-to-one, preserves adja-
cency and Θn,r,t(Cn(R)) � Cn(R) for t = 0,1,2, . . . , nm − 1.
�

Definition 3.6. [16] For a given Cn(R) and for a par-
ticular value of t, 0 ≤ t ≤ n

m − 1, if Θn,r,t(Cn(R)) = Cn(S)
for some S ⊆ [1, n2 ] and S , xR for all x ∈ Φn under re-
flexive modulo n, then Cn(R) and Cn(S) are called Type-2
isomorphic circulant graphs w.r.t. r, r ∈ R. In this case,
subsets R and S of Zn are called Type-2 isomorphic sub-
sets of Zn w.r.t. r.

Clearly, Type-2 isomorphic circulant graphs are
circulant graphs without CI-property. We obtained
the following results on Type-2 isomorphism.
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Theorem 3.7. [16] For n ≥ 2, k ≥ 3, 1 ≤ 2s−1 ≤ 2n−1,
n , 2s−1, R = {2s−1,4n−2s+1,2p1,2p2, . . . ,2pk−2} and
S = {2n − (2s − 1), 2n + 2s − 1,2p1,2p2, . . . ,2pk−2}, cir-
culant graphs C8n(R) and C8n(S) are Type-2 isomorphic
(and without CI − property) where gcd(p1,p2, . . . ,pk−2)
= 1 and n,s,p1,p2, . . . ,pk−2 ∈N. �

Theorem 3.8. [16] For R = {2r −1,2s−1,2p1,2p2, . . . ,
2pk−2}, n ≥ 2, k ≥ 3, 1 ≤ t ≤ [n2 ], 1 ≤ 2r −1 < 2s−1 ≤ [n2 ],
gcd(p1,p2, . . . ,pk−2) = 1 and n,r, s, t,p1,p2, . . . ,pk−2 ∈N,
if Θn,2,t(Cn(R)) and Cn(R) are Type-2 isomorphic circu-
lant graphs for some t, then n ≡ 0 (mod 8), 2r −1 + 2s−1
= n

2 , t = n
8 or 3n

8 , 2r −1 , n
8 , 1 ≤ 2r −1 ≤ n

4 and n ≥ 16. �

Definition 3.9. [1] Let Adn = {Φn,x : x ∈ Φn},
Adn(R) = {Φn,x(R) : x ∈ Φn} = {xR : x ∈ Φn} and
Adn(Cn(R)) = T 1n(Cn(R)) = {Φn,x(Cn(R)) : x ∈ Φn} =
{Cn(xR) : x ∈ Φn} for a set R = {r1, r2, . . . , rk , n − rk , n −
rk−1, . . . ,n− r1} ⊆ Zn. Define ′◦′ in Adn(Cn(R)) such that
Φn,x(Cn(R)) ◦ Φn,y(Cn(R)) = Φn,xy(Cn(R)) and Cn(xR)
◦ Cn(yR) = Cn((xy)R) for every x,y ∈ Φn, under arith-
metic modulo n. Clearly, Adn(Cn(R)) is the set of all cir-
culant graphs that are Adam’s isomorphic to Cn(R) and
(Adn(Cn(R)),◦) = (T 1n(Cn(R)), ◦) is an abelian group
and we call it as the Adam’s group or Type-1 group on
Cn(R) under ′◦′ .

Definition 3.10. [1] Let V (Cn(R)) = {v0,v1, . . . , vn−1},
V (Kn) = {u0, u1, . . . , un−1}, r ∈ R, m,q, t, t′ ,x ∈ Zn
such that gcd(n,r) = m > 1, x = j + qm, 0 ≤ j ≤
m − 1 and 0 ≤ q, t, t′ ≤ n

m − 1. Define Θn,r,t : Zn →
Zn and Θn,r,t : V (Cn(R)) → V (Kn) such that Θn,r,t(x)
= x + jtm, Θn,r,t(vx) = ux+jtm and Θn,r,t((vx,vx+s)) =
(Θn,r,t(vx),Θn,r,t(vx+s)) for every x ∈Zn and s ∈ R, under
subscript arithmetic modulo n. Let s ∈Zn, Vn,r = {Θn,r,t :
t = 0,1, . . . , nm − 1}, Vn,r (s) = {Θn,r,t(s) : t = 0,1, . . . , nm − 1}
and Vn,r (Cn(R)) = {Θn,r,t(Cn(R)) : t = 0,1, . . . , nm − 1}.
Define ′◦′ in Vn,r such that Θn,r,t ◦ Θn,r,t′ = Θn,r,t+t′ ,
(Θn,r,t ◦ Θn,r,t′ )(x) (= Θn,r,t(Θn,r,t′ (x)) = Θn,r,t(x + jt′m)
= (x + jt′m) + jtm = x + j(t + t′)m) = Θn,r,t+t′ (x) and
Θn,r,t(Cn(R)) ◦ Θn,r,t′ (Cn(R)) = Θn,r,t+t′ (Cn(R)) for every
Θn,r,t ,Θn,r,t′ ∈ Vn,r where t + t′ is calculated under addi-
tion modulo n

m . Clearly, (Vn,r (s), ◦) and (Vn,r (Cn(R)), ◦)
are abelian groups for every s ∈Zn.

Vn,r (Cn(R)) contains all isomorphic circulant
graphs of Type-2 of Cn(R) w.r.t. r, if exist. Let
T 2n,r (Cn(R)) = {Cn(R)} ∪ {Cn(S) : Cn(S) is Type-2 iso-
morphic to Cn(R) w.r.t. r}. Thus, T 2n,r (Cn(R)) =
{Cn(R)} ∪ {Θn,r,t( Cn(R)) : Θn,r,t(Cn(R)) = Cn(S) and
Cn(S) is Type-2 isomorphic to Cn(R) w.r.t. r, 0 ≤ t ≤
n
m − 1} = {Θn,r,0(Cn(R))} ∪ {Θn,r,t(Cn(R)) : Θn,r,t(Cn(R))
= Cn(S) and Cn(S) is Type-2 isomorphic to Cn(R),
0 ≤ t ≤ n

m − 1} ⊆ Vn,r (Cn(R)) and (T 2n,r (Cn(R)), ◦) is
a subgroup of (Vn,r (Cn(R)), ◦). Clearly, T 1n(Cn(R)) ∩
T 2n,r (Cn(R)) = {Cn(R)}. And Cn(R) has Type-2 isomor-
phic circulant graph w.r.t. r if and only if T 2n,r (Cn(R))
, {Cn(R)} if and only if T 2n,r (Cn(R)) ∩ {Cn(R)} , Φ if
and only if |T 2n,r (Cn(R))| > 1 [1].

Definition 3.11. [1] For any circulant graph Cn(R), if
T 2n,r (Cn(R)) , {Cn(R)}, then (T 2n,r (Cn(R)), ◦) is called
the Type-2 group of Cn(R) w.r.t. r under ‘ ◦′ .

Theorem 3.12. [1] Let p be an odd prime and k ≥ 3.
Then, for i = 1 to p, di = (i − 1)np + 1 and Ri = {di ,
np2 − di ,np2 + di ,2np2 − di ,2np2 + di ,3np2 − di , 3np2 +
di , . . . , (p−1)np2−di , (p−1)np2 +di ,np3−di ,pp1,pp2, . . . ,
ppk−2, p(np3 − pk−2), p(np3 − pk−3), . . . , p(np3 − p1)},
circulant graphs Cnp3(Ri) are Type-2 isomorphic (and
without CI-property) where gcd(p1,p2, . . . ,pk−2) = 1 and
n,p1,p2, . . . ,pk−2 ∈N. �

Theorem 3.13. [1] Let p be an odd prime, k ≥ 3,
1 ≤ i ≤ p, di = (i − 1)np + 1, Ri = {di , np2 − di ,
np2 + di , 2np2 − di , 2np2 + di , 3np2 − di , 3np2 + di ,
. . . , (p − 1)np2 − di , (p − 1)np2 + di , np3 − di , pp1, pp2,
. . . , ppk−2, p(np3 − pk−2), p(np3 − pk−3), . . . , p(np3 − p1)},
T 2(Ri) = {Θnp3,p,jn(Ri) : j = 1,2, . . . ,p}, T 2(Cnp3(Ri)) =
{Θnp3,p,jn(Cnp3(Ri)) : j = 1,2, . . . ,p}, gcd(p1,p2, . . . ,pk−2)
= 1 and n,p1,p2, . . . ,pk−2 ∈ N. Then T 2np3,p(Ri)
= T 2(Rj ), T 2np3,p(Cnp3(Ri)) = T 2(Cnp3(Rj )) and
(Vnp3,p(Ri), ◦), (Vnp3,p(Cnp3 (Ri)), ◦) and (T 2np3,p(Ri), ◦)
are abelian groups, 1 ≤ i, j ≤ p. Moreover, (T 2np3,p(Cnp3(
Ri)), ◦) is the Type-2 group of order p on Cnp3(Ri) w.r.t.
r = p, 1 ≤ i, j ≤ p. �

Circulant graphs C16(1,2,7) and C16(2,3,5) are
Type-2 isomorphic and C27(1,3,8,10), C27(3,4,5,13)
and C27(2,3,7,11) are also. See Figures 1–5.

4 Cartesian Product and Factoriza-
tion of Circulant Graphs

Just as integers can be factored into prime num-
bers, there are many results on decompositions of
structures throughout mathematics [6]. The standard
products - Cartesian, lexicographic, tensor, and strong
- all belong to a class of products introduced by Im-
rich and Izbicki and called B − products [8]. In this
section, a few important results that are obtained in
our study of Cartesian product and factorization of
circulant graphs, similar to the theory of product and
factorization of natural numbers, are presented (For
details see [15]). Graphs C5�C6 and C30(5,6) are iso-
morphic and are given in Figures 12 and 13. One can
see the difficulty of this study from this example.

Definition 4.1. [9] The cross product or Cartesian
product of two simple graphs G(V ,E) and H(W,F) is the
simple graph G � H with vertex set V × W in which
two vertices u = (u1,u2) and v = (v1,v2) are adjacent if
and only if either u1 = v1 and u2v2 ∈ F or u2 = v2 and
u1v1 ∈ E.

Theorem 4.2. [15] Let G be a connected graph of order
n, n > 2. Then, P2 � G is circulant if and only if G � H
or P2 � H where H is a connected circulant graph of odd
order. �

Theorem 4.3. [15] Let G be a connected graph of or-
der n ≥ 2. Then C4�G is circulant if and only if G is
circulant of odd order. �

Theorem 4.4. [15] If G and H are connected graphs
and G � H is circulant, then G and H are circulants. �
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Graphs P2�C3 and P2�C4 are given in Figures 10
and 11 and C5�C6 and C30(5,6) � C5�C6 in 12 and
13, respectively.

Theorem 4.5. [15] Let G and H be connected graphs,
each of order > 2. Then G � H is circulant if and only
if G and H are circulants and satisfy one of the following
conditions:

(i) G � Cm(R); H � Cn(S) and gcd(m,n) = 1.

(ii) G � C2m+1(R); H � C2n+1(S), P2 � C2n+1(S), C4 �
C2n+1(S) orC2k(2n+1)(S) and gcd(2m+1,2k(2n+1))
= 1, k ∈N.

(iii) G � P2 � C2m+1(R);H � C2n+1(S) or P2 � C2n+1(S)
and gcd(2m+ 1,2n+ 1) = 1.

(iv) G � C2k(2m+1)(R) , P2 � C2k−1(2m+1)(T ) for any
C2k−1(2m+1)(T ); H � C2n+1(S) and gcd(2k(2m +
1),2n+ 1) = 1, k ∈N.

(v) G � C4 � C2m+1(R); H � C2n+1(S) and gcd(2m +
1,2n+ 1) = 1.

(vi) G � C2k(2m+1)(R) , C4 � C2k−2(2m+1(T ), P2
� C2k−1(2m+1)(U ) for any C2k−2(2m+1(T ) and
C2k−1(2m+1)(U ); H � C2n+1(S) and gcd(2k(2m +
1),2n+ 1) = 1, k ∈N, k ≥ 2. �

Definition 4.6. [15] A non-trivial graph G is said to
be prime if G = G1�G2 implies G1 or G2 is trivial; G is
composite if it is not prime.

Definition 4.7. [15] If Cm(R), Cn(S) and Cmn(T ) are
circulant graphs such that Cm(R) � Cn(S) � Cmn(T ), then
we say that Cm(R) and Cn(S) are divisors or factors of
Cmn(T ).

Thus for any connected circulant graph, the graph
and C1( ) = K1 are always divisors and so we call them
as improper divisors of the circulant graph. Divisors
which are integer multiple of improper divisors also
be called as improper divisors of the circulant graph.
This doesn’t arise since we consider divisors of con-
nected graphs only. Divisor(s) other than improper di-
visors is called proper divisor(s) of the circulant graph.

Definition 4.8. [15] A circulant graph whose only di-
visors are improper is called a prime circulant graph.
Other circulant graphs are called composite circulant
graphs.

Theorem 4.9. [15] [Factorization TheoremOn Circu-
lant Graphs]
Let m and n be relatively prime integers. If R ⊆ [1, m2 ], S
⊆ [1, n2 ] and T ⊆ [1, mn2 ] with T = dnR ∪ dmS for some d
such that gcd(mn,d) = 1, then Cmn(T ) � Cm(R) � Cn(S).
�

Theorem 4.10. [15] If n , 4 and 1 ∈ R, then Cn(R) is
a prime circulant. �

Corollary 4.11. [15] If n , 4 and R contains an integer
relatively prime to n, then Cn(R) is prime circulant. �

Corollary 4.12. [15] If n is a prime power other than
4 and Cn(R) is connected, then Cn(R) is prime circulant
for all R , φ. �

Theorem 4.13. [15] [Fundamental Theorem of Circu-
lant Graphs]
Every connected circulant graph is the unique product of
prime circulant graphs (uniqueness up to isomorphism).
�

Remark 4.14. [13, 15] If G is a connected graph such
that G � G1 � G2 � . . . � Gk , then the diameter of G,
dia(G) =

∑k
i=1 dia(Gi).

www.astesj.com 240

http://www.astesj.com


V. Vilfred / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 236-241 (2017)

Thus, we can find the diameter of any given circu-
lant graph, provided diameters of its prime circulant
graphs are known. Also the above relation helps to
generate (circulant) graphs of bigger diameters.

Remark 4.15. [15]

1. In prime factorization of connected circulants C1( )
= K1 and C2 = P2 act similar to 1 and 2 among the
set of all natural numbers, respectively. Thus, C1( )
is a unit, like 1 in number theory.

2. There exist two types of prime circulant graphs of
order n, one with periodic cycle(s) of length n and
the other without periodic cycle of length n.

3. The theory of factorization of circulants is similar
to the theory of factorization of natural numbers
and one of the very few well-known mathematical
structures so vividly classified (expressed) in terms
of prime factors. It can be applied in cryptography.

4. We developed VB programs POLY215.exe and
POLY315.exe to show visually how the transforma-
tions Θn,r,t and Φm,n act on Cn and Cm � Cn, re-
spectively for different values of m and n, m,n ∈N.

5. An interesting problem is, for a given integer n,
finding the number of prime (composite) circulant
graphs of order either equal to n or less than or
equal to n.

6. One can develop theories similar to the theory of
Cartesian product and factorization of circulant
graphs to the other standard products of circulant
graphs.

Conclusion This study covers a few isomorphic
properties of circulant graphs. One can go for a simi-
lar study on Cayley graphs.
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 The efficiency of a plasma-aided finishing process, namely capillary impregnation, can be 
predicted only by setting two basic parameters of the real wood porous surface and the 
actual impregnating solution – surface free energy and surface tension. In general, the 
following processing efficiency parameter was found and the rule is true: “The plasma 
aided or enhanced finishing of a porous media will be more successful and this media will 
be more susceptible to it as the difference between its surface free energy and the surface 
tension or the so-called penetration-spreading parameter is positive: PSP = (σS – γL) > 0. 
If not, wetting, wicking and finishing problems will occur. 
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1. Introduction 

This paper is an extension of a work originally presented at the 
International conference on electrical machines, drives and power 
systems “ELMA’17” [1]. 

Dielectric-barrier discharges (DBD) have been known for 
more than a century – the first experimental investigations focused 
on ozone generation were reported by Werner von Siemens in 
1857. In 1951, Werner Eisby founded his company Vetaphone on 
the patent of a new plasma surface technology, which he initially 
named E-treatment and later it was known worldwide as the 
Corona technology. In fact, Corona was a Dielectric-barrier 
discharge in air at atmospheric pressure. This high-frequency 
electric discharge was controlled by a dielectric barrier and 
organized in the micro-discharge mode – it created a pattern of 
streamers distributed over the whole surface. This atmospheric 
pressure air-plasma (APP) pre-treatment was necessary to obtain 
sufficient wetting and adhesion on plastic films or metallic foils 
before high-speed roll-to-roll converting processes to ensure 
perfect surface finishing - printing, laminating or coating. Adding 
a Corona treater on a blown film or cast film extrusion line was 
essential in order to obtain a perfect surface free energy (SFE) 
prior to the following converting process. This plasma-aided 
finishing has proved to be both highly effective, cost-effective and 
can take place in-line [2, 3]. 

In the 80s of the last century, the APP pre-activation came to 
facilitate the textile finishing. In textile manufacturing finishing 

refers to the processes, that convert the woven, non-woven or 
knitted cloth into a usable material or fabric to improve the 
aesthetic appearance and the functional characteristics of the finish 
textile. This plasma-aided finishing has proved to be both highly 
effective, cost-effective and can take place not only in-line, but 
also out-of-the-line. The finish textiles such as carpets, rugs, mats, 
curtains or clothing require the implementation of plasma-aided 
finishing out of the production line [3, 4]. 

At the beginning of this century, the APP-activation (APPA) 
was used to enhance the wood finishing. In wood manufacturing 
finishing refers to the process of refining or protecting wooden 
surfaces. Wood finishing is the final step of the manufacturing 
process that gives wood surfaces desirable characteristics, 
including enhanced appearance and increased resistance to 
moisture, to fire and to attack from destructive organisms such as 
fungi and insects. It is well known that the inactivated by 
hydrophobic contamination wood surface has low SFE. This wood 
inactivation, [5], leads to poor wetting, adhesion, and 
impregnation especially for water-based varnishes and printing 
inks, adhesives and coating substances, as well as flame retardant 
water solution. The plasma-aided finishing has proved to be both 
highly effective, cost-effective, [6, 7], and can take place not only 
in-line, but mostly out-of-the-line. The three-dimensional wooden 
buildings and structures require removal of the plasma-aided 
finishing “in situ” out of the production line [8]. 

The APPA is essential in surface finishing processes. Without 
plasma-chemical surface pre-treatment, the porous and non-porous 
substrates will not allow further finishing processes due to the low 
SFE. The plasma surface activation and functionalization are able 
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to ensure that perfect finishing result we all want to see when 
looking at finish products. The objective of this kind of activation 
is to increase the SFE and subsequently the wettability, adhesion 
and wicking for laminating, printing, dyeing, gluing, impregnating 
and other finishing processes [9, 10]. 

Established APPA processes, such as plasma or flame 
activation, increase the SFE and decrease the contact angle, and 
therefore improve the processing characteristics. The Sessile Drop 
Test - a contact angle measurement technique, and the Dine Test - 
an ink test technique, were two widely used methods for SFE 
assessment and therefore for checking the need for APPA or the 
efficiency of such a pre-treatment processes [11, 12, 13]. 

The SFE of a solid cannot be measured directly because solids 
typically show no reaction to the exertion of SFE. Plasma, corona 
or flame treated and untreated surfaces are indistinguishable to the 
naked eye. Consequently, practical measurements of SFE involve 
the interaction of the solid with a test liquid to determine wetting 
surface tension as a measure of SFE. Standards such as DIN EN 
828: 2013-04 (E) for adhesive finishing specify contact angle 
measurement as a method for determining the SFE of surfaces for 
checking the efficiency of cleaning or activating plasma pre-
treatment processes. 

The purpose of this paper is not only to collect new evidence 
and extend knowledge about the plasma-aided porous media 
finishing, especially capillary impregnation, with phosphorous 
flame retardant (FR) containing water solution for flame 
retardancy as finishing for wood, wooden and cellulosic materials, 
but also to provide a process efficiency assessment for the overall 
plasma enhanced process, not only for the APPA pre-treatment. 

2. Assessment of plasma-activated finishing efficiency 

2.1. Model of wetting-wicking theory and efficiency assessment 

Plasma-aided technique was used to facilitate the surface 
finishing, more precisely the surface impregnation of porous 
media such as wood, wooden and cellulosic materials [1, 14-17]. 

Porous materials with low SFE (σS) were subjected to plasma-
chemical surface pre-activation for increasing their SFE and 
enhance the finishing. The wetting phenomenon occurs in a 
different way on porous media. The surface curvature of a sessile 
liquid drop on a porous solid depends not only on wetting but also 
on wicking in depth. This is a phenomenon of wetting-wicking. 
Wicking and wetting are essential in porous media finishing, such 
as capillary impregnation for flame retardancy of wood, wooden 
materials,woven and non-woven textile Figure 1, [1]. 

Both wetting and wicking together determine the variation of 
the sessile drop curvature and the contact angle over time. This is 
the wetting-wicking and contact angle phenomenon. That is why 
it is imperative in thе case of porous media to talk about apparent 
contact angle and apparent surface free energy. This process of 
contact angle change ends with the complete absorption of the 
flame retardant solution at almost constant value of the contact 
angle - end contact angle, much lower than the initial contact 
angle, Figure 2. 

The “wetting-wicking theory”, expressed in terms of the 
thermodynamic parameters, such as the contact angle, the surface 
tension, and the surface free energy, can be the most widely used 
approach to porous media in wetting science at future, also referred 
here as “wetting-wicking phenomena”. Wetting-wicking is defined 

here as the ratio between the surface energies of the solid and the 
surface tension of the liquid [14].  

a) 

b) 
Fig. 1. Schematic illustration of two types of wetting phenomena: a) the wetting 
phenomenon on a non-porous surface when a liquid drop is placed on a smooth, 
non-porous and rigid solid, both exposed to gas/vapor, the system will not be in 
equilibrium and the liquid “wets out” or spreads over the solid, then the liquid 
exhibits a contact angle of zero against the solid (Good, 1993); b) the wetting-
wicking or shortly wicking phenomenon on a porous surface can involve: i - 
spreading over the solid; ii - penetration or wicking into the porous solid (Berg, 
1993). 

According to Young’s equation, which is proven since over 200 
years (1805), there is a fundamental relationship between the 
contact angle θ, deg, the surface free energy (SFE) of the solid σS, 
mJ/m2, the surface tension (SFT) of the liquid γL, mN/m, and the 
interfacial tension (IFT) σSL between liquid and non-porous or 
porous solid, mJ/m2, Figure 1a, [1, 15]: 

 σS – σSL – γL cos θ = 0; (1) 

 Σ = γL cos θ = σS – σSL, (2) 

where Σ is the adhesion tension, mJ/m2; the adhesion tension 
reaches its maximum value at full wetting surface when the IFT 
reaches its minimum value: cos θ = 1 (θ = 0°); σSL = σS – γL; and 
Σ = γL. 

The liquid in porous materials is often pulled into surface pores 
and capillaries by capillary action. The capillary action or 
capillarity is defined as the movement of liquid within the spaces 
of a porous media due to the forces of adhesion, cohesion and 
surface tension. Capillarity manifests itself when the adhesion to 
the capillary walls is stronger than the cohesive forces between the 
liquid molecules. Its ability to fill-in defects, such as surface-
breaking cracks, voids, pores and capillaries can be imputed to a 
great extent to penetration, sorption or wicking characteristics. In 
porous media, capillary pressure pC is the force necessary to 
squeeze a droplet through a pore throat and to work against the IFT 
between solid and liquid phases. Capillary pressure pC is 
proportional to the adhesion tension Σ and depends only on it at a 
certain characteristic pore size r [16]: 

 pC = 2 (σS – σSL)/r = 2 Σ/r, (3) 
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where the capillary pressure pC reaches its maximum value when 
the adhesion tension Σ reaches its maximum value at complete 
wetting: cos θ = 1 (θ = 0°); Σ = γL; and pC = 2 γL/r. 

 

 
Fig. 2. Dynamics of change in apparent contact angle θ over time t depending 
on the used impregnating water solutions of phosphorous flame retardant with 
different surface tension: FR – 46.4 mN/m; FR-A5 – 22.4 mN/m and FR-A5-S – 
18.5 mN/m, and short and long aging time, 2 or 24 hours. 

Sessile and pendant drop analyses allow SFE and SFT to be 
quantified and to propose two distinct relationships that illustrate 
in general this process in the wetting area, θ ∈ [0÷90]° , – the IFE 
and adhesion tension Σ - proportional to capillary tension pC, as a 
functions of the contact angle θ, Figure 3. 

2.2. The best solution rule for finishing and plasma-aided 
finishing efficiency parameter 

Both SFE and SFT are essential in porous media finishing 
phenomena, (1). APPA surface technique can be used to enhance 
surface finishing: materials with low SFE were subjected to 
oxidative APPA to increase it, Figure 3. 

The difference between SFE of porous surface and SFT of 
impregnating solution was chosen as a finishing efficiency or 
penetration-spreading parameter (PSP) for a real porous solid 
such as wood: PSP = (σS – γL). Finishing does not include 
evaporation of solution, dissolution or swelling of the solid by the 
water solution or any kind of chemical reaction between the 
solution and the solid substrate that changes the system 
composition. The higher the SFE of the solid, the better the 
finishing; the lower the SFT, the better the result of finishing. To 
sum up, large and positive difference between SFE and SFT: 

σS – γL > 0, (or σS > γL), will provide more effective porous surface 
finishing [1]. 

 
Fig. 3. Relationship between the “solid-liquid” interfacial energy σSL and the 
contact angle θ, measured by Sessile drop technique. Penetration-spreading 
parameter (PSP) is equal to the minimum IFE value at cos θ = 1 (θ = 0 °): PSP = 
min σSL. An effective finishing has a positive value of PSP: PSP > 0; a non-
effective finishing has a value of less than or equal to zero: PSP ≤ 0. Surface free 
energy σS is equal to maximum IFE value at cos θ = 0 (θ = 90 °): σS = max σSL. 

Relationship between the adhesion tension Σ and the contact angle θ. The 
maximum adhesion tension Σ value is equal to the surface tension γL of the flame 
retardant water solution FR: γL = 46.4 mJ/m2. 

Atmospheric pressure plasma pre-activation at 50/60 Hz and different voltage: 
11, 13, 15 and 17 kV rms: method – in situ; time of activation – 60 sec; glass 
barrier – 3 mm; air gap – 6 mm. 

In general, the following processing efficiency parameter was 
found and the rule is true: “The plasma aided or enhanced finishing 
of a porous media will be more successful and this media will be 
more susceptible to it as the difference between its SFE σS and the 
SFT γL or the so-called penetration-spreading parameter is 
positive: PSP = (σS – γL) > 0. If not, wetting, wicking and finishing 
problems will occur” [1]. 

This new rule of processing efficiency is fully consistent with 
the well-known rule formulation: “If the liquid has a dyne level 
(SFT) lower than the substrate dyne level (SFE), γL < σS, then the 
liquid will spread out over its entire surface in uniform wet layer. 
If the liquid dyne level is equal to or higher than a substrate dyne 
level, γL ≥ σS, the liquid will become cohesive and tend to remain 
in droplets” [18]: 

 σS > γL: σS – γL > 0 or PSP > 0. (4) 
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According to Young’s equation, there is a fundamental 
relationship between IFE and PSP = (σS - γL): 

 σSL = (σS – γL) + γL (1 – cos θ) = PSP + γL – γL cos θ; (5) 

 min σSL = (σS – γL) = PSP; θ = 0°: cos θ = 1, (6) 

or the minimum value of the “solid-liquid” IFE at θ = 0° is equal 
to the value of PSP: σSL = PSP, Figure 3, [1, 14]. 

Table 1. Contact angle, wetting and hydrophilicity change. 

Contact angle θ, ° 0 10 20 30 70 90 
cos θ 1 1 > cos θ > 0 0 
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The maximum value of the IFE, at θ = 90°, is equal to the value 
of porous wood SFE: σSL = σS, Figures 3 and 4. 

Therefore, the requirement for process efficiency finishing 
PSP = (σS – γL) > 0 can be transformed into a new requirement for 
effectiveness, Figure 3: 

 σS > σSL > PSP > 0, (7) 

which already refers directly to IFE: “it is necessary for the entire 
range of variation of the static contact angle (0° ≤ θ ≤ 90°) in the 
area of the high wetting, the value of the IFE to be greater than 
zero: σSL > 0”. 

Plasma-aided capillary impregnation finishing will be more 
successful and the porous media will be more susceptible when the 
PSP > 0. This is the essence of the rule for obtaining effective 
plasma-enhanced capillary impregnation finishing. 

Surface activation refers to the temporal increase of the SFE 
determined by the rise of the polar part of the SFE, Figure 4. This 
APPA process is based on the implantation of oxygen, leading to 
the formation of functional groups like ether (C-O), hydroxyl 
(C-OH), carbonyl (C=O), and carboxyl (O=C–OH). Such a plasma 
treatment enhances the affinity of the substrate for other substances 
and is especially needed for solids which typically have a low 
intrinsic SFE. This process is generally achieved using a standard 
DBD in open air and “in situ” or remote application Figure 5. 

The PS-parameter depends only on two thermodynamic 
parameters of the finishing process – the SFE σS of the solid and 
the SFT γL of the liquid, which can be quantified individually using 
two well-known methods of contact angle measurement – the 
sessile drop and the pendant drop techniques [15, 16 and 17]. 

 
Fig. 4. Surface free energy σS and its dispersive and polar parts for European 
white pine after APPA and 2 hours of aging time and varied voltage: 11,13,15 and 
17 kV rms, defined by Sessile drop technique and theory of Wu. 

Working with the graphs and studying the relationship between 
the “solid-liquid” IFE σSL and contact angle θ in the area of high 
wettability, 0° ≤ θ ≤ 90°, it becomes clear that the graphs of the 
efficiency realizations of plasma-aided surface impregnation – 
APP-15-FR and APP-17-FR are located in the first quadrant above 
the abscissa, Figure 3. 

One more graphic illustration has been brought about, 
Figure 5, depicting the efficiency parameter assessment of plasma-
aided capillary impregnation with modified phosphorous FR 
solution by increasing the SFE and decreasing the SFT of the 
impregnating solution. 

2.3. Aging, plasma activation durability and open time 

It is very important to realize that the changes induced on the 
surface by an APPA are not permanent. There is aging, which is 
the effect of the APPA or SFE decreasing in time. Often, the 
activation effect will remain partially and a steady state will be 
reached after some hours, days or weeks. For APPA, the aging can 
be really an issue. Hence the typical APPA was performed “in-
line”, immediately before the finishing for which it is intended. 
Aging was usually regarded as an unwanted side-effect in plasma-
aided finishing [17, 19]. 

The time of aging or open time is the period of time after an 
APPA has been applied, allowing for the finishing processes to 
take place – printing, bonding, painting, laminating and 
impregnating, during which an effective plasma-aided finishing 
can be achieved. Plasma pre-activation most often takes place “in-
line” immediately prior to the onset of the finishing. The time of 
aging in this case is zero. The time of aging is different from zero 
when the plasma-aided capillary impregnation is applied “out-of- 
the-line”, for example in the finishing of a wooden building 
construction, wood paneling, flooring or staircase. Most often, the 
entire surface is activated “step by step” for a certain time and then 
it is proceeded to capillary impregnation, Figure 6. 
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Fig. 5. Relationship between the adhesion tension Σ and the “solid-liquid” 
interfacial energy σSL that reveals at once the impact of: i – the variation of SFE as 
result of APPA and 2 hours of aging at varied voltage: 11, 13, 15 and 17 kV rms; 
ii – the variation of SFT as a result of FR-solution modification with surfactants: 
FR-A5 – with micelle-forming anionic surfactant at 5 vol. % and FR-A5-S – with 
trisiloxane surfactant at 0.1 vol. %. 

The industrialization of the plasma-aided finishing “out-of-the- 
line” during 2007÷09 allowed the empirical definition of two very 
important values for the time of aging – 2 hours or a short time of 
aging, allowing for successful finishing of large-scale wood wares 
such as paneling, flooring, wooden construction, and a day or 
24 hours, a long time of aging, which is close to the critical open 
time when the effect of the plasma activation will be obliterated. 

a) 

b) 

Fig. 6. Atmospheric pressure plasma pre-activation by dielectric barrier 
discharge in air: a) APPA, “in situ” activation where the sample is immersed in the 
cold plasma of the DBD (V. Eisby, 1951); b) RAPPA, remote activation where the 
sample interacts only with the chemically active particles produced by the DBD 
(P. Dineff, 2005). 

HV-E1 – high-voltage electrode; G-E2 – grounded electrode; G – AC electric 
generator (50/60 Hz).  

Remember that the SFE level decay is extremely fast right after 
APP-activation “in line” – in fact an immediate loss of 10 mJ/m2 
is possible. This is due to the contact with process rolls, surface 
migration of additives and interfacial transfers between treated and 
untreated surfaces within the finished wound roll. Generally, the 
SFE of a film should be between 3 and 10 mJ/m2 greater than the 
SFT of the ink or impregnating liquid in order to ensure acceptable 
performance, Figure 6, [11, 18]. 

The highest plasma-activation effect to the finishing, expressed 
by maximum SFE value increase, was observed with “in situ” 
APPA, “in line” application, Figure 6, [1, 18]. 

THE OBJECTIVE of this paper is to study the efficiency 
assessment of plasma-aided capillary impregnation as finishing for 
flame retardancy of wood at industrial frequency (50 Hz) and 
voltage of 15/18 kV rms, after short and long aging time, 2 and 24 
hours, and the change of the wood impregnability monitored by 
the penetration-spreading parameter (PSP) and the processing 
efficiency rule: PSP > 0. 

3. Experimental investigation  

The development of a plasma-enhanced capillary impregnation 
finishing for wood flame retardancy goes through three stages: 

• The first stage includes the selection of an effective APPA 
mode that provides the necessary high level of SFE after a short 
aging of 2 hours, Figures 3 and 9;  

• The second stage includes the selection of an anionic 
micelle-forming water surfactant in a concentration to ensure the 
required low level of the SFT: 30 mN/m > γL > 20 mN/m, 
Figure 10; 

• The third stage includes the selection of an effective 
APPA mode that will provide the necessary high level of SFE after 
a long time of aging, a day or 24 hours, and low level of SFT, by 
some adequate surfactants and concentrations, Figure 11. 

Fig. 7. Surface free energy reduction before finishing due to: i - contact with 
other non-activated surfaces, ii – aging after plasma activation, and iii – different 
modes of plasma surface activation provide different activation options: APPA, 
“in situ” activation immerced in cold plasma or RAPPA, remote activation with 
chemically active particles. 
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This experimental study was carried out on four kinds of wood 
samples: European white pine (Pinus Sylvestris L.) from Bulgaria 
and three woods from Mexican rain forest: Tzalam (Lysiloma 
Bahamensis L.), Mexican white cedar (Cupressus lusitaca L.), 
Mahogany caoba (Swietenia mahogany L.), according to the well-
known method [1, 15-17]. The selected wood species form the 
following range of decreasing density, in kg/m3: Tzalam – 780; 
Mahogany caoba – 650; Mexican white cedar – 470; European 
white pine – 371. There are two hard wood species with high 
density, d > 540 kg/m3: Tzalam and Mahogany caoba, and two soft 
wood species with low density, d < 540 kg/m3: Mexican white 
cedar and European white pine. 

On the basis of our own former experience in plasma-aided 
capillary impregnation of wood and wooden materials, [9-12], an 
oxidative APPA has been applied on the test samples for 60 sec. 
This study employs a well-known experimental methodology, 
already used by us [1, 14-17]. 

All experimental studies pertain to APPA of the wood 
specimens in a specific burning mode of the air DBD at 
atmospheric pressure (~ 101 kPa) at the first peak of surface 
density of real power pa = 26 W/m2 and the second peak pa = 
8 W/m2 in asymmetric rectangular coplanar electrode system with 
6 mm air gap – mode A and B respectively, Figure 7. 

The APPA was carried out with “in situ” application of DBD 
for 60 sec, Figure 5a. The effective operating modes of DBD at 
voltages above 13 kV rms (18.3 kV peak value) determine a 
surface density of real power above 4 W/m2, Figure 7. 

The aim of this study was to verify the possibility to evaluate 
the PS- efficiency parameter values for plasma and surfactant 
enhanced capillary impregnation trough calculation of SFE and 
SFT by drop shape analysis. Drop shape analysis is an image 
analysis method for determining the contact angle from the shadow 
image of a sessile drop and the SFT from the shadow image of a 
pendant drop. There are number of theories and models for SFE 
calculation with the help of contact angle data. The method 
according to Wu for calculating SFE and its two parts – polar and 
disperse, is suitable for high polar or plasma activated surfaces, 
Figure 4. 

 
Fig. 8. Technological discharge characteristic “surface density of active power pa 
– air gap size d” of non-equilibrium DBD burning at industrial frequency (50 Hz) 
in asymmetric rectangular coplanar electrode system with one glass barrier. 

All methods described are included in the KRÜSS Drop shape 
analysis programs. Drop Shape Analyzer (DSA100 and DSA30, 
KRÜSS GmbH, Germany) was used for the precise measurement 
of contact angle SFE and also for measurement of the SFT of 
liquids using the pendant drop method. Measuring range (referred 
to image analysis) for Sessile drop technique: contact angle – 
1°÷180°; surface free energy – 0.01÷1 000 mJ/m2; and for Pendant 
drop technique: surface tension – 0.01÷2000 mN/m. Measurement 
accuracy: contact angle – 0.3°; surface tension – 0.3 mN/m [7]. 

Modes of APPA for wood samples: mode A – cathode-directed 
streamer mode at air gap of 6 mm; mode B – anode-directed 
streamer mode at air gap of 12 mm, Figure 8. 

A halogen-free, phosphorous and nitrogen containing flame 
retardant (FR) based on ortho-phosphorous acid, urea and 
ammonia has been produced and studied as water solution. The 
impregnating FR water solution was based on it: dry substance of 
30 wt. %; phosphorus content of about 13 wt. %, pH = 7÷8 and 
density of 1.15÷1.14 g/cm3. 

 

Fig. 9. The use of distilled water as a test-liquid with SFT – γL = 72.3 mN/m, does 
not carry adequate information on the efficiency of the finishing of FR capillary 
impregnation – no effective mode of APPA has been found at voltages up to 
17 kV rms for European white pine: PSP = σS – γL < 0. All SFE values were 
determined according to the method of Wu for short aging time of two hours. 

The non-equilibrium air (oxidative) APPA was combined with 
anionic micelle-forming (AS, "Anticrystalin A", Chimatech, Ltd., 
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Bulgaria) and trisiloxane-ethoxylate surfactant (Y-17113, 
Momentive Performance Materials GmbH & Co. KG, Germany) 
enhanced capillary impregnation with well-known experimental 
methodology [10, 11, 12]. 

 

Fig. 10. Effective mode selection of APPA at an air gap of 6 mm and short aging 
time of two hours for plasma-aided capillary impregnation finishing was found 
only for European white pine (Pin-LF-15), Mexican white cedar (Ced-LF-18), and 
Tzalam (Tza-LF-18): PSP > 0. No steady APPA mode for Mahogany caoba (Mah-
LF-18) was found: PSP = 0.1 mJ/m2 ≈ 0. Plasma pre-activation modes provided 
trought the declared voltage – 15/18 kV rms, get the maximum SFE value for each 
species of studied woods. 

4. Experimental rezults and discusion 

This study meets another issue which can be formulated as 
follows: “is it possible a simple drop test with distilled water (DW) 
to adequately replace the entire PSP study conducted with a real 
impregnating FR-water solution”. 

The answer can be found in the information provided in 
Figure 3 and 8. The use of distilled water as a test-liquid does not 
carry adequate efficiency assessment of the finishing – the plasma-
aided capillary impregnation. The effective mode selection (APP-
XX: APPA at 11, 13, 15, and 17 kV rms; 50/60 Hz) can be 
determined only by the use of FR solution – a basic FR water 
solution containing phosphor- and nitrogen flame retardant with 
SFT, γL = 46.4 < 72.3 mN/m, and the relationship between the “solid-

liquid” IFE (σSL) and static contact angle θ measured by Sessile 
drop technique – IFE acquires a value equal to the PS-Parameter 
at complete wetting, i.е. contact angle equal to zero: σSL = PSP 
 (θ = 0). 

 

Fig. 11. Effective mode selection of APPA at an air gap of 6 mm and short aging 
time of two hours for plasma-aided capillary impregnation finishing was found for 
all wood species by decreasing the SFT of the basic phosphoric FR solution with 
anionic micelle-forming water surfactant at 5 vol. % (FR-A5): γL = 22.4 mN/m. 
The rule of processing efficiency was met for all applications of capillary 
impregnation – non-activated (-K) and APP-activated (-APP-XX) at different 
voltages: 11, 13, 15 and 17 kV rms: PSP > 0. 

Distilled water has a too high SFT: γL = 72.3 > 46.4 >> 
22.4 mJ/m2. APPA cannot compensate it by increasing SFE, so a 
rule process efficiency should be enforced: σS < γL; PSP < 0, 
Figure 8. Normally, it fails to predict the efficiency of the plasma-
aided finishing with modified γL = 22.4 mJ/m2, or non-modified 
γL = 46.4 mJ/m2, FR-solution, Figures 3 and 8. 

All modes of APPA with a voltage higher than 13 kV rms 
(18.3 kV peak value) provide processing efficiency finishing of 
capillary impregnation: PSP > 0, Figure 3. 

At the first stage, the PSP- testing indicates that the voltage of 
the APPA for European white pine samples should be 15 kV rms 
(σS = 54.2 kJ/m2) for a maximum processing efficiency of the FR 
(γL = 46.4 mJ/m2) impregnation finishing: max PSP = 7.8 mJ/m2 

-20

-10

0

10

20

30

40

50

60

70

0 10 20 30 40 50 60 70 80 90
Contact Angle θ, deg

In
te

rf
ac

ia
l n

er
gy

 σ
SL

, m
J/

m
2

H
yd

ro
ph

ili
c

H
ig

h-
H

yd
ro

ph
ili

c

Su
pe

r-
H

yd
ro

ph
ili

c

PS
P

> 
0

PS
P

< 
0

PSP, mJ/m2

Surface Free Energy σS, mJ/m2 

Phosphorous Flame Retardant:
FR (γL = 46.4 mN/m)

Time of aging: 2 hours

0

10

20

30

40

50

60

70

0 10 20 30 40 50 60 70 80 90

Contact Angle θ, deg

In
te

rf
ac

ia
l E

ne
rg

y 
σ S

L,
 m

J/
m

2

H
yd

ro
ph

ili
c

H
ig

h-
H

yd
ro

ph
ili

c

Su
pe

r-
H

yd
ro

ph
ili

c

Phosphorous Flame Retardant:
FR-A5 (γL = 22.4 mN/m)
Time of Aging: 2 hours

PSP, mJ/m2

Surface Free Energy σS , mJ/m2

PS
P

> 
0

http://www.astesj.com/


P. Dineff et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 2, No. 6, 242-251 (2017) 

www.astesj.com    249 

> 0, Figure 9. 

The most effective voltage for the other studied species of 
wood was determined using the same procedure and it is 
18 kV rms. They are arranged in order of decreasing PS-parameter 
according to their density, mJ/m2: Tzalam – 16.78, Mexican white 
cedar – 9.8 and European white pine – 7.8. However, no steady 
APPA mode for Mahogany caoba was found: PSP = 0.1 mJ/m2 
≈ 0. This result indicates that there are wood species for which a 
processing efficiency finishing – a capillary impregnation, cannot 
be applied, Figure 9. 

At the second stage, the PSP- testing of the all studied wood 
species indicates that the modified FR- solution with less SFT  
γL = 22.4 mJ/m2, performs the rule of processing efficiency after a 
short time of aging, PSP > 0, Figure 10. 

At the third stage, the PSP- testing of all studied wood samples 
indicates that the APPA and the finishing of capillary impregnation 
with the modified impregnating FR solution (FR-A5), 
γL = 22.4 mJ/m2, satisfy the rule of finishing processing efficiency: 
PSP > 0, Figure 11. 

 

Fig. 12. Effective mode of APPA at air gap of 6 mm and short and long aging time 
- 2 and 24 hours, for plasma-aided capillary impregnation finishing was found for 
all studed wood samples by decreasing the SFT of the FR impregnating solution 
with anionic micelle-forming surfactant at 5 vol. % (-FR-A5): γL = 22.4 mN/m. The 
rule of processing efficiency was met for all applications of plasma-aided finishing 
with this modified solution: PSP > 0. 

This study proves our claim that the plasma-aided capillary 
impregnation can be applied “out-of-the-process-line” after a long 
time of aging 24 hours, between APPA and the capillary 
impregnation finishing. 

The plasma-aided capillary impregnation of porous woods has 
resulted in the formation of a FR-functional coating with a certain 
thickness, continuity and defect-free surface. In porous media, the 
capillary pressure pC is proportional to the adhesion tension Σ and 
depends only on it at certain characteristic pore size, (3). 

a) 

b) 

Fig. 13. Effect of APPA mode (voltage) – 9, 15 and 17 kV rms (50/60 Hz; air gap: 
6 mm), the short time of aging – 2 hours, the used impregnating phosphorous FR 
solutions and consumption rate – constant rate: 0.139 l/m2 (dm3/m2) on the depth 
of “capillary” transfer to the wood capillary direction: longitudinal – capillary 
displacement (a) and transversal – wicking through the capillary walls (b). The 
best quality of the plasma-aided capillary impregnation for flame retardancy of 
European white pine is at 15 kV rms. 

It was expected that the largest DBD voltage of 17 kV rms 
should ensure greater depth of wicking transfer as the SFE and its 
greatest polar part, which determines greater value of PS- 
efficiency parameter. Although the SFE and its polar part are 
greater, Figure 4, just like the PS-parameter, Figure 3, the depth of 
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capillary transfer – longitudinal to the capillary structure and 
transversal to it, or through the capillary walls, is less than 
15 kV rms, Figure 12. What is typical for this mode (15 kV rms) 
of plasma and surfactant enhanced capillary impregnation, is that 
the polar part of the SFE becomes greater than the dispersive part 
of SFE, Figure 4. The transition to more intensive mode of APPA 
(17 kV rms) does not give a positive result in spite of increasing 
SFE and its polar part, and PS-efficiency parameter. 

Both the capillary displacement and the wicking through the 
capillary walls are two visible forms of maximum solution 
transfer, Figure 12. The maximum capillary displacement was 
determined by a maximum value of capillary pressure pC or 
adhesion tension Σ respectively. This is determined by the 
maximum basic FR solution, Figure 5 and 13. On the contrary, the 
maximum wicking through the capillary walls was obtained at the 
minimum value of adhesion tension Σ; this is provided by the 
modified FR-A5-S solution. Wicking, however, is essential for the 
impregnation process. More extensive studies on different species 
of wood are needed to confirm this experimental fact, which has 
been observed only for European white pines so far. 

 

Fig. 14. Relationship between the adhesion tension Σ and the “solid-liquid” 
interfacial energy σSL that reveals at once the impact of: i – the variation of SFE as 
result of APPA at short time of aging (2 hours), air gap of 6 mm and voltage 15 
kV rms; ii – the variation of SFT as a result of FR-solution modification with 
surfactants: FR-A5 – anionic micelle-forming surfactant at 5 vol. %; FR-A5-S – 
trisiloxane neutral surfactant at 0.1 vol. %. 

In conclusion, an attention has to be paid to the fact that the 
transfer of the FR-solution in depth is mainly carried out in the 
more complicated way through the capillary walls. The 
modification of the basic FR-solution through the combination of 
anionic micelle-forming and trisiloxane surfactant thus acquires a 
new meaning. 

The graphical representation of the relationship between 
adhesion tension Σ and “solid-liquid” IFE σSL fully illustrates the 
two pathways for achieving the finishing efficiency PSP of 
plasma-aided capillary impregnation by increasing the SFE of 

porous media and reducing the SFT of the impregnating FR 
solution, Figures 5 and 13. 

By selecting the voltage, the quality of the APPA expressed by 
the process efficiency parameter PSP was controlled: the SFE of 
the European white pine samples was increased; the SFT of the 
impregnating FR solution was decreased. The process efficiency 
parameter PSP meets the rule of plasma-aided finishing efficiency, 
PSP > 0, at and above 15 kV rms, Figure 5. For all wood species, 
the maximum process efficiency parameter PSP is at a voltage of 
18 kV rms, Figure 13. 

 

Fig. 15. Effective mode selection of plasma-aided capillary finishing of European 
white pine after two hours aging time from air RAPPA at air gap of 6 mm by a 
modification of the phosphoric FR-solution with an anionic micelle-forming water 
surfactant at 5 vol. % (FR-A5) and neutral trisiloxane surfactant at 0.1 vol. %. The 
rule of processing efficiency was met for all plasma-aided applications of capillary 
impregnation. 

The new created plasma-aided finishing can find its wide 
application only if it can be envisaged and managed so as to 
observe the process efficiency rule: PSP > 0, Figure 15.  

The prerequisite for this is the possibility for SFE measurement 
“in situ” out of the lab. We believe that this approach can be 
successful, as the market now has a technical device for measuring 
the SFE “in situ” – pocket goniometers, mobile or hand-held 
surface and contact angle analyzers.  

There is also an innovative “mobile” analyzer with two test 
liquids using a dispenser with two parallel drops with “one click” 
for direct analysis of the static contact angles and the results 
obtained from the SFE. 
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Conclusion 

Plasma, surfactant or plasma and surfactant aided finishing 
were used to enhance the finishing of capillary impregnation and 
thus the flame retardancy of wood: wood materials and 
constructions – timber, lumber, plywood, cardboard, paper, 
flooring, paneling, staircase and wooden structure with low SFE 
were subjected to APPA and RAPPA for increasing their SFE. 

 
Fig. 16. Schematic representation of the plasma-aided impregnation finishing 
model – flow of information and processes involved in the processing efficiency 
and results to be obtained. Management of the plasma-aided finishing with two 
input factors – SFE of the porous solid and SFT of the liquid. The time of aging is 
set depending on the APPA and impregnation used technology. 

In general, a processing efficiency parameter named PSP was 
found: “Plasma, surfactant or plasma and surfactant enhanced 
finishing of capillary impregnation will be more successful and the 
material will be more susceptible when the PSP is positive: 
PS > 0”. 

This process efficiency parameter was defined by the 
difference between the SFE of the porous wood and the SFT of the 
impregnation FR- solution: PS = σS – γL. This efficiency parameter 
is equal to the value that gets the IFE when the water solution wets 
the surface completely: PS = σSL, θ = 0° (cos θ = 1). 

The efficiency of a plasma-aided impregnation finishing can be 
predicted only by setting both basic parameters of the real porous 
wood surface and the actual FR-impregnating solution – the SFE 
and the SFT. Successful plasma aided or enhanced finishing, 
including the capillary impregnation, can be expected if the 
process efficiency parameter takes a positive value, PSP > 0, after 
a prescribed aging time – 2 or 24 hours. 

The evolution of plasma-enhanced wicking phenomena in time 
after APPA – the short and long-time aging of plasma activated 
surface, after 2 and 24 hours, was investigated for four species of 
wood by the PS-efficiency parameter change. All species of wood 
were ranked according to the plasma aided capillary impregnation 
process efficiency as per its PSP. 

The existing methods and instruments for measuring the SFE 
of solids and SFT of liquids, including portable measurement 
systems, [20], allow this approach to determine the process 
efficiency of the plasma-enhanced finishing such as impregnation, 
printing, painting, laminating to be recommended for application 
“in-line” and “out-of-the-line”. 
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 The aim of this paper is to develop a hybrid device for voltage stability enhancement using 
two kinds of FACTS (Flexible AC Transmission System) namely SVC (Static Var 
Compensator) and TCSC (Thyristor Controlled Series Capacitor). The idea behind the 
proposed method is to maintain safe and satisfactory power system operation in a lesser 
costing manner by taking advantage of the performances of SVC and TCSC at the same 
time. We propose to evaluate the efficacy of the combined device to UPFC, as it is a hybrid 
FACTS and it is the most versatile compensator. For purpose of identifying the placement 
of the devices, we opt for a heuristic based approach. The methodology is tested with the 
IEEE 14-Bus system using the software EUROSTAG, and the simulation results reveal the 
efficiency of the proposed method for enhancing voltage stability.   

Keywords: 
Heuristic method 
SVC 
TCSC 
UPFC 
Voltage Stability 

 

 

1. Introduction 

Today's power system is more and more operating close to its 
stability limits due to the unceasing growing of the power demand 
[1, 2]. Therefore, transmission lines are prone to the overloading, 
especially when the system is unable to cope up with power 
transition [3]. In addition, in some cases, the transmission of the 
energy is a hard task because of the long distance between the 
generation station and the loads. This may increase power losses 
and threats to the voltage stability. Voltage stability is defined as 
the system's ability to retain voltages at all the buses in the whole 
network within the specified boundaries after a disturbed 
condition [4]. Several system collapses have been reported in 
recent years [5] making the need for rapid and accurate control 
systems more and more insistent [6]. As power electronics 
components continue to develop, a variety of control devices as 
FACTS (Flexible AC Transmission System) have been prospered 
[7, 8]. The introduction of such a technology in the power system 
provides the control of the transmission line impedance, the 
voltage magnitude, and the phase angle.      UPFC, SVC, and 
TCSC are three of the main FACTS devices which have acquired 
a well-recognized term for higher and smoother controllability in 
power systems.  

The use of FACTS technology for system stability support has 
been studied in a large number of works [9-11]. A. Motiebirjandi 

et al. [12] studied the impact of UPFC on damping oscillations of 
the generator rotor. For this purpose, authors proposed system 
critical modes and residue factor methods for the optimal 
placement. In addition, they applied particle swarm optimization 
(PSO) to optimize the parameters of the UPFC. Reference [13] 
proposed the use of SVC to improve power system transient 
stability and damp oscillations in case of three-phase short-circuit. 
In reference [14], the authors demonstrated the performance of 
UPFC compared to SVC, in terms of improving power system 
stability. In order to enhance transient stability, the authors in [15] 
compared the performances of UPFC to different FACTS devices, 
namely TCSC, STATCOM (Static Synchronous Compensator) 
and SVC. B. Bhattacharyya et al. [16] were interested in the cost 
implication and power loss of installing UPFC alongside with SVC 
and TCSC. After determining the optimal emplacement and 
parameters of the FACTS using specific algorithms, authors have 
reported the gain obtained when adding the hybrid compensator to 
the other FACTS. Likewise, authors in [17] discussed the use of 
SVC, TCSC, and UPFC in the improvement of dynamic and 
transient system stability. They compared the three FACTS based 
on their mathematical models and operation modes. It was found 
that UPFC provided the most rapid control and the highest 
performances in stabilizing the system. P. Pandey et al. [18] 
studied the contribution of the SVC and UPFC in enhancing the 
voltage profile of a grid connected distributed generation system. 
They demonstrated through simulations, the satisfactory operation 
of the two FACTS especially the hybrid device. Reference [19] 
presented the application of a heuristic based procedure to 
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parameters, type and location problems of UPFC, SVC and TCSC. 
Simulations showed satisfactory results of the proposed method. 

This paper is an extension of work initially published in the 
Proceedings of the International Conference on Sciences of 
Electronics, Technologies of Information and 
Telecommunications [20]. The aim of this work is to improve 
power system voltage stability by using a hybrid device composed 
of SVC and TCSC. The benefits of this idea are to achieve a safe 
and secure power system operation in a less costly way. We 
choose to compare the performance of the proposed device to 
UPFC, as it belongs to the family of hybrid FACTS and it is the 
most powerful tool in the current control systems. The placement 
of the devices is identified by applying a heuristic based approach 
and the proposed method is tested on the IEEE 14-Bus system via 
the software EUROSTAG. 

Firstly, in section 2 we present statistics about FACTS devices. 
Second, the voltage instability phenomenon is explained 
mathematically. Then, the mathematical models and structures of 
the proposed FACTS are detailed. Section 5 outlines the proposed 
approach. In section 6, we focus on the case study and the 
discussion of simulation results. Finally, we summarize the main 
points of this paper in the conclusion.  

2. Statistics about FACTS Devices 

Since the development of power electronics, a great interest has 
been granted to FACTS devices. The research considers this 
technology as a substantial and a timely topic. For this reason, an 
important number of studies discussing the application of FACTS 
to power systems have been published. In power system stability 
field, the publications related to FACTS are also numerous as 
described in Figure 1. It was found that the interest to the flexible 
controllers is more and more increased which reflects the 
efficiency of such a solution for instability problems. According to 
reference [21], when looking at the statistics for SVC, TCSC and 
UPFC publications, we noted that they are dominant compared to 
the other FACTS. Nonetheless, SVC is reaping the major concern 
in researcher’s studies with 114 publications until 2004. 

 
Actually, these statistics are reflecting the installed FACTS 

systems in the world. Reference [22] presented approximate results 
of a survey on worldwide integrated FACTS. It should be 
mentioned that SVC is the most exploited FACTS with a total 
power of 90.000MVA. While 2.000MVA are distributed on 10 
incorporated TCSC into power systems, there are only 3 real 
networks equipped with UPFC with 250MVA of generated power. 

To understand the reasons for the widespread use of SVC in 
comparison to the others FACTS particularly UPFC, we must look 
at system planner’s choices. Recognizing that the investment cost 
is always a considerable constraint, economical solutions for 
power system instability are generally preferred. The cost of a 
FACTS device is highly dependent on the complexity of its model 
which is determined by the number of semiconductors used. 
Thereby, consisting of two voltage source converters, UPFC has 
the highest cost among the various FACTS [22]. According to 
reference [23], it is estimated at 0.33 million$ for 1MVAR 
generated power while the cost of SVC is approximately 0.19 
million$ and the instrument and investment costs of TCSC are 
estimated at 0.22 million$ for 1MVAR generated power. Thus, 
when the network is already equipped with SVC, we can get well-
improved stability by adding TCSC and at the same time 
economize 0.11million$   for each MVAR generated. 

Otherwise, the cost-efficiency is not always to install the least 
costly FACTS device, but rather to choose the appropriate one 
based on the type of instability problem that we want to solve. As 
these problems are, on the one hand, unpredictable and on the other 
hand, closely linked, it is required to invest in equipment which 
can assure the control of more than one network parameter. 
Currently, UPFC has the potential to act on three parameters, 
namely: phase angle, line impedance, and bus voltage either 
simultaneously or separately. So, confronted with these 
constraints, we thought to find a solution for network instability, 
combining the economical side with the wide application area and 
efficiency side. Hence, our idea is to create an equivalent of UPFC 
by joining the action of TCSC, as a series FACTS, to that of SVC 
which assure the shunt compensation. With this approach, power 
system stability is enhanced at lower cost. 

3. Voltage Instability   

In power system stability field, a particular interest is accorded 
to the control of voltage and reactive power. The main issue is to 
avoid voltage instability which can result in a widespread problem 
known as voltage collapse [7]. For this purpose and in order to 
guarantee the reliability and the efficiency of power system 
operation, the following points must be respected in voltage and 
reactive power control: 

• Voltages of all network buses must be within the 
permissible interval. According to reference [24], it is 
specified as [0.94pu; 1.06pu] for MV network. 

• The reactive power flow in transmission lines must be 
minimized as much as possible. This leads to reducing line 
losses: 2RI  and 2XI . 

We can illustrate the voltage instability by considering the 
system of Figure 2. This 2-bus network consists of a voltage source 
supplying a load through a transmission line. 

The apparent impedance at bus 2 is expressed by: 
*
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Figure 2. Equivalent model of a 2-bus system 

Therefore equation (1) may be expressed as  : 
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Therefore the voltage  at bus 2 can be extracted as: 
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Where : 

1V : Busbar 1 voltage 

2V : Busbar 2 voltage  
I : Line current 
X: Line reactance  

    δ : Generator internal angle 
   2P  and 2Q  : Active and reactive powers supplied to the load.  

Equation (7) describes the evolution of the voltage at bus 2 in 
function of the load increase at the same bus. We can deduce that 
in addition to the active and reactive powers, bus 2 voltage depends 
on the line reactance.    

4. FACTS Models   

 In order to compare the performances of the FACTS devices, 
it is required to describe their functionalities supported with 
mathematical models and equivalent schemes. That is what we are 
going to present in this subsection. 

4.1. TCSC 

TCSC is one of the most important FACTS equipment, which 
has been used to modify the series impedance of the transmission 
line in order to improve system stability. Typically, it consists of a 
thyristor-controlled reactor in parallel with a fixed capacitor, 
which is equivalent to an adjustable reactance [25, 26]. The 
reactance of a transmission line equipped with a TCSC is 
expressed as follows: 

TCSC
jk

line
jkjk XXX +=                                          (8) 

Figure 3 shows a TCSC integrated between bus j and bus k with 
its equivalent model while Figure 4 describes the configuration of 
the series FACTS. 

      
Figure 3. TCSC configuration 

   
Figure 4. Equivalent model of TCSC 

Before the integration of the TCSC in the transmission line jk, 
the admittance matrix Y is given by equation (9) [27]: 
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The addition of the TCSC modifies the admittance matrix as 
follows: 
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On EUROSTAG, to model a series and variable admittance, 
we must create two fictive buses in a transmission line and insert a 
current injector to each bus, as described in Figure 5. The two 
fictive buses must be connected to the network by lines with high 
reactance value to avoid injector shutdown in case of an opening 
line.  

   
 
 
 
 
 
 
 
 
Figure 5. TCSC model on EUROSTAG 

4.2. SVC 

 SVC is a static reactive power compensator whose output is 
adjusted for exchanging a capacitive or inductive current with the 
network to typically control bus voltage [28, 29]. In the steady state 
as well as in transient regime, this device is able to maintain 
voltage within the desired limits.  Figure 6 shows the dynamic 
model of SVC. It can be modeled as variable shunt admittance with 
a thyristor controller. However, by neglecting the losses of SVC, 
we can consider it as ideal, so the admittance is purely imaginary 
and is described by the equations (17) and (18):  

0=SVCG                                        (17) 

SVCSVC jBy =                                    (18) 

The susceptance can be capacitive or inductive. Indeed, in the 
case of reactive power excess, SVC absorbs the increased amount 
through the inductor and in the opposite case; the capacitor covers 
the reactive demand.  

The capacitive power injection model of SVC at the rated 
voltage is given by equation (19) [30]:  

 

           
Figure 6. SVC model 

SVCNSVC BVQ 2−=                                                (19) 

Where SVCB  must be controlled according to equation (20):  

maxmin
SVCSVCSVC BBB ≤≤                               (20) 

 max
SVCB designates the capacitive limit state while min

SVCB  
designates the inductive one. If SVC susceptance reaches its limits 
without maintaining the voltage of the bus where it is connected, it 
loses the capability of voltage control and it becomes similar to a 
fixed susceptance.  

The connection of SVC to a bus j, as illustrated in Figure 7, 
changes the admittance matrix only at the element '

iiY , in fact, the 
admittance of the compensator is added according to the 
following equation: 

SVCiiii yYY +='
 

                                  (21) 

The admittance matrix is so expressed by equation (22).   
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Figure 7. SVC connected to a bus 

EUROSTAG adopts the model of Figure 8 and represents SVC 
as an impedance injector connected to a bus of the electrical 
network. 

4.3. UPFC 

UPFC is the most recognized hybrid compensator, it is the third 
generation of FACTS devices, it is the first and only device that 
has the ability to control simultaneously or separately voltage, line 
impedance and the phase shift of the bus voltage. UPFC consists 
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of two transformers, one connected in series and the other in shunt 
with the transmission line as shown in Figure 9 [31]. 
                                           F 

         i                                         Load                j 
                                                                                       
 Ui     Iij                                                             Iji   Uj 

                                             Injector                                     
Figure 8. SVC model on EUROSTAG 

           
Figure 9. UPFC inserted in a power system 

The inverter 2 injects the voltage seV  which is controllable in 
amplitude and in phase so that it can perform the serial 
compensation function of the active power. On the other hand, the 
inverter 1 is used, through the continuous connection, to provide 
the active power required for the inverter 2, it serves to compensate 
the reactive power since it can absorb or inject the active power 
into the network. Indeed, UPFC allows both the active power 
control and the line voltage control. It can switch from one to the 
other function instantaneously by changing the control of the 
inverters separated by a capacitor.      

The equivalent circuit of UPFC is represented in Figure 10 
[32]. From this scheme, we can extract the active and reactive 
power flows of the shunt and series converters which are expressed 
by the equations (23) - (25). 

 
 

Figure 10. Equivalent circuit of UPFC 
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Where: 
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shsh Z

jbg 1
=+  

se
ijij Z

jbg 1
=+  

jiij θθθ −=  
iV  and jV : voltages at buses i and j  

shP and shQ : active and reactive power flows of the       shunt 
inverter 

ijP and ijQ : active and reactive power flows of the series 
inverter 

shV and seV : shunt and series voltage sources  

shZ and seZ : shunt and series coupling transformer 
impedances. 

The modeling of the UPFC shunt part on EUROSTAG is 
simple; it is represented by a current injector. As for the modeling 
of the series part, we must open the line where we want to insert 
UPFC and place at its extremities two current injectors (Figure 11). 
The opening of the line is assured by a high reactance value. 

 

 

Figure 11. UPFC model on EUROSTAG 

5. Proposed Approach 

The main purpose of our paper is to find an economical and 
efficient way for sustaining voltage stability by comparing the 
performances of SVC-TCSC to those of UPFC. In order to achieve 
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this, it is important to take into consideration the identification of 
the proper placement of the FACTS in the system. 

There is a variety of methods for finding optimal solutions [19, 
33]. However, in practice, the time factor is more important than 
optimally solving the problems so that engineers and system 
planners often resort to heuristic methods. Heuristic methods 
known also as approximate methods are used for the resolution of 
optimization problems. These methods guarantee to find in a 
polynomial time at least a good and a feasible solution, but not 
necessarily the optimal one [34].  

There are different types of heuristic algorithms, as shown in 
Figure 12, among which we are interested in reduction heuristics. 
The principle of such a method is to simplify the problem and to 
reduce the domain of the solutions. This implies to define the 
boundaries of the problem by identifying the properties that must 
satisfy a good solution. 

 
Figure 12. Types of heuristic algorithms 

Figure 13 shows the flowchart of the proposed method. The 
normal state of the system must be obtained first of all so that we 
can analyze the load flow results and determine the weakest zone 
of the system that needs to be compensated. In this way, the 
location problem is simplified and the domain of solutions is 
reduced to the weakest zone. Based on the load flow analyses, a 
preliminary selection of the FACTS placement is made. Then, the 
system with the FACTS devices is executed. The evaluation of the 
selected location is performed by comparing the voltage 
magnitude to the specified lower and upper boundaries. A proper 
FACTS placement must maintain the voltage of all the buses 
within the permissible limits. If this criterion is not respected, 
another location has to be considered, and the evaluation based on 
the defined boundaries is repeated. Once the best location of the 
devices is identified, the next step is to perform the comparison 
between the proposed FACTS. The comparison takes into 
consideration the voltage magnitude, the oscillations, and the 
power flows.  

With this method, we can get satisfactory results and avoid 
complicated and slow routines of the optimization methods.    

6. Simulation 

6.1. Test System 

The proposed case study is the classical system IEEE 14-bus 
network, it consists of: 

• Two generator buses and eleven load buses. 

• Fifteen transmission lines. 

• A three-winding transformer and two step-up transformers 
with two windings. 

• Three synchronous compensators connected to buses 3, 6 
and 8.  

                          
Figure 13. Flowchart of the proposed method. 

All data relating to this test network are extracted from 
reference [32] and we used EUROSTAG software package [35] 
for the simulations. This software is a powerful tool dedicated to 
dynamic simulations. Its major advantage is the high rapidity of its 
algorithm. Irrespective of the nature of the disturbance and the 
system size, it can rapidly visualize the behavior of the network 
until it returns to an equilibrium state. Furthermore, this simulation 
is not accompanied by any deterioration in the accuracy of the 
calculations. In addition, it gives the possibility to define the 
modeling level adapted to the type of the performed study. 

6.2. Simulation Results 
6.2.1. Identification of FACTS Location 

To compare the performances of UPFC and the proposed SVC-
TCSC, first of all, it is mandatory to identify the appropriate 
placement of the FACTS. This step has to provide a firm basis for 
comparison.  Therefore, we plan a step change in load at time t= 
200s from 5% of the initial load by a step of 5%. The procedure 
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continues until reaching the maximum loading capability of the 
system.  

The results of the base state signaled that bus 14 has got the 
lowest voltage amplitude as shown in Figure 14; hence we 
summarized the voltage levels of bus 14 during various step 
changes in Table 1.  

 
Figure 14. Voltage profile of IEEE 14-bus system in normal state 

Table 1. Network behavior under incremental load increase. 

Network 
Settings 

Load Increase in % 
5% 10% 20% 25% 30% 33% 

U14 
(pu) 0.966 0.962 0.952 0.948 0.946 

Voltage 
collapse 

State 
System 

                                                                               
Stable 

 
 

We note the occurrence of a voltage dip in bus 14, which is 
increased as more the loads are augmented. The voltage level is 
still acceptable and the network is maintaining its stability until 
32% of load increase. When reaching the case of 33%, 
EUROSTAG fails to execute the simulation which means that the 
system is collapsing.  

After identifying the weakest bus of the system, we make a 
preliminary selection of the FACTS location. Hybrid or series 
controller both must be integrated through a transmission line. 
According to the network architecture, as schematized in Figure 
15, bus 14 is related to bus 13 and bus 9, so we have two 
possibilities to place the device. 

 

Figure 15. Scheme of the architecture of the IEEE 14-bus system 

First of all, we integrate UPFC in the middle of line 13-14. 
Then, we apply an increase of 20% of the total load of the system.  
As shown in Figure 16, there is no improvement in the magnitude 
of bus 10 voltage. In addition, lower amplitudes equal to 0.925pu 
and 0.977pu are obtained respectively in bus 14 and bus 9, 
compared to the uncompensated system. Thus, it is concluded that 
line 13-14 is not a good location for the FACTS to perform the 
comparative study.  

Now, we integrate UPFC through line 9-14 and we rerun the 
system. A meaningful improvement of the voltage magnitude is 
observed. According to Figure 16, UPFC has increased the voltage 
amplitude of bus 14 from 0.952pu to 0. 1.007pu with less severe 
oscillations, bus 10 from 0.976pu to 0.985pu and bus 9 from 
0.982pu to 0.991pu. As we have got satisfactory results, the line 9-
14 is retained as a good placement to insert the proposed FACTS 
and then to compare their potentialities. 

 
Figure 16. Voltage profile with different UPFC locations. 

6.2.2. Performance comparison between the FACTS 

We connect UPFC and SVC-TCSC to the network, separately. 
Firstly, UPFC was integrated into the middle of line 9-14 with a 
capacity of 60MVAR for each one of its inverters, and then, with 
keeping the same dimensions, we inserted TCSC through the line 
9-14 and SVC to bus9.  

Based on the results of the prior section, we apply a total load 
increase of 30% of the initial load. In this case, the test network is 
under heavy loaded conditions.  

We are interested in the comparison, to the evolution of bus 
voltage as well as the active and reactive power flows in 
transmission lines.  

Taking bus 14 as an example as shown in Figure 17, it can be 
seen that both UPFC and SVC-TCSC have a bearing on the voltage 
magnitude by increasing it significantly, while it was under the 
minimum acceptable value before compensation. However, UPFC 
showed a higher capability of enhancing voltage level, from 
0.90pu to 0.96pu. In addition, we obtained a rapid damping of 
oscillations after only 7s either by UPFC or SVC-TCSC. 

The impact of the FACTS on the oscillatory regime is clearer 
in the voltage curve of bus1, plotted in Figure 18. Nonetheless, 
we note that the damping action of SVC-TCSC is more 
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considerable compared to that of UPFC, in fact, it reduced the 
highest oscillation from 1.08pu to 1.071pu and rapidly established 
the steady state with well-amortized oscillations. 

 
Figure 17. Voltage of bus14 with and without FACTS. 

 
Figure 18. Voltage of bus1 with and without FACTS. 

According to the results of Table 2, an excellent enhancement 
in the active power has been observed with the action of UPFC. 
However, we didn’t note any important change in its level when 
used SVC-TCSC. As for the reactive power flow, it encountered a 
considerable decrease by using UPFC; it was decremented from 
5.7 MVAR to 2.5MVAR through the line 9-10 as an example. This 

was observable also when introducing the combination SVC-
TCSC. The amount of reactive power in line 6-12 is reduced by 
about 12% and in line 1-2, from 20MVAR to 19.2MVAR. 
Nevertheless, we recorded an increase of 10.5% in the transmitted 
MVARs across line 9-10. 

Figure 19 shows the active power transmitted in line 1-2 with 
and without FACTS. When focusing on the transient regime, it 
must be mentioned that even in the temporal evolution of powers, 
the damping action of SVC-TCSC is more efficient; it gives more 
attenuated oscillations and joins the stable state in a shorter time.    

Table 2. Active and reactive power flows with and without FACTS. 

Simulat- 
ion case 

Line 9-10 Line 1-2 Line 6-12 
Active 
Power 
MW 

React. 
Power 
MW 

Active 
Power 
MW 

React. 
Power 
MW 

Active 
Power 
MW 

React. 
Power 
MW 

Without 
FACTS 8.3 5.7 209 20 

 
9.8 

 
3.4 

With 
SVC-
TCSC 

8.3 6.3 209 19.2 
 

10 
 

3 

With 
UPFC 9.2 2.5 216 18.1 10.8 1.5 

 

 
Figure 19. Active power flow in line 1-2 with and without FACTS. 
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7. Conclusion 

This paper presented a hybrid method for voltage stability 
enhancement using SVC and TCSC. The advantage of the 
proposed approach is the lesser cost of achieving a safe power 
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system operation. The IEEE 14-bus system was utilized to test the 
performance of the combination SVC-TCSC and compare it to the 
UPFC, the most pricey and multi-functional FACTS. The 
identification of the best placement of the FACTS devices was 
performed using a simple heuristic method. The simulation results 
demonstrated that the hybrid FACTS based on SVC and TCSC is 
able to significantly improve the voltage profile of the whole 
network in addition to the satisfactory action in amortizing the 
oscillations. The findings are encouraging to rather improve the 
performance of the SVC-TCSC in controlling power flow in lines 
and introduce other techniques for optimal location. 
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 This paper proposed the identification of the proper placement of UPFC (Unified Power 
Flow Controller) using a series of methodological numeric simulations to improve voltage 
stability. For this purpose, the critical zone of the system is determined, then, comparative 
analyses depending on different emplacements of UPFC are performed. The dynamic model 
of UPFC and the proposed method are tested on the IEEE 14-bus system. The finding shows 
that the proper location of UPFC helps in improving voltage profiles and increasing the 
maximum loading capacity. 
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1. Introduction 

Power systems have been forced to operate close to their 
stability limits and around their full capacities. This is due to the 
economic and environmental pressures imposed on the power 
generation and the construction of new transmission lines [1-4]. 
On the other hand, the amount of power transmitted across 
transmission lines is limited for safety and stability considerations. 
The system is prone to be collapsed when the power flowing 
exceeds the limits in case of an arbitrary incident [5]. System 
planners are so more and more focusing on how to manage the 
obstacles facing the power transmission.    

Over the last decades, FACTS (Flexible AC Transmission 
Systems) devices have opened new perspectives for managing the 
transmission of the power [6]. Different types of FACTS 
controllers are available for this aim, but the most powerful and 
prominent one is UPFC. UPFC is able to control the three 
parameters of the transmission system: phase angle, impedance, 
and voltage. In addition, it provides voltage support, improves 
transient stability and amortizes oscillations [7, 8].   

However, according to references [9, 10], the major 
disadvantage of UPFC is the expensive cost of installation and 
reactive power generation which is due to the great efforts of its 
voltage source converters. Therefore, an optimal location of the 
device helps in achieving good performances and enhancing 
power system stability with a reduced investment cost [11].   

Previous studies have been focused on the optimal placement 
of UPFC and the evaluation of its impact on system stability using 

various methods and techniques [12-14]. The authors in reference 
[15] presented an evolutionary algorithm-based approach to 
identify the optimal placement and settings of the hybrid device. 
Reference [16] has investigated the use of UPFC to increase the 
load ability margin and improve the system stability. The 
emplacement of the FACTS is decided by the stability indices 
which determine the critical line, the appropriate line for 
introducing UPFC. In reference [17], H. Wang investigated the 
impact of UPFC on the stability of a multi-machine power system. 
A. Ray et al. [18] studied the application of UPFC for controlling 
power flow in the transmission line and improving the voltage 
profile. They computed the VSI (Voltage Stability Index) for each 
line to integrate UPFC into the line which has got the highest VSI 
value. In reference [19], authors opted for the CPF (Continuation 
Power Flow) and LSI (Line Stability Index) for the identification 
of the suitable location of UPFC. Through simulation results, it 
was demonstrated that optimal placement of the hybrid FACTS 
improves the static and transient stability of power system when 
subjected to large disturbances. S. Lee et al. [20] addressed the 
determination of UPFC location and rating for voltage stability 
improvement using the analysis of the Jacobian matrix. Intelligent 
techniques were applied in reference [21] for the optimal position 
of UPFC along with series FACTS to minimize the operation cost 
of the power system. In [22], authors proposed two evolutionary 
optimization techniques to optimally place and size the hybrid 
controller in view of reducing the active power losses.  

This paper is an extension of work initially published in the 
Proceedings of the International Conference on Control 
Engineering &Information Technology [23]. In this work, we 
proceed with an efficient method for the identification of the 
proper placement of UPFC, for the purpose of improving voltage 
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stability. We plan a series of methodological dynamic simulations 
to find the critical zone of IEEE 14-bus case study. The zone 
having the lowest voltage magnitudes is taken as the best location 
of UPFC. Then, we perform comparative studies to justify the 
placement selected. The dynamic model of UPFC and the 
numerical simulation method are implemented within the 
software EUROSTAG.   

2.  Necessity of FACTS devices 

Consider a single machine infinite bus system interconnected 
through a transmission line having reactance X , as shown in 
Figure 1. The power transferred across the transmission line is 
given in equation (1) [24, 25]. 

 
Figure 1. Single machine infinite bus system 

δsin21

X
VVP =  

                    
                      (1) 

1V and 2V are the voltages of the synchronous generator and 
the infinite bus respectively where: δ∠1V and  °∠02V . 

The power variation is a sinusoidal function of the difference 
between the two voltage angles as shown in Figure 2. The 
maximum power that can be transmitted across the line 
corresponds to °= 90δ  and by considering 1V = 2V = V , it is 
given by: 

X
VP 2

max =  
                    
                      (2) 

maxP depends on the value of the reactance X which imposes 
the theoretical limit of the steady state transmitted power. 
However, the line resistance R creates power losses quantified by 

2RI and thus sets the practical limit of the line. The physical 
characteristics of the conductor could also limit the power 
transmission, which is known as the thermal limit. 

 
Figure 2. Power-angle curve 

From equation (1), we note that the power can be controlled 
by two parameters; it can be enhanced by increasing the voltage 

magnitude of the synchronous machine and the infinite bus or by 
increasing the angular difference of the voltages. However, there 
are limits imposed on either the voltage magnitude or the angular 
difference, which have to be considered. The voltage variation 
must not exceed 5± % of the nominal voltage while the difference 
between the angles is limited to less than °−° 3530 to maintain the 
transient stability [26, 27]. 

Therefore, it is inferred that the power transmission is limited by: 

• Thermal limitations. 

• Physical limitations. 

• Stability. 

It is possible to deal with the thermal limitations by renovating 
the transmission lines and opting for a higher current rating 
conductor. Nonetheless, this solution does not necessarily 
guarantee voltage within the acceptable boundaries or the flow 
and the controllability of the power, but it is feasible by line 
compensation. Electro-mechanical devices used for line 
compensation cannot achieve rapid compensation and are prone 
to the wear quicker than the static equipments. The solid-state 
based technology, FACTS, provides the control of one or more 
parameters to magnify the loading capability and to develop 
controllability. As the current in a transmission line has the 
property to be controlled, it is possible to use a FACTS device for 
flowing power across the line during normal or disturbed 
conditions. This returns to the ability of FACTS devices to control 
all power flow parameters, namely phase angle, bus voltage and 
line impedance. In other words, the FACTS technology gives the 
possibility to maintain acceptable voltage magnitude and power 
flow.    

3. UPFC  

The UPFC is a hybrid device consisting of two voltage source 
converters interconnected through a common DC link capacitor, 
as shown in Figure 3 [28-30]. The inverter 1 is connected in shunt 
with the transmission line while the inverter 2 is series connected. 
It injects a series connected. It injects a series voltage controllable 
in phase and magnitude. The decomposition of this voltage leads 
to a quadrature component responsible for controlling the real 
power and an in-phase component which controls the reactive 
power in the line. Similarly, the injected shunt voltage is 
decomposed into two components. The quadrature component 
regulates the voltage of the DC link as for the in-phase component; 
it controls the exchange of the reactive power with the system. 

The model of UPFC is represented in Figure 4 [30, 31]. From 
this scheme, we can extract the active and reactive power flows 
of the series and shunt converters which are expressed by the 
equations (3) - (6). 
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Figure 3. UPFC incorporated in a power system 

 
Figure 4. Model of UPFC 

Where: 

sesejsej VVVVV φcos2222 ++=
β
γφ 1tan−=se , 

β
γθ
+

= −

1
tan 1  

Similarly, the active and reactive powers of the shunt inverter 
are expressed by: 

εsin
sh

shj
sh X

VV
P =                                                       (5) 

εcos
2

sh

shj

sh

j
sh X

VV
X
V

Q −=                                            (6) 

Where: 
η
ξε
+

= −

1
tan 1 and 22222 )1( jjsh VVV ξη ++=  

KX: Short circuit level; 
)(xφ : Gaussian function 

γ : Relative quadrature series voltage; 
β : Relative in-phase series voltage; 
ξ : Relative quadrature shunt voltage; 
η : Relative in-phase shunt voltage; 
V : Right YPFC voltage; 

seV : Series voltage; 

shV : Shunt voltage; 
P : Real power; 
Q : Reactive power; 

shP : Shunt real power; 

shQ : Shunt reactive power. 
 

The modeling of the UPFC shunt part on EUROSTAG is 
simple; it is represented by a current injector. As for the modeling 
of the series part, we must open the line where we want to insert 
UPFC and place at its extremities two current injectors (Figure 5). 
The opening of the line is assured by a high reactance value. 

 

 
Figure 5. Model of UPFC in EUROSTAG 

4. Simulation 

4.1. Case Study 

To test the proposed method, we used the IEEE 14-bus test 
system. This system contains two generators each one is equipped 
with voltage and speed regulators and three synchronous 
compensators to produce reactive power. It also has two 
transformers with two windings, a three-winding transformer, 
fifteen transmission lines and eleven loads. The data of the above 
mentioned system are taken from reference [31]. 

   EUROSTAG [32] adopts the model considering the voltage 
behind transient reactance for representing all the generators and 
constant impedance to model loads and transformers.  

4.2. Simulations Results 
4.2.1. Identification of the Critical Zone: 

 The IEEE 14-bus network can be decomposed into a 
transmission system (69 KV) referred by « zone A » and a 
distribution one (13.8 KV) referred by « zone B » interconnected 
through three step-down transformers. To identify the critical zone, 
we proceeded by an incremental load increase of each zone 
separately. The part of the network experiencing voltage collapse 
rapidly is considered as the critical zone.  

According to the steady state, we noted that bus 14 is the most 
insecure bus; it has got the lowest magnitude compared to the other 
buses. For this reason, we choose to adopt this bus as an index for 
voltage stability assessment. 

Figure 6 shows the main results of increasing load. In zone A, 
the voltage of bus 14 underwent a progressive decrease of 0.002pu 
from one case to another until collapsing in the case of 49%. As 
for zone B, it could not withstand over than 39% of load increase 
where bus 14 has got the limit voltage amplitude. While the 
increase of the total system load leads to a severe voltage drop 
which ends with a collapse when reaching 25%.   
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Noteworthy that distribution system is the critical zone. All 
thanks to voltage and speed regulators of synchronous machines 
which reinforce transmission system stability. 

 
Figure 6. Identification of the critical zone of IEEE 14-Bus system. 

4.2.2. UPFC Application:  

Having identified the critical zone, we placed UPFC between 
buses 9 and 14, sized at 60MVAR for each one of its converters. 
Line 9-14 is close to the weakest bus so that we expect satisfying 
results when introducing UPFC into it. To evaluate the 
contribution of the controller, we rerun the system under 20 % of 
load increase at time t=250s.   

As we can see in Figure 7, UPFC was able to considerably 
increase bus14 voltage amplitude just after perturbation and with 
well-damped oscillations compared to the uncompensated system. 
This result indicates the voltage support supplied by the UPFC. 
Note that we obtained similar results for the other buses of the 
network.  

 
Figure 7. Temporal evolution of voltage at bus14 for 20 % of  load increase with 

and without UPFC 

The test network along with UPFC at different locations is 
tested now for comparison purpose. In addition to line 9-14, we 
choose two placements in the transmission system: lines 1-2 and 
2-3 which are intended for transmitting the highest amount of 
reactive and active powers. Thereby, enhancing power flowing in 
these lines can be effective in improving voltage stability of the 
whole network. Figure 8 and Figure 9 illustrate the temporal 

evolution of voltage at bus1 and bu2 respectively. It should be 
noted that the implementation of UPFC in line 1-2 has 
considerably damped voltage oscillations compared to the other 
cases. While, this location had no effect on the voltage magnitude 
as shown in Figure 10. UPFC in line 9-14 gave best voltage levels 
at all network buses than when it is incorporated in line 2-3, where 
we obtained the lowest voltage magnitudes.  

 
Figure 8. Temporal evolution of voltage at bus 1 for 20% of load increase with 

different locations of UPFC. 

 
Figure 9.Temporal evolution of voltage at bus 2 for 20% of load increase with 

different locations of UPFC. 

Figure 11 illustrates the active power losses of the system. It 
is clearly observable that the active power losses had the lowest 
value in the case of UPFC inserted through line 9-14, it is about 
13.5MW. However, a large amount of active losses is detected 
with line 2-3 placement and about 14 MW in line 1-2 case. 

Now, we evaluate the impact of UPFC location on the 
loadability margin of the power system.  From Table 1, we can 
note that the contribution of the controller in improving the 
maximum loading capability was very meaningful when installing 
in the distribution system. In fact, it was able to increase the 
loadability margin in zone A from 48% to 59% and from 39% to 
70% in zone B. As for the whole network, it became able to 
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maintain a stable state up to 33.5% of load increase while its 
maximum loadability was about only 25% before compensation. 
Nevertheless, when introduced in the transmission system, UPFC 
was less effective in increasing loadability margin. That was 
observable notably in line 2-3, where only the loading capacity of 
zone A; reached a higher percentage compared to the case without 
UPFC.  

 
Figure 10.Voltage profiles of IEEE 14-Bus system for 20% load increase with 

different locations of UPFC 

 
Figure 11. Active power losses for 20% load increase with Different UPFC 

Locations. 

Table 1. Load ability Margins with Different Locations of UPFC. 

Network 
Zone  

Loadability Margin in % 

Without 
UPFC 

With 
UPFC in 
line 2-3 

With 
UPFC in 
line 1-2 

With 
UPFC in 
line 9-14 

 
Zone A 
 

48 52 55 59 

 
Zone B 
 

39 39 39 70 

Zones 
A&B 
 

25 25 32 33.5 
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5. Conclusion 

In this paper, the impact of the proper installation of UPFC on 
improving voltage stability has been investigated. The placement 
of UPFC is done by using a numerical simulation based method. 
The identification of the critical zone of the system can determine 
the best location of the hybrid device. Then, the performance of 
the proper placement is compared to different selected locations 
in the system for justification purpose. It was found that UPFC 
incorporated through line 9-14 in the critical zone, helps in 
improving voltage magnitude, reducing active power losses as 
well as increasing maximum loading capacity of the system. 
However, the integration of the controller in the transmission 
system gave rapid and well- damped oscillations. Thereby, the 
optimal placement of the UPFC is highly dependent on the 
objective of the integration. 
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 This paper is an extension of work originally presented in 2016 IEEE Asia-Pacific 
Conference on Applied Electromagnetics (APACE). A 2×1 microstrip patch array antenna 
integrated with photonic bandgap (PBG) and stubs is designed and analyzed. The 
performance of the PBG and stubs structure are explained and analyzed in terms of the 
elimination of the resonance at the harmonic frequencies of the antenna. The proposed 
antenna is designed on FR-4 substrate with thickness of 1.6 mm and operated at 2.45 GHz 
frequency suitable for rectenna design application. From the simulated result, the first 
harmonic frequency (5.4 GHz), the second harmonic frequency (6.6 GHz) and the third 
harmonic frequency (7.8 GHz) are successfully suppressed. For instance, the radiation to 
the forward of the stubs-PBG antenna is suppressed at more than 15 dB at the second and 
third harmonic frequencies.  

Keywords :  
Key 1 Rectangular inset feed 
antenna 
Key 2 PBG structure 
Key 3 Band pass 

 

 

1. Introduction 

The term rectenna is commonly denoted as rectifying antenna 
at microwave power transmission system. It is a combination of 
the antenna and high efficient rectifier circuit. The ability of the 
wireless power transmission system is very important and it 
depends on the ability of each process; the conversion of signal 
DC-to-RF at the transmitter, at the transmission and at the 
conversion of signal RF-to-DC at the receiver. Hence, the 
receiving antenna is one of the main elements in the rectenna 
system development. 

One of the most popular types of receiving antenna that is used 
for rectenna application is the microstrip patch antenna [1 - 4]. 
Some of the advantages of employing this type of antenna is low 
profile, low cost, light-weight and suitable if integrated with RF 
devices. However, it also exhibits disadvantages such as the 
excitation of surface waves that exist in the substrate layer. Surface 
waves are exceptionable because when a patch antenna radiates, a 
part of the total available radiated power becomes trapped along 
the surface of the substrate. It will diminish the total available 
power for radiation to space wave, and the harmonic frequency is 
produced. In addition, for arrays antenna, surface waves have a 
significant impact on the mutual coupling between array elements 
[5]. Moreover, in rectifying circuit, diode that used to convert the 
RF signal to DC power supply also generates the unwanted 

radiation of harmonic frequencies. Thus, the rectenna cannot 
operate well and will disturb the overall performance of the system.  

Several design methods have been proposed in the past in order 
to overcome these unwanted generated harmonic problems. One of 
the most popular methods is called the photonic band gap (PBG) 
or electromagnetic band gap (EBG) [6 - 8] and defected ground 
structure (DGS) [9 - 11]. Several other techniques for instance 
antenna with slit and stub structure [12], circular sector patch 
antenna [13], slot antenna and notch antenna [14], Low Pass Filter 
(LPF) [15 - 17] also have been discussed earlier as a one of the 
method to suppress the harmonic frequencies. 

According to that, a harmonic suppression microstrip array 
patch antenna is proposed in order to improve the system 
performance. In this paper, the 2x1 microstrip patch array antenna 
integrated with stubs and two-dimensional (2-D) PBG pattern in 
the ground plane beneath the square patch, is proved 
experimentally and the capability of the stubs and PBG structure 
for the suppression of the harmonics are discussed [18]. 

2. Antenna design procedure 

2.1. Numerical method 

The structure of the microstrip patch array antenna with PBG 
substrate (PBG antenna) is presented in Figure 2. A 2x1 array 
antenna is fabricated on the FR-4 substrate with dimensions of 143 
x 52 x 1.6 mm3 and the relative permittivity of Ԑr = 4.4. The source 
signal is fed directly to the antenna by the 50Ω microstrip line with 
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width length (Wd2) = 4.13 mm. The rectangular inset feed antenna 
dimensions are calculated prior to designing the array antenna by 
using [19]: 

           w= c

2f0�
(εr+1)

2

                                      (1) 

εeff= εr+1
2

+ εr-1
2
�1+12 h

w
�

-12                       (2) 

        Leff= c
2fo �εeff

                               

(3) 

∆L=0.412h 
(εeff+0.3)�w

h+0.264�

(εeff-0.258)�w
h+0.8�

                        (4) 

         L= Leff-2∆L                              (5) 

Where:  

W  = Width of the patch  
L   = Length of the patch  
Ԑr  = Dielectric constant of substrate 
Ԑreff  = Effective dielectric constant of substrate 
c   = Speed of light 
f0   = Frequency reference 
h   = Height of dielectric substrate 

 
There are advantages of PBG structure which are increasing 

the antenna’s performance in terms of the gain and radiation 
pattern and also react as a filter to suppress the harmonic 
frequency. The PBG structure is designed based on the formula 
[20]: 

λ= c
fo √εr

                                      (6) 

 
r= λ/8                                  (7) 
a= λ/2                                  (8) 

 
After calculation, the 9 x 5 squares with the dimensions              

7 x 7 mm2 are etched in the ground plane at the period (gb) of    15 
mm as shown in Figure 1.  

 
 

Figure 1: PBG structure at ground plane 

2.2. Design simulation 

By using CST microwave software, the rectangular inset feed 
antenna is designed and simulated to get the operating frequency 
at 2.45 GHz. Some enhancement are made to obtain the best 
performance of the antenna. After completing the single element 
geometry, a 2x1 array antenna is designed. The parameters of the 
feed line network can be chosen by setting the feed line impedance 

to 50 Ω (Z1 = 50 Ω), which splits into two 100 Ω    (Z2 = 100 Ω) 
[21]. Similarly, some optimization is done in order to get the 
greatest achievement of the array antenna.  

After done with the conventional microstrip patch array 
antenna design, the 9 x 5 PBG square are etched at the ground 
plane. However, some size optimization of PBG square size is 
done in order to match with the 2x1 array patch antenna design.    

 
(a) 

 
(b) 

Figure 2: 2x1 microstrip patch array antenna with stubs and PBG structure 
                                   (a) view from the front (b) view from the back. 

 
Table 1: Dimension of antenna (unit: mm) 

Parameter Dimension Parameter Dimension 

L 29.16 Wd3 11.3 
W1 37.61 X 88.32 
W2 10 Y 5 
W3 13.805 a 7 
Lf1 5.5 b 7 
Lf2 15.7 ga 15 
Wd1 0.71 g 15 
Wd2 4.13   

 

3. Result and discussion 

This proposed antenna is divided into three parts which are 
normal array patch antenna, PBG array antenna and array patch 
antenna with PBG and stub structure. Each part is discussed and 
analyzed according to their characteristics.   

3.1. Normal array patch antenna 

 The normal patch antenna without PBG structure shows in 
Figure 3 is simulated and measured for the comparison of the basic 

Transmission line 
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characteristics. The resonant frequency of the fundamental is 
adjusted to be 2.45 GHz for the antenna. The simulated and 
measured S-parameter (return loss) result of the array antenna 
without stubs and PBG structures are shown in Figure 4. As can 
see, the return loss is at -13 dB and has a few harmonic frequencies 
which are not good for an antenna. 
 

 
(a) 

 
(b) 

Figure 3: 2x1 rectangular inset feed array antenna (a) front view (b) back 
view 

 

 
Figure 4: Simulated and measured result for S-parameter (return loss) of 2x1 

rectangular inset feed array antenna 
 

3.2. PBG structure 

As can see in Figure 4, there are a lots of harmonic frequencies 
produces above 4 GHz.  Hence, PBG structure is beneath at the 
ground in order to suppress the harmonic frequencies. At the same 
time, the gain of the antenna also can be improved. Figure 5 shows 
the PBG structure at ground plane. This arrangement of the PBG 
lattice produces the band pass characteristics of the transmission 
parameter at more than -20 dB from 4.6 GHz to 8 GHz shown in 
Figure 6 (a) when the uniform microstrip line is fabricated on this 
substrate instead of the patch antenna. The effect of the PBG can 
be seen by observing the S-parameter (return loss) in Figure 6 (b). 
It shows that the harmonic frequencies above 4.6 GHz is 
successfully suppressed when the S-parameter of PBG structure is 

compare with return loss of 2x1 rectangular inset feed array 
antenna with and without PBG structure. While Figure 7 shows the 
comparison of return loss of 2x1 rectangular inset feed array 
antenna with PBG structure only between simulation and 
measurement.  
 

 
Figure 5: Prototype of PBG structure at ground plane 

 
 

 
(a) 

 

(b) 

Figure 6: The effect of PBG structure (a) S-parameter of PBG square 
structure (b) comparison S-parameter of PBG square with return loss of 2x1 

rectangular inset feed array antenna with and without PBG structure 
 

 
Figure 7: Simulated and measured result for return loss of 2x1 rectangular 

inset feed array antenna with PBG structure only 
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3.3. Array patch antenna with PBG and stub structure 

The final design is combination of normal array patch antenna 
with PBG and stubs structure as shown is Figure 8. The S-
parameter (return loss) of the array antenna with PBG and stubs 
structure, and the array antenna without PBG and stubs structure 
are shown in Figure 9. 

 

 
Figure 8: Prototype of 2x1 rectangular inset feed array antenna with PBG 

structure and stub 
 
 
  

 
Figure 9: Measured S-Parameter (return loss) of the proposed array 

antenna. Graph of the comparison for antenna with and without stubs and 
PBG 

 

 
Figure 10: Comparison of return loss between simulation and measurement 

for 2x1 array patch antenna with PBG and stub structure 
 

Figure 9 shows, a comparison between conventional array 
antenna with array antenna with PBG and stubs structure indicates 
that the harmonic frequencies are indeed suppressed. According to 
the theoretical design, the return loss is observed at 2.45 GHz. 
However from measurement result, the S-Parameter (return loss) 

is observed at 2.6 GHz for conventional antenna while for stubs-
PBG antenna is at 2.45 GHz. Through observation, the antenna 
performances are increased. The return loss is revised from -12.05 
dB to -34.99 dB after the stub and PBG is added.  Besides, based 
on to the characteristic of PBG, it also can suppress the surface 
wave in the band-gap. A periodic structure surrounding the patches 
in addition to one underneath the patches is essential for effective 
suppression of the harmonic and surface wave. Figure 10 depicts 
the comparison between simulated and measured return loss of the 
proposed array antenna. 

3.4. Gain 

As mentioned before, besides suppressing the harmonic 
frequency, PBG structure also can increase the performance of the 
antenna in terms of gain. As can be seen in Figure 11 (a) and (b), 
there are comparison antenna’s gain between simulation and 
measurement for normal array patch antenna and PBG array patch 
antenna. 

 
(a) 
 

 
(b) 

Figure 11: Comparison of antenna’s gain between simulation and 
measurement (a) normal array patch antenna (b) PBG array patch antenna 

Figure 11 (a) shows the gain comparison between simulation 
and measurement for normal array patch antenna. From the graph, 
the gain for 2.45 GHz is 6.263 dB for simulation while 3.15 dB for 
measurement. The gain increases to 6.436 dB when the PBG 
structure is added as shows in Figure 11 (b). While for 
measurement, the gain is 4.31 dB. 

In Table 2, due to the effective suppression of the harmonic and 
the surface wave, and changes in the current distribution, the 
antenna array with stub and PBG has higher gain compared to the 
normal array antenna. The gain increase about 82.41% which is 
from 3.156 dB to 5.757 dB. While for normal array antenna and 
array antenna with PBG structure, the result shows a minimal gain 
increase by 36.66%. Thus, it shows that with the addition of stub 
structure at the feed line, the gain’s performance will improve 
more. Moreover, the mixed current distribution is useful for 
diminishing the mutual coupling between the patches and 
decreasing the maximum side-lobe level. 
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Table 2: Measured antenna gain base on structure added 

Antenna structure Gain (dB) 
Array antenna without PBG and stub 3.156 

Array antenna with PBG 4.313 
Array antenna with PBG and stub 5.757 

 

4. Conclusion 

2x1 microstrip patch array antenna has been presented in this 
effort. The proposed structure is integrated with two-dimensional 
PBG pattern in the ground plane under the square patch and stubs. 
The effectiveness of the PBG and stubs structure for harmonic 
suppression are analyzed. The simulation and measurement works 
verified that the combination of the array antenna with PBG and 
stubs is efficient in eliminating unwanted frequencies. Moreover, 
the performances of the antenna in term of gain also increase.  
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 This article is devoted to the problem of blocking the propagation of sound in a gas stream. 
This can be useful in the problems of pipeline acoustics and the design of automotive 
silencers, when it is necessary to ensure the opacity of the boundary (cross section of the 
pipe) for sound simultaneously with the free (ideally) flow through this boundary. The tool 
for solving this problem is the rapid periodic overlapping of waveguide (gas-conducting) 
channels in a system of parallel waveguides. The design of the proposed device assumes the 
following technological requirements: high mechanical rigidity of the elements, high 
accuracy of their manufacture and high rotor speed. Fulfillment of these conditions allows 
creating an effective device for blocking sound in the gas flow. Such a device may have small 
wave dimensions (with respect to the wavelength of sound) and a small expenditure of 
mechanical power to push gas through it very wide frequency range of silencing. 
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1. Introduction 

In practice, sometimes it is necessary to place a filter in the path 
of the gas flow (with velocity v) in the pipe (and simultaneously 
sound with speed с in the tube as an acoustic waveguide). This 
filter must pass the flow of gas and block sound waves on its 
output. Such situations are encountered in problems of the 
acoustics of pipelines and also in the problem of designing 
exhaust silencers for cars with internal combustion engines. Next 
we will call such a device a silencer. The area of the inlet and 
outlet cross-section of the silencer is assumed equal 0S , the 
average velocity of the flow at the inlet and outlet of the silencer 
is 0V  (see Figure 1). The time-average gas pressures at Q the 

outlet and inlet of the silencer are, respectively, 0p  and pp ∆+0 , 
where 0>∆p . The quality of the silencers is characterized by the 
following parameters:  

 (a)  the degree      

inout PPQ /1 =                                       (1) 

of sound pressure suppression (of course preferably 11 <<Q ); 

(b)  the frequency range 

*Vladimir Arabadzhi: Institute of Applied Physics (RAS), 603950,  
Nizhny Novgorod,   Ulianov st. 46, Russia,  v.v.arabadzhi@appl.sci-nnov.ru 

maxmin ωωω ≤≤                                        (2) 

of sound suppression, preferably when  

1)/( minmaxmin2 <<−= ωωωQ                            (3) 

(c) the wave dimensions  

сQ /min3 ω=                                        (4) 

of the device (where    is the geometric size of the silencer, с -
is a sound speed, preferably when  13 <<Q ); 

1/2 2
04 <<∆≈ VpQ ρ                                    (5) 

(d)    the relative loss of power to propel the gas through the 
silencer ( ρ - gas mass density, preferably when 14 <<Q ). For a 
silencer, this condition is necessary  

inout PPQ /1 =                                        (6) 
Always this combination is desirable (in addition to (1)) 

12 <<Q , 13 <<Q , 14 <<Q .                       (7) 
Violation of the conditions (7) (or one of these conditions) is 
usually (for systems with parameters that are constant in time) a 
payment for the fulfillment of the condition (6). Widely known 
are the following three approaches [1] in the design of such 
devices: when narrow-band ( 12 >Q ) absorption is permissible 
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and one can be satisfied with resonant absorption of active 
suppression of sound; when large silencer dimensions are 
permissible ( 13 ≥Q ) and one can be satisfied by a Helmholtz 
resonator with a resonant frequency below the minimum sound 
frequency minω  in the flow at low energy costs to propel the gas; 
when the high energy expenditure for pushing the gas through a 
classical rigid plate, perforated with small holes ( 1~4Q ).   

L
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VVV
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1V

boltbolt

bolt bolt bolt

bolt

echelon
of acustical
waveguides

0S

0S

0V
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Figure 1. Two-dimensional version of cyclical wave bolt 

2.    Cyclical Wave Bolt 

The above solutions [1] for blocking sound in a stream (with or 
without sound absorption) were based on systems with time-
constant parameters. We now consider a system with parameters 
modulated in time [2]. We consider the infinite echelon (see 
Figure 1) of waveguides with rigid vertical plane walls, located at 
a characteristic distance 

hd >>                                        (8) 

from each other, where h  is characteristic thickness of walls. 
Two horizontal systems of rigid thin bands (wave bolts) of the 
width D , separated from each other by the distance 

dD >>                                        (9) 

move horizontally (to the right) with the velocity V  near the 
upper and lower edges of the echelon of above mentioned 
waveguides of length L . A sound wave is incident on top of this 
system and an excessive pressure p∆  is applied to push the gas 
flow through this system. The gap between bolts and ends of 
waveguides is limited by condition d<δ . We call such a 

parametric structure a cyclical wave bolt (CWB). From above, a 
sound wave falls on the echelon of waveguides, periodically 
blocked by wave bolts. If the conditions 

VDcL // =                                 (10) 

L

D

d

V

bolt

bolt

echelon
of acustical
waveguides

wave
trains

c

 

Figure 2. Space diagram of seven incoming wave trains, moving inside the 
echelon of waveguide channels 

of synchronism are satisfied, the incident wave either reflects 
upward from the upper running bolts, or from the lower ones 
(Figure 2). Due to condition (10), each waveguide is open at both 
ends for a certain period of time VD /  and is closed by wave bolts 
at both ends during a subsequent time interval of the same 
duration VD / . During the first interval (with open bolts), the 
sound wave fills this waveguide, during the subsequent interval 
(with closed bolts), the wave turns completely to reverse motion 
(due to full reflection from closed wave bolts). Thus, any 
perturbation propagating in a gas at a speed c  cannot overcome 
CWB. On the other hand, for a gas flow this system is transparent. 
The only limitation of its transparency for the flow is the friction 
of the gas against the walls of the waveguides, which leads to 
additional energy loss. Waves, reflected not from the bolts, but 
from the open ends of the waveguides, do not leave the CWB. In 
principle, the operation of the system will be the same if the bolts 
are made stationary, and the train vertical walls is made to move 
at speed V . 

3. Three-Dimensional Version of Cyclical Wave Bolt 

Figure 3 shows a three dimensional cylindrical analogue (axially 
symmetric device) of the infinite two dimensional system 
described above.   
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Figure 3. Three-dimensional version of silencer. 

An infinite spatially periodic two dimensional bolt system is 
replaced by rotating (with angular frequency Ω ) acoustically 
rigid (for sound in gas) impeller or rotary switch with N  petals 
(bolts) with angular sectors N/π=Θ                                         of 
the petals and the same angular sector between adjacent petals. 
Both ends of each waveguide of length L  with a characteristic 
transverse dimension d  (with rigid walls of thickness dh << ) 
are open during time intervals TnTttTnt 2~2~ ++≤≤+  and are 
closed at intervals TnTttTnTt 22~2~ ++≤≤++  of time by 
bolts (or petals of rotating impeller), where t~  is a certain initial 
moment, determined by the point of placement of this waveguide 
and the phase of rotation of the impeller, where 

                           cLT // =ΩΘ= .                               (11) 

The relation (11) is analog of synchronism condition (10). A 
bundle of tubes (waveguides) is located between the radii R and 
R . Any wave train that gets into the waveguide of length L  in 
time cLT /=  has time to fully rotate to exit this waveguide. The 
maximum rigidity of structural elements and the maximum rotor 
speed are determined by modern state of technology level. We 
note that the gas velocity 01 VV χ=  inside the waveguide tubes 

must ensure that the Mach number is small, i.e.  1/1 <<cV . By 

decreasing the value 1)(/ 22
0 <−= RRS πχ  we simultaneously 

reduce the Mach number inside the waveguides and the relative 
power loss 4Q . The rotor of the impeller is driven by an electric 
motor with a stabilized rotational frequency Ω . The frequency of 
incident waves in the flow is bounded from above only by the 
condition of one dimensionality of sound propagation in the rigid 

tube, i.e. its characteristic transverse scale d , i.e. dc πω 2/max << . 
Minimum cross-sectional dimension d  of the tubes is limited 
below by the condition of a fairly low energy expenses to push 
gas trough the waveguides. The maximum cross-sectional 
dimension of the tubes is bounded above by the condition 

cLVd // <<  . That the switching time of one tube is small 
compared with the propagation time of sound along the tube. 
Minimal length ΩΘ= /cL of the tubes-waveguides is limited 
from below by the maximum achievable frequency Ω  of the 
rotation of impeller. The minimum gap δ  between the impeller 
(wave bolts, petals) and the ends of the tubes is limited from 
below by the manufacturing accuracy and stiffness.     

Conclusions 

Silencer considered can provide a low level of sound at the output, 
less engine power loss, a wider bands of sound suppression at 
smaller wave dimensions or, in other words, joint fulfillment of 
conditions (6), (7). The loss of power to push gas through acoustic 
waveguides can be reduced by shortening L  and by increasing 
the rotational speed Ω  of the impeller (until too much power is 
required to rotate it). The input and output of device can be 
interchanged, it acts symmetrically: it does not pass through itself 
the perturbation propagating in gas at the speed of sound. 
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 With the abundance of Internet and electronic devices bullying has moved its place from 
schools and backyards into cyberspace; to be now known as Cyberbullying. Cyberbullying 
is affecting a lot of children around the world, especially Arab countries. Thus, concerns 
from cyberbullying are rising. A lot of research is ongoing with the purpose of diminishing 
cyberbullying. The current research efforts are focused around detection and mitigation of 
cyberbullying. Previously, researches dealt with the psychological effects of cyberbullying 
on the victim and the predator. A lot of research work proposed solutions for detecting 
cyberbullying in English language and a few more languages, but none till now covered 
cyberbullying in Arabic language. Several techniques contribute in cyberbullying detection, 
mainly Machine Learning (ML) and Natural Language Processing (NLP). This journal ex-
tends on a previous paper to elaborate on a solution for detecting and stopping cyberbul-
lying. It first presents a thorough survey for the previous work done in cyberbullying detec-
tion. Then a solution that focuses on detecting cyberbullying in Arabic content is displayed 
and assessed. 
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1. Introduction 

As stated in the Abstract, this work is an extension to the au-
thor’s previous work [1] which was published in the EMS2016 
conference.  

Children and teens were exposed to physical bullying before 
the abundance of internet, computers and handheld devices. Now-
adays, bullying is performed using cyber technology. Around 50% 
of the youth of America are suffering from cyberbullying [2]. As 
for the Arab world: 20.9% of middle-school adolescents report 
bullying in UAE, 31.9% in Morocco, 33.6% in Lebanon, 39.1% 
in Oman and 44.2% in Jordan [3].  

Awareness of cyberbullying is rising in the Arab world. Arab 
News [4] declares that they heard of numerous cyberbullying in-
cidents in Saudi Arabia. One of the rare reports [5] on cyberbul-
lying states that 60% of Gulf Countries’ youth openly admit the 
presence of cyberbullying amongst their peers. This study also 
states that only quarter the predators online do bully their victims 
offline. Which means that internet have encouraged three quarters 
of the predators to bully others, while they wouldn’t have consid-
ered bullying face to face. 

Most of the previous research dealing with cyberbullying fo-
cused on the effects of cyberbullying. It was concerned with help-

ing the victims after cyberbullying attacks, mainly from the psy-
chological aspect. Less work was directed towards implementing 
technical methods to detect and stop an ongoing cyberbullying at-
tack, or even to prevent cyberbullying attacks while or before they 
happen [6] 

After the Introduction, this paper furnishes a background that 
covers the technologies underlying cyberbullying detection in 
Section 2. Then in section 3 presents a survey of all existing liter-
ature in both cyberbullying detection and multilingual techniques. 
It concludes at the end of section 3 that there is no work done on 
detecting cyberbullying attacks in Arabic language. Therefore, in 
section 4 a system for cyberbullying detection in Arabic content 
is proposed. This system is designed for preventing cyberbullying 
attacks, by detecting and stopping them. It uses Natural Language 
Processing (NLP) to identify and process Arabic words. Then Ma-
chine Learning (ML) techniques are used to classify bullying con-
tent. In section 5 the results obtained from the system are dis-
played and analyzed. Conclusions and future works are finally 
stated in section 6. 

2. Background 

2.1. Cyberbullying 

Cyberbullying is defined as the use of Internet, cell phones, 
video game systems, or other technologies to send or post text or 
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images intended to hurt or embarrass another person or group of 
people [7]. Some examples of cyberbullying include sending 
mean or threatening messages, tricking someone into revealing 
personal or embarrassing information and sending it to others, 
sending or forwarding private messages to others, sharing explicit 
pictures with others without consent, starting rumors via text mes-
sage or online or creating fake online profiles on websites such as 
Facebook, Myspace, Twitter, etc. to make fun of people [7]. There 
are several categories of cyberbullying as stated by [8] and [9] : 

• Flaming: starting a form of online fight. 

• Masquerade: where there is a bully pretending to be 
someone else, in order to perform malicious intents.  

• Denigration: sending or posting gossip to ruin someone’s 
reputation. 

• Impersonation: Pretending to be someone else and sending 
or posting material to get that person in trouble or danger 
or to damage that person’s reputation or friendships. 

• Harassment: Repeatedly sending profane and cruel 
messages. 

• Outing: Publishing someone’s embarrassing information, 
images or secrets. 

• Trickery: Talking someone into revealing secrets or 
embarrassing information for the sake of sharing it online. 

• Exclusion: Intentionally and cruelly excluding someone 
from an online group. 

• Cyberstalking: Repeated, intense harassment and 
denigration that includes threats or creates significant fear. 

Bullying and cyberbullying leave mental and physical effects 
on both the bully (predator) and the victim. Cyberbullying is more 
severe than physical bullying due to the fact that it is wider, public, 
and the victim has nowhere to escape. Victims of cyberbullying 
reported emotional, concentration, and behavioral issues, as well 
as trouble getting along with their peers. These victims were more 
likely to report frequent headaches, recurrent stomach pain, and 
difficulty sleeping. One out of four students revealed that they felt 
unsafe at school. They were also more likely to be hyperactive, 
have conduct problems, abuse alcohol, and smoke cigarettes [10]. 

As stated previously, cyberbullying detection systems mainly 
use Machine Learning and Natural Language Processing tech-
niques in the course of detection. Thus before dwelling in the pre-
vious literature in the area of cyberbullying detection, a thorough 
background for ML, NLP and other techniques collaborating in the 
process of cyberbullying detection is displayed. 

2.2. Machine Learning  

Machine Learning (ML) is defined as the ability of a computer 
to teach itself how to take a decision using available data and ex-
periences [11]. Available Data is known as Training Data. Deci-
sions to be taken in ML might be a classification or prediction for 
new objects or data. The computer classifies a new piece of data 

by depending on learning algorithms. When the training data is la-
beled, i.e. classified by human experts, the algorithms depending 
on these labeled data are called Supervised Learning algorithms 
[12].  

In cyberbullying detection, there could be a corpus of data 
manually labeled (or classified) by people as either containing 
harm or not, as described in Section 3. When the training data is 
unlabeled, the algorithms depending on these non-labeled data are 
called Unsupervised Learning algorithms [12]. They teach them-
selves how to classify the data based on similarities and differences 
between data. When both supervised and unsupervised learnings 
are combined together by using labeled and unlabeled data, to get 
the most out of both ways, the algorithm is known as Semi-super-
vised Learning algorithm [12]. 

When ML is used to classify a certain object as belonging or 
not belonging to a certain category, the machine learner is called 
Binary Classifier [13]; for example in spam email filtering, ML 
algorithms are used to take decisions against incoming emails and 
label them as either spam or not spam. A second type is when the 
task given to the classifier, is to match a certain object against sev-
eral classes or categories, then it is called Multi-Class Classifier. A 
third type might be predicting a value for an object and is called 
Regression, i.e. predicting a priority level for an incoming email. 

There are several ML algorithms available, from which the 
most frequently used in relevance to the scope of research of this 
paper will be mentioned. 

• Naive Bayes: A probabilistic supervised learning method 
[14] that mainly calculates the probability of an item 
belonging to a certain class, depending on metrics obtained 
from training data. Naïve Bayes algorithm was used in 
some cyberbullying detection research, such as in [15] and 
[14]. It was used for sexual predation detection. 

• Nearest Neighbor Estimators: A simple estimator [16] that 
uses distance between data instances, in order to map a 
certain instance to its closest distance neighbor, thus 
estimating the class of this instance, this algorithm was 
used in [17] and [18]. 

• Support Vector Machine (SVM): Also a supervised 
algorithm. SVM is a binary classifier that assumes a clear 
distinction between data samples. It tries to find an optimal 
hyper plane that maximizes the margin between the classes 
[12]. SVM was used in many cyberbullying detection 
systems [19] , [20]. 

• Decision Tree: Decision tree learners use a set of labeled 
data, thus they are supervised learners. Decision trees 
classify data using a command and conquer approach. The 
Trees compose of leaves and arcs. Each leaf of the tree 
represents a classification class and each arc represents a 
feature inspected from training data [21]. The C4.5 
algorithm is an implementation of decision trees. It was 
employed in cyberbullying detection by [22] and [17]. 

ML algorithms are widely incorporated in cyberbullying 
detection systems as seen in Section III, due to the huge amount of 
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data incorporated in social networking platforms, which makes it 
hard to be processed by human power, thus comes the need for a 
machine learner. 

2.3. Natural Language Processing  

Natural Language Processing (NLP) is the collection of tech-
niques employed to make computers capable of understanding the 
natural unprocessed language spoken between humans by extract-
ing grammatical structure and meaning from input [23]. 

NLP is a common branch of all of Linguistics, Artificial Intel-
ligence and Computer Science [24]. NLP research started with 
Machine Translation in the late 1940s [25]. Then it spread to other 
areas of application, such as information retrieval, text summari-
zation, question answering, information extraction, topic model-
ing, opinion mining [26], optical character recognition, finding 
words boundary, word sense disambiguation, and speech recogni-
tion [24]. 

According to Chandhana [27], NLP can be divided into three 
areas; Acoustic – Phonetic: where acoustic knowledge studies 
rhythm and intonation of language; i.e. how to form phonemes, 
the smallest unit of sounds. Phonemes and phones are aggregated 
into word sounds. Phonetic knowledge relates sounds to the words 
we recognize. Morphological – Syntactic: Morphology is lexical 
knowledge which studies sub words (morphemes) that would 
form a word. Syntactic knowledge studies the structural roles of 
words or collection of words to form correct sentences. Semantic 
- Pragmatic: Semantic knowledge deals with the meaning of 
words and sentences, while pragmatic knowledge deals with de-
riving sentence meanings from the outside world or outside the 
content of the document [28]. 

2.4. Sentiment Analysis 

Sentiment analysis is a textual analysis technique. Sentiment 
analysis is used to define the polarity, subjectivity or features of a 
certain text. By polarity we mean defining whether a certain con-
tent is positive, negative or neutral [29]. Both Machine Learning 
and Natural Language Processing techniques are incorporated in 
Sentiment Analysis. 

Sentiment analysis is currently used in detecting the opinions 
of social media users. Opinions are studied in several areas such 
as marketing and politics 

2.5. Common Sense Reasoning/Sentic Computing 

Common sense is the knowledge (usually acquired in early 
stages of life) concerning social, political, economic and environ-
mental aspects of the society we live in. Common sense usually 
varies among different cultures and is built from layers of learning 
experiments we acquire throughout life [30]. 

Computers do not have common sense reasoning by nature, 
but there is a research field, known by Sentic Computing [31], that 
aims towards transforming computers into machines that could 
feel. This field of research is a multidisciplinary approach to opin-
ion mining and sentiment analysis, which uses common sense rea-
soning and web semantics in order to inspect the emotions, not 
just the opinions from certain text. The term ‘Sentic’ derives from 
the Latin ‘Sentire’, the root of words like sentiment and sensations. 

2.6. Performance Measures 

Some evaluation metrics were adapted in Information Re-
trieval (IR) and then extended to other fields of computer science 
such as ML. These evaluation metrics are used as measures for 
the performance of IR and ML systems. The most widely used 
metrics are Recall, Precision, Area under the ROC and F-Measure. 

• Recall is the proportion of returned documents (or values) 
which are relevant (or correct) 𝑅𝑅𝑅𝑅 ∩ 𝑅𝑅𝑅𝑅 [32] out of all relevant 
documents returned and not returned [33]. The metric is also 
known as Sensitivity of a system.  

 R=(Rl∩Rt)/Rl (1) 

• Precision is the proportion of returned documents (or values) 
which are relevant (or correct) Rl∩Rt [32]. The metric is also 
known as Accuracy of a system. 

 𝑃𝑃 = (𝑅𝑅𝑅𝑅 ∩ 𝑅𝑅𝑅𝑅)/Rt (2) 

• F-Measure, proposed by van Rijsbergen in 1979, is a weighted 
harmonic mean of precision and recall. It is a combination 
between Recall and Precision metrics, which was introduced 
to overcome the negative correlation between Precision and 
Recall [34]. 

 Fβ=�1+β2�PR/(β2P+R) (3) 

• F1 is a special case of F- measure with β =1. β Is a parameter 
to control the balance between Recall and Precision where 
0≤ β ≤∞. When β is set to 0, it implies giving no importance 
to recall, when β tends to ∞ then no importance is given to 
precision, and when β = 1 then Recall and Precision will be 
given equal importance [35]. 

 F1= 2PR/(P+R) (4) 

P: Precision 
R: Recall  
Rt: Returned documents 
Rl: Relevant documents 

• ROC (Receiver Operating Characteristics) graph [36] –or 
area- is an analysis technique which had been used originally 
in medical diagnosis, to be later adopted in Machine Learning 
evaluation. ROC depicts the tradeoff between True Positive 
and False Negative rates. ROC areas are categorized roughly 
according to the values: 

0.9-1 = excellent (A) 
0.8-0.9 = good (B) 
0.7-0.8 = fair (C) 
0.6-0.7 = poor (D) 
0.5-0.6 = fail (F) 

3. Previous Work 

As stated previously, the research efforts in cyberbullying cov-
ered several areas, including the detection of online bullying when 
it occurs; reporting it to law enforcement agencies, Internet service 
providers and others for the purpose of prevention and awareness; 
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and identifying predators with their victims. No effort was directed 
towards detecting cyberbullying in Arabic language. This section 
focuses on the previous work done in the areas of cyberbullying 
detection, ML, feature extraction and cross language transliteration 
and translation since those are the main techniques used in the im-
plementation of cyberbullying detection systems. 

3.1 Cyberbullying Detection 

Most of the research done in detecting cyberbullying consti-
tuted of either a filtration software or ML techniques. A filtration 
software has to be employed by social networking platforms, in 
order to automatically delete or shade profane words [37] [38] 
[39]; but the filtration method is first limited by its inability for 
detecting subtle language harassment and second it has to be man-
ually installed [40].  

Most work other than filtration methods employs ML tech-
niques, where old corpora of comments or conversations is 
crawled, whether from Facebook, Twitter, Formspring (a plat-
form similar to Facebook, popular between teens) or even real 
conversations of sexual attackers [41]. These corpora are used to 
feed ML algorithms responsible for detecting cyberbullying at-
tacks by building a classification rule from the training set. The 
obtained classification rule classifies the testing set comments. 
Such work was done in [22] where the authors crawled data from 
Formspring and used the Amazons Mechanical Turk [42] for la-
belling comments. Then they used the learning methods from the 
Waikato Environment for Knowledge Analysis (WEKA) toolkit 
[43] to teach and test the model for classifying comments. 

The problem of detecting subtle language cyberbullying at-
tacks was tackled by Dinakar et al [6]. They depended on com-
monsense reasoning in the detection of cyberbullying content. As 
an example of the commonsense they used: they considered com-
ments of wearing makeup when subjected on Males might indi-
cate the presence of harassment. They built their datasets from 
both YouTube and Formspring for both training and testing. They 
used NB, JRip, J48 and SVM for text classifications. For feature 
sets they used general features, such as a list of unigrams or pro-
fane words, tf-idf weighting scheme, Ortony Lexicon for negative 
affect, Part-of-speech tags for commonly occurring bigrams, and 
Label Specific Features including frequently used forms of verbal 
abuse.  

The weighting scheme tf-idf is the product of term frequency 
and the inverse document frequency in the dataset. It involves 
multiplying term frequency (tf), that represents the number of 
times a term occurs in a document, by inverse document fre-
quency (idf), which varies inversely with the number of docu-
ments to which a word is assigned [44]. 

Nahar, Li and Pang [40] employed the tf-idf weighting scheme 
for building features. In addition they built a network composing 
of bullies and their victims. The network was used to rank the 
most active predator and its target. In [45] Dinakar et al. stated 
that detecting profane language cyberbullying is easier than de-
tecting sarcasm and subtle language attacks. Chayan and Shylaja 
of [46] enhanced the performance of the cyberbullying detection 
model by 4%, through looking for comments directed towards 
peers by using Supervised ML and Logical Regression models. 

However they didn’t detect sarcasm comments. Dadvar et al. [47] 
state that incorporating user context such as the user’s history as 
a feature for training the cyberbullying detection model increases 
accuracy of classification; however they didn’t include sarcasm 
detection in their system.  

SVM was also used by Yin et al. [48] for classifying posts as 
containing harassment or not. They used documents from CAW 2 
dataset, which included posts from Kongregate, Slashdot and 
Myspace. For feature selection they incorporated several features;  

• Local features, they used tf-idf.  
• Sentiment features, such as 1- grams, 2- grams and 3- grams, 

and they also captured second pronouns.  
• Contextual features in which they studied both the similarity 

of a post to other neighboring posts and the cluster of posts 
neighboring around a certain harassment post.  

Capturing sentiment features only didn’t perform well so they 
compared the performance of their system by mixing features. Tf-
idf performed better than n-grams and foul words, however, com-
bining tf-idf with contextual and sentiment features achieved an 
additional enhancement in results in Precision, Recall and F1-
measure. A similar work was done by Dadvar et al. [47], who built 
their feature space from Content-based, User based and Context 
based features. They also proved that incorporating contextual 
features such as gender information from the user’s profile en-
hances cyberbullying detection. 

Other research efforts were focused around social network 
profiles, such as [17]. They presented a methodology to detect and 
associate fake profiles on Twitter social networks to real users. 
This system had been capable of linking the owners of a fake ac-
count on Twitter to a real account for one or more students in a 
school class; this was a case of a real cyberbullying incident. The 
system was devised by collecting features from tweets then ana-
lyzing the features using various supervised ML techniques in-
cluded in WEKA. Afterwards the performance among these tech-
niques was compared on True Positive Ratio (TPR), False Posi-
tive Ratio (FPR) and Area Under ROC Curve (AUC). Bayzick, 
Kontostathis and Edwards [49] proposed the BULLYTRACER 
software which detects cyberbullying in chat rooms 58.63% of the 
time.  

Chen et al. [50] proposed a new model for detection which 
they named as the Lexical Syntactic Feature-based (LSF) model; 
it achieved a precision of 98.24% and recall of 94.34%. Their 
model calculated both a post and a user’s offensiveness depending 
on the ratio of offense appearing in a user’s posts. This model de-
tects “strong profanity” in online posts by using lexical analysis 
methods such as Bag of Words; and subtle language harassment 
to which the authors referred as “weak profanity”. Then the model 
uses semantic analysis and NLP techniques to analyze the context 
of sentences by studying the grammatical relations among words. 
This research was an extension to the work presented in [51] for 
cyberbullying posts filtration.  

Most of the research in cyberbullying did not give importance 
for the distinction between cyberbullying and cyberagression, but 
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for Hosseinmardi et al. [52]. They proposed a definition for cyber-
bullying which is the repetition of harmful actions using elec-
tronic devices over a certain period of time. They stated that most 
of the work previously done in detecting cyberbullying was actu-
ally focusing on detecting cyberagression. They define 
cyberagression as a single instance of harmful action that if re-
peated over time would be considered as cyberbullying. They also 
demonstrated that a Linear SVM classifier can significantly im-
prove the accuracy of identifying cyberbullying to 87%. In addi-
tion they incorporated using features other than text such as im-
ages for better detection of cyberbullying.  

Another study on cyber aggression was done by Nakano et al 
[53]. They analyzed anonymous and non-anonymous questions 
and answers from ask.fm. Their study shows that anonymous 
questions tend to be more aggressive than non-anonymous ones. 
They also showed that replies to anonymous questions tend to be 
less aggressive than replies to questions from known profiles. 

Potha and Maragoudakis [54] stressed on a window of time in 
order to study the textual patterns of previous conversations in or-
der of predicting the upcoming actions of a predator. They incor-
porated time series modelling in their research in addition to SVM 
for features selection. SVD (Singular Value Decomposition) [55] 
was used for feature reduction and DTW (Dynamic Time Warp-
ing) [56] for matching time series collections. 

Fuzzy Logic and Genetic algorithms were also used in cyber-
bullying detection [57], where a new system was proposed using 
those two methods. This system’s performance was compared 
across precision, recall and F1 measures. The system achieved 
better in Accuracy, F1-measure and Recall than previous fuzzy 
classification methods with 0.87, 0.91 and 0.98 respectively. 

3.2 Arabic Language 

Work related to Arabic language is scarce due to the complex 
morphological nature of Arabic. Arabic language is used by 
around 300 million Arabs around the world, mainly Muslims. It 
is a script language which is read and written from right to left and 
it constitutes of an alphabet of 28 letters. Vowels in Arabic are 
represented by special punctuation marks called Diacritics [58]. 
There are three variations for Arabic languages going on together. 
The Classical Arabic which is the language of the Islamic manu-
scripts -such as the Quran and prayers- and Arab people until Mid-
20th century. The Modern Standard Arabic (MSA) which is the 
formal language used nowadays in schools and news, and it is 
known by all Arabs. Finally comes the dialects, which are accents 
for the Arabic language, usually used informally between people. 
There are around 10 dialects, one for every country - or group of 
countries [59], [60]. Arabic dialects imply a difference in mean-
ings of words between different countries. We might find some 
words that are considered profane in one country, while good or 
ordinary in others, for example the word “Yetqalash” in Yemen is 
a compliment while in Morocco it is an offensive word [61]. 

Arabic language is a challenging and complex language due 
to its nature, where Arabic words do not include capitalization 
[60]. The morphologic nature of Arabic inflicts a lot of ambiguity, 
and the Arabic corpus is very scarce. Arabic language is ranked 
the 7th around the world, and its use over internet is growing 

vastly [59], thus arose the research interest in Arabic language 
fields. 

An extensive search was performed on available articles and 
publications and no previous work for cyberbullying detection in 
Arabic language texts and comments was found. But some papers 
in the fields of ML and NLP were found. The previous work done 
in Arabic deals with text preprocessing or text classification. 

Ghaleb Ali and Omar [62], proposed a key phrase extraction 
method that combines several key phrase extraction methods with 
ML algorithms. The output from the key phrase extraction meth-
ods is used as features to the ML algorithms. The ML algorithm 
in turn classifies the feature as either a key phrase or not. They 
compared their results by using three ML algorithms: Linear Lo-
gistic Regression [63], SVM and Linear Discriminant Analysis 
[64]. They have proved that SVM gives the best results in key 
phrases extraction among the three algorithms. 

Some work had been done in Arabic named entity extraction, 
such as Named Entity Recognition for Arabic (NERA) [65] to 
identify proper names in Arabic documents. NERA used a white-
list of named entities and corpora compiled from various sources; 
its performance was measured across recall, precision and F1. The 
results were satisfactory; 86.3% 89.2% 87.7% respectively for 
person named entities. 

Filtering for spam emails written in Arabic and English was 
done by El-Halees [66] on pure English, pure Arabic and mixed 
collections of emails. Several ML techniques were used, includ-
ing SVM, NB, k-Nearest Neighbor (k-NN) [67] and Neural Net-
works. The performance of the system was measured across all 
three variations and SVM was proved to be best in pure English 
environment. The system performed less on pure Arabic emails, 
due to the inflictive nature of Arabic Language. The authors also 
proved that stemming Arabic words enhances the performance of 
the classifiers, where NB performed best with 96.78% Recall and 
92.42% F1-measure. 

Other than emails there are also attempts for detecting spam 
in social networks, such as Twitter. Such work was done by El-
Mawass and Alaboodi in [68]. They elaborated a system to detect 
spam in Arabic tweets. Their system achieved significant accu-
racy, precision and recall measures. 

Sentiment analysis is one of the text classification categories. 
Sentiment analysis classifies a certain text as positive, negative or 
neutral [69]. Sentiment analysis was done by Hamouda [70] on 
Facebook comments written in Arabic. They built a corpora from 
6000 comments sampled from Facebook, preprocessed this cor-
pora, and then applied classifications to determine the sentiment 
behind the comment. Three classifiers were used: SVM, NB and 
Decision trees. The best performance was achieved by SVM with 
73.4% accuracy. Another attempt for sentiment analysis was done 
in [71] for Arabic Tweets, their special contribution was in han-
dling Arabizi and dialects. They incorporated NB, SVM and k-
NN for classification and the best accuracy was approached by 
NB.  

In [72], Duwairi detected sentiments from dialectical Arabic 
texts. Two methods were applied for detection. First, by translat-
ing dialectical words into MSA, then detecting according to MSA 
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lexicon. Second method was by detecting dialectical lexicon. NB 
and SVM classifiers were used to detect both negative and posi-
tive polarities. The results obtained showed improvement in Pre-
cision, Recall and F-measure upon translating into MSA. 

Sentiment analysis was applied on Arabizi also by Duwairi et 
al [69]. In their system they first converted Arabizi text into Ara-
bic by using their own rule based method. They labeled their data 
using their crowdsourcing tool [71] and then applied SVM and 
NB for classification. A comparison between SVM and NB 
showed that SVM outperformed NB. However better results were 
achieved when they first eliminated neutral entries from the da-
taset. 

Arabic tweets in Saudi Arabia were analyzed by Alhumoud, 
Albuhairi and Altuwaijri [73]. They analyzed the tweets using a 
hybrid approach. Their hybrid approach composed of building a 
classifier and training it using a one-word dictionary. They com-
pared the results obtained from both their hybrid approach and the 
supervised learning approach. Two classifiers were used from 
WEKA, NB and SVM. Their results showed the outperformance 
of the hybrid approach. 

A significant research effort was done on stemming for Arabic 
language. Stemming is a text preprocessing technique. In stem-
ming words are truncated to obtain their roots [74]. Several stem-
mers for Arabic are available, including rule-based stemmers such 
as Khoja’s [75] and light stemmers. Light stemmers blindly re-
move letters from words –affixes and suffices – without prior 
knowledge of roots [76]. Stemmers are either monolingual or mul-
tilingual. Gadri and Moussaoui [77] elaborated a multilingual 
stemmer. Their stemmer is Language independent and it used the 
n-gram technique. This stemmer segments words into bigrams, 
then statistical measures are used to reach the best root. This stem-
mer was tested against English, French and Arabic. The best suc-
cess rate (94%) was achieved in small Arabic Datasets. In large 
datasets, the best results were for English (86, 50%) and the worst 
for Arabic (67, 66%). 

4. Proposed System 

As stated previously, one of the purposes of this journal is pre-
senting a solution for the problem of cyberbullying in both Eng-
lish and Arabic languages. As seen in the previous section, there 
is some work done for detection in English, but none in Arabic 
Language. Proving the hypothesis that Arabic cyberbullying can 
be detected was a challenge. Thus in the first stage of the system 
the focus was on detecting cyberbullying in Arabic language. 

Since the proposed system employs ML, a dataset had to be 
prepared to be used for training and testing the system. Two 
toolkits were tested for ML, Dataiku DSS and WEKA. The deci-
sion was to use WEKA toolkit because it supports Arabic lan-
guage. 

4.1 Data Preparation 

In order to train and test the system, a huge amount of data had 
to be obtained. Thus, the choice was to scrap data from both Fa-
cebook and Twitter. This choice was inflicted by the fact that 
those two social media portals are the most widely used by the  

 

Arab nation, especially Arab youth. 

For the data acquirement phase two custom tools were built. 
Those tools were implemented to scrap data from social networks, 
one for Facebook and the latter for Twitter. Twitter Scrapper was 
written using PHP while Facebook scrapper incorporated python. 
Both scrappers connected to a mongo dB server, where all down-
loaded tweets and messages were stored. 

In the process of getting the data from Twitter, the Twitter 
Scrapper searches for Tweets according to a given location and 
perimeter. A huge database was accumulated using this tool. In 
order to get the tweets from the Arab countries we focused on the 
center of the Middle East Region as a location, and selected an 
area of 10,000 kilometers radius in each run. Thus the tweets were 
collected from Lebanon, Syria, Gulf Area and Egypt mainly. The 
size of the tweets database summed up to 4.93 GB. 

Collecting Facebook data was harder, due to the restrictions 
imposed by Facebook security and privacy measures. In Facebook 
the data source had to be specified beforehand. It is specified by 
page IDs. The aim was for pages of public figures and news 
agency, since those pages include more discussions and interac-
tions between Facebook users. The tool had to be run many times 
to get data. Each run required that the Facebook Page ID is speci-
fied to collect the data from it. Many requests were blocked due to 
privacy measures on the targeted pages. The Facebook database 
reached 0.98GB of size, thus the decision was to keep Facebook 
data for validating the system in a later stage and use the tweets dB 
for training and testing the system at the current stage. 

4.2 Data Labelling and Preprocessing 

Before the system training phase, the obtained data had to be 
cleaned and preprocessed. WEKA was used for this purpose as 
mentioned above. For the system in hand, version 3.9.1 of WEKA 
was used since it contains specific packages that will be men-
tioned later.  

The only features included in the first stage were text (the con-
tent of the tweet) and language. Several languages were observed 
in the database, mostly Arabic, English and Turkish. All the 
tweets of languages other than English and Arabic were discarded. 
The remaining tweets were separated into two datasets, one hav-
ing only tweets in Arabic language and the latter English. The da-
taset with only Arabic language was denoted by ArabicTweets. 
This Dataset contained 35273 unique tweets after removing all 
duplicates. While the English Dataset contained 91431 tweets.  

Due to the sensitivity of Arabic language and to ensure the 
correct labelling of sarcastic cyberbullying content, Arabic tweets 
were labelled manually by adding an extra attribute to the dataset, 
which is the “bullying”. This attribute was assigned to be the class 
attribute, where labelling will take place and it will be used by 
WEKA to evaluate the performance of the system. The values of 
bullying instances are either “yes” or “no”. “Yes” is when the 
tweet contains cyberbullying and “no” otherwise. The server used 
to preprocess the datasets was a 3.5 GHz CPU and 32GB RAM’s 
windows 10 virtual machine.  
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4.3 System Training and Testing 

Training and classification procedures were done several 
times for the purpose of reaching the best results. Two models 
were chosen in the first stage, Naïve Bayes and SVM. Those two 
models were chosen based on analysis of the previous work done 
in the field of ML. Researchers reached a conclusion that those 
are the best two algorithms for text classifications – as mention in 
section 2 [54, 57, 59, and 61]. In the first model the system was 
trained using Naïve Bayes and promising results were achieved. 
The precision was 90.8514 % for the overall system. However this 
precision is somehow tricky. The dataset contained only 2196 bul-
lying content out of the total 35273. Thus even if in the worst case 
the system classifies all the tweets as not bullying then it will be 
still achieving a high precision. Hence the analysis of the perfor-
mance was shifted towards the actual cyberbullying content 
which was detected (or in other words classified as “yes”). The 
system in the first run was capable of detecting 801 out of 2196 
actual bullying instances (or tweets) which is a good result and it 
proves the aim of the paper: Cyberbullying in Arabic is detectable! 

In training the second model; the AffectiveTweets package 
was used [78] and specifically the TweetToSentiStrengthFea-
tureVector filter. This filter depends on the SentiStrength mecha-
nism developed by Thelwall et al [79]. SentiStrength originally 
works with English, but it is capable of supporting other lan-
guages. SentiStrength works on weights of tweets: positive 
weights (2 to 5) are given to words denoting positive feelings and 
negative weights for negative feelings (-2 to -5). 1 and -1 are con-
sidered neutral. Then a list of Arabic profane words was collected 
and weighted manually. The weight given for profane words was 
(-5) which is the extreme negativity in SentiStrength. Afterwards 
the English lexicon files used by SentiStrength were replaced with 
custom built Arabic files including the weighted profane words. 

In the process of customizing the SentiStrength files, the 
phrases added contained the profanity from several Arabic coun-
tries. This gave a chance for handling dialectical difference be-
tween Arabic countries implicitly. With more effort in including 
more dialectical varieties of phrases all the dialects in Arabic 
countries would be covered. 

The dataset prepared had to be preprocessed before building 
the training model. Preprocessing was performed using WEKA. 
The set of techniques used for preprocessing included applying 
the TweetToSentiStrengthFeatureVector filter, converting strings 
to word vectors and normalizing. After that the system was trained 
using SVM. Training and testing the model is a time-consuming 
process (it took around 8 hours). As a preliminary stage, the sys-
tem achieved results somehow close to the results achieved by 
Naïve Bayes in the first model. The model was capable of detect-
ing 710 bullying instances. Those results are promising and they 
show that SentiStrength can be customized to be used in cyber-
bullying detection. The results achieved by the system are sum-
marized in the next section. 

5. Results Obtained 

Table 1 shows the division of the classified instances. How 
many instances were classified correctly and how many wrong in 
each model and class. As seen, in Naïve Bayes model 31245 non-
bullying instances were classified correctly. There are also 1832 

non-bullying instances classified as containing bullying. As for 
the bullying instances, it is seen that 801 were classified correctly 
while 1395 were classified as not containing bullying. 

Table 1: Classification Results 

 Correctly Classified Miss Classified 

Class no yes no yes 

Naïve Bayes 31245 801 1832 1395 

SVM 32479 710 1923 161 

Table 2: Summary OF Rates 

 Class Precision 
% 

Recall 
% 

TP 
% 

FP 
% 

F-Measure 
% 

Naïve 
Bayes 

no 94.5 95.7 95.7 69.6 95.1 

yes 36.5 30.4 30.4 4.3 33.2 

Overall 90.1 90.9 90.9 64.7 90.5 

SVM no 94.4 99.5 99.5 73 96.9 

yes 81.5 27 27 0.5 40.5 

Overall 93.4 94.1 94.1 67.6 92.7 

 

Table 2 displays the results obtained by WEKA after training 
and testing the model. Precision, Recall, True Positive Rate, False 
Positive Rate and F-Measure are displayed for both models, Naïve 
Bayes and SVM. In each model the measures mentioned are dis-
played for the two classes of the “bullying” attribute which are 
“yes” and “no”. In the third row of every model there is the 
weighted measure from both classes. 

There is a difference between the “yes” precisions of the two 
models noted in Table 2. SVM achieved a much higher precision 
for the “yes” class -0.815 for SVM and 0.365 for NB. This differ-
ence is due to the lower number of wrong classified instances by 
SVM as seen in Table 2.  

 
Figure 1: Difference in performance between NB and SVM 

Figure 1 displays graphically the difference in performance 
between NB and SVM for the weighted class, or the overall per-
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formance. As seen the precision achieved by SVM was much bet-
ter than NB, while the other measures were somehow close, such 
as ROC, TP, FP, etc. 

 
Figure 2: Comparison between the measures achieved by SVM model 

 
Figure 3: Results of NB Model 

Figure 2 compares graphically between the measures achieved 
in both classes by SVM model, while Figure 3 displays the results 
of NB. As shown previously Table 1 and Table 2, the low number 
of False Positives, high precision and recall are significant. 

The results obtained by this system are not perfect if compared 
with previous work done in English cyberbullying detection sys-
tems. But the aim of the paper was to prove that Arabic cyberbul-
lying is detectable. Thus, the results displayed in the Tables and 
Figures above cannot be compared with previous work done for 
Arabic Language due to the negligibility of such work. Table 2 
shows a recall of 30.4 for the “yes” class instances in the NB 
model, which means at least one third of the bullying in Arabic is 
detectable by the system. 

The overall measures for both models give reasonable results. 
Although the focus was on the analysis of the “yes” class since it 
contains the bullying instances which are less than the “no” count. 
But the high precisions approached by the system denote that the 
model is not classifying a high number of non-bullying instances 
as bullying ones. Which is also an important point to consider. 

 

 

6. Conclusion 

The work done in this paper proves that detecting Arabic 
cyberbullying is possible. However, some effort is yet needed to 
enhance the performance of the system presented. Therefore, 
some future plans still need to be completed in later stages. 

The first step is to enhance the performance measures 
achieved by the system through using hybrid training models, 
such as combinations of Distance Functions, NB and SVM. Treat-
ment of Arabizi content is also in the future plans. This is a crucial 
point, since a lot of Arabic youth use the chat language on social 
networks for communication among each other. Thus the pro-
posed system will be upgraded to handle cyberbullying when 
written in Arabizi. 

Further plans incur training the system using deep learning 
methods instead of machine learning and then comparing the dif-
ferences of the outcomes from the two schemes. 
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 Water quality assessment and prediction is a more and more important issue. Traditional 
ways either take lots of time or they can only do assessments. In this research, by applying 
machine learning algorithm to a long period time of water attributes’ data; we can generate 
a decision tree so that it can predict the future day’s water quality in an easy and efficient 
way. The idea is to combine the traditional ways and the computer algorithms together. 
Using machine learning algorithms, the assessment of water quality will be far more 
efficient, and by generating the decision tree, the prediction will be quite accurate. The 
drawback of the machine learning modeling is that the execution takes quite long time, 
especially when we employ a better accuracy but more time-consuming algorithm in 
clustering. Therefore, we applied the high performance computing (HPC) System to deal 
with this problem. Up to now, the pilot experiments have achieved very promising 
preliminary results. The visualized water quality assessment and prediction obtained from 
this project would be published in an interactive website so that the public and the 
environmental managers could use the information for their decision making. 
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1. Introduction 

This paper is an extension of work of “Applying Parallel 
Programming and High Performance Computing to Speed up Data 
Mining Processing”, originally presented in the 16th IEEE 
international Conference on Computer and Information Science, 
2017 [1]. Water quality is an important issue. Not only can the 
drinking water directly influence our body as about 70% of the 
human body is made up of water, the natural water is also an 
important part as people like to have some entertainment activities 
near lakes or rivers. Nowadays the prediction of river or lake water 
qualities is more and more important. The traditional way to assess 
water quality is analyzing the water attributes’ value. If the value 
is in a certain range, the quality of water can be classified. This is 
an easy and fast way, but it can only be used for assessment. To 
predict water quality, scientists need to use the chart to show the 
changes of an attribute in a period of time. This is a statistic way 
and can predict water quality in a relatively accurate way. The 

problem is it takes lots of time to analyze the water attributes and 
it can only predict a long period of time’s water quality. As the 
results are analyzed by people, increasing water attributes for 
analyzing will greatly increase the workload [2, 3, 4, 5, 6, 7]. 

In this research, we use machine learning algorithm on water 
quality prediction. By applying machine learning algorithms, the 
increasing water attributes and cases are no longer a big problem. 
Compared with the traditional way, using machine learning can 
deal with a great number of data in a short time. It can also slightly 
reduce the human error on the analysis phase. The idea of 
implementation is not very complex. First, we use the K-MEANS 
algorithm to classify the data. The K-MEANS algorithm is a very 
basic, easy and important clustering algorithm. In this research, we 
specify K is 5, which means we want to classify the water data into 
five clusters to represent five water qualities from good, relatively 
good, medium, relatively bad, and bad. By analyzing each cluster’s 
center; we will know which cluster represents what water quality. 
After that, we use the C5.0 algorithm to generate a decision tree 
[8]. In this research, we use five or seven water attributes for 
classification. 
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2. Significance 

As water quality is more and more important, not only 
scientists but also the general publics are interested in the future 
natural water quality. Thus, the request to predict natural water 
quality like weather forecast is getting stronger. Unlike weather 
forecast which can use satellites to get, we can’t use several 
satellites to cover a large area to collect water data. The data needs 
to be collected by observations in different places. It also takes far 
more time to analyze the data so that people can make a water 
quality prediction. The United States is a country with many rivers 
and lakes. The government has already established many water 
observations to monitor the water system of the country [9]. 
Collecting data is not so difficult. Making predictions in an 
efficient way is the key problem.  

For this research, the most significant part is it completely uses 
the data from currently operational observations. This means the 
hardware cost of prediction is greatly reduced. As long as an 
observation station can provide enough data, this method can be 
used to predict water quality. By using machine learning 
technology, we can deal with a great amount of data in a short time, 
which can make water quality analyze very quickly. Although 
these kinds of water quality analysis may not be as accurate as 
biology analysis, it is accurate enough for water quality forecast to 
the generate public [10]. Compared with the traditional way for 
water quality research, the human factors in this research is 
relatively low. This can slightly reduce the possibility of human 
error. 

3. Design and Implementation  

There are four steps in this research: data selection, data 
preprocessing, classification, and assessment and prediction. The 
first two steps are preparing a suitable data for classifying. Step 
three is to make the classifications. It will be implemented by the 
K-MEANS algorithm. Step four will generate different decision 
trees for assessment and predicting by using the C5.0 algorithm.  

Data selection is very important. This step is the root of this 
research. As this is a machine learning research, a “good” data 
definitely can greatly affect the results. The “good” here means it 
needs to have enough cases, enough attributes, and less missing 
data. Enough cases can ensure the number of training data. The 
accuracy of classifications is based on the number of training data. 
The more cases we have, the better the classifications will be.  

The data we used was from the USGS website. USGS keeps 
the daily water data from 10472 observation sites all over the 
United States. Many of the sites keep about four attributes of the 
water. After checking all the sites keeping at least seven attributes, 
we finally choose the site numbered 08070200. This site is in San 
Jacinto River in Texas and the data is still updating till now. It 
keeps 7 attributes of the water, and has few missing values. In this 
research, we choose the data between 11/22/2005 and 09/08/2012 
which has 2483 records [9].  

The second step is data preprocessing. We made the data more 
meaningful for use. It included resetting the extreme data, and 
normalizing the data. To deal with the extreme data, we put the 
entire data of one attribute on a scatter chart and find the extreme 
value. Fig. 1 is an example of original “discharge” value shown in 
a chart. The x-axis represents different cases and the y-axis is 
value. It is very clear that the maximum value of discharge is about 
8000. If we use these values directly and normalize them, the 

problem is most normalized value will be 0. This is definitely not 
good for classification as it cannot reflect the data distribution. To 
solve this problem, the idea is set all values greater than an 
“extreme value” to be equal to this “extreme value”. In Fig. 2, we 
use the same data in Fig. 1 but set all values greater than 700 to be 
equal to 700.  

Fig. 2 looks better than Fig. 1. It now can reflect the changes 
and distribution of the discharge. A problem here is how to set the 
“extreme value”. In Fig. 2, we can see that there is not too much 
difference if we set the extreme value to 600 compared with 700, 
as most value are under 200. The key point is we do not want to 
change too much value as changing data is a kind of human factor. 
Making the charts have better data distribution with the least 
changes is the role of the extreme value. In this attribute, totally 
136 values have been affected by setting the extreme value to 700, 
which is about 5% of the total 2483 values. 

 
Figure 1, the original scatter chart of the discharge in this research. All values are 

either the original values or calculated values. 

 

Figure 2, the new discharge chart which set all values greater than 700 to be 
equal to 700. 

The third step of this research is classification. We want to 
classify the data into five clusters (classifications). Each cluster 
represents a certain water quality range from very bad, bad, 
medium, good, to very good. The method for classification is to 
implement the K-MEANS algorithm. The K-MEANS algorithm 
is a very basic but important algorithm for classification. It treats 
every node in an N-dimensional space. Each dimension represents 
an attribute. In this research, we used seven attributes, so each 
record was a node in 7-dimension spaces. We first gave five initial 
centers. Then based on the distance of each node and each center, 
we assigned every node a group. After that, we recalculated the 
distance of every node inside one group to move the center. So we 
repeated the iteration of assigning groups and moving centers 
until the distance between the new center and the previous center 
was smaller than a “quit distance” or the new center moved to a 
previous center node.  

The last step of this research was assessment and prediction. 
Before we could make the assessment and prediction, the very 
first thing was to analyze which group represents what kind of 
water quality. This can be done by analyzing the center node’s 
attributes. We needed to look up some references and some 
criteria of water. This was not easy but also not hard. The results 
of classification actually were the results for water quality 
assessment. We already classified the data into five groups. We 
could make a water quality assessment by generate a decision tree.  
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The main topic was how to make prediction. Before we could 
make the decision tree, we needed the training data. The format 
of the training data we used to generate the decision tree was 
“attributes” plus “classification results”. If the training data was 
“day 1’s attributes” plus “day 1’s classification result”, it was used 
to generate a decision tree for assessment. So, we “shifted” the 
classification results by 1day. The training data would be like 
“day 1’s attributes” plus “day 2’s classification result”. This data 
can generate a decision tree for prediction. Fig. 3 shows how to 
“shift” the data. In this way, we lose one day’s case as the last day 
only has attributes. This is a basic way for prediction. It uses 
previous 1day’s attributes for prediction. An improved way is 
using more than 1 day’s attributes. We first created an additional 
attribute which made the first line look like “day 1’s attributes” 
plus “day 1’s attributes” plus “day 2’s classification result”. Then 
we shifted it to “day 1’s attributes” plus “day 2’s attributes” plus 
“day 3’s classification result”. This was using previous 2 days’ 
attributes to predict the third day’s water quality. In our research, 
we used up to previous 8 day’s attributes to predict the ninth day’s 
water quality to see if the results have any improvements. This 
does not mean the more the better. In fact, adding more day’s 
attributes is the same with adding water attributes. It can increase 
the data interference, which will increase the difficulty to generate 
the decision tree and reduce the accuracy of prediction.  

 
Figure 3, the idea of how to “shift” the classification result. 

After preparing the training data, we used See5.0 to generate 
a decision tree. See5.0 is a software tool which implements the 
C5.0 algorithm. It can deal with a great amount of data in a short 
time and generate the decision trees by the classic method, the 
winnow method, and the boost method. It generates a decision tree 
and gives the importance of every attribute. Most times all 
attributes are used. If one attribute has not been used by the C5.0 
algorithm, very often this attribute may have a linear relationship 
with some other attributes [9].  

4. Result and Analysis 

The results analysis of this research is based on the prediction 
accuracy. Among the 2483 records, the even records are used as 
training data to generate decision tree, the odd records are used as 
testing data. We tested the decision tree by testing data to get the 
prediction error rate.  

The accuracy for assessment was quite good. Using the 
winnow method, the prediction accuracy was 93.5% by using 
seven attributes and 93.6% by using five attributes. Dissolved 
oxygen, turbidity and PH were mainly used attributes for 
assessment. The usage of temperature was relatively low, which 
shows the way we normalized the temperature reasonable. Using 
boost method, the prediction accuracy was 96.1% by using 7 
attributes and 95% by using five attributes. The results of boost 
method show increasing attributes can increase the prediction 
accuracy.  

The prediction has 32 results into 2 groups. One group used 
five attributes to predict, another group used seven attributes to 
predict. In this way, we can know if increasing attributes can 
improve the prediction accuracy. Both the winnow and the boost 
methods are used for test. One group have 8 tests differed by using 
different number of day’s attributes.  

Table 1 is the result for group 1. It shows the error rate for 
prediction the next day’s water quality by using five attributes to 
classify the data into five classifications. Table 2 is the result for 
group 2. It shows the error rate for prediction the next day’s water 
quality by using seven attributes to classify the data into five 
classifications. All the results above are the test error rate assigned 
by See5.0. Based on these results, we can change the data from 
error rate to prediction accuracy as an alternative.  

Table 1, the error rate of predict the next day’s water quality by using 5 attributes 
and 5 classifications. W stand for winnow method and B stand for Boost method. 

Predict 2nd Day Predict 3rd Day Predict 4th Day Predict 5th Day 
W B W B W B W B 

19.1% 16.5% 19.4% 17.1% 19.6% 16.9% 20.7% 17.0% 
Predict 6th Day Predict 7th Day Predict 8th Day Predict 9th Day 
W B W B W B W B 

22.8% 16.1% 21.2% 17.0% 21.4% 17.0% 22.6% 16.9% 
 

Table 2, the error rate of predict the next day’s water quality by using 7 attributes 
and 5 classifications. W stand for winnow method and B stand for Boost method. 

Predict 2nd Day Predict 3rd Day Predict 4th Day Predict 5th Day 
W B W B W B W B 

19.6% 18.1% 21.2% 16.8% 20.2% 16.9% 20.3% 16.9% 
Predict 6th Day Predict 7th Day Predict 8th Day Predict 9th Day 
W B W B W B W B 

21.5% 16.6% 21.1% 16.0% 22.1% 17.7% 20.7% 16.3% 
 

 
Figure 4, Prediction accuracy of two different methods and using different 

number of attributes on predict the next day’s water quality to 5 classifications. 
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Figure. 4 shows the prediction accuracy for each method using 
different attributes. It proves the great performance of boost 
method. We can see using seven attributes has better performance. 
The winnow method seems to have no great difference. The boost 
method, however, shows the advantage of using seven attributes. 
Out of eight tests, five tests show using seven attributes can reach 
a better performance than using five attributes. Also using the 
boost method reaches the highest prediction accuracy, which is 
84% by using previous six day’s attributes to predict the next day’s 
water quality.  

This figure also shows some interesting results. As we 
mentioned before, increasing more day’s attributes may not 
improve the prediction accuracy. Actually, these eight tests are all 
used to predict the next day’s water quality. With the increase 
number of attributes, the prediction accuracy of the winnow 
method, generally speaking, is reducing. This is because data 
interference. No matter we increase the number of single day’s 
attributes or we increase the number of days we use for prediction; 
they have same effect for the winnow method. When the attributes’ 
number is greatly increased, the difficulty to generate the decision 
tree also increasing tremendously. The boost method, however, 
doesn’t take too much effect from data interference. As each 
decision tree make a slightly improvement based on the previous 
decision tree’s error, the “vote” mechanism can greatly reduce the 
data interference and has a better performance.  

5. High Performance Computing Speed up the Processing 

In this project, we were running machine learning program on 
Purdue University’s High Performance Cluster – Falcon, which 
has 8 nodes, each with 4 CPUs, and/or Miner, which has 512 
nodes, each with 4 CPUs. This high performance computing 
(HPC) system is supported by the Northwest Indiana 
Computational Grid (NWICG) program funded by the U.S. 
Department of Energy grant ($4.9 million). Taking advantage of 
the NWICG’s HPC system, it is practical for us to use complexity 
to exchange the water quality prediction accuracy. HPC 
dramatically decreases the running time of the enumeration based 
algorithm, which is time consuming but more accurate.  

Facilitated perfectly by the current existing Northwest Indiana 
Computational Grid, the project has applied the HPC system which 
dramatically decreases the running time of the enumeration based 
algorithm, so that makes this very time-consuming algorithm for 
water quality prediction becoming practical.  

Up to now, the experiments of this innovative approach 
obtained very promising results. The sixteen-processor HPC 
system achieved more accurate water quality prediction and 
reduced the execution time by more than ten times. The experiment 
results showed applying machine learning models on HPC system 
is a very encourage direction for Northwest Indiana’s water quality 
assessment and prediction.  

In light of almost 3000 cases, the optimal enumerative 
algorithm is very time-consuming (running in days) when 
executing on a single machine. In order to improve the 
performance, we applied parallel programming on the enumerative 
algorithm. The program run on multi-processors in parallelism. 
The parallel computing assigned one process as the master process 
and others as slave process. The master process read in the data, 

broadcasted the data and other information to the slave processes. 
The parallel programming split the clustering calculation into 
threads for slaves. Each slave process worked on calculations for 
clustering. Finally, the master processor received the results from 
each slave process and chose the global optimized clustering [11, 
12, 13].  

 
Figure 5, Experiment results with MPI on the HPC 

Our experiments compared the running time of the 
enumerative algorithm using a single processor with that using 
HPC with 8 processors and 16 processors. The number of the cases 
was 500, 1000, 1500, 2000, 2500, and 2700 respectively. Figure 5 
and Figure 6 below show the execution time of our preliminary 
experiments. It exposed the critical role of HPC for the time 
consuming enumerative algorithm to process large amount of data. 
For example, for 1500 cases, running on a single processor, it took 
more than eight hours to finish the clustering; whereas running on 
HPC with 16 processors, it only took about 32 minutes. This 
improvement of execution time is critical, because it is important 
to have a reasonable amount of indicative and representative data 
samples (cases) in order to discover patterns in data samples using 
machine learning technologies. It is not unusual to have a data set 
of 1500 cases by this approach.  

The results of these experiments produced a solid fundamental 
for future developments in our water quality assessment and 
prediction project. We created decision tree employed C5.0 for the 
water quality assessment and prediction. Using the produced 
decision trees to predict unseen cases, the prediction accuracies 
reach 82 percent, two percent better than applying k-means 
algorithm and about the same improvement than applying the 
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mechanistic simulation models. It is anticipated that if we use more 
attributes of the water quality in the future, the accuracy rate could 
be further improved. 

 

 
Figure 6, Execution time in seconds for comparison of various processors in 

HPC 

6. Summary and Conclusion 

In this research, by applying machine learning algorithm to a 
long period time of water attributes’ data; we can generate a 
decision tree so that it can predict the future day’s water quality in 
an easy and efficient way. The idea is to combine the traditional 
ways and the computer algorithms together. Using machine 
learning algorithms, the assessment of water quality will be far 
more efficient, and by generating the decision tree, the prediction 
will be quite accurate. The drawback of the machine learning 
modeling is that the execution takes quite long time, especially 
when we employ a better accuracy but more time-consuming 
algorithm in clustering. Therefore, we applied the HPC System to 
deal with this problem. Up to now, the pilot experiments have 
achieved very promising preliminary results. The visualized water 
quality assessment and prediction obtained from this project would 
be published in an interactive website so that the public and the 
environmental managers could use the information for their 
decision making.  
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 The goal of this study was to use underwater robots instead of a diver’s observations to 
monitor and record the condition of an obstructed seabed in a shallow area. It is difficult 
to investigate marine resources that exist in deep water shaded by rock due to large and/or 
small rocks on the seabed. To solve these problems, we newly constructed a flexible 
lengthening-shortening arm with a small camera unit for an underwater robot to assist in 
the management of fishery resources. In this paper, we describe the concept and 
configuration of the newly developed arm mechanism using a sliding screw mechanism to 
overcome obstacles by changing arm posture in a two-dimensional plane, and we 
demonstrate the experimental results of a path-tracing controller for the rear links. The 
results were that the maximum deviations between the target path and the tracing path were 
less than 4.0% of the total width of the arm mechanism. These results suggest that the newly 
developed path-tracing algorithm is effective for our flexible lengthening-shortening arm 
mechanism. 
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Underwater robot arm  
Flexible arm  
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Obstacle avoidance 
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1. Introduction  

This report is an extension of work that was originally 
presented at the 2017 IEEE International Conference on 
Mechatronics and Automation (ICMA) [1]. Extended points are as 
follows; (a) the geometric configurations and control parameters 
for an unique slider-screw mechanism of our system in Section 
2.2.3, (b) waterproof design for the slider-screw mechanism in 
Section 2.2.4, (c) an operational test on land to clarify the validity 
of the flexible lengthening-shortening arm mechanism in Section 
3.1, (d) an explanation of the details of the path-tracing algorithm 
in Section 4.2.3 and Appendix, and (e) improvements of the 
movement error occurred in previous work [1]. 

Underwater robots, such as autonomous underwater vehicles 
(AUVs) and remotely operated vehicles (ROVs), were developed 
to reduce the big burden on fishermen in managing fishery 
resources and/or the cost of submarine operations and risk to 

human life (e.g.; AUV for work in shallow waters and coastal areas 
[2], reduce the burden on divers [3], achieving the core sampling 
at shallow seabed [4], and achieving the video transect method 
instead of divers [5]). Generally, underwater robots are equipped 
with cameras to monitor and record the condition of the seabed 
rather than relying on a diver’s observations. In the case of shallow 
sea areas, such as surf zones, there are many rocks and marine 
algae. Although these areas are useful as growth environments of 
fishery resources, it is assumed that the view of the camera is 
hindered and/or the robots cannot approach the target objects 
closely. In addition, it is difficult to investigate rock shadows, 
which cannot be penetrated by underwater robots, and the shellfish 
living deep within them. 

 There is a possibility that a survey could not be achieved using 
current robot arms (e.g.; dual arm operation [6] and tele-operated 
manipulators installed to ROV [7]). Instead of using robot arms, 
developing snake-type robots is one solution. Snake robots can 
search for and investigate targets, avoiding multiple obstacles by 
their serpentine motion in narrow environments where humans 
cannot intrude. Previously, many researchers had been developing 
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snake-type robots for investigating unknown environments and 
searching for disaster sites (e.g.; review of snake-type robots [8], 
tutorial of snake-type robot [9], and carrying out the inspection 
work [10]). Also, an amphibious snake-type robot, which moves 
in a serpentine motion for generating the forward propulsion in 
water, has been studied [11]. With this unique motion, however, it 
is necessary for the robot to keep thrusting in order to stay in place 
in shallow areas where wave disturbances occur from all 
directions. Without any propulsion force for forward movement by 
a serpentine motion, a mobile robot equipped snake-type arm 
mechanisms had been studied (e.g.; surveying robot equipped with 
snake-type arm on wheel robot [12], assembling an aircraft using 
a snake-type arm mounted on a traditional industrial robot arm 
[13], and linear motion mechanism mounted on base of snake-type 
arm [14]). When entering the camera at the tip of the arm into the 
narrow space, the snake-type arm changes its attitude so as to avoid 
obstacles and the intrusion operation (forward approach action) is 
in charge of the base unit. In order to investigate a narrow area in 
the shallow sea using AUV or ROV equipped an arm with snake-
type mechanism, it is necessary to take forward motion while 
maintaining posture and position against the tidal current near the 
seabed. Therefore, we assumed that a snake-type arm, which had 
a forward movement mechanism and installed to AUV and/or 
ROV, is effective for investigating narrow areas in shallow sea. 
Hence, the purposes of this study were: 1) to construct a new robot 
arm that utilizes the features of a snake-type robot's obstacle 
avoidance, and 2) to evaluate the autonomous path-tracing 
algorithm to achieve obstacle avoidance at the part of the rear-link 
mechanism. In this paper, Section 2 outlines our newly developed 
arm mechanism and the results of the operation test. In Section 3, 
we propose a path-tracing algorithm of the rear-link mechanism 
required for obstacle avoidance and show the effectiveness of this 
algorithm experimentally. 

2. Flexible lengthening-shortening arm mechanism 
(FLSAM) 

2.1. Design specifications 

We selected the following design specifications for the newly 
developed flexible lengthening-shortening arm mechanism 
(FLSAM): 

1. The FLSAM can avoid obstacles, 

2. The FLSAM can reach into rock shadows and penetralia, 

3. The FLSAM can approach target objects closely, and 

4. The FLSAM can obtain photos and movies for further analysis. 

To satisfy the required specifications of the rotational and 
translational degrees of freedom, the FLSAM's design considers 
the following points: 

A1. To avoid obstacles, the FLSAM should be equipped with 
rotational degrees of freedom, 

A2. To reach into rock shadows and go near the target, the FLSAM 
should be able to expand its arm length by translational degrees of 
freedom, and 

 
Figure 1: (A) Overview of the newly developed flexible lengthening-shortening 

arm mechanism, “FLSAM”; (B) mechanical details around the second joint of the 
FLSAM 

 

A3. To obtain photos and movies, a small video camera should be 
installed on the FLSAM. 

2.2. Configuration of the FLSAM 

2.2.1. Overview of the FLSAM 

Figure 1A shows an overview of the FLSAM, and the 
specifications are denoted in Table 1. Each joint consists of two 
stepping motors (PKP213D05A, ORIENTAL MOTOR Co., Ltd.), 
two plastic screws (MB-RENY-M8-300, MISUMI Corporation), 
and three linear guides (for both sides: NK-02-17-1-220-LLYZ, 
igus k.k.; for the center: TK-04-12-1-250, MISUMI Corporation). 
Each linear guide was in parallel, and sliders were installed on both 
sides of the linear guides. To achieve rotational degrees of 
freedom, the rotational axis was set at the center linear guide. As 
to the detailed structure of the joint, the appearance of the second 
joint is shown in Figure 1B. Contact switches (PTP5M3CB-L, 
MISUMI Corporation) were installed to detect the origin of the  
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sliders and to prevent an overrun. A small waterproof camera  
(WPMISC7M, THANKO Co., Ltd.) was equipped to record 
photos and movies from the end effector. Electric circuits with an 
AVR microcomputer (Arduino Uno R3, Arduino AG) were placed 
in a waterproof box (SPCM13-18-10-T, MISUMI Corporation). 

2.2.2. Sliding screw mechanism to achieve rotational and 
translational degrees of freedom of the FLSAM 

 When constructing an arm with the simultaneous motion of 
the translational and rotational degrees of freedom, it is natural to 
couple the translational and rotational mechanisms. However, the 
arm mechanism increases in size due to the increased number of 
joints when the translational and rotational joints are arranged 
separately. Therefore, we adopted a sliding screw mechanism to 
achieve the translational and rotational degrees of freedom in one 
joint. The sliding screw mechanism could be expected to reduce 
the size and number of joints. Moreover, it could be said of this 
mechanism that (1) power consumption is low because it is not 
necessary to maintain the posture, and (2) it can operate in water 
without a lubricant [15]. 

Figure 2A–C shows the schematic of the sliding screw 
mechanism installed in the FLSAM. We arranged two sliding 
screws for one joint, and the slider part moves forward and 
backward with respect to the rotational volume of the first and 
second actuators. The FLSAM installed two sliding screw 
mechanisms; in total, four degrees of freedom were achieved. The 
changes in the stroke length of each sliding screw mechanism were 
defined by the number Pk [pulse] and frequency Ak [pulse/s] of 
pulses’ input to the stepping motor, as 
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where, k is the number of the slider (1 and 2 for the first joint, 3 
and 4 for the second joint), Xk [mm] is the stroke length of each 
slider, Vk [mm/s] is the moving velocity of each slider, Le [mm] is 
the lead of the screw, and R [pulse] is the number of pulses per  

 
Figure 2: Schematic figure of the sliding screw mechanism installed in the 

FLSAM; (A) initial condition, (B) lengthened condition, (C) flexible condition 

 

revolution of the stepping motor. In the FLSAM, the Le is set at 
1.25, and the R is 200. 

2.2.3. Geometric configuration of the sliding screw mechanism 

Figure 3 is the schematic of the geometric constraints and the 
definition of the control parameters by the sliding screw 
mechanism for the FLSAM. The Oi-1Xi-1Yi-1 joint coordinate 
system was set at the base of the sliding screw mechanism. The  

 

Table 1: Specifications of the FLSAM 

Total height [mm] 190 

Shortened length [mm] 290 

Maximum lengthened condition [mm] 560 

Total width [mm] 140 

First joint stroke [mm] 90 

Second joint stroke [mm] 180 

Range of motion [deg] Plus/minus 45 

Total weight [kg] 3.9 

Sensors 
Small camera 

Contact switch 
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Figure 3: Schematic figure for the parameters of the sliding screw mechanism 

 

 
Figure 4: Geometric relationships between the joint range of motion and the joint 

stroke length; (A) first joint, (B) second joint 

 

 
Figure 5: Schematic figure of the range of motion of the FLSAM; red broken line 
denotes the range of motion for maintaining the maximum flexibility, green line 

denotes the maximum range of motion 

 

link length, Li-1, and the joint angle, θi, were controlled by right- 
and left-moving sliders. The L’i-1, Li-1, and θi were calculated as 

 ( ) 2/2121 iii XXL +=′ −−      (2), 

 ( ) offset2121 2/ LXXL iii ++= −−  (3), 

 ( )( )DXX iii /tan 122
1

−
− −=θ    (4), 

where L’i-1 (i=1, 2) is the link length while lengthening, shortening, 
and/or rotating. X2i-1 is the slider position at the side of the positive 
in the y-axis, X2i is the slider position at the side of the negative in 
the y-axis, and D is the length between the two sliders. The position 
of the end effector of the FLSAM was operated by combinations 
of the Li-1 and θi. The movement speed of both sides of the slider 
is determined so that the operation time is the same according to 
the Li-1 and θi, since only the slider on one side works as a singular 
point. 

The sliding screw mechanism has a unique characteristic, in 
which the maximum range of motion of a joint angle varies with 
the changes in the link length, as shown in Figure 4. Both 
maximum joint ranges of motion were set at plus/minus 45 
degrees; however, the maximum joint range of motion is 0 degrees 
when the left and right sliders are at the minimum and/or the 
maximum position of the link length simultaneously. In addition, 
these maximum joint ranges of motion were independent 
parameters, so that it is possible to take the most flexible posture 
from 43 mm to 47 mm in the first joint and from 43 mm to 137 
mm in the second joint. Figure 5 shows a range of motion of 
FLSAM. In this study, the range of motion was set at the inside 
area depicted by red line, which maintain the maximum flexibility 
of FLSAM (joint ranges of motion was at ± 45 deg). When 
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operating beyond this range, the maximum joint ranges of motion 
become small and the flexibility of the FLSAM decreases. 

2.2.4. Waterproof structure of the sliding screw mechanism 

The main parts of the FLSAM (sliding screws, sliders, guide 
rails, and a small camera) are highly water resistant. Cable entry 
and exit of the waterproof box equipped with an electrical system 
were waterproofed by cable grounding. Four stepping motors were 
waterproofed using custom-designed cylindrical housings, as 
shown in Figure 6. Basically, the housing is made watertight by 
careful fitting of the acrylic tube, aluminum lid, and O ring. The 
rotary shaft was waterproofed by combining stainless steel bushes, 
resin bushes, and a sealing material. 

2.2.5. System configuration of the FLSAM 

Figure 7 shows the system configuration of the FLSAM. The 
FLSAM’s control program was constructed using commercialized 
software, LabVIEW 12.0.1 (National Instruments Japan Corp.). 
All control signals from the controller were communicated to 
Arduino via a serial port, and Arduino then calculated the control 
signals for the motor drivers (SFE-ROB-12779, SWITCH 
SCIENCE). Contact switch signals are the only feedback signals 
to determine the initial and/or the maximum lengthened condition 
of the FLSAM. 

3. Operational tests of the FLSAM  

3.1. Operational test on land 

In order to check whether lengthening-shortening and flexion 
motions by a sliding screw mechanism of design requirement for 
image acquisition by a small camera are possible, a ground motion 
test was carried out. As targets for image acquisition, models of 
aquatic organisms (turtle, shark, dolphin, and seahorse) and an 
obstacle were placed randomly. The seahorse model was placed in 
the shadow of an obstacle that would be a blind spot from the initial 
posture of the FLSAM. One of the objects of this investigation is 
abalone, and the catch size is defined as more than 90 mm. For this 
reason, an imaging target model in this operational test was also 
the same size of abalone. Each mode size is shown in Table 2. 
Hence, the FLSAM avoided obstacles due to the lengthening-
shortening and flexion motion of the arm and eventually was able 
to discover the seahorse model. The amount of the stroke length 
and velocity of each slider of the FLSAM was given as a numerical 
input from a PC, and the operator checked the posture of the 
FLSAM and the camera image visually. Figure 8 shows a typical 
image acquisition and a birds-eye view of the FLSAM operation. 
In the process of finally photographing seahorses, images were 
acquired, in order, of the turtle, shark, dolphin, and then the 
seahorse in this arrangement. When the base unit is stable, FLSAM 
is not affected by posture change due to disturbance in water 
because of the characteristics of the sliding screw mechanism. 
Therefore, when the FLSAM achieves the ideal motion on land, 
the FLSAM can perform the same operation even in water as on 
land. It was confirmed that the FLSAM can achieve lengthening-
shortening and flexion motions as demanded of the design. Also, 
image acquisition with a small camera was achieved. 

Figure 6: Waterproof motor housing; (A) exploded view of the designed housing, 
(B) photo of the manufactured housing 

 
Figure 7: System configuration of the FLSAM 

 

 

Table 2:  Each mode size 

Models of aquatic 
organisms High [mm] Length [mm] Width [mm] 

Turtle 40 90 70 

Shark 60 170 90 

Dolphin 50 110 40 

Seahorse 60 40 30 
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3.2. Operational tests in water 

Although it was confirmed that FLSAM could operate without 
any problems during the ground test, FLSAM was developed to be 

used in water. Therefore, it was necessary to conduct verification 
tests to confirm whether it can function properly underwater. 
Hence, this experiment was planned (1) to check the underwater 

Figure 8: Time series of the state of the operational test conducted on land 

Figure 9: Typical states of the operational test in water; (A) the initial condition, (B) left-side flexed condition 
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motion, (2) to obtain camera images, and (3) to check the 
waterproof performance of the FLSAM. 

The experiment was carried out in static water conditions (the 
water tank was 1.57 m deep × 1.2 m wide × 1.27 m high). The 
FLSAM was placed on the floor of the water tank in its initial 
condition, and then any arbitrary lengthening/shortening and/or 
flexion motion was operated manually. To make sure that the 
sliding screw mechanism of the FLSAM functions properly in 
water, lengthening-shortening and flexion motions were tested 
multiple times with reciprocated motions. Further, in order to 
ascertain whether there is a possibility of water leak into the motor 
housing due to vibration of the motor and/or the rotation of the 
shaft, the operation speed is changed while the underwater test 
continues. Also, video images were checked on the PC 
simultaneously to determine whether it is possible to acquire 
images via the small underwater camera installed. The operation 
of FLSAM was confirmed from the outside of the water tank. 

From outside the water tank, it was confirmed that, for 30 
minutes, the FLSAM performed every operation on the floor of the 
water tank. In addition, no water leaked into the housing. Figure 9 
shows the typical condition during the operation tests of the 
FLSAM in water: (A) is the initial condition, and (B) is in the left-
side flexed condition. In water, the FLSAM achieved the desired 
behavior commanded by the operator. However, as the arm 
lengthened, the FLSAM unexpectedly became tilted, and the small 
camera at the tip of the arm contacted the floor. This was due to 
the movement of the center of gravity that occurred when the arm 
was lengthened. Therefore, it is suggested that attitude control by 
the support base is required to acquire a stable image using the 
FLSAM.  

4. Autonomous path-tracing experiment for rear-link 
mechanisms 

4.1. Purpose of the path-tracing experiment 

Path planning and tracing are key issues for investigating the 
shadows of rocks. In the case of the FLSAM, path planning and its 
tracing algorithm should also be installed to achieve obstacle 
avoidance and to reach into the depths of rock shadows to enable 
surveying. Methods of controlling a flexible robot arm with a 
retractable mechanism have been studied (e.g.; series studies of 
path-tracking control of a moray-type robot arm by same group  
[16–19], expands and/or contracts arm mechanism [20], and path 
tracking control of underwater snake-type robot [21]); however, it 
is impossible to plan a path in environments where the camera 
cannot obtain data due to blind sports and/or deep rock shadows. 

Previous studies have developed methods of manipulating the 
tip of the arm using a camera image to intrude into an unknown 
environment  (e.g.; surveying robot to avoid obstacles based on 
screw principle [22], double headed snake-type robot [23], and 
remotely operated snake-type robot [24]). The FLSAM that can 
enter unknown environments, such as rock shadows in water, is 
considered to be effective. Therefore, we adapted to control the 
FLSAM manually using only the video data obtained from the 
small installed camera. Figure 10 shows the schematic figure 
entering the rock shadows by changing the posture of the FLSAM. 
The operator decides the traveling direction of the tip of the arm 

using the obtained video data and then manipulates the traveling 
direction forward/backward and left/right so that only  

 
Figure 10: Schematic figure of entering the rock shadow by changing the 

posture of the FLSAM 

the tip of the arm should be controlled manually. This means that 
the rear links would autonomously follow the movement path of 
the arm tip. Hence, the purpose of this experiment was to evaluate 
the accuracy of path tracing of the rear links using the FLSAM’s 
control path-tracing algorithm. 

4.2. Path tracing in the rear-link parts of the FLSAM 

4.2.1. Definition of the rear-link in FLSAM 

FLSAM has two sliding screw mechanism joints. That means 
that if the second link of the FLSAM equipped with the small 
camera is defined as the arm tip, the rear link is only the first link. 
However, it is difficult to evaluate the validity of the path-tracing 
algorithm by measuring the movement of one link. Hence, as 
shown in Figure 11AB, the virtual arm tip is defined as existing at 
the tip of the second link of the FLSAM, and the first link and the 
second link of the FLSAM are set as the rear links. 

4.2.2. Target path defined by the Spline interpolation curve 

The first and second rear links of the FLSAM autonomously 
trace the tip’s moving path. In this research, we prepared the target 
path under the assumption that the tip’s moving path is generated 
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by the movement of the virtual tip, and the first and second links 
of FLSAM trace this virtual path. For the target path, a cubic Spline 
interpolation curve capable of creating a two-dimensional curve in 
space was used. The details are described in Appendix-1; however, 
the first derivatives of the start point of the Spline curve are set to 
0 in the boundary condition (A5). With respect to this definition, 
the slope of the Spline curve at the start point becomes 0. Therefore, 
the Spline curves of the target path and the X axis are continuous 
at the origin of the global coordinate system, and discontinuity of 
the arm joint angle can be avoided. 

4.2.3. Development of a path-tracing algorithm in the rear-links 
of the FLSAM 

Figure 11C shows a schematic of path tracing in a rear link of 
the FLSAM. In this study, the rear links of the FLSAM trace the 
Spline curve created as the target path to evaluate the validity of 
the path-tracing algorithm. In order to trace the target path, it is 
necessary to calculate each joint angle as output with the target 
path and each link length as input. Thus, as shown in Figure 11C, 
links L0 and L1 should lengthen and/or shorten to control the joint 
angles for tracing the target path. 

At first, we defined each joint coordinate and link length as 
follows: the origin of the arm base as J0=[(x0, y0) = (0, 0)], the 
position of the first joint as J1=[(x1, y1) = ( x0 + L0, 0)], the position 
of the later joints as Jj+1 = [xj+1, yj+1] ( j = 1 to n); n is the number 
of total joints, the position of the arm tip is Jc (= Jn+1) = [xn+1, yn+1], 
and the link lengths are Lj. J0 and J1 are determined by the initial 
arrangement and the link length of L0. The outline of the procedure 
for deriving each joint position from each link length is as follows:  

(1) let Jj+1 be the point of intersection with the circle Cj of radius Lj 
centered on Jj and the Spline curve, 

(2) let Jj+2 be the point of intersection with the circle Cj+1 of radius 
Lj+1 centered on Jj+1 derived in procedure (1) and the Spline curve, 

(3) then repeat procedure (2) until Jc. 

Here, we will describe procedures (1) and (2) in greater details. 
Where the Cj intersects with the interpolation interval, Si(x) is 
determined by the following conditional expression, since the 
Spline curve has a number of ith interpolation intervals: 

2
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where xj+1 satisfies xi < xj+1 < xi+1. By repeating these procedures, 
each joint position is derived. Finally, each joint angle is derived 
by the following formula: 
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Figure 11: Schematic figure of the definition of the rear links in the FLSAM; 

(A) state of the arm tip on the ordinate of the global coordinate system, (B) 
definition of the rear links in FLSAM, (C) definition of each joint coordinate and 

link length 

In this study, using each link length, Lj, and joint angle, θj, as input 
values, the path-tracing algorithm for the rear links calculates the 
output value as the number of pulses input to each stepping motor 
of the sliding screw mechanism. Thus, in the case of the FLSAM, 
J0=[(x0, y0) = (0, 0)] is the base position, the position of the first 
joint is J1=[(x1, y1) = (x0 + L0, 0)], the position of the second joint 
is J2 = [x2, y2], and the position of the arm tip is Jc (= J3) = [x3, y3], 
since the number of joints is two. 

4.2.4. Simulation of a path-tracing algorithm in the rear links 
of the FLSAM 

Computational simulation was performed to evaluate whether 
the proposed rear-link path-tracing algorithm works precisely 
enough to trace the target path (an arbitrary Spline curve). This 
simulation was done with a custom-designed graphical user 
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interface using LabVIEW 12.0.1. Figure 12 shows the simulation 
results of the trajectories of the tip and the second joint calculated 
by using each link length and joint angle output from the path-
tracing algorithm. Thus, we confirmed that each joint is moving on 
the Spline curve completely, and that the path-tracing algorithm of 
the rear link of the FLSAM is correct. 

4.3. Methods 

The accuracy of the FLSAM motion was measured using a 
real-time three-dimensional motion capture system (VENUS3D, 
Nobby Tech., Ltd.). The conceptual motion pattern for path tracing 
in the FLSAM is shown in Figure 12, which shows that the initial 
posture was determined, in which the origin of the global 
coordinate system of the FLSAM was harmonized with the 
position of the arm tip. The tip of the end effector traced a 
predetermined target path, and then the rear links followed the tip 
motion, as shown in Figure 11B. For each slider of the FLSAM, 
the maximum moving speed was set to 5 mm/s. In addition, the Li-

1 (i=1, 2) was lengthened by a step of 2 mm. Three target paths (a 
figure “S” pattern, an exponential figure pattern, and a sigmoid 
curve figure pattern) and three mirrored target paths were defined 
before the experiment and were started from the origin of the 
global coordinate system. Each pattern was followed in ten trials. 
The motion trajectory of the arm tip and the second joint were 
measured to compare the accuracy of the target paths and the 
motion of the FLSAM. All experiments were conducted on land. 

4.4. Results and Discussion 

Figure 13 shows the results of all ten trials of tracing (A) the 
figure “S” and its mirrored patterns, (B) the exponential figure and 
its mirrored patterns, and (C) the sigmoid curve figure and its 
mirrored patterns. Time series of the position of the tip in X and Y 
axis are shown in Fig. 14. It was observed that all ten path trials 
are highly reproducible, the tip of the FLSAM traced the target 
paths, and the tracking results and errors were also symmetrical in 
mirrored paths. These results confirm the validity of the path-
tracing algorithm. The maximum and the root mean square of the 
deviations were (2.25 mm, 1.7 mm) for pattern (A), (1.86 mm, 0.66 
mm) for pattern (B), and (4.7 mm, 1.48 mm) for pattern (C), 
respectively. All of these deviations were under 4.0% (2.8 mm) of 
the total width of the FLSAM (140 mm). Although the same 
tendencies had found in the previous studies (e.g.; series studies of 
path tracing of a snake-type robot using screw driving theorem by 
same group [25-26]) that the deviations are approximately 4.0%, it 
is suggested that the path-tracing algorithm for the FLSAM while 
path tracing is effective, and minimizing the deviations is a task for 
future studies. In addition, the movement error of 4% (2.8 mm) is 
below 4% or less of the survey target size of 90 mm or more. In 
this respect, the validity of the path-tracing algorithm of the rear 
links of the FLSAM proposed in this paper was confirmed. 

We would like to construct an algorithm to achieve three-
dimensional motion by changing the arrangement and the number 
of sliding screw mechanisms of the FLSAM. Further studies 
should be needed at least the following points; (1) to improve the 
accuracy of path tracing, since the tracing deviations would 
accumulate if the FLSAM would be expanded to increase the 
number of joints, making it possible for a large error to occur at the 
tip position and (2) to generate a following path of rear links from 

the movement path of the tip instead of the Spline curve used in 
this study. 

 
Figure 12: Simulation results of the path tracing algorithm; (A) figure “S” and its 
mirrored pattern, (B) the exponential figure and its mirrored patterns, and (C) the 
sigmoid curve figure and its mirrored patterns. Black lines are the target paths, 

green lines are the tip trajectories, and red lines are the trajectories of the second 
joint position. 
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Figure 13: Results of path tracing by the FLSAM; (A) figure “S” and its 

mirrored pattern, (B) the exponential figure and its mirrored patterns, and (C) the 
sigmoid curve figure and its mirrored patterns. Black lines are the target paths, 

green lines are the tip trajectories, and red lines are the trajectories of the second 
joint position. 

Figure 14: Time series of the position of the tip in X and Y axis; (A) figure 
“S” and its mirrored pattern, (B) the exponential figure and its mirrored patterns, 

and (C) the sigmoid curve figure and its mirrored patterns. 
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5. Conclusion 

In order to realize a flexible underwater robot arm, we adopted 
a sliding screw mechanism and developed a prototype device, a 
“FLSAM.” Path tracing in the rear-link mechanisms and 
underwater operation tests were executed, and the results 
suggested that the sliding screw mechanism is sufficient for 
construction of a flexible underwater robot arm. However, to 
obtain stable video data, further modification, such as using an 
autonomous postural control base, is necessary. Further study is 
also needed to improve the path-tracing control performance using 
kinematic and dynamic analysis of the FLSAM. 

Appendix-1: Calculation of the cubic Spline interpolation 
curve 

For the target path, a cubic Spline interpolation curve capable 
of creating a two-dimensional curve in space is used. The nth 
Spline interpolation is continuous to the (n-1)th derivative function, 
and oscillations between the representative points hardly occur. In 
addition, it is effective for generating a target path simulating an 
obstacle-avoidance route, since it is possible to produce a 
complicated shape in accordance with the given interpolation 
points. In this study, a cubic Spline curve was calculated by setting 
the first interpolation point as the origin of the global coordinate 
system and sequentially setting the next interpolation point at an 
arbitrary position in two-dimensional space. 

When (n+1) points are given, there are n interpolation divisions, 
and the polynomials exist in each division as follows: 

)1A()( 23
iiiii dxcxbxaxS +++=  , 

where Si(x) is the cubic Spline curve function in the ith division; ai, 
bi, ci, and di are the coefficients in ith division; and i (i=1 to N) 
equals the number of deviations. The coefficients of the 
polynomial (ai, bi, ci, and di) are derived using the continuous 
condition (A2–4) at the interpolation point and the two boundary 
conditions (A5–6), as follows: 

)2A()()( 111 +++ = iiii xSxS  , 

)3A()()( 111 +++ ′=′ iiii xSxS  , 

)4A()()( 111 +++ ′′=′′ iiii xSxS  , 

)5A(0)( 11 =′ xS  , 

)6A()( 1 constxS NN =′ +  , 

where the ith interpolation point coordinate is taken as (xi, yi), and 
0)( 1 =′ +NN xS  in this study. In the boundary condition (A5), the 

first derivatives of the start point of the Spline curve are set to 0, 
so that the Spline curves of the target path the and X axis are 
continuous at the origin of the global coordinate system. 
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